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Abstract—Ultrawideband (UWB) systems show excellent
potential benefits when used in the design of high-speed digital
wireless home networks. The constantly-increasing demand for
higher data transmission rates can be satisfied by exploiting
both multipath- and spatial-diversity, using multiple-input
multiple-output (MIMO) together with proper modulation and
coding techniques. Unlike conventional MIMO OFDM
systems, the performance of MIMO MB-OFDM UWB systems
does not depend on the temporal correlation of the
propagation channel although narrowband interference (NBI)
is still a problem. In this paper we put forward a technique for
suppressing NBI by the use of adaptive narrowband filtering.
The method is compared experimentally with other algorithms
for the identification and cancellation/suppression of complex
NBI in OFDM single-band and multiband (MB) UWB systems.
The study shows that the different schemes offer slightly
differing performances, depending on the parameters of the
MIMO UWB system. The proposed complex adaptive
narrowband filtering technique is an optimal solution which
offers a good balance between NBI suppression efficiency and
computational complexity.

Keywords - Narrowband interference (NBI); Multiband
orthogonal frequency-division multiplexing (MB-OFDM);
Multiple-input multiple-output (MIMO); Ultrawideband
(UWB); Variable complex filters; Adaptive complex filter
banks.

I. INTRODUCTION

In recent years, ultrawideband (UWB) signals have been
employed extensively in communications and ranging
applications. Depending on how the available bandwidth of
the system is used, UWB can be divided into two groups:
single-band and multiband.

Conventional UWB technology is based on single-band
systems and employs carrier-free communications [1]–[3]. It
is implemented by directly modulating information into a
sequence of impulse-like waveforms; support for multiple

users is by means of time-hopping or direct sequence
spreading approaches.

The UWB frequency band of multiband UWB systems
is divided into several sub-bands, with the bandwidth of
each of them being at least 500 MHz [4] [5]. By interleaving
the symbols across sub-bands, multiband UWB can
maintain the power of the transmission as though a wide
bandwidth were being utilized. The advantage of the
multiband approach is that it allows the information to be
processed over a much smaller bandwidth, thereby reducing
overall design complexity as well as improving spectral
flexibility and worldwide adherence to the relevant
standards. In order to capture the multipath energy
efficiently, the orthogonal frequency division multiplexing
(OFDM) technique is used to modulate the information in
each sub-band. The major difference with MB-OFDM, as
opposed to more traditional OFDM schemes, is that the
MB-OFDM symbols are not continuously sent on one
frequency-band; instead they are interleaved over different
sub-bands across both time and frequency. Multiple access
of multiband UWB is enabled by the use of suitably-
designed frequency-hopping sequences over the set of sub-
bands.

Most UWB applications are used indoors, thus providing
an excellent transmission environment for MIMO
implementation. Moreover, the GHz center frequency of
UWB systems makes the spacing between antenna array
elements less critical. In consequence, the combination of
UWB and MIMO technology becomes an effective method
of achieving the very high data rates required for high-speed
short-range communications. Multi-antenna UWB
technology has been well-explored in conventional single-
band UWB systems [6]–[8]. Conversely, research into
multiband UWB systems employing multiple antennae is as
yet not complete, so the full benefits of UWB-MIMO
communications systems have therefore not been entirely
explored.
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The main difference between MIMO OFDM and MIMO
MB-OFDM lies in the channel characteristics. The block
diagram for MIMO MB-OFDM is shown in Figure 1.
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Figure 1. MIMO MB-OFDM UWB system.

In this paper, we look at UWB MIMO systems with
MB-OFDM, a leading technology for many broadband
communication systems [9]. Due to their relatively low
transmission power, such systems are very sensitive to
narrowband interference (NBI). Because of the spectral
leakage effect caused by Discrete Fourier Transform (DFT)
demodulation at the OFDM receiver, many subcarriers near
the interference frequency suffer from serious Signal-to-
Interference Ratio (SIR) degradation, which can adversely
affect or even block communications [10].

The issue of NBI suppression in wideband OFDM
systems is of primary importance in such systems and has
been studied extensively in the last few years [11]. Two
main types of approach are generally adopted. The first
involves various frequency excision methods, whereby the
affected frequency bins of the OFDM symbol are excised or
their usage avoided [12]. The second approach is related to
“cancellation techniques” which are aimed at eliminating or
mitigating the effect of the NBI on the received OFDM
signal [13]. In most cases, the degradation in a MIMO MB-
OFDM-based receiver is beyond the reach of the frequency
excision method when the SIR is less than 0 dB. Thus,
mitigation techniques employing cancellation methods, one
of which is based on complex adaptive filtering and the
other on NBI identification and cancellation, are
recommended as an alternative [14]-[17].

In this paper, a method for NBI cancellation based on
adaptive complex digital filtering, using the Least Mean
Squares (LMS) algorithm to adapt to the central frequency
of the NBI [18], is presented and the method is compared to
other mitigation techniques. The study shows that all
schemes give different performances, depending on the
parameters of the MB-OFDM MIMO UWB system, but the
proposed method offers considerable benefits, including low
computational complexity.

The rest of the paper is organized as follows: In Section
II the adaptive filtering scheme using variable complex
adaptive narrowband filter is considered. An adaptive
complex notch filter bank for the cancellation/enhancement
of multiple complex signals is also proposed. The
simulation model for NBI suppression in UWB systems is
described in Section III. Section IV presents the simulation
results for NBI suppression in UWB channels and MIMO
MB-OFDM systems. Finally, Section V concludes the
paper.

II. NBI SUPPRESSION USING ADAPTIVE COMPLEX

FILTERING

In comparison with the information wideband signal, the
interference occupies a much narrower frequency band but
has a higher-power spectral density [19]. On the other hand,
the wideband signal usually has autocorrelation properties
quite similar to those of AWGN (Adaptive Wide Gaussian
Noise), so filtering in the frequency domain is possible.

A. Variable Complex Narrowband Digital Filter

The filtering process is carried out at the input of the
OFDM demodulator by the use of a variable complex filter
with independent tuning of the central frequency and
bandwidth. This is then turned into an adaptive narrowband
filter to be implemented in an OFDM receiver.

A variable complex bandpass (BP) first-order digital
filter designated LS1 (Low Sensitivity) is designed [20]
(Figure 2). The transfer functions of the LS1 section, all of
BP type, are:



.
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The composed multiplier ̂ is  12ˆ  .

The bandwidth can be tuned by trimming the single
coefficient , whereas  controls the central frequency ω0.

This design of variable complex digital filter has two
very important advantages: firstly, an extremely low
passband sensitivity which offers resistance to quantization
effects; secondly, independent control of central frequency
and filter bandwidth over a wide frequency range.
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Figure 2. Variable complex BP LS1 filter.

B. Adaptive Complex Filtering

In Figure 3, an adaptive complex notch/BP narrow-band
system based on the LS1 variable complex filter is shown
[18].

In the following, we consider the input/output relations
for corresponding BP/notch filters Eq.(2)-(9). For the BP
filter we have the following real output:

 )n(y)n(y)n(y 2R1RR   
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where
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yR is the real output and xR is the real input.
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Figure 3. Block-diagram of a BP/notch adaptive complex filter section.

The imaginary output is given by the following
equation:
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where yI is the imaginary output and xI is the imaginary
input.

For the notch filter we have a real output:

 )n(y)n(x)n(e RRR   

and imaginary output:

 )n(y)n(x)n(e III   

The cost function is the power of the notch filter output
signal:

 )]n(e)n(e[   

where
 )n(je)n(e)n(e IR   

The LMS algorithm is then applied to update the filter
coefficient responsible for the central frequency as follows:
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In order to ensure the stability of the adaptive algorithm,
the range of the step size µ should be set according to [21]


2L

P
0


  

In this case L is the filter order, σ2 is the power of the
signal y(n) and P is a constant which depends on the
statistical characteristics of the input signal. In most
practical situations K is approximately equal to 0.1.

This approach can easily be extended to the complex
adaptive narrow-band filter bank (Figure 4) [22].

The notch filter bank output signal is described by the
following formulae:

 )n(y)n(x)n(e
M

1i

RiRR FB 


  

 )n(y)n(x)n(e
M

1i

IiIIFB 


  

 )n(je)n(e)n(e
FBFB IRFB   

where M=NR is the number of the receiver’s antennae.

The LMS algorithm is applied to adapt the filter bank
coefficients [21]:

 )]n(y)n(eRe[)n()1n( '
iFBii



 for M1i  

The main advantages of both the adaptive structure and
the filter bank lie in their low computational complexity and
fast convergence. The very low sensitivity of the variable
complex filter section ensures a high tuning accuracy, even
with severely quantized multiplier coefficients and the
general efficiency of the adaptation [22].
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Figure 4. Adaptive complex notch filter bank for the
cancellation/enhancement of NBI.

III. SIMULATION MODEL FOR NBI SUPPRESSION IN UWB
SYSTEMS

In order to compare the proposed method with other NBI
suppression methods, such as Frequency Excision (FE) [23]
and Frequency Identification and Cancellation (FIC) [17], a
number of simulations relative to complex baseband
presentation are performed.

The FE method is applied to the OFDM signal with a
complex NBI at the input of the demodulator. The signal is
then converted into the frequency domain by FFT,
oversampled by 8 and the noise peaks in the spectra of the
signal are limited to the determined threshold. The signal is
subsequently converted back into the time domain and
applied to the input of the demodulator. It should be noted
that, for more precise frequency excision, FFT of a higher
order than the one in the demodulator is applied.

The FIC method is implemented as a two-stage
algorithm. First, the complex NBI frequency is estimated by
finding the maximum in the oversampled signal spectrum.
Next, using the ML approach, the NBI amplitude and phase
are estimated. The second stage realizes the NLS
optimization algorithm, where precise estimations of NBI
complex amplitude, phase and frequency are performed.

For the realization of the NBI filtering method, the
complex adaptive notch filter is connected at the receiver’s
input. The adaptation algorithm tunes the filter in such a
way that its central frequency and bandwidth match the NBI
signal spectrum. In the simulations, the central frequency of
the notch filter is chosen to be equal to the NBI central
frequency, while its bandwidth is equal to 20% of the
bandwidth between two adjacent OFDM sub-carriers.

In the OFDM demodulator, the prefix and suffix guard
intervals are removed and a 256-point FFT is applied. The
pilot tones are removed and a channel equalization of the
OFDM symbol is performed. Finally, the corresponding 64-
QAM demodulation and decoding is carried out.

The information source is modeled by a generator of
uniformly distributed random integers based on the
modified version of Marsaglia's “Subtract with borrow
algorithm” [24]. The method can generate all the double-
precision values in the closed interval [2-53, 1-2-53].
Theoretically, this method can generate over 21492 values
before repeating itself.

The channel encoder is implemented as a convolutional
encoder. In the simulation, the code rate: RC = 1/2 is chosen.
In the receiver, a Viterbi hard threshold convolutional
decoder is implemented.

A block interleaver-deinterleaver is used in the
simulation. The algorithm chooses a permutation table
randomly, using the initial state input that is provided.

The digital modulator is implemented as 256-point
IFFT. In the OFDM block demodulator, the prefix and
suffix guard intervals are removed from each channel and
256-point FFT is also applied. The OFDM symbol consists
of 128 data bins and 2 pilot tones. Each discrete piece of
OFDM data can use different modulation formats. In the
experiments, Grey-encoded 64-QAM modulation format is
used. After the IFFT process, the prefix and suffix guard
intervals are added.

For the wireless channel, a multi-ray model with direct
and delayed (reflected) components is used. The delayed
components are subject to fading, while the direct ones are
not. To preserve total signal energy, the direct and delayed
signal components are scaled by the square roots of
K/(K+1) and 1/(K+1) respectively. To simplify simulations,
a complex baseband representation of the system is used
[25] [26].

The NBI is modeled as a single complex tone, the
frequency of which is located centrally between two
adjacent OFDM sub-carriers.

IV. EXPERIMENTS AND SIMULATION RESULTS

A. NBI Suppression for UWB Channels

Using the above general simulation model, different
experiments were performed, estimating the Bit Error Ratio
(BER) as a function of the SIR. Four types of channels are
considered, i.e., AWGN, CM1, CM2 and CM3 [27] [28].
The CM1, CM2 and CM3 channels are subject to strong
fading and additionally background AWGN is applied, so
that the signal to AWGN ratio at the input of the OFDM
receiver is 20 dB. In Figure 5, a complex AWGN channel is
considered. The SIR is varied from -20 dB to 0 dB. It can be
seen that for high NBI, where the SIR is less than 0 dB, all
methods lead to a significant improvement in performance.
The complex adaptive filtering scheme gives better
performance than the FE method. This could be explained
by the NBI spectral leakage effect caused by DFT
demodulation at the OFDM receiver, when many sub-
carriers near the interference frequency suffer degradation.
Thus, filtering out the NBI before demodulation is better
than frequency excision. The FIC algorithm achieves the
best result because there is no spectrum leakage, as happens
with frequency excision, and there is no amplitude and
phase distortion as seen in the adaptive filtering case.
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In the case of CM1, CM2 and CM3 IEEE UWB
channels (Figures 6, 7 and 8) it could be seen that similar
results were obtained.
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Figure 6. BER as a function of SIR for CM1 channel
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Figure 7. BER as a function of SIR for CM2 channel
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Figure 8. BER as a function of SIR for CM3 channel

It should be noted that the adaptive filtering scheme and
frequency cancellation scheme lead to a degradation of the
overall performance when SIR > 0. This is due either to the
amplitude and phase distortion of the adaptive notch filter,
or to a wrong estimation of NBI parameters during the
identification. The degradation can be reduced by the
implementation of a higher-order notch filter or by using
more sophisticated identification algorithms. The
degradation effect can be avoided by simply switching off
the filtering when SIR > 0. Such a scheme is easily
realizable as the amplitude of the NBI can be monitored at
the BP output of the filter (Figure 3).

In Figure 9, the results of applying a combination of
methods are presented. A multi-tone NBI (5 sine-wave
interfering signal) is added to the OFDM signal. One of the
NBI tones is 10 dB stronger than the others. The NBI filter
is adapted to track the strongest NBI tone, thus preventing
the loss of resolution and AGC saturation. It can be seen
that the combination of frequency excision plus adaptive
filtering improves the performance, and the combination of
frequency cancellation plus adaptive filtering is even better.
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Figure 9. BER as a function of SIR for CM3 channel – multi-tone NBI
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Figure 10 shows BER as a function of SIR for the CM3
channel when QPSK modulation is used, the NBI being
modeled as a complex sine wave. It can be seen that the
relative performance of the different NBI suppression
methods is similar to the one in Figure 6 but the BER is
higher due to the fact that NBI is QPSK modulated.
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Figure 10. BER as a function of SIR for CM3 channel –
QPSK modulated NBI

B. NBI Suppression for MIMO MB-OFDM systems

To evaluate the performance of the three NBI
suppression methods, (FE, FIC, and our proposed NBI
filtering method), simulations relative to the complex
baseband presentation are conducted. A standard MIMO
OFDM receiver is assumed and the suppression methods are
applied to the MIMO OFDM signal with a complex NBI at
each input of the receiver independently.

For the NBI filtering method, the complex adaptive
notch filter bank is used. The adaptation algorithm tunes the
filter at each receiver input so that its central frequency and
bandwidth match the NBI signal spectrum. The Frequency
Identification and Cancellation method estimates the
complex NBI frequency by determining the maximum in the
oversampled signal spectrum per channel.

The OSTBC model for complex signals is realized using
the methods described in [29], [30]. The number of transmit
antennae NT can be set from 1 to 4 as long as the number of
receive antennae NR can also be set from 1 to 4. For 2x2
MIMO system, the code rate is Rc=1 whereas for 3x3 and
4x4 MIMO systems the code rate is Rc=1/2.

The MIMO wireless flat fading channel is realized as
given in [31]. A system with NT transmit antennae and NR

receive antennae is considered. It is assumed that the
complex channel gain hi,j is a complex Gaussian random
variable: hi,j~Nc(0,1). As the MIMO channel matrix H is
not known for the receiver, it must be estimated before the
start of the decoding process. The channel estimation
method based on the optimal training preamble [31] is
adopted. OSTB decoding, 64-QAM demodulation and error
correction decoding are carried out.

Using the above-mentioned simulation model of the
Orthogonal Space-Time Block Coding (OSTBC) MIMO
system, different experiments were performed to estimate
the BER as a function of the SIR. Four types of systems are
considered: SISO (1x1), MIMO (2x2), MIMO (3x3) and
MIMO (4x4). The MIMO channels are subject to flat fading
and, in addition, background AWGN is applied, so that the
signal to AWGN ratio at the input of the OFDM receiver is
15dB. In Figure 11, a complex flat fading AWNG channel
without NBI suppression is considered. The SIR is varied
from -20 dB to 0 dB. It can be seen that 4x4 OSTBC MIMO
system gives the best performance.
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Figure 11. BER as a function of SIR for MIMO channel

Three NBI suppression techniques are then applied: FE,
FIC, and the new NBI adaptive filtering method.

In the case of 2x2, 3x3 and 4x4 MIMO channels
(Figures 12, 13 and 14) better results in terms of NBI
filtering are obtained for higher values of antenna diversity.
The FE method manifests good performance for high SIR.
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Figure 12. BER as a function of SIR for 2x2 MIMO channel
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Figure 13. BER as a function of SIR for 3x3 MIMO channel
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Figure 14. BER as a function of SIR for 4x4 MIMO channel

The experimental results show that the frequency
identification and cancellation method achieves the highest
performance. On the other hand, the extremely high
computational complexity limits its application in terms of
hardware resources. In this respect, the adaptive notch filter
turns out to be the optimal NBI suppression scheme, as it
offers very good performance and reasonable computational
complexity. The frequency excision method shows
relatively good results and its main advantage is its
computational efficiency.

TABLE I. COMPUTATIONAL COMPLEXITY COMPARISON

Suppression
Method

Number of
Additions

Number of
Multiplications

Complexity

Frequency
Excision

6MN 4MNlog(N) ~O(Nlog(N))

NBI Filtering KMN 28MN+KMN2 ~O(N2)
Frequency
Identification
and Cancellation

2MN2 M(N+2)N3 ~O(N4)

The computational complexity per iteration of the
modeled NBI suppression methods are listed in Table I,
where: K is a positive integer constant, N is the number of
samples to be processed, M is the number of receiver’s
antennas and O() is the complexity estimation function.

V. CONCLUSIONS

In this paper a method for NBI suppression in MIMO
MB-OFDM UWB communication systems, using adaptive
complex narrowband filtering, is proposed. In relation to
this, a comparison with two other schemes for suppression
of complex NBI is performed. The first is a frequency
excision method while the second employs frequency
identification and cancellation based on ML and NLS
algorithms. The experiments show that for high NBI, where
the SIR is less than 0 dB, all three suppression methods lead
to a significant improvement in performance.

An optimal solution is the adaptive narrowband filtering
method, which offers a trade-off between outstanding NBI
suppression efficiency and computational complexity. An
alternative approach is to implement a combination of the
NBI filtering and frequency cancellation methods, thus
improving overall performance.
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Abstract— The Advanced Video Coding (AVC) standard 
proposes the usage of Variable Block Size (VBS) motion-
compensated prediction and mode decision aiming for 
an optimized Rate-Distortion (R-D) performance. Unlike 
Fixed Block Size (FBS) motion-compensated prediction, 
where all regions of the pictures are treated similarly in 
terms of temporal prediction, VBS increases the 
efficiency of encoding by allowing more active regions to 
be represented with more bits than less active ones. The 
main concern regarding the usage of VBS motion-
compensated prediction is the dramatic increase it adds 
to the encoder computational requirements, which not 
only prevents the encoder from satisfying real-time 
constraints, but also makes it impractical for hardware 
implementation. This paper presents an efficient VBS 
selection scheme, which can be applied to any VBS 
Motion Estimation (ME) module, leading to significant 
reduction in its computational requirements with minor 
loss in the quality of the reconstructed picture. The 
computational requirements reduction is achieved by 
minimizing the number of required ME searches and 
simplifying the Mode Decision (MD) operation. In order 
to meet different applications’ demands, the proposed 
algorithm can be adjusted to function at any of three 
operating points, trading off computational 
requirements with R-D performance. In the paper, the 
algorithm is described in detail, focusing on the 
theoretical computational requirements savings. This 
theoretical analysis is then supported with simulation 
results performed on three benchmark video sequences 
with various types of motion. 

Keywords- H.264/AVC, motion estimation, variable block 
size. 

I.  INTRODUCTION 
 

To achieve a high coding efficiency, AVC deploys a set 
of new features in addition to enhancing a set of previously 
used features. In the inter-frame motion prediction, AVC 
allows for the usage of variable block sizes motion 
estimation/compensation that can support block sizes of 
16×16, 16×8, 8×16 and 8×8 resulting in significant 
performance improvement. Even more, in the case when an 
8×8 mode is chosen, further smaller blocks of sizes 8×4, 4×8 
and 4×4 can be used. This method improves the motion 
tracking capabilities of the encoder by allowing inactive 
regions and regular movements to be represented with an 
optimal amount of motion information (e.g., 16×16 mode is 
represented by one motion vector), while for fast and highly 
irregular movements, the finer blocks can be used at the cost 
of increased motion information, but optimal error 
representation. In terms of computational and memory 
requirements, motion estimation is by far the most complex 
module in the entire AVC encoder. As will be shown later, 
recent studies show that it represents between 70% and 90% 
of the entire encoder computational requirements. The 
increase in computational and operational requirements 
brought by the usage of such new features requires 
algorithmic and implementation enhancements so that the 
compression algorithm can become useful in real 
applications. As a step towards the design and 
implementation of an entire computationally-efficient AVC 
encoder, this paper proposes a solution to the increased 
computational requirements of the AVC variable block size 
motion estimation/compensation (and mode decision) 
module.  A novel, computationally-efficient algorithm for 
variable block size motion estimation and mode decision 
(acting at three operating points that meet various 
applications’ requirements) is developed and described. The 
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obtained simulation results and analysis show that, for the 
variety of tested benchmark sequences, the encoder 
computational requirements can be reduced to less than half, 
at the expense of “minor” degradation in the quality. The 
work in this paper further emphasises on the work that has 
been introduced in  [1]. 

The remainder of this paper is organized as follows: 
Section II describes the key concept behind the adoption of 
VBS ME/MD, showing its necessity, and the 
computationally-expensive way it is implemented in the 
direct approach of the AVC software reference model. A 
survey of recent efforts to solve this computational 
requirements issue is also given. In Section III, the proposed 
VBS selection scheme is described, accompanied with some 
theoretical computational requirements analysis to show its 
effectiveness. Section IV shows and discusses the 
experimental analysis and results obtained by encoding 
various benchmark video sequences. Then finally, Section V 
concludes this paper. 

 

II. VBS MOTION ESTIMATION AND MODE DECISION 
 

AVC defines seven block sizes for inter-prediction. The 
seven modes are shown in Figure 1. During the encoding 
process, an ideal encoder has to examine all these modes to 
achieve the best inter-prediction, which requires performing 
all the seven modes of searches, and then examining all the 
259 possible combinations of macroblock (MB) partitioning 
schemes to choose the best one out of them. This VBS 
motion estimation and mode selection process result in 
significant performance improvement (in terms of rate-
distortion). This is because, on the contrary to Fixed Block 
Size Motion Estimation (FBSME), where all sub-blocks in a 
MB have the same size, Variable Block Size (VBS) ME 
improves the motion tracking capabilities of the encoder by 
allowing it to give more “attention” to highly active sub-
blocks (representing an active region with more sub-blocks 
would better describe it). However, this leads to dramatic 
increase in the computational requirements of the encoder 
compared to traditional FBSME-based encoders. 

This section overviews the main concept of VBS 
ME/MD. It starts with Section A, where the necessity of 
VBS ME/MD is investigated. Then in Section B, a 
description of the AVC reference software implementation 
approach is given. Finally, Section C summarizes some 
recent efforts to reduce the computational requirements of 
VBS ME/MD. 

 

A. Necessity of VBS ME/MD 
In this section the necessity of VBS ME is evaluated by 

first demonstrating its usage when encoding different 
sequences with different types of motion, then by comparing 
the reconstructed sequences R-D performance when VBS 
ME is fully or partially disabled.  

Figure 2 shows the occurrence percentage of different 
block sizes as chosen by the AVC software reference model 
“Joint Model JM 10.2”, running with all the seven block 

mode types enabled. Full search is used for motion 
estimation. The test has been performed for a wide range of 
sequences, starting from QCIF (176×144) up to HD 1080p 
(1920×1080) and for different motion types. 

Table 1 summarizes the characteristics of the sequences 
that were used in this experiment. 

The impact of choosing the variable block size can be 
clearly seen. For example, the traditional 16×16 has been 
chosen as the optimal mode for almost 50% of the cases in 
the “Shields” sequence, a sequence with regular pan 
movement, while it was as small as 5% for high irregular 
movement in “Football” sequence, for which the small block 
sizes (4×4) has been the best option in 40% of the cases. 
In addition, a more informative test was performed by 
running the JM several times for each sequence, disabling 
one or more inter search/decision mode in each run, then 
comparing the R-D curves generated from all runs. Figure 3 
shows the impact of disabling some of the searching modes 
on the overall encoder efficiency. The sequence used for 
this test was Foreman CIF (30 fps). For simplicity, the 
testing conditions for the encoder runs included the 
following restrictions: the usage of only one reference frame 
and the usage of “Low Complexity Mode” for Rate-
Distortion optimization. Each of the curves was generated 
with a different inter-search/decision-mode configuration 
than the other. Table 2 provides a description of the different 
cases used to create Figure 3. Any single curve in the graph 
represents a typical relation between rate and distortion in 
digital video coding. As expected, the two parameters are 
inversely proportional. This is reasonable since the better 
quality needed to be preserved in an encoded video 
sequence, the more bits required to represent the generated 
bitstream.  

Rate is typically represented by the minimum number of 
bits per seconds required to transmit the generated bitstream 
without affecting the continuity of the reconstructed 
sequence. It depends on two parameters: the size of the 
generated bitstream, and the resolution/frame rate of the 
specific sequence. The quality of the reconstructed sequences 
is measured by the most widely-used Peak Signal to Noise 
Ratio (PSNR) parameter. Due to its easy calculation, PSNR 
is the most famous objective quality measurement in video 
coding. It is measured on a logarithmic scale and depends on 
the “Mean Squared Error” (MSE) between an original and an 
impaired image or video frame as shown in (1) and (2). F(i,j) 
and f(i,j) are the values of pixel (i,j) in the original and 
reconstructed images or video frame of resolution N×M, 
while (2n-1) is the highest-possible signal value in the video 
frame, where n is the number of bits per frame sample. 
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Figure 3 shows that the blue curve (Case 0, which uses all 
the variable block sizes) is the optimum one in terms of R-D 
performance. The brown curve (Case 5, where only a fixed 
4×4 search/decision mode is used) has a relatively poor 
performance, especially at low bitrates (around 1 Mb/s), as 
most of the residual data is cut-off by the coarse quantization 
process (high QP value), giving more influence to the size of 
the encoded motion info on the output bitrate. Besides, the 
light-blue curve (Case 3, where only a fixed 16×16 
search/decision mode is used) also shows a poor 
performance, especially at high bitrates (around 6 Mb/s), 
when the savings achieved by representing each macroblock 
by only one motion vector becomes negligible when 
compared to the overhead of encoding the residuals, which 
becomes higher for macroblocks with more “activity” inside.  

Figure 4 shows that the generated R-D curves for all the 
tested sequences tend to demonstrate a relatively similar 
behaviour to what has been discussed above at different 
bitrates (the higher the sequence resolution, the higher the 
required bitrate).  

In conclusion, VBS ME/MD is an important tool that has 
been used in AVC to optimize the R-D performance of the 
encoder. It allows inactive regions and regular movements to 
be represented with an optimal amount of motion 
information (e.g., 16×16 blocks), while for fast and highly 
irregular movements, the finer blocks are used (e.g., 4×4 
blocks), achieving optimal error representation, at the cost of 
increased motion information. 

 

B. Direct Implementation of VBS ME/MD 
A feature of the way AVC reference software (JM) adopts 
Rate-Distortion Optimization (RDO) is by performing an 
exhaustive search for the “best” partitioning scheme (the 
one that gives the lowest R-D Cost) among all the 259 (44 
(8×8 or smaller) sub-modes + 1 (8×16) + 1 (16×8) + 1 
(16×16) modes) possible combinations. This can be shown 
in Figure 5  [2]. Hence, the JM searches exhaustively for the 
minimum possible distortion that can be achieved subject to 
a specific rate constraint. This can be expressed as follows: 
Find min(D) subject to R<Rc, which can be elegantly solved 
using Lagrangian optimization where a distortion term is 
weighted against a rate term as follows  [3]:  

 
Find min(J), where J = D + λR (3) 
 
where J is the R-D Cost that needs to be minimized. D is 

the Distortion. JM uses the Sum of Absolute Differences 
(SAD) as the metric of distortion because of its less 
computational requirements compared to other metrics. SAD 
is calculated using (4), where F(i,j) and f(i,j) are the values of 
pixel (i,j) in the reference and the candidate block 
respectively. R represents the Rate. The way to estimate the 
rate differs based on the type of rate-distortion optimization 
scheme being used. For high-complexity mode, JM uses the 
exact number of bits for header, motion info, and transform 
coefficients (the way they look after the last encoding stage) 
as the metric of rate as shown in (5). λ (the Lagrange 

parameter that determines the importance of rate with respect 
to distortion) is exponentially related to the Quantization 
Parameter (QP) after multiplying it with a double-precision 
weight as shown in (6). 

 

,

( , ) ( , )
i j

SAD f i j F i j
∀

= −∑ (4) 

R = Rheader (exact) + Rmotion (exact) + Rcoefficients (exact) (5) 
λ = weight×2(QP-12)/3 (6) 
 
For low-complexity mode, motion cost calculation is 

performed using a less complex scheme. A lookup table 
(LUT) is used to roughly estimate the number of bits needed 
to encode the difference between the motion vectors and the 
predictors as shown in (7). λ is also estimated roughly from 
QP by a lookup table as shown in (8). 

 
R = LUTMV_COST[MVcand-MVpred] (7) 
λ = LUTQP2QUANT[max(0, QP-12)] (8) 
 
For simplicity reasons, and practical hardware 

implementation, any reference to rate-distortion optimization 
in the remaining part of this paper is a reference to the low-
complexity mode, unless clearly mentioned otherwise. 
Recent complexity analysis was performed in  [4] to estimate 
the distribution of complexity among different modules of 
the AVC encoder. A typical profile of the encoder 
complexity (by files) based on an Intel® PentiumTM III 1.0 
GHz general purpose processor with 512 MB of memory is 
shown in the pie chart of Figure 6(a). Also, another run-time 
complexity analysis was performed in  [6], where the 
reference software (Baseline profile) was executed on a Sun® 
BladeTM 1000 with UltraSPARCTM III 1 GHz processor. The 
run time percentage (approximated to the nearest integer 
value) of each module is shown in the pie chart of Figure 6(b). 
The figure shows that the computational requirements of 
motion estimation/compensation typically represent from 
70% to 90% of the overall encoder computational 
requirements for a typical AVC encoder, which makes it a 
primary candidate for hardware acceleration. Besides, this 
module is the main target of encoder computational 
requirements reduction for most researchers. Most of the 
efforts aim at introducing “reasonable” quality degradation 
as an expense of computational requirements savings 
compared to the optimal (yet very complex) exhaustive-
search solution. The next section surveys some of those 
efforts. 

 

C. Recent Efforts to Reduce Complexity of VBS ME/MD 
Many algorithms for fast ME and MD have been 

proposed in the literature. Most of them rely on the fact that 
human’s visual system is typically insensitive to the 
degradation in PSNR that is less than 0.2 dB. Hence, they 
tend to reduce the computational requirements, at the 
expense of minor “unrecognizable” quality degradation. In 
this section, an overview of the recent efforts to reduce the 
VBS ME/MD in AVC is given. Some of the algorithms that 
have been introduced recently rely on exploiting video 
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features such as texture and edge information to predict the 
best possible mode. As an example, Wu et al  [7] proposed to 
adjust the block sizes based on the homogeneity of the region 
in the MB. They observed that homogenous regions, which 
are determined by using the magnitude of the edge vector, 
tend to move together, and hence should not be split into 
smaller blocks. The results they provided indicate that the 
technique is not as effective for dynamic sequences as it is 
for inactive ones. They achieved a maximum computational 
requirements reduction of 45% for inactive sequences, but it 
did not exceed 10% reduction for active sequences. The tests 
they performed were on low resolution sequences only 
(QCIF and CIF), which leaves the effectiveness of their 
algorithm with high resolution sequences questionable. Lin 
et al  [2] developed a combined algorithm for fast motion 
estimation and mode decision by exploiting the motion and 
cost information available from blocks that have been 
processed prior to the current block. The authors proposed to 
predict the mode of a current MB based on previously coded 
MBs, then perform a fast ME for this predicted mode. If the 
resulting cost is less than an adaptively calculated threshold, 
the algorithm skips any further calculations for this block. 
Although the authors did not investigate the potential of their 
algorithm for HW implementation, the way they described it 
makes it less likely to be implemented in hardware. A 
possible candidate HW design should be able to handle the 
worst case scenario, which is to calculate all the complex R-
D costs for all the seven modes. This task is too complex to 
be executed within a reasonable number of clock cycles that 
fits typical encoder systems requirements unless a huge (non 
realistic) design is implemented. The authors did not provide 
any computational requirements analysis to justify the time 
savings they are claiming. They also claim that they 
observed a maximum PSNR degradation of 0.4 dB in their 
experiments on CIF sequences, which is big enough to 
generate visually noticeable defects. Yu et al  [8] proposed a 
strategy that incorporates temporal similarity detection as 
well as the detection of different moving features within a 
macroblock. Their experiments were performed on QCIF 
resolution only, and they showed up to 9% bitrate overhead 
with highly dynamic sequences. The authors did not provide 
any visual justification of the quality they are claiming. Also 
they did not show any potential for hardware 
implementation. In  [9], the author proposed an algorithm that 
relies mainly on two predictive factors: intrinsic complexity 
of the MB and mode knowledge from the previous frame. 
The algorithm added more than 5% bitrate overhead for 
dynamic sequences, and the maximum achieved time saving 
for all the tested QCIF and CIF sequences was 30%. 

Tourapis et al  [10] proposed to extend and adapt the 
concept of the Enhanced Predictive Zonal Search (EPZS) 
motion estimation algorithms within the AVC standard. 
They proposed additional modifications to the predictor 
consideration, and introduced a new refinement pattern and a 
new iterative refinement process to improve the efficiency of 
the algorithms. The results of their experiments on selected 
CIF sequences showed a speedup in the motion estimation 
process (without providing enough computational 
requirements analysis to justify this speedup). However, in 

that paper, the authors did not introduce any enhancements in 
the mode decision process. In  [11], the authors had more 
focus on mode decision. They proposed a fast mode decision 
mechanism by considering that the mode decision error 
surface is monotonic with partition block size. Their 
approach depends on searching specific block sizes first, 
then based on the values of the resulting cost parameters, a 
decision was made whether to perform an early termination 
or not. If not, all possible search modes are performed. This 
means that for highly dynamic sequences, the speedup of the 
mode decision process is expected to be negligible. The 
authors did not provide any computational requirements 
analysis or comparisons, and they reported a speedup in the 
encoding process of the examined CIF sequences, without 
describing the configurations of the reference (JM) they are 
comparing with. In  [12], the authors proposed fast mode 
decision and motion estimation processes with main focus on 
MPEG–2/AVC transcoding. The algorithm utilizes the 
motion information from MPEG–2 for an AVC encoding 
using EPZS. The target application for this work had limited 
processing power; hence the authors ignored the small sub-
partitions that AVC standard offers. This had its effect on the 
obtained results for the tested CIF sequences. Highly 
dynamic sequences showed more than 0.3 dB degradation in 
PSNR, with a speedup of an order of magnitude in the 
encoding time.  

Lee et al  [13] proposed an early skip mode decision as 
well as a selective intra mode decision. They reported a 
maximum improvement of 30% in the required encoding 
time. Ahmad et al  [14] proposed a scheme that is based on a 
3D recursive search algorithm and takes into consideration 
the motion vector cost and previous frame information. They 
also reported a maximum decrease of 30% in the required 
encoding time. However, they did not provide any quality 
assessments; neither did they provide any computational 
requirements analysis of their algorithm. In  [15], Kim et al 
proposed an algorithm that uses the property of All Zero 
Coefficients Block (AZCB), obtained by quantization and 
coefficient thresholding, to skip unnecessary modes. The 
authors reported an average speedup of two times for the 
tested QCIF and CIF sequences. However, based on the 
algorithm flow that they provided, the algorithm is expected 
to lose its computational efficiency when applied to highly 
dynamic sequences, as no early skipping will be performed 
in this case, and all the inter-search modes will be required. 
Jiang et al  [16] proposed a low complexity VBS ME 
algorithm for video telephony communication. Their 
technique included classifying macroblocks in a frame into 
types, and applying different searching strategies for each 
type. They based their cost calculations on SAD only, 
ignoring the rate component. They did not propose any 
modification to the MD module. Hence, the algorithm 
efficiency is limited to the usage of the proposed ME 
algorithm only. In spite of the achieved time savings 
compared to the full search approach, the reported results 
showed noticeable degradation in encoding time when 
compared to other fast ME algorithms. Also, the authors’ 
experiments on QCIF and CIF sequences showed that the 
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algorithm is confined in applications with sequences of low 
motion and high temporal correlation. 

Tanizawa et al  [17] proposed a fast rate-distortion 
optimization method targeting low complex mode decision. 
The proposed method was based on a 2-step hierarchical 
mode decision. In the first step, a simple R-D cost without 
tentative coding is calculated. One or more coding 
candidates are selected using the obtained R-D cost. The 
number of candidates varies with the value of the 
quantization parameter (QP). In the second step, the 
conventional RDO method is applied to the candidates that 
have been chosen in the first step. The authors timing 
comparisons did not include the motion estimation operation. 
A disadvantage of this method is its unsuitability for 
hardware implementation due to the extremely complex 
RDO calculation that is applied for the successful candidates 
of the first step. Dai et al proposed an algorithm in  [18] that 
limits the candidate modes to a small subset by pre-encoding 
a down-sampled small version of the image. They reported a 
50% reduction in encoding time for the three tested CIF 
sequences. Kuo et al  [19] also proposed a multi-resolution 
scheme and an adaptive rate-distortion model with early 
termination rules to accelerate the search process. In 
addition, the authors derived a rule to estimate the bits 
resulting from residual coding. The reported results showed 
significant improvement in the encoding time for the tested 
CIF sequences when compared with the exhaustive full 
search technique. However, the algorithm showed poor R-D 
performance when applied to highly dynamic sequences. 
Chen et al  [20] proposed a fast bits estimation method for 
entropy coding to be used in RDO instead of calculating the 
actual bitrate, which is an extremely complex operation if 
performed for each candidate location. The algorithm is 
based on simplifying the CAVLC only, which makes it 
inapplicable to the Main- and High-profile encoders that are 
intended to be configured to use CABAC. The authors did 
not propose any simplification to the motion search and 
mode decision strategy, which makes a hardware 
implementation of their method unpractical. 

Rhee et al  [21] introduced one of the earliest proposals to 
use VBS ME. In their work, they proposed two algorithms. 
One of them was extremely computationally extensive and 
they proposed to use it as a reference by the following 
research work in the field, while the other was a simpler 
version that is based on heuristics. Their work relied on local 
motion information. A set of candidate motion vectors of 
each fixed size small block is first obtained by full search 
whose matching error is less than a prescribed threshold. 
Neighbouring blocks are then merged in a quad-tree manner 
if they have at least one motion vector in common. The only 
modes the algorithm supported were the square modes (4×4, 
8×8, and 16×6). Tu et al extended this work in  [22] by taking 
the quantization parameter and the Lagrange cost function 
into consideration to determine the threshold for comparing 
the distance between the motion vectors of the two blocks. 
The experimentation was performed on QCIF and CIF 
sequences. No timing or computational requirements 
analysis was introduced. The authors proposed to start with 
8×8 searches, and then merge all the way up in the tree to 

obtain larger block sizes. Hence the supported modes were 
(8×8, 16×8, 8×16, and 16×16) only. The authors then 
proposed in  [23] a merge and split scheme, which gave the 
algorithm the ability to represent all search modes. They 
proposed to perform a “simple” refinement search after every 
merge or split operation. This extra search would introduce 
relatively large complexity overhead to the motion 
estimation module if the complexity of the main motion 
estimation search is comparable. The obtained results for the 
tested QCIF and CIF sequences were obtained at QP = 30 
only and no rate distortion curves were given. In  [24], the 
authors used the same merging scheme, with the possibility 
of excluding some low-probability modes in the mode 
decision process. Again, this extra search that is required 
after each merging or splitting would introduce relatively 
large complexity overhead to the motion estimation module 
if the complexity of the main motion estimation search is 
comparable.  

Ates et al  [25] proposed a hierarchical block-matching-
based motion estimation algorithm that uses a common set of 
SAD computations for motion estimation of different block 
sizes. Based on the hierarchal prediction and the median 
motion vector predictor of AVC, the algorithm defines a 
limited set of candidate vectors; and the optimal motion 
vectors are chosen from this common set. The authors 
showed their complexity analysis; however, they did not 
support it with experimental timing measurements. This 
algorithm showed acceptable PSNR degradation and 
increase in required bitrates for the tested QCIF, CIF, and 
SIF sequences. The next section describes the proposed VBS 
selection scheme, accompanied with some theoretical 
computational requirements analysis to show its 
effectiveness. 

 

III. THE PROPOSED VBS MODE DECISION ALGORITHM 
 

The proposed variable block size motion estimation and 
mode decision algorithm is based on a merging scheme. It is 
a bottom-up approach approximation method that exploits 
the correlation of the smaller blocks motion vectors in a 
uniform or close motion vector field to build up the larger 
blocks. The algorithm uses the available typical motion 
estimation information such as predictor, refinement 
displacement, and cost. The cost here maybe directly 
considered as the R-D Cost described in (3) assuming that it 
is going to be pre-calculated in the motion estimation engine 
and passed as an input to the algorithm, or it might be 
considered as the SAD requiring the calculation of the R-D 
Cost within the algorithm module. A description of the main 
data structure of the algorithm is given in Section A. In 
Section B, a theoretical computational requirements analysis 
is introduced to emphasise the computational efficiency of 
the proposed algorithm. Finally Section C describes the 
flow of the proposed algorithm. 
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A. The Main Data Structure of the Proposed Algorithm 
The main data structure of the algorithm is shown in 

Figure 7. It is mainly a decision tree that is used to decide 
about the “suitable” neighbouring nodes to approximately 
merge them upwards forming a parent node. The algorithm 
is based on the observation that, if the cost of a parent block 
is higher than the sum of costs of the children blocks, then 
the even larger block-size modes can be excluded. Each 
node in the tree represents a “legal” block partition. A node 
is represented by its best-representing motion vector that 
have been calculated by block-based motion estimation (or 
interpolated by merging), the predictor used as the anchor to 
start searching around, and the R-D cost accompanied with 
this motion vector and motion vector predictor. 

 

B. Computational Complexity Analysis 
The tree consists of four decision-levels and five nodes-

levels as shown in Figure 7. Roughly, it can be assumed that 
all the even nodes-levels of the tree (level 0, level 2, and 
level 4) require approximately the same computational 
requirements (1x each level) to find the best motion vectors 
for all the nodes of a level and to calculate their 
accompanied costs, while the two odd nodes-levels of the 
tree (level 1 and level 3) require approximately a 
computational requirements of (2x each level) to find the 
best motion vectors and costs. 

The overall ME/MD module computational requirements 
can be viewed as the sum of the VBS best motion vector 
search computational requirements and the VBS mode 
decision computational requirements. This is shown in (9). 

 
Comp_Req_Total = Comp_Req_MV_Searches + 

Comp_Req_VBS_MD 
(9) 

 
Hence, the overall inter-related computational 

requirements of the ME/MD module in the JM can be 
estimated using Figure 5 and Equation (9). Due to the 
exhaustive nature of the direct JM implementation, it is 
required to perform all the types of searches for all possible 
modes, which is equivalent to 7x, in order to find the best 
match for each and every block type. Also, it is required to 
find the best partitioning scheme among all the 259 possible 
combinations, a relatively complex operation, whose 
computational requirements will not be described in details 
due to its dependence on the way it is implemented. Due to 
the dominance of the search computational requirements 
over the mode decision one, any reference to (JM 7x) in the 
remaining part of this paper is a reference to the exhaustive-
search JM implementation of the ME/MD module. 

By nature, the proposed merging tree makes the ME/MD 
module simpler than the JM implementation due to its 
hierarchical mode decision approximation scheme (simpler 
mode decision operation). However, as mentioned above, the 
dominant part that determines the overall module 
computational requirements is the influence it has on the 
computational requirements of the motion vector search part 

(first parameter of (9)). Therefore, the most effective cost 
reduction technique for the overall module would come by 
reducing the required number of searches. This led to the 
idea of allowing the algorithm to meet a wider base of 
market demands by making it adjustable to work at three 
different operating points, trading between computational 
requirements and R-D performance. The key concept is to 
reduce the required searches as much as possible, while still 
keeping the R-D degradation within the different allowance 
windows offered by different customers. Figure 8 describes 
the difference between the three operating points. The 
encircled levels refer to levels where the motion vectors of 
all their nodes are found by performing block-based 
searches. The arrows refer to the interpolated levels and 
where they are interpolated from. For operating point 1, the 
algorithm requires performing the 4×4, 8×8, and 16×16 types 
of searches. This corresponds to a search computational 
requirements of 3x (based on the metric mentioned above), 
which is less than half the computational requirements of the 
JM exhaustive implementation (JM 7x). The motion vectors 
and the predictors of the other types of modes (4×8, 8×4, 
8×16, and 16×8) are “interpolated” using the actually-
calculated motion data of the child nodes in the levels that 
directly precede those levels in the merging tree structure. 
The algorithm working at this operating point would fit the 
requirements of high-resolution applications, such as SD and 
HD broadcasting. Operating point 2 is the second mode of 
the algorithm. It requires performing 4×4 and 8×8 types of 
searches only, reducing the search computational 
requirements to 2x, while the motion vectors and the 
predictors of the other types of modes (4×8, 8×4, 8×16, 
16×8, and 16×16) are “interpolated” using the tree structure. 
Operating point 3 is also introduced to meet the 
requirements of applications such as simple handheld 
devices where reduced computational requirements (and 
power consumption) is the main priority. This mode requires 
performing 4×4 searches only (level 0 of the tree), reducing 
the search computational requirements to 1x, while the 
motion vectors and the predictors of all the other types of 
modes (4×8, 8×4, 8×8, 8×16, 16×8, and 16×16) are 
“interpolated” in a bottom-up fashion all the way through the 
tree structure. 

Table 3 shows the schemes that are going to be referred to 
in the next section, with a brief description of each. Note that 
JM 1x, JM 2x, and JM 3x, are generated by running the JM, 
disabling some of inter search/decision modes. They are 
mainly included to evaluate the performance of VBS 1x, 
VBS 2x, and VBS 3x (operating point 3, 2, 1) respectively 
compared to their corresponding almost-same-
computational-requirements JM implementations (in 
addition to the main comparison with the optimum R-D 
performance of JM 7x). A ‘√’ in the above table refers to an 
actual MV search and mode decision. A ‘–’ refers to an 
absence of this block-type search and mode decision, while 
an ‘M’ refers to a block-type that is interpolated by merging 
of child nodes. The number of comparisons required for 
VBS 1x, 2x, and 3x mode decision are derived assuming that 
each merging rule requires a single comparison. The MD 
computational requirements of VBS 2x and 3x also include 
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the additions and comparisons required for early mode 
skipping, while the computational requirements of the 
control logic are not stated. The MD computational 
requirements for JM 2x and 3x are not given in details 
because of being implementation-dependent. 

 

C. Description of the Proposed Algorithm 
In this section, a description of the algorithm that has 

been implemented is provided. The coverage of the 
algorithm to the three operating points mentioned above is 
also discussed. Figure 9 shows the flowchart of the algorithm. 
As can be seen, at operating point 3, the tree structure is 
parsed (checked for merging) starting from its level 0 (L0) 
all the way up to its level 4 (L4). At operating point 2, the 
sum of costs (using (3)) of each four neighbouring 4×4 nodes 
(each L0 quad) is compared with the corresponding 8×8 cost 
to decide whether to start with 4×4 quads followed by 
merge-checking for one level up, or to start with the 8×8 
level (L2) followed by merge-checking for two levels up. 
Operating point 1 differs from operating point 2 by having 
an additional check for possible early decision to choose 
16×16 mode, which makes the last-level merge-checking 
stage unnecessary. In Figure 9, it is assumed that the nodes 
costs are calculated on the spot; however, they can be passed 
as inputs to the VBS module as they have already been 
calculated during the search for best motion vectors. A key 
element that determines the efficiency of the above merging 
scheme is how accurate the merging rules are. On the other 
hand, its computational requirements are very influential in 
determining the second parameter in (9). Note that based on 
Figure 7, different rules maybe used for merge-checking of 
different nodes. However, for simplicity, the same merging 
rule is initially presumed to be applicable for all pairs of 
blocks. Other varieties of the algorithm may be applicable, 
such as changing the rule according to the level it is located 
in, or giving some nodes more priority than others by 
subjecting them to more accurate merging rules. It is clear 
that a suitable rule would be an accurate, yet simple one. The 
steps of the merge-checking rule are provided in Figure 10. 

It is worth mentioning that for generality, the shown 
pseudo-code is based on the assumption that each searched 
node has been searched using N_MV different motion 
vectors predictors (N_MV is assumed to be 4 as an 
example), or that N_MV successful candidates are elected by 
the ME search engine rather than only the best one per 
search. This means that each search node will be initially 
marked by 4 best motion vectors and 4 motion vector 
predictors, which would help avoiding falling into local 
minima. For simplicity, all the testing results mentioned in 
the next section have been generated after assigning N_MV 
to 1. Also it was found that using Th_x = Th_y = 0 is a 
reasonable choice. The next section shows the experimental 
analysis and results obtained by encoding various benchmark 
video sequences. 

 
 

IV. EXPERIMENTAL ANALYSIS AND RESULTS 
 

In this section, results of the performed experiments to 
evaluate the performance of the proposed algorithm are 
introduced. The main goal is to compare the algorithm at its 
three operating points to the different JM references 
mentioned in the previous section. Section A describes the 
method and experimentation environment, while Section B 
shows the detailed comparisons with the brutal-force method 
that is adopted by the reference software in terms of time 
complexity and R-D performance. 

 

A. Method and Experimentation Environment 
The evaluation process is done by performing a 

comprehensive test where various video sequences are 
encoded by seven versions of the encoder (see Table 3) 
throughout a specific range of Quantization Parameter (QP). 
The goal is to plot the seven generated R-D curves for each 
sequence to sense the closeness of the R-D performance of 
the encoder working with the proposed VBS ME/MD 
algorithm, to the optimum exhaustive solution. Besides, the 
different encoding times of various sequences with the tested 
versions of the reference software will be given, and 
compared to the “theoretical” computational requirements 
analysis that has already been introduced in Section B of the 
previous section. The sequences were selected to represent a 
variety of motion types. This helps in creating a wide range 
of input stimuli to test the algorithm behaviour. In order to 
cover a wider range of rate and quality requirements during 
the testing process, QP was set to vary throughout a broad 
range of values. 

 

B. Obtained Results 
This section starts by showing execution-time 

measurements and results in subsection 1, followed by the 
rate-distortion results in subsection 2. 

 
1) Execution Time Measurments and Results 

All the results that are discussed in this section have been 
obtained by running the seven versions of the AVC encoder 
(defined in Table 2) on a unified platform. Table 4 shows the 
time spent by each of the seven versions of the software on 
encoding ten frames of each of the tested sequences (with 
QP = 30). The values between parentheses represent the 
savings in computational time with respect to the JM7x 
version. The table shows that using VBS 1x, VBS 2x, or 
VBS 3x, reduces the encoding time of all the tested 
sequences at least by more than half when compared to the 
required encoding time for the pure JM 7x version. This 
conforms to the theoretical computational requirements 
analysis that has been discussed in Section B of the last 
section. The total encoding time for VBS 1x, VBS 2x, and 
VBS 3x is almost the same as for JM 1x, JM 2x, and JM 3x 
respectively (with minor increase due to the extra 
comparisons and additions). However, the next section 
shows that the improvement of the VBS nx algorithms over 
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the corresponding JM nx ones in terms of R-D performance 
is clear enough to neglect this minor complexity overhead, 
especially when targeting low bitrate applications. Also, the 
table shows that most of the encoding time is being spent on 
the motion estimation calculation, which conforms to the 
encoder complexity profile that was shown in Figure 6. Figure 
11 shows a graphical representation of the obtained results. 
The results show that the more motion a sequence contains, 
the more time it spends in motion estimation, which in turns 
translates to an overall increase in encoding time. 
 

2) Rate-Distortion Measurments and Results 
Figure 12 to Figure 14 show the R-D behaviour of the tested 

versions of the encoder, with an emphasis on the low-bitrate 
region. The figures show that the generated graphs are 
consistent with the expected behaviour of the algorithm. It is 
clear that for all the sequences, the lower the bitrate, the 
more effective the algorithm appears to act (at all operating 
points). This is because at lower bitrates, motion data have a 
comparable effect on bitrate to the residual data; hence any 
savings are highly sensible. 

For all sequences, VBS 1x may be used as an optimized 
version of JM 1x. Though, its performance is relatively poor 
when compared to VBS 2x, VBS 3x, or JM 7x, it can be 
used as a reasonable compromise when the target application 
requires low complexity and low power system with 
reasonable R-D behavior. For all the examined sequences, 
JM 7x does not outperform VBS 3x by more than 0.2 dB at 
any bitrate (around the target bitrate that suits the sequence 
resolution). 

VBS 1x, VBS 2x, and VBS 3x introduce enhancements 
over JM 1x, JM 2x, and JM 3x respectively. The 
enhancements become more sensible at low bitrates. For 
example, VBS 1x introduces huge enhancement (around 8 
dB) over JM 1x when encoding the sequence “Mobile and 
Calendar QCIF 30 fps” (Figure 14) targeting as low bitrate as 
29.5 Kbps. Also, the merging operation that was performed 
resulting in VBS 2x boosted the curve of JM 2x for the 
sequence “Miss America QCIF 30 fps” (Figure 13) by (6 dB) 
at 26.5 Kbps bitrate. 

In summary, the experimental analysis and results 
demonstrate the main contribution of the proposed 
algorithm. It is mainly the ability to exhibit acceptable R-D 
behavior for different sequences with various types of 
motion. Nevertheless, the ME/MD computational 
requirements are less than half the computational 
requirements of ME/MD of JM 7x. This leads to faster 
encoding time on software platforms, as well as smaller 
(hence less expensive) implementations on hardware 
platforms. 

 

V. CONCLUSION 
 

Having the VBS ME tool in the AVC standard improves 
its coding efficiency significantly. However, it also 
introduces extreme computational requirements to the 
encoder. The JM (AVC software reference model) has an 
exhaustive approach to implement VBS ME/MD. All seven 

types of motion estimation searches are performed, and then 
in the mode decision step, an exhaustive search follows to 
choose the best partitioning scheme among all possible 
combinations. Knowing that VBS ME and MD typically 
represent from 70% to 90% of the entire encoder 
computational requirements, many research efforts have 
been introduced in the literature to reduce their 
computational requirements. However, most of the solutions 
were local to specific types of simplified motion estimation 
searches. 

In this paper a computationally-efficient VBS selection 
scheme was introduced. The scheme is applicable to any 
VBS ME module, leading to significant reduction in its 
computational requirements with minor loss in the quality of 
the reconstructed picture. Three versions of the proposed 
algorithm have been introduced in order to meet different 
applications’ demands. Evaluation experiments were 
performed on three benchmark video sequences with various 
spatial and temporal characteristics ranging from smooth 
slow motion, up to random fast motion. Timing analysis of 
the performed experiments showed that the proposed 
algorithm (with its three versions) reduces the encoding time 
of all the tested sequences at least by half when compared to 
the required encoding time for the pure brutal-force solution. 
Objective quality measurement is represented by R-D 
performance. It has shown that, for all the performed tests, 
VBS 1x, VBS 2x, and VBS 3x introduce enhancements over 
JM 1x, JM 2x, and JM 3x respectively, with minor 
computational overhead. In general, the proposed algorithm 
is mostly effective with low-power decoder devices, with 
reduced computational resources, especially when targeting 
low-bitrate video applications. 
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Figure 1. Variable block sizes defined in AVC 
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Figure 2. Optimal distribution of the various block sizes in the inter-predicted frames 
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Table 1. Summary of the characteristics of the tested sequences 
 

 
Sequence 

 
Type 

 
Resolution 

Frame 
Rate 

 
Description of the first ten 

frames 

 
Type of motion 

Foreman QCIF 176×144 30 fps A man talking to a still camera Slow limited motion 
Foreman CIF 352×288 30 fps A man talking to a still camera Slow limited motion 
Football CIF 352×288 30 fps A part of a football game Extensive motion 

 
City 

SD 
(4CIF) 

 
704×576 

 
30 fps 

A scene of a city taken with a 
panning camera 

 
Regular motion 

 
Shields 

HD 
(720p) 

 
1280×720 

 
60 fps 

A person pointing at a group of 
shields while the camera is 

panning 

Camera shooting of 
highly textured 

scenes 
 

Tractor 
HD 

(1080p) 
 

1920×1080 
 

60 fps 
A Tractor working at field Camera shooting of 

very high resolution 
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Figure 3. R-D behaviour of Foreman CIF (30 fps) with various inter searches/decision-modes enabled 
 
 
 

Table 2. Description of the different curves in  
Figure 3 

 
Curve Description 
Case 0 16×16, 16×8, 8×16, 8×8, 8×4, 4×8, and 4×4 search/decision modes are enabled 
Case 1 16×16, 8×8, 8×4, 4×8, and 4×4 search/decision modes are enabled 
Case 2 16×16, 8×8, and 4×4 search/decision modes are enabled 
Case 3 Only 16×16 search/decision mode is enabled 
Case 4 Only 8×8 search/decision mode is enabled 
Case 5 Only 4×4 search/decision mode is enabled 
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Figure 4. R-D behaviour of different sequences with different inter                                                     
                            searches/decision-modes enabled 
                           (a) Foreman QCIF (30 fps) 
                           (b) Mobile CIF (30 fps) 
                           (c) Football CIF (30 fps) 
                           (d) Shields HD 720p (60 fps) 
 
 
 

 
 
 
 
 
 
 
 
 

Figure 5. Exhaustive search for best partition scheme as adopted in AVC reference software 
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                             Figure 6. AVC encoder computational complexity 
                                         (a) profiled by files (from  [4]) 
                                         (b) profiled by functional modules (from  [6]) 
 

 
 

 
 

Figure 7. The main data structure of the algorithm: The merging tree 
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Figure 8. Required searches and interpolations for the algorithm’s three                
                                                             operating points      
                          (a) The merging tree                      (b) Operating point 1 (VBS 3x) 
                          (c) Operating point 2 (VBS 2x)     (d) Operating point 3 (VBS 1x) 

 
 
 
 
 
 

Table 3. Required searches and computational complexities for the tested references 
 

Search/Decision Modes  
Ref. 4×4 8×4 4×8 8×8 16×8 8×16 16×16 

 
Computational Requirements 

JM 7x √ √ √ √ √ √ √ 7x MV search + searching 259 combs for MD 
JM 3x √ – – √ – – √ 3x MV search + searching 17 combs for MD 
JM 2x √ – – √ – – – 2x MV search + searching 16 combs for MD 
JM 1x √ – – – – – – 1x MV search + No mode decision 
VBS 3x √ M M √ M M √ 3x MV search + 26 comps + 18 adds (for MD) 
VBS 2x √ M M √ M M M 2x MV search + 25 comps + 12 adds (for MD) 
VBS 1x √ M M M M M M 1x MV search + 25 comps (for MD) 
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Figure 9. Flowchart of the proposed algorithm  
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Figure 10. Steps of the merge-checking rule 

1. If one of the nodes is “unavailable”, then the parent node is also “unavailable”, else: 
 

2. Calculate the number of identical (or semi-identical) MVs in the pool of candidate MVs of each of the 
two nodes (4×4 = 16 possible pairs of MVs combinations). A simple rule to identify semi-identical MVs 
would be: 

D_MV_x = abs(MV_x1 - MV_x2); 
D_MV_y = abs(MV_y1 - MV_y2); 

 
n_semi_iden_MV = 0; 

If ((D_MV_x <= Th_x) && (D_MV_y  <= Th_y)){ 
semi_identical = true; 
n_semi_iden_MV++; 

} 
 Else 

  semi_identical = false; 
 
 

This operation should be repeated to count the number of semi-identical MVs between the two nodes under 
test (n_semi_iden_MV). 

 
3. Decide whether to merge the two nodes under test or not based on the following rule: 

If (0<QP<12)  merge = ((n_semi_iden_MV >12)?true:false); 
Else if (13<QP<25) merge = ((n_semi_iden_MV>9)?true:false); 
Else if (26<QP<38) merge = ((n_semi_iden_MV >6)?true:false); 

Else   merge = ((n_semi_iden_MV _MV>3)?true:false); 
 

4. If the two nodes are chosen to be merged, then the parent node is marked as “available”. The average 
MVs of the best 4 pairs of semi-identical MVs will be assigned to the parent node, This will be used to 
decide if this parent node is to be merged with its neighbour next-level node or not.  

 
5. If the two blocks are not to be merged, then each of them will be marked with its best MV out of its 4 

candidate ones, and the parent node will be marked as “unavailable”. 
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Table 4. Encoding time of the tested sequences via the seven versions of the reference software 
 
 

 Carphone 
QCIF (30 
fps) 

Miss 
America 
QCIF (30 
fps) 

Mobile 
QCIF (30 
fps) 

Total 
Enc. time 
(sec) 

 
7.11 

 
6.83 

 
7.2 

 
 
JM 

7x Time 
spent on 
ME (sec) 

 
6.794 

 
6.5 

 
6.9 

Total 
Enc. time 
(sec) 

3.302 
(53.56%) 

3.01 
(59.93%) 

3.11 
(56.81%) 

 
 
VBS 

3x Time 
spent on 
ME (sec) 

2.861 
(59.76%) 

2.7 
(58.46%) 

3.0 
(56.52%) 

Total 
Enc. time 
(sec) 

3.049 
(57.12%) 

2.99 
(56.22%) 

3.1 
(56.94%) 

 
 
JM 

3x Time 
spent on 
ME (sec) 

2.877 
(57.65%) 

2.71 
(58.31%) 

2.9 
(57.97%) 

Total 
Enc. time 
(sec) 

2.172 
(69.45%) 

2.153 
(68.48%) 

2.2 
(69.44%) 

 
 
VBS 

2x Time 
spent on 
ME (sec) 

1.952 
(72.55%) 

1.9 
(70.77%) 

2.1 
(69.57%) 

Total 
Enc. time 
(sec) 

2.172 
(69.45%) 

2.14 
(68.67%) 

2.18 
(69.72%) 

 
 
JM 

2x Time 
spent on 
ME (sec) 

1.892 
(72.15%) 

1.85 
(71.54%) 

2.0 
(71.01%) 

Total 
Enc. time 
(sec) 

1.061 
(85.08%) 

0.95 
(86.09%) 

1.2 
(83.33%) 

 
 
VBS 

1x Time 
spent on 
ME (sec) 

0.813 
(88.33%) 

0.75 
(88.46%) 

0.9 
(86.96%) 

Total 
Enc. time 
(sec) 

1.046 
(85.29%) 

0.9 
(86.83%) 

1.1 
(84.72%) 

 
 
JM 

1x Time 
spent on 
ME (sec) 

0.797 
(88.27%) 

0.74 
(88.62%) 

0.8 
(84.06%) 
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Figure 11. Time spent by the seven versions of the software on encoding the tested sequence 
                                   (a) Total encoding time (b) ME encoding time 
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Figure 12. R-D behaviour for Carphone QCIF (30 fps) at low bitrate 
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Figure 13. R-D behaviour for Miss America QCIF (30 fps) at low bitrate 
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Figure 14. R-D behaviour for Mobile and Calendar QCIF (30 fps) at low bitrate 
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Abstract—This paper describes a method to exploit the
concatenation of very simple component codes in order to
obtain good low-density parity-check codes. This allows to
design codes having a number of benefits, as high flexibility
in length and rate and low encoding complexity. We focus
on two kinds of concatenation: the former is classic serial
concatenation, in which redundancy is progressively added
to the encoded word, whereas the latter is the special case
of concatenation coinciding with a bi-dimensional product
code. The proposed design technique allows to obtain codes
characterized by parity-check matrices with a low density of
1 symbols and free of short cycles in their associated Tanner
graph; so efficient algorithms based on the belief propagation
principle can be adopted for their decoding. In addition,
the systematic form of the component codes can ensure rate
compatibility; so the proposed codes can be adopted in type-
II hybrid automatic repeat request schemes. We analyze their
properties through theoretical arguments and provide some
design examples to assess their performance.

Keywords-LDPC codes; concatenated codes; product codes.

I. INTRODUCTION

This paper deals with the design of a family of structured
low-density parity-check (LDPC) codes based on serial
concatenation [1]. The introduction of concatenation in the
design of efficient schemes for forward error correction
(FEC) is due to Dave Forney in 1966 [2]. Since then, several
forms of concatenation have been exploited in the design
of codes, providing better and better performance, until
the introduction of turbo codes [3], based on concatenated
convolutional codes and Bahl, Cocke, Jelinek and Raviv
(BCJR) decoders [4].

In recent years, LDPC codes [5] have become the state of
the art in FEC techniques, due to their capacity-approaching
performance under belief propagation decoding [6]. Since
their recent rediscovery [7], many design techniques for
LDPC codes have been proposed, that can be classified
as structured and non-structured approaches. Structured ap-
proaches permit to design codes characterized by rather
low implementation complexity that, however, must obey
a number of constraints in terms of length and rate, as
in the case of quasi-cyclic (QC) LDPC codes [8]. Non-
structured designs, instead, are able to produce good LDPC
codes with very fine length and rate granularity, as occurs
by adopting the progressive edge growth technique [9].
However, non-structured techniques generally produce codes

that are less prone to hardware implementation, due to the
lack of structure in their characteristic matrices.

As a first aim of this paper, we study how to design
structured LDPC codes that can be represented as the serial
concatenation of very simple components [10], [11]. We
adopt, as component codes, a class of polynomial codes
having a binomial generator polynomial. This approach
permits us to design codes characterized by a very simple
intrinsic structure, that allows to adopt low complexity
encoder circuits. The proposed codes can also be shortened
arbitrarily, thus obtaining fine length and rate granularity.

We show that the proposed technique can be used to
design sets of rate compatible codes [12]. Rate compat-
ibility is important, for example, in the implementation
of Type-II Hybrid Automatic Repeat-reQuest (T-II HARQ)
schemes, where packets are initially encoded with a high
rate code, and then redundancy is transmitted incrementally
until successful decoding is achieved. T-II HARQ schemes
are particularly useful in packet switched communication
networks, since they allow the achievement of capacity-
approaching unequal error correction. Serial concatenation
is a consolidated procedure to design rate compatible codes
[13], [14].

When the code length increases, the advantages of adopt-
ing serial concatenation can be limited by the need of
rather large component codes. For this reason, we consider a
further form of concatenation, coinciding with the structure
of a bi-dimensional product code. At the cost of some loss
in performance, the adoption of a product structure allows to
keep small the size of the component codes while designing
concatenated codes with large blocks. We will show that
both the serial concatenation and the product structure are
able to ensure the LDPC nature of the codes when adopting
the special class of component codes we consider. We will
also develop some examples aimed at assessing the effect
of different design choices in the combination of serial
concatenation with the product structure.

The paper is organized as follows. Section II introduces
the code design approach based on the serial concatenation
of codes with binomial generator polynomial. In Section
III the characteristics of the proposed codes are studied.
Section IV reports some design examples of serially con-
catenated codes and their simulated performance, whereas
Section V gives some examples of usage of such codes
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in bi-dimensional product structures. Finally, Section VI
concludes the paper.

II. CODE DESIGN

A. Component codes

In the considered scheme, the i-th component code (i =
1, . . . ,M ) is a polynomial code with generator polynomial

g(i)(x) = (1 + xri) , (1)

where ri, that is a suitably chosen positive integer, represents
the code redundancy. We denote by ni the length of the i-th
component code and by ki = ni − ri its dimension. Each
component code can be seen as a shortened version of a
binary cyclic code with length Ni =

⌈
ni

ri

⌉
· ri ≥ ni, where

function �·� returns the smallest integer greater than or equal
to its argument. It can be easily verified that:

(
1 + xNi

)
= (1 + xri)

(
1 + xri + x2ri + . . .+ xNi−ri

)
;

(2)
so a valid parity polynomial for the cyclic code is:

h(i)(x) =
(
1 + xri + x2ri + . . .+ xNi−ri

)
. (3)

Starting from the coefficients of the parity polynomial, it
is easy to obtain a valid parity-check matrix for any binary
cyclic code in its standard form [15]. For the considered
cyclic codes, the parity-check matrix (Hi) has a very regular
structure, that is a single row of

⌈
ni

ri

⌉
identity blocks with

size ri × ri. It follows that Hi has size ri ×Ni.
The i-th cyclic code has dimension Ki = Ni− ri ≥ ni−

ri = ki. Each Ki-bit information vector can be associated
to an information polynomial m(i)(x) as follows:

m(i)(x) = m0+. . .+mki−1x
ki−1+. . .+mKi−1x

Ki−1, (4)

where m0 . . .mKi−1 ∈ {0, 1} are the information bits. The
codeword corresponding to m(i)(x) can be expressed, in
polynomial terms, as follows:

t(i)(x) = t0 + . . .+ tni−1x
ni−1 + . . .+ tNi−1x

Ni−1

= m(i)(x)g(i)(x). (5)

We shorten the cyclic code by imposing mki
= mki+1 =

. . . = mKi−1 = 0. This implies tni
= tni+1 = . . . =

tNi−1 = 0, and the parity-check matrix can be accordingly
shortened by eliminating its first Ni−ni columns. Figure 1
shows the structure of the parity-check matrix of the cyclic
code and its shortened version. Black diagonals represent 1
symbols, whereas the other symbols are null. The shortened
matrix corresponds to the sub-matrix marked in grey.

r i

r i

Ni

n i

Figure 1. Parity-check matrix of the i-th component code.

B. Serial concatenation

We consider a first family of codes that are obtained
as the serial concatenation of M component codes of the
type described in Section II-A. We call this family of codes
Multiple Serially Concatenated Multiple Parity-Check (M-
SC-MPC) codes [16]. Each component code is in systematic
form; so, we obtain a systematic serial concatenation, in
which redundancy is incrementally appended at the end of
the information vector.

The serially concatenated code has dimension k and
length n. If we set n0 = k, the i-th component code has
dimension ki = ni−1, redundancy ri and length ni = ki+ri,
with i = 1 . . .M . The following relations hold:

n1 = n0 + r1 = k + r1
n2 = n1 + r2 = k + r1 + r2

...
nM = nM−1 + rM = k +

∑M
i=1 ri

(6)

and the overall code has length n = nM and redundancy
r =

∑M
i=1 ri. The parity-check matrix of each component

code, in the form of Figure 1, can be used to obtain a valid
parity-check matrix for the serially concatenated code. Such
matrix (H) is in lower triangular form, and it is shown in
Figure 2, for the case M = 3. Each column of H has
maximum density M/r = M/

∑M
i=1 ri (that is the density

of its leftmost n1 columns); the values ri, i = 1 . . .M , must
be chosen high enough as to make H sparse, thus obtaining
an LDPC code. Furthermore, we will see in the following
that, under suitable conditions, matrix H corresponds to
a Tanner graph free of short cycles, that allows to adopt
efficient LDPC decoding algorithms.

It should be noted that the proposed scheme can be seen
as a generalization of the multiple serially concatenated
single parity-check (M-SC-SPC) approach [17]. The latter,
however, assuming r1 = r2 = . . . = rM = 1, does not
permit to obtain LDPC codes. Moreover, the performance
of M-SC-MPC codes can be better than that of M-SC-SPC
codes [16].

A first requirement, when designing serially concatenated
codes with the proposed technique, consists in making their
parity-check matrix suitable for application of decoding
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Figure 2. Parity-check matrix of the serially concatenated code.

algorithms based on the Belief Propagation (BP) principle.
This can be achieved only if the associated Tanner graph is
free of short cycles. For the considered codes, such condition
can be easily ensured by following the rules established in
Lemma 1 and Corollary 1, that are reported next.

Lemma 1: In order to obtain a Tanner graph representa-
tion free of length-4 cycles, the M-SC-MPC code must have
length n ≤ nmax, with:

nmax = min
i,j∈[1,M ]

i<j

{
lcm(ri, rj) +

M∑
l=i+1

rl

}
. (7)

Proof: Let us focus on the parity-check matrix for
M = 3 (see Figure 2), and consider the first two blocks of
rows (i.e. the first r1+ r2 rows). A length-4 cycle exists be-
tween any two rows if they have two 1 symbols at the same
columns. It can be easily verified that this cannot occur when
n1 ≤ lcm(r1, r2), that is n ≤ lcm(r1, r2) + r2 + r3. If we
consider the first and third blocks of rows, length-4 cycles
are avoided among their rows when n1 ≤ lcm(r1, r3), that
is n ≤ lcm(r1, r3)+r2+r3. Finally, in the last two blocks of
rows (i.e. the last r2+r3 rows), length-4 cycles are absent for
n2 ≤ lcm(r2, r3), that is n ≤ lcm(r2, r3)+r3. Hence, in or-
der to avoid length-4 cycles in the matrix of Figure 2, it must
be n ≤ min [lcm(r1, r2) + r2 + r3, lcm(r1, r3) + r2 + r3,
lcm(r2, r3) + r3]. This confirms the validity of (7) for the
case M = 3. The same reasoning can be easily extended to
the general case of M component codes, thus proving the
assertion.

Corollary 1: For a set of distinct, coprime and increas-
ingly ordered ri’s, i = 1 . . .M , the Tanner graph of the
M-SC-MPC code is free of length-4 cycles for code length
n ≤ n′

max, with:

n′
max = r1r2 +

M∑
j=2

rj . (8)

Proof: If we refer again to the case M = 3 (see Figure
2), by Lemma 1, length-4 cycles are avoided when n ≤

lcm(r1, r2) + r2 + r3 = r1r2 + r2 + r3 = r2(r1 + 1) + r3,
n ≤ lcm(r1, r3) + r2 + r3 = r1r3 + r2 + r3 and n ≤
lcm(r2, r3)+ r3 = r2r3+ r3. But r1r2 < r1r3 and r1+1 <
r3, so the first condition is the most stringent one. This result
can be extended to a generic value of M , in the sense that
the condition set by the first two blocks of rows is always the
most stringent one. So, under the hypotheses of the corollary,
Eq. (8) results.

It is important to observe that the proposed design tech-
nique achieves very fine granularity in the code length. In
fact, provided that n ≤ nmax, each value of n is feasible and
able to ensure a Tanner graph representation free of length-4
cycles.

By comparing (7) and (8), we can observe that the choice
of ri’s all distinct and coprime yields the highest values for
the code length, i.e. the highest flexibility in the choice of n.
For this reason, in the following we will consider distinct,
coprime and increasingly ordered ri’s, in such a way as to
apply Eq. (8).

C. Design of product codes

A particular form of serial concatenation can be realized
by constructing a product code, that can be seen as an N -
dimensional polytope in which each component code works
along one dimension.

We focus on the simplest form of product codes, that
are bi-dimensional codes. In this case, the overall code
results from two component codes working on the two
dimensions of a rectangular matrix. An example of such
matrix is reported in Figure 3; we denote by (na, ka, ra)
and (nb, kb, rb) the length, dimension and redundancy of
the two component codes. The information bits are written
in the inner kb × ka matrix by following a fixed order (for
example, in row-wise manner from top left to bottom right).
When the inner matrix is filled, the first component code
acts on its rows, producing a set of kbra checks, that fill
the light grey rectangular region marked as “Checks a”.
Then, the second component code acts on all na columns,
so producing karb checks on the information symbols and
further rarb checks on checks. So, the encoding process
of a product code can be seen as the serially concatenated
application of two components codes. A special feature of
this particular case of serial concatenation is that inverting
the order of application of the two component codes does
not yield any change in the encoded word.

A product code permits to increase the minimum distance
in a multiplicative way. If the two component codes have
minimum distances da and db, respectively, the product
code has minimum distance d = da · db. Several types of
component codes have been used in the design of product
codes. SPC codes are often used because of their simplicity,
but they can yield severe constraints on the overall code
length and rate. Better results can be obtained with product
codes based on Hamming codes, that can achieve very good
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Figure 3. Encoding scheme of a bi-dimensional product code.

performance under soft-input/soft-output iterative decoding
[18]. Furthermore, it has been demonstrated that product
codes are potentially able to achieve error-free coding with
a nonzero code rate (as the number of dimensions increases
to infinity) [19], [20].

We are interested in designing bi-dimensional product
codes that exploit, as component codes, two serially con-
catenated codes having the form described in Section II-B.
In fact, when large block codes are needed, the form of
serial concatenation in Section II-B can require rather large
component codes, that can become unpractical for hardware
implementation. On the other hand, bi-dimensional product
codes could be designed that allow to obtain large blocks
while still exploiting component codes with a rather small
size. Next, we will show that the parity-check matrix of the
bi-dimensional product code can be easily obtained starting
from the parity-check matrices of the two component codes,
and that the product code is still an LDPC code [1].

Let us suppose that the two component codes have the
following parity-check matrices, where hi,j represents the
j-th column of matrix Hi:

Ha =
[
ha,1 ha,2 · · · ha,na

]
,

Hb =
[
hb,1 hb,2 · · · hb,nb

]
. (9)

It follows that Ha has size ra×na, while Hb has size rb×nb.
A valid parity-check matrix for the product code having

such components can be expressed in the following form:

Hp =

[
Hp1

Hp2

]
, (10)

where Hp1 has size ranb × nanb, and Hp2 has size
rbna×nanb. Hp1 can be obtained as a block-diagonal matrix
formed by nb repetitions of Ha:

Hp1 =

⎡
⎢⎢⎢⎣

Ha 0 · · · 0
0 Ha · · · 0
...

...
. . .

...
0 0 · · · Ha

⎤
⎥⎥⎥⎦ , (11)

k

Encoder 1

k

Encoder 2

k

Encoder M

r1 r1 r2 k r1 r2 rM

Figure 4. Scheme of the concatenated systematic encoder.

where 0 represents an ra × na null matrix.
Hp2 is given by (12): it consists of a row of blocks,

in which the i-th block contains, along the main diagonal,
na copies of hb,i (that is, the columns of Hb), while all
the remaining symbols are null. Hp is redundant, since it
includes two sets of parity-check constraints representing
checks on checks through both the component codes. For
this reason, Hp cannot have full rank. When both compo-
nents are in systematic form, a full rank parity-check matrix
for the product code can be obtained by eliminating the last
ra·rb rows from Hp1 or Hp2, in such a way to avoid doubled
representation of checks on checks.

If we suppose that the densities of 1 symbols in Ha

and Hb are δa and δb, respectively, it is easy to prove
that the density of Hp1 is δa/nb, while that of Hp2 is
δb/na. So, even starting from two component codes that
are not characterized by very sparse parity-check matrices,
the resulting product code can still be an LDPC code.
Alternative representations of the parity-check matrix can
be found, that can achieve even lower density [21]. For our
purposes, however, the density of the parity-check matrix in
the form (10), with Hp1 and Hp2 as expressed by (11) and
(12), is low enough.

Furthermore, it is easy to verify that matrix (10) is free
of length-4 cycles, provided that the same holds for the
component matrices Ha and Hb. So, the codes obtained
as bi-dimensional product codes can be effectively decoded
by means of LDPC decoding algorithms. We will give some
examples in this sense in the next section.

III. CODE CHARACTERISTICS

A. Encoding and Decoding

The serially concatenated codes we consider, described
in Section II-B, can be encoded by using a very simple
concatenated encoder structure, like that shown in Figure
4. Each component code, described in Section II-A, is in
systematic form; so, the i-th component encoder simply
appends ri redundancy bits to the input vector. The overall
codeword results in the concatenation of the input vector and
the redundancy vectors added by the cascade of encoders.

Alternatively, the serially concatenated code can be en-
coded by using the standard “back substitution” technique.
For the proposed concatenated code, the low-density parity-
check matrix is in lower triangular form; so, the standard
encoding algorithm has very low complexity due to the
fact that it works on a sparse matrix. For generic LDPC
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Hp2 =

⎡
⎢⎢⎢⎣

hb,1 0 · · · 0 hb,2 0 · · · 0 hb,nb
0 · · · 0

0 hb,1 · · · 0 0 hb,2 · · · 0 0 hb,nb
· · · 0

...
...

. . .
...

...
...

. . .
... · · · ...

...
. . .

...
0 0 · · · hb,1 0 0 · · · hb,2 0 0 · · · hb,nb

⎤
⎥⎥⎥⎦ . (12)

s i+1 r i+ s i+1 ...

s i+2 r i+ s i+2 ...

r i+1 2r i+1 ...1

r i+2 2r i+2 ...2

r i+ s i 2r i+ s i ...s i

...
...

... ...

... ... ...

p 1

p 2

p ri-si+1

p ri-si+2
...

...

p ri

Figure 5. Parallel implementation of the encoder for the i-th component
code.

codes, instead, a matrix pre-elaboration through Gaussian
elimination may be needed in order to put the parity-
check matrix in lower triangular form, and this usually does
not preserve its sparse character, thus yielding increased
complexity.

On the other hand, when adopting the encoder circuit
shown in Figure 4, each component code can be encoded by
means of a very simple circuit, based on a linear feedback
shift register (LFSR) that implements the polynomial multi-
plication expressed by Eq. (5). Encoding of each component
code can be also implemented by using a parallel encoder
architecture and serial to parallel and parallel to serial
converters [22]. For the proposed component codes, the
parallel encoder coincides with a bank of SPC encoders,
as shown in Figure 5. The parallel encoder for the i-th
component code can be represented as a binary matrix with
ri rows and

⌈
ki

ri

⌉
+ 1 columns. For encoding, its cells are

filled in column-wise order, from top left to bottom right.
The first ri−si cells, with si = kimodri, are unused, while
the others are filled in the order reported in Figure 5, until
the first

⌈
ki

ri

⌉
columns are completed (white cells in the

figure). When the j-th row is filled, j = 1 . . . ri, the parity
bit pj is calculated, by XORing the elements of the row,
and its value is stored in the last column, at the same row.
When all the parity bits have been calculated, the encoder
outputs the codeword by reading the matrix content in the
same order used for the input, but including the parity bits.

Due to the LDPC nature of the serially concatenated codes
we consider, and to the absence of short cycles in their
associated Tanner graph, their decoding can be accomplished
through the standard Sum-Product Algorithm with Log-
Likelihood Ratios (LLR-SPA) [23], or through its low-
complexity versions, like the normalized min-sum (NMS)

algorithm [24]. These are BP-based decoding algorithms
and, hence, they are able to exploit the length-4 cycle free
Tanner graph representation of the code to achieve capacity
approaching error-correction performance.

B. Minimum Distance

An upper bound on the minimum distance of the serially
concatenated codes can be obtained by exploiting their
concatenated nature and the structure of the component
codes.

Lemma 2: Serially concatenated codes in the proposed
family have minimum distance:

dmin ≤ 2M . (13)

Proof: Let us consider the concatenated encoder shown
in Figure 4 with systematic component encoders as shown in
Figure 5, and let us focus on the first code, that has redun-
dancy r1. Its minimum weight codewords have Hamming
weight 2, and correspond to input vectors having weight
1. Due to the encoder structure, the two 1 symbols in each
minimum weight codeword are spaced by an integer multiple
of r1, say a1r1, with 1 ≤ a1 ≤

⌊
k1

r1

⌋
, where function

�·� returns the greatest integer smaller than or equal to its
argument.

When such codeword is given as input to the subsequent
encoder, the two 1 symbols can be in the same row of
the second encoder or not. In the first case, that occurs
for a1r1 = a2r2, 1 ≤ a2 ≤

⌊
k2

r2

⌋
, the output codeword

has weight 2; otherwise, it has weight 4. The latter case
occurs for k2 = n1 < lcm(r1, r2), and produces a weight-4
codeword whose 1 symbols can be spaced of integer multi-
ples of r1, r2 and linear combinations of them. When such
weight-4 codeword is given as input to the third component
encoder, its four 1 symbols can be in four different rows or
not. In the first case, the Hamming weight is doubled again,
thus reaching 8. The same procedure can be generalized by
induction, thus obtaining that, for M component codes, the
minimum Hamming weight cannot be greater than 2M , that
proves the assertion.

The proof of Lemma 2 gives an implicit rule for approach-
ing the upper bound on the minimum distance: the number
of coincidences among linear combinations of the ri values,
i = 1 . . .M , must be reduced as much as possible in the
range [1, n]. The choice of coprime ri’s is also favorable
from this viewpoint.
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When serially concatenated codes are used as components
in bi-dimensional product codes, the minimum distance of
the overall code can be easily upper bounded starting from
Lemma 2 and considering that the product code structure
increases the minimum distance in a multiplicative way. So,
the following corollary immediately follows.

Corollary 2: A bi-dimensional product code having, as
components, two serially concatenated codes of the consid-
ered family, has minimum distance:

dmin ≤ 2Ma+Mb , (14)

where Ma and Mb represent the number of serially concate-
nated codes in the two components of the product code.

C. Rate Compatibility

Rate compatibility consists in designing a set of “compat-
ible” codes with different rates, in such a way as to allow
the implementation of schemes with variable error correction
capability.

For the serially concatenated scheme we consider, rate
compatibility is ensured by systematic encoding, since re-
dundancy is incrementally appended to the information
vector. By considering each component code progressively,
a set of rate compatible codes is simply obtained, with code
rates

k

k + r1
>

k

k + r1 + r2
> . . . >

k

k +
∑M

j=1 rj
. (15)

An example of rate compatible serially concatenated
codes is reported in the following section. Rate compatibility
can also be ensured when the serially concatenated codes we
consider are used as components in bi-dimensional product
codes. In this case, a simple way to obtain a family of rate
compatible codes is to fix one of the two components of the
product code, whereas the other one can employ a variable
number of its sub-components in order to change the overall
code rate.

IV. EXAMPLES OF SERIALLY CONCATENATED CODES

In this section, we give some examples of design of
serially concatenated codes through the considered tech-
nique. We show that such technique is able to produce
small, medium and large codes with very fine granularity
in the code length and rate, and very good error correction
performance. Together with their low complexity encoding,
these peculiarities justify possible interest on such codes for
practical applications.

All simulations have been performed with Binary Phase
Shift Keying (BPSK) modulation over the Additive White
Gaussian Noise (AWGN) channel. Coded transmission has
been simulated through a suitable software, written in C++
language, that performs a Montecarlo evaluation of bit error
rate (BER) and frame error rate (FER) for each value of
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Figure 6. Simulated BER for small codes.
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Figure 7. Simulated FER for small codes.

energy per bit to noise power spectral density ratio (Eb/N0).
In order to provide a sufficient level of confidence for
Montecarlo simulations, each BER and FER point has been
estimated after waiting the occurrence of 100 erred frames.

A. Small Size Codes

We consider a first set of rate compatible serially con-
catenated codes obtained from the following choice of ri
values: [29, 31, 35, 43, 59, 89]. All codes in the family have
dimension k = 702, but different length and rate, depending
on the number of component codes. The first code adopts
M = 4 components, corresponding to the first four values
of ri; thus it has redundancy r = 138, length n = 840 and
rate R = 0.84. The second code is obtained by including the
fifth component code; so it has redundancy r = 197, length
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n = 899 and rate R = 0.78. The last code is obtained
by considering all the M = 6 values of ri; thus, it has
redundancy r = 286, length n = 988 and rate R = 0.71.
Their simulated performance in terms of BER and FER, as
a function of the signal-to-noise ratio Eb/N0, is reported in
Figures 6 and 7, respectively.

Rate compatibility of these codes can be exploited in a
T-II HARQ scheme, by transmitting, initially, each packet
encoded through the first code; then, if requested, by sending
r5 and, finally, r6 bits of further redundancy.

B. Medium Size Codes

In order to provide a design example of codes with
moderate length, we have considered code parameters very
similar to those proposed for application in near-Earth
space missions by the Consultative Committee for Space
Data Systems (CCSDS) [25]. The designed code has length
n = 8208, dimension k = 7182 and, hence, rate R = 0.875.
Its redundancy (r = 1026) corresponds to the following
choice of ri values for the M = 5 component codes:
[177, 181, 214, 221, 233]. Due to the very fine length gran-
ularity achievable through the proposed design approach,
the code could be arbitrarily shortened in order to have
dimension coincident with an integer multiple of 32, as
suggested in [25].

The error correction performance of the proposed code,
reported in Figure 8, looks very good: its curves are almost
overlaid with those of an optimized code with very similar
parameters (it has length n = 8176 and dimension k =
7156) recommended by the CCSDS. The performance of the
latter code in terms of BER and FER, shown in Figure 8
(and derived from [25]), refers to an FPGA implementation
adopting a maximum number of decoding iterations equal
to 50.

It should be observed that the proposed code, besides
achieving almost the same performance as the CCSDS code,
allows the implementation of very simple encoder circuits,
due to its concatenated nature. Therefore, it provides a valid
alternative to the CCSDS code that, in turn, is characterized
by low encoding complexity thanks to its quasi-cyclic nature.

C. Large Size Codes

As a further example, we have considered the design of
large codes with high rate. We have adopted the following
choice of ri values for the M = 5 component codes:
[313, 569, 577, 641, 643], that yields redundancy r = 2743.
With this choice of the parameters, we have designed a first
code with length n = 27430, i.e. dimension k = 24687 and
rate R = 0.9. Subsequently, this code has been shortened to
length n = 10972, thus producing a code with dimension
k = 8299 and rate R = 0.75.

In order to assess the effect of a different value of M , we
have also considered an alternative code design that gives
the same value of redundancy (r = 2743), but exploiting
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Figure 8. Performance of medium codes.
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Figure 9. Performance of large codes with rate 0.9.

M = 6 serially concatenated codes. In this case, the chosen
ri values are: [313, 349, 401, 479, 563, 638].

Figure 9 shows the simulated performance of the two
codes with n = 27430 and rate 0.9. As we notice from the
figure, the adoption of a higher number of component codes,
in this case, does not give any advantage. In particular, both
codes do not show any error floor in the explored region.
The serially concatenated code with M = 5 components,
however, has better performance in the waterfall region, and
its BER curve intersects that of an uncoded transmission at
a lower signal-to-noise ratio. So, it could be concluded that
there is no need to increase the number of components over
5 for large codes with such a high rate.

However, when the code is shortened in such a way as
to achieve lower rate, such conclusion is no more valid.
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Figure 10. Performance of large codes with rate 0.75.

The simulated performance of the two codes with length
n = 10972 and rate 0.75 is reported in Figure 10. As we
notice from the figure, an error floor appears in the curves of
the code with M = 5 components, though at BER < 10−7;
on the other hand, the waterfall behavior of the code is very
good. The presence of an error floor can be avoided, at the
cost of a worse waterfall performance, by increasing the
number of serially concatenated components up to M = 6.
In this case, the error rate curves do not exhibit any change
in their slope; so, they can intersect those of the code with
M = 5 components. The FER curve for M = 6 intersects
that for M = 5 at FER 	 10−4; an intersection is also
expected for the BER curve.

V. EXAMPLES OF PRODUCT CODES

In this section, we provide some examples of bi-
dimensional product codes that exploit, as components,
two serially concatenated codes of the type described in
Section II-B. For conciseness, we denote them as “product
M-SC-MPC codes”. The first example we consider is a
product code with equal components. More precisely, each
component code is a serially concatenated code having
length na = nb = 64, dimension ka = kb = 49 and
r1 = 7, r2 = 8. Hence, the product code has length
n = 4096, dimension 2401 and rate 0.586. Figure 11
shows its simulated performance by using the log-likelihood
version of the SPA decoding algorithm. For the sake of
comparison, the figure shows the performance of a 4D-TPC
based on (8, 7) SPC components [26], that has exactly the
same parameters.

We observe that the bi-dimensional product code outper-
forms the 4D-SPC-TPC, when the latter is decoded through
algorithm 1 in [26]. Instead, when adopting the decoding
algorithm 2 in the same reference, performance of the two
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Figure 11. Comparison between (4096, 2401) SPC-TPC and a product
code with the same parameters.

codes is almost the same. However, an important difference
between the two codes is the fact that our product code is
bi-dimensional, while the SPC-TPC is quadri-dimensional
and, therefore, has larger decoding latency and complexity.

Two further examples are given in Figures 12 (for the
BER) and 13 (for the FER), where two larger product M-
SC-MPC codes are considered. The first code has (n, k) =
(10000, 5670) and has been obtained as the product of two
different serially concatenated codes. Their parameters are
as follows: na = 100, ka = 81 and raj = [9, 10]; nb = 100,
kb = 70 and rbj = [7, 11, 12].

The second code has (n, k) = (12544, 6400); so, its rate
is slightly reduced with respect to the former one. It adopts,
as components, twice the same M-SC-MPC code. The latter
has length na = nb = 112, dimension ka = kb = 80 and
raj = rbj = [8, 11, 13].

From the simulation results we see that, as expected, by
using larger component codes, product M-SC-MPC codes
can achieve better performance. The higher number of
serially concatenated codes in each component allows to
increase the minimum distance and improve performance in
the error floor region. This is evident for the (12544, 6400)
code, whose components are both based on an order-3 serial
concatenation. Together with its slightly lower rate, this
makes the performance of such code better than that of the
(10000, 5670) code. It should also be noted that, differently
from SPC-TPCs, in our codes the increase in minimum
distance is achieved though preserving the bi-dimensional
nature of the product code.

In order to better assess the effect on performance of the
choice of Ma and Mb, that is, the number of component
codes in each one of the two serially concatenated codes
forming the product code, we have designed three further
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Figure 12. BER performance for (10000, 5670) and (12544, 6400)
product codes.

0.0 0.5 1.0 1.5 2.0 2.5 3.0 3.5 4.0 4.5 5.0
10-5

10-4

10-3

10-2

10-1

100

 PC(10000, 5670, M
a
=2, M

b
=3)

 PC(12544, 6400, M
a
=M

b
=3)

F
ra

m
e 

E
rr

or
 R

at
e

E
b
/N

0
 [dB]

Figure 13. FER performance for (10000, 5670) and (12544, 6400)
product codes.

product codes with rate around 1/2 and comparable size.
The first code has length 3195 and dimension 1504; its
two components have na = 71, ka = 47, raj = [7, 8, 9]
and nb = 45, kb = 32, rbj = [6, 7], respectively. So, in
this case, we have fixed Ma = 3 and Mb = 2. In the
design of a second product code, we have adopted a different
distribution of the serially concatenated components, that is,
Ma = 4 and Mb = 1. The product code has length n = 3003
and dimension k = 1467. The first one of its two component
codes has na = 91, ka = 48 and raj = [9, 10, 11, 13]. The
second component, instead, is a single parity-check code
with nb = 33 and kb = 32. As a further example, we
have designed a third product code with Ma = Mb = 3.
It uses twice the same serially concatenated code, that has
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Figure 14. BER performance for (3195, 1504), (3003, 1467) and
(5329, 2401) product codes.
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Figure 15. FER performance for (3195, 1504), (3003, 1467) and
(5329, 2401) product codes.

length na = nb = 73, dimension ka = kb = 49 and
raj = rbj = [7, 8, 9]. Thus, the product code has length
n = 5329 and dimension k = 2401.

The simulated performance is reported in Figure 14, for
the BER, and in Figure 15, for the FER. It results from
numerical simulations that the code with Ma = 3 and Mb =
2 has better performance with respect to the code having
Ma = 4 and Mb = 1, especially in the waterfall region.
This suggests that a balanced choice of Ma and Mb can yield
a performance improvement with respect to an unbalanced
choice.

If both Ma and Mb are increased up to 3, performance
can be further improved, at the cost of a larger code block,
due to the constraints of the product structure. However, the
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Figure 16. BER performance for codes with DVB-RCS compliant
parameters.

(5329, 2401) code is based on two very small component
codes, so its complexity could still be reasonably low for
many practical applications.

In comparison with single serially concatenated codes, it
is reasonable to expect that the adoption of smaller compo-
nent codes in a product code is paid in terms of a worse error
rate performance. In order to verify such conclusion, we
have considered a set of codes having parameters compliant
with the DVB-RCS standard [27]. We have focused on the
option of MPEG 2 frames, that are 188 bytes long, and
code rate R = 1/2. For this choice of the parameters, the
standard recommends the usage of a (3008, 1504) double
binary turbo code with an optimized interleaver.

We have designed a serially concatenated code with
exactly the same parameters. It has length 3008 and
adopts the following choice of the ri’s for its components:
[277, 281, 293, 313, 340]. For the sake of comparison, we
have also considered one of the product codes introduced
in the previous section. It has dimension 1504, like in the
standard, but length 3195, because of the constraints due to
the product code design. Its components have na = 71,
ka = 47 and raj = [7, 8, 9]; nb = 45, kb = 32 and
rbj = [6, 7].

The simulated performance of the serially concatenated
and the product code is reported in Figure 16, for the BER,
and in Figure 17, for the FER. The simulated performance
of the standard turbo code is also reported as a benchmark.

From the figures we see that the product code requires
higher SNR per bit than the single serially concatenated code
with M = 5; the loss at BER 	 10−6 and FER 	 10−4 is
in the order of 1.5 dB. This is the price to pay for reducing
complexity by adopting a product code structure. In this
example, where we have focused on low rate codes, the
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Figure 17. FER performance for codes with DVB-RCS compliant
parameters.

standard turbo code achieves the best performance, also in
comparison with the M-SC-MPC code. On the contrary, at
higher code rates, M-SC-MPC codes and, more generally,
structured LDPC codes can be able to outperform turbo
codes [28].

VI. CONCLUSION

We have shown that the concatenation of very simple
component codes can be effectively exploited in the de-
sign of structured LDPC codes. This allows to obtain a
family of LDPC codes characterized by fine length and
rate granularity, low complexity and rate compatibility. They
ensure good error correction performance, and compete with
codes optimized for specific applications. When large block
codes are needed, a solution for continuing to exploit small
components is to use serially concatenated codes in bi-
dimensional product code structures. We have considered
bi-dimensional product codes obtained as the direct product
of two serially concatenated codes. We have shown that such
product codes are still LDPC codes, and that their associated
Tanner graph is suitable for performing LDPC decoding. Our
simulations show that LDPC product codes in the considered
class are able to achieve rather good performance in spite of
their very low complexity. However, the advantage of using
very small components in product code structures is paid in
terms of coding gain: simulation results show a loss on the
order of 1.5 dB for LDPC product codes, compared with
single LDPC codes with the same parameters.

As a further work, the introduction of an interleaver within
the product code structure could be considered, in order to
optimize the decoder performance in the waterfall region
while preserving the multiplicative effect on the minimum
distance due to the product code structure.
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An Iterative Algorithm for Compression of
Correlated Sources at Rates Approaching the

Slepian-Wolf Bound: Theory and Analysis
F. Daneshgaran, M. Laddomada, and M. Mondin

Abstract—This paper proposes a novel iterative algorithm
based on Low Density Parity Check codes for compression of
correlated sources at rates approaching the Slepian-Wolf bound.
The setup considered in the paper looks at the problem of
compressing one source without employing the source correlation,
and employing the other correlated source as side information at
the decoder which decompresses the first source. We demonstrate
that depending on the extent of the source correlation estimated
through an iterative paradigm, significant compression can be
obtained relative to the case the decoder does not use the
implicit knowledge of the existence of correlation. Two stages of
iterative decoding are employed. During global iterations updated
estimates of the source correlation is obtained and passed on to
the belief-propagation decoder that performs local iterations with
a pre-defined stopping criterion and/or a maximum number of
local decoding iterations. Detailed description of the iterative
decoding algorithm with embedded cross-correlation estimation
are provided in the paper, in addition to simulation results
confirming the potential gains of the approach.

Keywords-Correlated sources; compression; iterative decoding;
low density parity check codes; Slepian-Wolf.

I. INTRODUCTION

Consider two independent identically distributed (i.i.d.)
discrete binary memoryless sequences of length k, X =
[x1, x2, . . . , xk] and Y = [y1, y2, . . . , yk], where pairs of com-
ponents (xi, yi) have joint probability mass function p(x, y).
Assume that the two sequences are generated by two transmit-
ters which do not communicate with each other, and that both
sequences have to be jointly decoded at a common receiver.
Slepian and Wolf demonstrated that the achievable rate region
for this problem (i.e., for perfect recovery of both sequences
at a joint decoder), is the one identified by the following set
of equations imposing constraints on the rates RX and RY by
which both correlated sequences are transmitted:




RX ≥ H(X|Y ),
RY ≥ H(Y |X),
RX + RY ≥ H(X, Y )

(1)

whereby, H(X|Y ) is the conditional entropy of source X
given source Y , H(Y |X) is the conditional entropy of source
Y given source X , and H(X,Y ) is the joint entropy of the
sources. A pictorial representation of this achievable region is
given in Fig. 1.
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Fig. 1. Rate region for Slepian-Wolf encoding.

In this paper, which is an extended and thorough version
of [1], we focus on trying to achieve the corner points A
and B in Fig. 1, since any other point between these can
be achieved with a time-sharing approach [2]. In particular,
we focus on the architecture shown in Fig. 2 in which we
assume that one of the two sequences, namely X in our
framework, is independently encoded with a source encoder
that does not employ the correlation between the sources X
and Y . We assume that sequence Y is compressed up to its
source entropy H(Y ) and is known at the joint decoder as
side information, and our aim is at compressing sequence X
with a rate R1 ≤ RX as close as possible to its conditional
entropy R1 ≥ H(X|Y ) in order to achieve the corner point
A in Fig. 1. The decoder tries to decompress the sequence
X , in order to obtain an estimate X̂ , by employing Y as side
information and without the prior knowledge of the amount
of correlation between the sequences. Indeed, it estimates this
correlation through an iterative algorithm which improves the
decoding reliability of X .

Obviously, our solution to joint source coding at point A is
directly applicable to point B by symmetry. The overall rate
of transmission of both sequences is greater than H(Y ) +
H(X|Y ) = H(X, Y ).

With this background, let us provide a quick survey of the
recent literature related to the problem addressed in this paper.
This survey is by no means exhaustive and is meant to simply
provide a sampling of the literature in this area.

In [3], [4], [5], the authors deal with applications of sensor
networks for tracking and processing of information to be sent
to a common destination. In particular, in [4], the authors
inspired by information theory concepts and in particular, the
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Fig. 2. Architecture of the encoder and joint decoder for the Slepian-Wolf
problem.

Slepian-Wolf theorem [2], present the problem of distributed
source coding using syndromes. The approach is based on
the use of coset codes and significant compression gains are
achieved using the proposed technique.

In [6], the authors show that turbo codes can allow to come
close to the Slepian-Wolf bound in lossless distributed source
coding. In [7], [8], [9], the authors propose a practical coding
scheme for separate encoding of the correlated sources for
the Slepian-Wolf problem. In [10], the authors propose the
use of punctured turbo codes for compression of correlated
binary sources whereby compression has been achieved via
puncturing. The proposed source decoder utilizes an iterative
scheme to estimate the correlation between two different
sources. In [11], punctured turbo codes have been applied to
the compression of non-binary sources.

The article [12] focuses on the problem of reducing the
transmission rate in a distributed environment of correlated
sources and the authors propose a source coding scheme for
correlated images exploiting modulo encoding of pixel values
and compression of the resulting symbols with binary and non-
binary turbo codes.

Paper [13] deals with the use of irregular repeat accumulate
codes as source-channel codes for the transmission of a mem-
oryless binary sequence with side information at the decoder,
while in [14] parallel and serial concatenated convolutional
codes are considered for the same problem. In [15], [16],
the authors propose a practical coding scheme based on Low
Density Parity Check (LDPC) codes for separate encoding of
the correlated sources for the Slepian-Wolf problem.

The dual problem of Slepian-Wolf correlated source coding
over noisy channels has been dealt with in [17]-[21].

In [22] the authors consider the problem of encoding
distributed correlated sources, demonstrating that separate
source-channel coding is optimal in any network in which
correlated sources do not interfere with each other, and that
the information on a network behaves as a flow. Work [23]
proposes a distributed joint source-channel coding scheme for
multiple correlated sources.

Finally, in [24] the authors consider the design for joint
distributed source and network coding.

Almost all proposed works in the literature use soft-metrics
for improving the decoding performance. An excellent work
describing the ”mathematics of soft-decoding” is the paper by
Hagenauer et al. [25].

Relative to the cited articles, the main novelty of the present
work may be summarized as follows: 1) in [10] and [16] the
encoder and decoder must both know the correlation between
the two sources. We assume knowledge of mean correlation at

the encoder. The decoder has implicit knowledge of this via
observation of the length of the encoded message. It iteratively
estimates the actual correlation observed and uses it during
decoding; 2) our algorithm can be used with any pair of
systematic encoder/decoder without modifying the encoding
and decoding algorithm; 3) the proposed algorithm is very
efficient in terms of the required number of LDPC decoding
iterations. We use quantized integer LLR values (LLRQ) and
the loss of our algorithm for using integer LLRQ metrics is
quite negligible in light of the fact that it is able to guarantee
performance better than that reported in [10] and [16] (where,
to the best of our knowledge, authors use floating point
metrics) as exemplified by the results shown in table II below;
4) we utilize post detection correlation estimates to generate
extrinsic information, which can be applied to any already
employed decoder without any modification; and 5) we do
not use any interleaver between the sources at the transmitter.
Using the approach of [10] in a network, information about
interleavers used by different nodes must be communicated
and managed. This is not trivial in a distributed network such
as the internet. Furthermore, there is a penalty in terms of
delay that is incurred.

This paper is an extended version of [1] and is organized as
follows. Section II deals with the definition of the encoding
algorithm for correlated sources, and presents the class of
LDPC codes which is the focus of our current work. In
section III, we present modification of the belief-propagation
algorithm for decoding of LDPC codes, and follow up with
details of our algorithm for iterative joint source decoding of
correlated sources with side information and iterative corre-
lation estimation. Section IV deals with the issue of sensitiv-
ity of the cross-correlation function between two sequences
to residual errors after channel decoding, demonstrating the
relative robustness of the empirical cross-correlation measure
to channel induced errors. In section V, we present simulation
results and comparisons confirming the potential gains that can
be obtained from the proposed iterative algorithm. Finally, we
present the conclusion in section VI.

II. ARCHITECTURE OF THE LDPC-BASED SOURCE
ENCODER

This section focuses on the source encoder used for source
compression. LDPC coding is essential to achieve performance
close to the theoretical limit in [2].

The LDPC matrix [26] for encoding each source is consid-
ered as a systematic (n, k) code. The codes used need to be
systematic for the decoder to exploit the estimated correlation
between X and Y directly.

Each codeword C is composed of a systematic part X , and
a parity part Z which together form C = [X, Z]. With this
setup and given the parity check matrix Hn−k,n of the LDPC
code, it is possible to decompose Hn−k,n as follows:

Hn−k,n = (HX ,HZ) (2)

whereby, HX is a (n− k)× (k) matrix specifying the source
bits participating in check equations, and HZ is a (n− k)×
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(n− k) matrix of the form:

HZ =




1 0 . . . 0 0
1 1 0 . . . 0
0 1 1 0 . . .

. . . . . . . . . . . . . . .
0 . . . 0 1 1




. (3)

The choice of this structure for H , also called staircase LDPC
(for the double diagonal of ones in HZ), has been motivated
by the fact that aside from being systematic, we obtain a LDPC
code which is encodable in linear time in the codeword length
n. In particular, with this structure, the encoding operation is
as follows:

zi =





[∑k
j=1 xj ·HX

i,j

]
(mod 2), i = 1[

zi−1 +
∑k

j=1 xj ·HX
i,j

]
(mod 2), i = 2, ., n− k

(4)
where, HX

i,j represents the element (i, j) of the matrix HX ,
and xj is the j-th bit of the source sequence X .

Source compression takes place as follows: considering the
scheme shown in Fig. 2, we encode the length k sequence
belonging to the source X and transmit on a perfect channel
only the parity sequence Z, whose bits are evaluated as in (4).
The rate guaranteed by such an encoder is

R1 =
n− k

k
.

In relation to the setup shown in Fig. 2, the Slepian-Wolf
problem reduces to that of encoding the source X with a rate
R1 as close to H(X|Y ) as possible (i.e., R1 ≥ H(X|Y )).
Note that source correlation is not employed at the encoder.

The objective of the joint decoder as explained in the next
section, is to recover sequence X by employing the correlated
source Y (considered as a side information at the decoder),
and the estimates of the correlation between the sources X
and Y obtained in an iterative fashion.

Before explaining the iterative decoding algorithm, let us
briefly discuss the correlation model adopted in this frame-
work. We consider the following model in order to follow the
same framework pursued in the literature [10], [15]:

P (xj 6= yj) = p, ∀j = 1, . . . , k (5)

In light of the considered correlation model, and noting that
the sequence Y is available losslessly at the joint decoder, the
theoretical limit for lossless compression of X is

R1 ≥ H(X|Y ) = H(p),

whereby H(p) is the binary entropy function defined as

H(p) = −p log2(p)− (1− p) log2(1− p).

With this setup, the following holds:

R1 + RY ≥ H(X,Y ) → R1 + 1 ≥ H(p) + 1. (6)

Note that the encoder needs to know the mean correlation so
as to choose a rate close to H(p). It does so, by keeping
k constant while choosing n appropriately. We use the term
mean correlation, because in any actual setting, the exact
correlation between the sequences may be varying about the

LDPC
decoder

L (X)

hard
estimator

X̂ correlation
estimator

Y

(i)
(i)

Y

^

Z

α(i)

Fig. 3. Architecture of the Iterative Joint decoder of correlated sources.

mean value. Hence, it is beneficial if the decoder estimates the
actual correlation value from observations itself. While no side
information about the rate is communicated to the decoder,
the decoder knows the mean correlation implicitly from the
knowledge of block length n.

III. JOINT ITERATIVE LDPC-DECODING OF CORRELATED
SOURCES

The architecture of the iterative joint decoder for the
Slepian-Wolf problem is depicted in Fig. 3. Its goal is to
determine the best estimate X̂ of the source k-sequence X ,
by starting from the received parity bit (n − k)-sequence Z.
We note that aside from the fact that the receiver may a-
priori presume some correlation between both sequences exist,
no side information on this correlation is communicated to
the joint decoder. Indeed, this correlation is estimated in an
iterative fashion.

With reference to the architecture of the joint decoder
depicted in Fig. 3, we note that there are two stages of
iterative decoding. Index i denotes a global iteration whereby
during each global iteration, the updated estimate of the source
correlation obtained during the previous global iteration is
passed on to the belief-propagation decoder that performs
local iterations with a pre-defined stopping criterion and/or
a maximum number of local decoding iterations.

Based on the notation above, we can now develop the
algorithm for exploiting the source correlation in the LDPC
decoder. Consider a (n, k)-LDPC identified by the matrix
H(n−k,n) as expressed in (2). Note that we only make refer-
ence to maximum rank matrix H since the particular structure
assumed for H ensures this. In particular, the double diagonal
on the parity side of the H matrix always guarantees that the
rank of H is equal to the number of its rows, i.e., n− k.

It is well known that the parity check matrix H can be
described by a bipartite graph with two types of nodes as
shown in Fig. 4; n bit-nodes corresponding to the LDPC code
bits, and n−k check-nodes corresponding to the parity checks
as expressed by the rows of the matrix H . Following the
notation employed in [29], let B(m) denote the set of bit-
nodes connected to the m-th check-node, and C(n) denote
the set of check-nodes adjacent to the n-th bit-node. With this
setup, B(m) corresponds to the set of positions of the 1’s in
the m-th row of H , while C(n) is the set of positions of the
1’s in the n-th column of H . In addition, let us use the notation
C(n) \m and B(m) \ n to mean the sets C(n) and B(m) in
which the m-th check-node and the n-th bit-node respectively,
are excluded. Furthermore, let us identify with λn,m(un) the
log-likelihood of the message that the n-th bit-node sends to
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Fig. 4. Pictorial representation of the Tanner graph of a staircase LDPC
code.

the m-th check-node, that is, the LLR of the probability that n-
th bit-node is 1 or 0 based on all checks involving the n-th bit
except the m-th check, and with Λm,n(un) the log-likelihood
of the message that the m-th check-node sends to the n-th
bit-node, that is, the LLR of the probability that the n-th bit-
node is 1 or 0 based on all the bit-nodes checked by the m-th
check except the information coming from the n-th bit-node.
With this setup, we have the following steps of the belief-
propagation algorithm:
Initialization Step: each bit-node is assigned an a-posteriori
LLR L (uj) as follows:
{

log
(

P (xj=1|yj)
P (xj=0|yj)

)
= (2yj − 1)α(i), j = 1, . . . , k

(2zj − 1) , j = k + 1, . . . , n
(7)

whereby,

α(i) = log
(

p(i)

1− p(i)

)

is the correction factor taking into account the estimated
correlation between sequences X and Y at global iteration i.
Note that this term derives from the correlation model adopted
in this paper as expressed in (5), in which the correlation
between any bit in the same position in the two sequences X
and Y is seen as produced by an equivalent binary symmetric
channel with transition probability p.

In our setup, before the first global iteration, α(0) = 1 since
the degree of correlation is not known a priori.

In summary, for any position (m,n) such that Hm,n = 1,
set:

λn,m(un) = L(un), (8)

and
Λm,n(un) = 0. (9)

(1) Check-node update: for each m = 1, . . . , n − k, and for
each n ∈ B(m), compute:

Λm,n(un) = 2 tanh−1


 ∏

p∈B(m)\n
tanh

(
λp,m(up)

2

)


(10)
(2) Bit-node update: for each t = 1, . . . , n, and for each m ∈
C(t), compute:

λt,m(ut) = L(ut) +
∑

p∈C(t)\m
Λp,n(ut). (11)

(3) Decision: for each bit node ut with t = 1, . . . , n, compute:

λt(ut) = L(ut) +
∑

p∈C(t)

Λp,n(ut), (12)

and quantize the results such that ut = 0 if λt(ut) < 0, and
ut = 1 otherwise.

If H · UT = 0 then halt the algorithm and output
x̂t = ut, t = 1, . . . , k as the estimate of the decompressed
source bits, X , corresponding to the first source. Otherwise,
if the number of iterations is less than a predefined maximum
number, iterate the process starting from step (1).

The architecture of the iterative joint decoder is depicted
in Fig. 3. Let us elaborate on the signal processing involved.
In particular, as before let x and y be two correlated binary
random variables which can take on the values {0, 1} and
let r = x ⊕ y. Let us assume that random variable r takes
on the values {0, 1} with probabilities P (r = 1) = pr and
P (r = 0) = 1− pr.

The correction factor α(i) at global iteration (i) is evaluated
as follows,

α(i) = log
(

pr̂

1− pr̂

)
, (13)

by counting the number of places in which X̂(i) and Y differ,
or equivalently by evaluating the Hamming weight wH(.) of
the sequence R̂(i) = X̂(i) ⊕ Y whereby, in the previous
equation,

pr̂ =
wH(R̂(i))

k
.

In the latter case, by assuming that the sequence R̂ = X̂ ⊕ Y
is i.i.d., we have:

α(i) = log

(
wH(R̂(i))

k − wH(R̂(i))

)
(14)

where k is the source block size. Above, letters highlighted
with .̂ are used to mean that the respective parameters have
been estimated.

Formally, the iterative decoding algorithm can be stated as
follows:

1) Set the log-likelihood ratios α(0) to one (see Fig. 3).
Compute the log-likelihood ratios for any bit node
using (7).

2) For each global iteration i = 1, . . . , q, do the following:
a) perform a belief-propagation decoding on the par-

ity bit sequence Z by using a predefined maximum
number of local iterations, and the side information
represented by the correlated sequence Y along
with the correction factor α(i−1);

b) Evaluate α(i) using (14);
c) If

∣∣α(i) − α(i−1)
∣∣ ≥ 10−4 go back to (a) and

continue iterating, else exit.
Point c) in the previous code fragment is used in order to

speed-up the overall iterative algorithm. Extensive tests we
conducted suggested that the threshold value of 10−4 may be
used for this purpose. Obviously, one can keep iterating until
the last global iteration as well.
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A. Overview of Integer-Metrics Belief-Propagation Decoder

In this section, we briefly describe the LDPC decoder work-
ing with integer LLRs. This approach leads to efficient belief-
propagation decoding. Following the rationales described in
[27], we begin by quantizing any real LLR (denoted LLRQ
after quantization) employed in the initialization phase of
the belief-propagation decoder in (7), using the following
transformation:

LLRQ =
{ b2qL(uj) + 0.5c , j = 1, . . . , k
b2zj − 1c · S, j = k + 1, . . . , n

(15)

whereby b·c stands for rounding to the smaller integer in the
unit interval in which the real number falls, L(uj) is the real
LLR, S is a suitable scaling factor, and q is the precision
chosen to represent the LLR with integer metrics. In our
belief-propagation decoder, we use q = 3, which guarantees
a good trade-off between BER performance and complexity
of the decoder implementation [27]. The scaling factor S is
the greatest integer metric processed by the iterative decoder.
In our set-up, we use S = 10000. Note that such a scaling
factor depends on the practical implementations of the belief-
propagation decoder. Suffice it to say that in our setup, S gives
high likelihood to the parity bits zj , ∀j = k + 1, . . . , n, since
they are transmitted through a perfect channel to the decoder.

All the summations shown in equations (11) and (12) are
performed on integer LLRs. Finally, (10) has to be modified
for working with integer metrics. To this end, we follow the
schedule proposed in [29] in order to avoid real calculations
and only use look-up tables and integer additions. This way,
the basic operation L(x ⊕ y) in the check node update is
approximated as follows:

L(x⊕ y) ≈ sign(L(x)) · sign(L(y)) ·min(|L(x)|, |L(y)|) (16)

+ log
(
1 + eL(x)+L(y)

)
− log

(
eL(x) + eL(y)

)

whereby, sign(·) is the function which evaluates the sign of
the enclosed LLR. The latter two log functions are evaluated
through look-up tables containing samples of the log func-
tions approximated with piecewise linear approximation as
suggested in [29].

IV. SENSITIVITY OF THE CROSS-CORRELATION TO
RESIDUAL ERRORS AFTER CHANNEL DECODING

In this section, we wish to demonstrate the relative robust-
ness of the empirical cross-correlation between sequences X̂
and Y to residual errors after channel decoding. To this end,
let X and Y be two binary vectors of length k. Correlation
between two binary streams can be measured in two ways. One
technique is to map a logic-0 to the integer +1, logic-1 to −1
and to take the inner product of the two vectors defining our
data packets and divide by the vector length (assumed to be
the same for both packets). It is well known that the resulting
empirical correlation estimate lies in the range −1 ≤ ρ ≤ +1.
Positive value of ρ signifies a similarity between X and Y ,
while a negative ρ signifies a similarity between X and Ȳ ,
where Ȳ is the complement of vector Y . This traditional
measure of correlation is not of direct interest to us since we

wish to relate a correlation measure to an empirical probability
which is strictly positive.

To this end, let us define rn = xn ⊕ yn as the XOR of the
n-th component of the vectors X and Y . Similarly, we define
R = X ⊕ Y whereby R is obtained via componentwise XOR
of the components of the vectors X and Y . Let the number of
places in which X and Y agree be γ and define the empirical
cross-correlation between these two vectors as ρ = γ/k. Note
that with this definition, we may take ρ as the empirical
probability that rn = 0 and a value of for instance ρ = 0.7 and
ρ = 0.3 would have the same information content as measured
by the value of the binary entropy function. Notice that,
since intrinsic soft information is generated from probability
estimates, this measure of correlation is more useful to us than
the traditional definition.

Let us consider the Slepian-Wolf problem discussed above,
and suppose that what is available at the receiver is a noisy
version of X denoted X̂ . For instance, X̂ could be an
erroneous version of X obtained after transmission through
a noisy channel modelled as a Binary Symmetric Channel
(BSC) with transition probability pe. We assume that the error
events inflicting the sequence X are independent identically
distributed (i.i.d.). The joint decoder generates an empirical
estimate of the cross-correlation based on the use of the
sequences X̂ and Y by forming the vector R̂ = X̂ ⊕ Y
and counting the number of places where R̂ is zero. Let us
denote this count as γ̂. Clearly, γ̂ is a random variable. The
question is, what is the Probability Mass Function (PMF) of
γ̂? Knowledge of this PMF allows us to assess the sensitivity
of our estimate of the cross-correlation to errors in the original
sequence X .

It is relatively straightforward to express the probability that
(r̂n = rn) and (r̂n 6= rn) as P (r̂n = rn) = P (x̂n = xn) =
1− pe, P (r̂n 6= rn) = P (x̂n 6= xn) = pe. Consider applying
a permutation to the sequences X and Y so that the permuted
sequences agree in the first γ locations, and disagree in the
remaining (k − γ) locations. The permutation is applied to
simplify the explanation of how we may go about obtaining
the PMF of γ̂ and by no means impacts the results. It is
evident that the permuted sequence π(R) contains γ zeros in
the first γ locations and (k−γ) ones in the remaining locations.
Now consider evaluation of the probability P (γ̂ = γ + ν)
for ν = 0, 1, .., (k − γ). We define π(R)γ to represent the
first γ bits of π(R) and π(R)k−γ the remaining (k − γ) bits.
Similarly we define π(R̂)γ and π(R̂)k−γ . For a fixed ν, the
event {γ̂ = γ+ν} corresponds to the union of the events of the
type: π(R̂)k−γ differs from π(R)k−γ in (ν + l) positions for
some l ∈ {0, 1, .., γ}, π(R̂)γ differs from π(R)γ in l positions,
and the remaining bits of π(R̂) and π(R) are identical. The
probability of such elementary events are given by:

(
γ
l

)(
k − γ
ν + l

)
(1− pe)k−ν−2l(pe)ν+2l. (17)

It can be shown that the probability of the event {γ̂ = γ+ν}
for ν = 0, 1, .., (k − γ) is given by:

P (γ̂ = γ + ν) =
γ∑

l=0

[(
γ
l

)(
k − γ
ν + l

)
·
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Fig. 5. Probability mass function (PMF) of ρ̂ for three different values of
raw error rate p when the true cross-correlations between the data packets are
ρ = 0.8 and 0.9 at data block length of k = 16400.

·(1− pe)k−ν−2l(pe)ν+2l
]
, (18)

while, for m = 1, 2, .., γ we have:

P (γ̂ = γ −m) =
γ∑

l=m

[(
γ
l

)(
k − γ
l −m

)
·

·(1− pe)k−2l+m(pe)2l−m
]
. (19)

In the next section, we shall present simulation results for
iterative joint decoding of correlated sources for data packet
size of k = 16400. Hence, let us look at representative results
associated with the estimation of ρ for this block length:

1) Fig. 5 depicts the PMF of ρ̂ for five different values
of raw error rate pe when the true cross-correlations
between the data packets are ρ = 0.8 and 0.9 at data
block length of k = 16400. The following observation
is in order: there is a bias in the empirical estimate of
ρ as measured by the most probable value of ρ̂ and the
true value of ρ. This bias is a strong function of pe.

2) As noted above, the most likely value of ρ̂, denoted
M(ρ̂) (i.e., the Mode), obtained from evaluation of the
empirical cross-correlation from noisy received vectors
is not necessarily the true value ρ. This is particularly
so at larger values of pe and for small and large values
of ρ. Fig. 6 captures this behavior for three values of
pe = 10−1, 10−2 and pe = 10−3 as a function of ρ
for block length k = 16400. In particular, this figure
shows the difference (ρ−M(ρ̂)) versus ρ obtained from
empirical evaluation of the cross-correlation from noisy
received vectors.

3) The standard deviation of ρ̂ is a strong function of pe

itself. Fig. 7 depicts the standard deviation of ρ̂ as a
function of pe for k = 16400 for three different values of
ρ. This figure shows that the standard deviation increases
slowly with increasing pe. Note that even at values of
pe as large as p = 0.1 this standard deviation is still
relatively small for ρ in the range ρ = 0.1 to ρ = 0.9.
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Fig. 6. The difference (ρ−M(ρ̂)) versus ρ whereby M(ρ̂) denotes the most
probable value of ρ̂ obtained from empirical evaluation of the cross-correlation
from noisy received vectors (block length k = 16400).

0 0.05 0.1 0.15 0.2 0.25 0.3 0.35
1

1.5

2

2.5

3

3.5

4
x 10

−3

p
e

σ ρ

ρ=0.8
ρ=0.9
ρ=0.98

Fig. 7. Standard deviation of ρ̂ as a function of p (block length k = 16400).

V. SIMULATION RESULTS AND COMPARISONS

We have simulated the performance of our proposed iter-
ative joint source decoder. In order to compare our results
with others proposed in the literature, we follow the same
framework as in [10], [15], [16].

In the following, we provide sample simulation results
associated with various (n, k) LDPC codes designed with the
technique proposed in [28]. In particular, for a fair comparison
with the results provided in [16], we designed various LDCP
codes with k = 16400 and k = 16000. The details and the
parameters of the designed LDPCs are given in Tables I-II.

Parameters given in Table I are the source block length k,
the codeword length n, the rate R1 of the source, expressed
as n−k

k (i.e., inverse of the compression ratio), the average
degree dv of the bit nodes, and the average degree dc of the
check nodes of the designed LDPCs. Note that, the encoding
procedure adopted in our approach is different from the one
proposed in [16] in that we source encode k bits at a time
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TABLE I
PARAMETERS OF THE DESIGNED LDPCS.

LDPC k n R1 dv dc

L1 16400 30750 0.875 2.8 6
L2 16400 26200 0.597 3 8
L3 16400 22400 0.365 3.21 12
L4 16000 20000 0.25 3.59 18
L5 16400 20300 0.237 3.45 18
L6 16400 20000 0.219 3.23 18
L7 16400 19300 0.176 3.0 20
L8 16400 19500 0.189 3.0 19

and transmit only n − k bits. In [16], the authors proposed
a source compression which encodes n source bits at a time,
and transmits n− k syndrome bits.

The degree distributions of the designed LDPC codes,
labelled L1 to L8 in Table I, are shown in Table II whereby,
the integer number multiplying any power of the indeterminate
xw identifies the number of bit nodes in λLr (x), and check
nodes in ρLr

(x) having degree w + 1 in the r-th designed
LDPC with r = 1, . . . , 8.

For local decoding of the LDPC codes, the maximum
number of local iterations has been set to 50, while the
maximum number of global iterations is 5, even though the
stopping criterion discussed in the previous section has been
adopted.

The results on the compression achieved with the proposed
algorithm are shown in Table III. The first row shows the
correlation parameter assumed, that is, the probability p =
P (xj 6= yj), ∀j = 1, . . . , k. The second row shows the
joint entropy limit as expressed in (6) for various values of
the correlation parameter p. The third and fourth rows show
the results on source compression presented in papers [10],
[16], while the last row presents the results on compression
achieved with the proposed algorithm employing a maximum
of 5 global iterations in conjunction with using the stopping
criterion noted in the previous section. As in [16], we assume
error free compression for a target Bit Error Rate (BER) 10−6.
Note that statistic of the results shown has been obtained by
counting 30 erroneous frames.

From Table III it is evident that significant compression
gains with respect to the theoretical limits can be achieved as
the correlation between sequences X and Y increases. Notice
that as opposed to the algorithm proposed in [16], we do not
assume p is known at the decoder. Indeed, this parameter is
iteratively estimated as discussed in the previous section. A
similar approach has been pursued in [10], whereby an itera-
tive approach is employed for the estimation of the correlation
between the two correlated sequences, but employing turbo
codes.

Finally, note that we employ integer soft-metrics as ex-
plained in the previous section, while in [10], [16], to the
best our knowledge, the authors employ real metrics. The
algorithm working on integer metrics is very fast and reduces
considerably the complexity burden required by the two-stage
iterative algorithm (i.e., the local-global combination).

Fig. 8 shows the BER performance of the proposed iterative
decoding algorithm for various global iterations and as a

TABLE II
DEGREE DISTRIBUTIONS OF THE DESIGNED LDPCS.

λL1 (x) 1 + 14349x + 15400x2 + 200x3 + 800x12

ρL1 (x) x4 + 14349x5

λL2 (x) 1 + 9799x + 11000x2 + 4700x3 + 700x9

ρL2 (x) x6 + 9799x7

λL3 (x) 1 + 5999x + 13700x2 + 1800x3 + 900x12

ρL3 (x) x10 + 5999x11

λL4 (x) 1 + 3999x + 12600x2 + 1300x3 + 2100x9

ρL4 (x) x16 + 3999x17

λL5 (x) 1 + 3899x + 12800x2 + 2400x3 + 1200x11

ρL5 (x) x16 + 3899x17

λL6 (x) 1 + 3599x + 14400x2 + 1200x3 + 800x11

ρL6 (x) x16 + 3599x17

λL7 (x) 1 + 2899x + 15400x2 + 750x3 + 250x11

ρL7 (x) x18 + 2899x19

λL8 (x) 1 + 3099x + 15900x2 + 500x9

ρL8 (x) x17 + 3099x18
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Fig. 8. BER performance of the proposed iterative decoding algorithm for
various global iterations as a function of the joint entropy between sources
X and Y , when the stopping criterion for global iterations is applied. Results
refer to the LDPC labelled L8 in Tables I-II, guaranteeing a compression rate
of R1 = 0.189. For a target BER= 10−6, we also show the theoretical limit
as expressed by the Slepian-Wolf bound achieved by the iterative algorithm
applied to the LDPC L8 for increasing values of the maximum number of
global iterations.

function of the joint entropy between sources X and Y ,
when the stopping criterion for global iterations is applied
and the maximum number of global iterations specified in
the legend are used. The LDPC used for encoding is the one
labelled L8 in Tables I-II which guarantees a compression
rate of R1 = 0.189. At BER= 10−6, the overall rate
R = R1 + RY = 1.189 is within 0.075 of the theoretical
limit of 1.1175.

In order to assess the effects of the global iterations on
BER performances, we simulated the same LDPC L8 without
stopping criterion on the global iterations. The resulting BER
performance are shown in Fig. 9. Notice that 3- or 4- global
iterations suffice to get almost all that can be gained from the
knowledge of the cross-correlation.

In Table IV, we show the average number of local iterations
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TABLE III
COMPRESSION RATE PERFORMANCE OF THE ITERATIVE ALGORITHM FOR VARIOUS JOINT ENTROPIES .

p 0.01 0.02 0.025 0.02875 0.05 0.1 0.2
H(p) + 1 1.08 1.141 1.169 1.188 1.286 1.469 1.722
R [10] - - 1.31 - 1.435 1.63 1.89
R [16] - - 1.276 - 1.402 1.60 1.875
R = R1 + RY 1.176-L7 1.219-L6 1.237 -L5 1.25-L4 1.365-L3 1.597-L2 1.875-L1
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Fig. 9. BER performance of the proposed iterative decoding algorithm for
various global iterations as a function of the joint entropy between sources
X and Y , without stopping criterion on global iterations. Results refer to
the LDPC labelled L8 in Tables I-II, guaranteeing a compression rate of
R1 = 0.189. For a target BER= 10−6, we also show the theoretical limit
as expressed by the Slepian-Wolf bound achieved by the iterative algorithm
applied to the LDPC L8 for increasing values of the maximum number of
global iterations.

performed by the joint decoder at the end of a given global
iteration, for various values of correlation between the sources
and when the stopping criterion on the global iterations is
not applied. Finally, we evaluated the average number of
global iterations performed by the iterative algorithm when
the stopping criterion on global iterations is employed dur-
ing decoding. Simulation results show that when the LDPC
decoder works at BER levels less than or equal to 10−5,
the average number of global iterations equals 1.2, thus
guaranteeing a very efficient iterative approach to the co-
decompression problem. In other words, an overall average
number of 80 LDPC decoding iterations suffices to obtain
good BER performance.

In the following set of simulation results, we adopted
another approach in order to test the proposed algorithm for
varying actual correlation levels. In particular, for any given
value of mean correlation p, we generate a uniform random
variable having mean value equal to the mean correlation
itself and with a maximum variation of ∆p around this
mean value. We used the following maximum variations:
∆p = 0.5, 0.2, 0.1%, and ∆p = 0.0% which refers to the
case in which the correlation value is not variable, but fixed.

For each data block, we set the actual correlation equal
to the mean correlation plus this perturbation. The decoder

TABLE IV
AVERAGE NUMBER OF LOCAL ITERATIONS FOR LDPC L8 DECODING

WITH MAXIMUM LOCAL ITERATIONS PARAMETER SET TO 50, FOR
DIFFERENT GLOBAL ITERATION INDICES.

p H(X, Y ) 1-st it. 2-nd it. 3-rd it. 4-th it.
0.0213 1.1487 50.00 50.00 50.00 50.00
0.0204 1.1437 50.00 50.00 50.00 50.00
0.0195 1.1386 50.00 46.16 46.12 46.11
0.0186 1.1335 50.00 39.51 38.45 34.58
0.0177 1.1283 42.47 23.65 23.35 22.31
0.0168 1.1231 34.73 16.16 16.09 15.17
0.0159 1.1178 22.97 12.59 12.58 12.57
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Fig. 10. BER performance of the proposed iterative decoding algorithm
for a maximum of 5 global iterations as a function of the joint entropy
between sources X and Y , when the stopping criterion for global iterations
is applied. Results refer to the LDPCs labelled L8 and L5 in Table I. The
legend shows the mean correlation value p and the maximum value of the
correlation variation with respect to the mean value. Curves labelled with
∗ refer to the ones obtained without the iterative paradigm, using the mean
correlation value.

iterates to estimate the actual correlation value which varies
around its mean value from one block to the next. In effect,
the parameter p is iteratively estimated as discussed in the
previous section. A similar approach has been pursued in [10]
for fixed correlation level, whereby an iterative approach is
used for the estimation of the correlation between the two
correlated sequences, but employing turbo codes.

Fig. 10 shows the BER performance of the proposed itera-
tive decoding algorithm for a maximum of 5 global iterations
and as a function of the joint entropy between sources X and
Y , when the stopping criterion for global iterations is applied.
LDPCs used for encoding are the one labelled L5 and L8 in
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Fig. 11. BER performance of the proposed iterative decoding algorithm for
a maximum of 5 global iterations as a function of the joint entropy between
sources X and Y , when the stopping criterion for global iterations is applied.
Results refer to the LDPCs labelled L3 (left subplot) and L2 (right subplot)
in Table I. The legend shows the mean correlation value p and the maximum
value of the correlation variation with respect to the mean value.

Table I which guarantee compression rates of RX = 0.237
and RX = 0.189, respectively. LDPC labelled L5 is used at
mean values of p equal to 0.025, while LDPC L8 is adopted
for a mean correlation of 0.015. From Fig. 10 one clearly sees
that LDPC decoding does not converge when the decoder does
not iterate for estimating the actual value of p, but uses only
its mean value for setting the extrinsic information. Notice
also that the performances of the iterative decoder when the
correlation value is fixed (curves labelled ∆p = 0.0 in Fig. 10),
are very close to the case in which the actual correlation value
varies within ∆p = 0.1% from the mean value.

Similar considerations can be deduced from Fig. 11 which
shows the BER performance of the proposed iterative decoding
algorithm when using LDPCs labelled L2 and L3 in Table I
which guarantee compression rates of RX = 0.597 and
RX = 0.365, respectively. LDPC labelled L2 is used at mean
correlation equal to 0.1, while LDPC L3 is used with a mean
correlation of 0.05. Note that the performance degrades as
∆p increases since the encoder works further away from its
optimal operating point.

The results on the compression achieved with the proposed
algorithm are shown in Table V for the case in which the cor-
relation value is fixed. The first row shows the fixed correlation
parameter assumed, namely, p = P (xj 6= yj), ∀j = 1, . . . , k
in our model. The second row shows the joint entropy limit
for various values of the fixed correlation parameter p. The
third row presents the results on compression achieved with
the proposed algorithm employing a maximum of 5 global
iterations in conjunction with using the stopping criterion
noted in the previous section. As in [16], we assume error free
compression for a target Bit Error Rate (BER) 10−6. Note that
statistic of the results shown has been obtained by counting
30 erroneous frames.

From Table V it is evident that significant compression gains

TABLE V
COMPRESSION RATE PERFORMANCE OF THE ITERATIVE ALGORITHM FOR

H(p) = 0.112.

p 0.015
H(p) + 1 1.112
R = RX + RY 1.189 -L8

with respect to the theoretical limits can be achieved as the
correlation between sequences X and Y increases.

VI. CONCLUSION

In this paper we have presented a novel iterative joint de-
coding algorithm based on LDPC codes for the Slepian-Wolf
problem of compression of correlated information sources.

In the considered scenario, two correlated sources transmit
toward a common receiver. The first source is compressed
by transmitting the parity check bits of a systematic LDPC
encoded codeword, without the knowledge of the correlation
among the sources. The correlated information of the second
source is employed as side information at the receiver and
used for decompressing and decoding of the first source. The
correlation is not known a-priori, but is estimated through an
iterative paradigm. Both the iterative decoding algorithm and
the cross-correlation estimation procedure have been described
in detail.

Simulation results suggest that relatively large compression
gains are achievable at relatively small number of global
iterations specially when the sources are highly correlated.
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Abstract— This paper presents a scalable and dynamic scheme
for robust JPEG 2000 images/video transmission over wireless
channels. The proposed system relies on an adaptive
bandwidth estimation tool to select the suitable JPEG 2000
streams, layers and resolution. A Wireless JPEG 2000 (JPWL)
compliant Forward Error Correction (FEC) scheme is
introduced. An optimal layer oriented Unequal Error
Protection Forward Error Correction rate allocation scheme is
proposed to ensure codestreams protection against
transmission errors. The main advantages of the proposed
scheme are its optimality, its compliance to Wireless JPEG
2000 (the 11th part of JPEG 2000 standard) and its low time
consumption. We demonstrate that our proposed scheme
outperforms the layer oriented FEC scheme proposed by Guo
et al. and other existing layer based FEC schemes. We also
show that, due to its low run time, our layer based scheme is a
good candidate for highly time constrained motion JPEG 2000
video streaming applications, thus, in this sense, its overcomes
the limitation of optimal packet oriented FEC rate allocation
scheme. We then validate the effectiveness of our proposed
layer oriented scheme with a Wireless Motion JPEG 2000
client/server application.

Keywords: layer-oriented FEC; unequal error protection;
layer scalability; wireless JPEG 2000; video streaming

I. INTRODUCTION

In high error rate environments such as wireless
channels, data protection is mandatory for efficient
transmission of images and video. In this context, JPEG
2000, the newest image representation standard [1] proposes
in its 11th part (Wireless JPEG 2000 – JPWL) [2] different
techniques such as data interleaving, FEC with Reed-
Solomon (RS) codes etc. in order to enhance the protection
of JPEG 2000 codestreams against transmission errors.

Since wireless channels' characteristics depend on the
transmission environment, the packet loss rate in the system
also changes dynamically. Thus a priori FEC rate allocation
schemes such as the one proposed in [3] are less efficient.

Moreover, in wireless multimedia systems such as the
one considered in this paper (see Figure 1), a straightforward
FEC methodology is used, by applying FEC uniformly over
the entire stream (Equal Error Correction - EEP). However
in [4], Gupa et al. suggest that for hierarchical codes, such as
JPEG 2000, Unequal Error Protection (UEP) which assigns
different FEC to different portion of codestream has been
considered as a suitable protection scheme.

Figure 1. Wireless video streaming system

Two families of data protection schemes address this
issue by taking the wireless channel characteristics into
account in order to dynamically assign the FEC rate for
JPEG 2000 based images/video. The first family is based on
a dynamic layer-oriented unequal error protection
methodology whereas the second relies on a dynamic packet-
oriented unequal error protection methodology. Hence, in the
first case, powerful RS codes are assigned to the most
important layers and less robust codes are used for the
protection of less important layers. It is worth noting that in
this case, all the JPEG 2000 packets belonging to the same
layer are protected with the same selected RS code.
Examples of layer-oriented FEC rate allocation schemes are
available in [4] and [5]. On the other side, in packet-oriented
FEC rate allocation schemes such as the one presented in [6],
RS codes are assigned in descending order of packets
importance. In [6], we demonstrate that the proposed optimal
packet-oriented FEC rate allocation is more efficient than the
layer-oriented FEC rate allocation scheme presented in [4]
and [5]. However, layer-based FEC rate allocation schemes
have low complexity while packet-oriented FEC allocation
methodologies are complex especially when the number of
packets in the codestream is high. In this case, packet
oriented FEC schemes are unpractical for highly time-
constrained images/video streaming applications. Therefore,
switching to a layer oriented FEC rate allocation scheme is
more interesting. The smart FEC rate allocation scheme
proposed in [7] addresses this issue by allowing switching
from a packet oriented FEC scheme to a layer oriented
scheme such as the ones proposed in [4] and [5]. However,
to our knowledge, existing layer oriented FEC rate allocation
schemes are based on heuristics and thus are suboptimal
because they rely on parameters which are empirically fixed.
For example, the layer oriented FEC scheme proposed in [4]

relies on the permissible error rate ( ) whereas the layer
oriented FEC scheme proposed in [5] relies on a Quality of
Service (QoS) metric (

0 ).
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In this paper, based on the optimal packet oriented FEC
methodology presented in [6], we propose an optimal layer
oriented FEC rate allocation scheme for robust JPEG 2000
codestreams transmission over wireless channels.

The paper is organized as follows. In Section II, an
overview of the video streaming system and a presentation of
layer based FEC rate allocation schemes are provided. In
Section III and IV, we describe the optimal layer oriented
FEC scheme and the available bandwidth estimation scheme.
We show the performances achieved by our proposed layer
based FEC scheme in Section V. Finally, some conclusions
are drawn in Section VI.

II. OVERVIEW OF THE STREAMING SYSTEM AND OF THE

JPEG 2000 BASED FEC RATE ALLOCATION SCHEMES

This section is dedicated to the description of the
considered wireless JPEG 2000 video streaming system and
to the presentation of existing FEC rate allocation schemes.

A. The Wireless JPEG 2000 video streaming system and
the wireless channel

Unlike the system described in [6], where the FEC rate
allocation scheme is packet oriented, in the current paper we
consider a layer oriented FEC rate allocation scheme. In
other words the difference between both systems is the FEC
rate allocation module. In the packet oriented scheme the
redundancy is added by taking the packets importance into
account (see Figure 2) while in our layer oriented scheme,
we rely on layer importance in order to allocate the adequate
RS codes (see Figure 3).

Figure 2. A JPEG 2000 codestreams transmission through the JPWL
packet-oriented FEC rate system

Figue 3. A JPEG 2000 codestreams transmission through the JPWL
layer-oriented FEC rate system

The wireless channel is emulated by real wireless
channel traces available in [13]. At the encoder side, the
Gilbert model [14] is used to derive application level models
of error occurrences in the considered traces. A detailed
description of the platform used to generate the loss patterns
along with an analysis on wireless channel modeling with
Gilbert model is provided in [6].

B. Overview of JPEG 2000 based FEC rate allocation
schemes

In this section we present an overview of JPEG 2000
based FEC schemes.

1) Packet-oriented FEC rate allocation scheme
In this FEC rate allocation scheme the correct decoding

of packet i at the receiver yields a reduction of the distortion

on the transmitted image. Since ,iRD is considered as the

reduction of distortion achieved when packet i is protected at
the level , the gain is the ratio between the image quality

improvement ,iRD and the associated cost in terms of

bandwidth consumption.
For each JPEG 2000 image, the optimal packet-oriented

algorithm models the channel with a Gilbert model and for
each possible protection level  , its evaluates the probability

of incorrect word decoding. Then, for each packet i , based
on the estimated probability of decoding word, the reduction
of distortion associated with the decoding of packet i ,

protected from level  to max is estimated. The gain yield

by the associated increment of quality is also computed.
After ordering those gain values by decreasing order of
importance, the optimal protection rate for each packet is
selected up to meet the rate constraint.

2) Layer-oriented FEC rate allocation scheme

In layer-oriented FEC rate allocation schemes ([4] and [5]),
unequal error protection is applied by taking the importance
of each layer into account. Those families of FEC rate
allocation schemes can be divided in two groups: non JPWL
compliant schemes and JPWL compliant schemes.

a) Non JPWL compliant Layer-oriented FEC rate
allocation scheme

In non JPWL compliant layer-oriented FEC rate allocation
schemes such as the one presented in [4], the slope of the
Rate-Distortion curve is used to select a code for each

quality layer. The slope
jS corresponding to layer j is

expressed as:
jjj RDS  / where, jS represents the

contribution of layer j to the improvement of image

quality, jR is its length (in byte) and
jD corresponds to

the distortion decrement measured by MSE (Mean Square
Error).

Original codestreams

Layer-Oriented JPWL Protection

Layer 0 Layer 1 Layer 2Protection
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Hence powerful non JPWL compliant RS codes are set to
the most important layers such as the base layer and the
other layers are protected by decreasing order of
importance. However, this algorithm is not JPWL compliant
and was designed based on the assumption that the channel
is a memoryless Binary Symmetric Channel (uncorrelated
error occurrence) which is not realistic because wireless
channels have correlated errors sequences. Moreover, the
algorithm proposed by Z. Guo et al was not adaptive. In this
work, we overcome this limitation by adapting the Z. Guo
algorithm for a dynamic selection of RS codes thanks to a
dynamic Bit Error Rate (BER) estimation scheme.

b) JPWL compliant dynamic Layer-oriented FEC rate
allocation scheme

JPWL compliant FEC rate allocation schemes, such as
the one presented in [5], are based on the assumption that
transmitted JPEG 2000 image quality is linked to the amount
of correctly decoded packets at the receiver. Hence, goal of
this scheme is to maximize the overall throughput in the
system under a Quality of Service (QoS) fixed parameter

( 0 ). The dynamic layer-oriented FEC rate allocation

scheme improves the performance by about 10% compared
to a priori selection of channel coding.

The layer oriented FEC rate allocation schemes presented
in this section are characterized by heuristics whose
parameters are set in order to achieve a desired Quality of
Service. Hence, high QoS level means more data protection
and thus more bandwidth consumption. Since wireless
client/server systems are bandwidth constrained, the desired
high QoS level may not be achieved because of the risk of
exceeding the available bandwidth. In this sense, traditional
layer based FEC rate schemes may be viewed as suboptimal
as they achieve a less effective codestreams protection. The
proposed optimal layer oriented FEC rate allocation scheme
overcomes these limitations by selecting the best RS codes
yielding by this way the maximum achievable images/video
quality regarding the available resources in the system.

III. OPTIMAL LAYER ORIENTED FORWARD ERROR

CORRECTION RATE ALLOCATION

A. Layer Based FEC rate allocation problem
formalization

Considering that JPEG 2000 codestreams are constituted

of a set of L layers, the optimal FEC allocation problem can
be resumed by answering the question: how to optimally
protect each layer in order to minimize the transmitted image
distortion under a rate constraint determined by the available
bandwidth in the system?

Let
avB be the budget constraint in bytes corresponding

to the available bandwidth in the system. Let
ilay be the

length in bytes of the
thi layer of the L layers available in

the codestream and ),( knRS the Reed-Solomon code used

for its protection. The corresponding protection level is 
and the FEC coding rate is nkR  . We define

knRfec  1 as the inverse of the channel coding rate, so

feclayi )( represents, in bytes, the increase of the
thi layer

length when protected at a level .

Unlike the packet oriented FEC scheme, where all the 16
default RS codes, defined by JPWL standard, are considered
in the FEC rate allocation process, here we restrict the
considered RS codes to those with 2fec . In other words

we consider only the first 10 default codes. This assumption
makes sense in the context of layer oriented FEC rate
allocation, because adding redundant data which in ratio is
more than twice superior to the original layers may overload
the networks and drastically increase the losses instead of
reducing them.

Let  be a layer protection level selected in the range
lay
max0   , each protection level corresponding to a

specific RS code selected between the 10 JPWL default RS

codes ( 0 means that the layer is not transmitted,

1 means transmission with protection level 1, higher

values imply increasing channel code capacity with  and

10max lay ).

Let i be the number of data packet constituting the
thi

quality layer of a JPEG 2000 codestream,
0

ilayRD and



ilayRD be respectively the reduction of distortion associated

to the correct decoding of layer i and the reduction of
distortion associated to the correct decoding of layer
i protected to level  . The reduction of distortion metric

associated to the correct decoding of the packets of a JPEG
2000 codestream is extracted from a codestream index file.
The reduction of distortion metric is further presented in [6].

We rely on this codestream index file to derive
0

ilayRD and

we associated the decoding error probability estimation

process presented in [14] in order to derive


ilayRD . Hence,

the layer oriented FEC rate allocation problem is formalised
by:

Maximize 


L

i ii

lay

feclay

RD
i

)(



(3-1)

Subject to  
L

i
avii Bfeclay )( (3-2)

We addressed this problem in [18] by proposing an
optimal layer oriented FEC rate allocation scheme. In the
following we present the proposed algorithm.
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B. Optimization

We define


ilayG as the gain in quality of the transmitted

image obtained at the receiver side when layer i is decoded.
We derive 1

ilayRD and 

ilayRD the reduction of distortion

obtained when layer i is transmitted respectively with
protection level 1 and with protection level .We have:

011 )1(
iii laylaylay RDPRD 

0)1(
iii laylaylay RDPRD   (3-3)

where
1

ilayP and


ilayP are the decoding error probabilities

obtained when layer i is protected respectively to level 1
and to level  . The final gain is:

i

laylay

i

lay

lay
lay

RDP

lay

RD
G iii

i

011

1
)1( 

 (3-4)

Similarly, any transmission between two consecutive

protection levels ( 1 and  ) yields an improvement in

terms of reduction of distortion but has a budget cost equal

to ilayfecfec   )( 1 , hence we have:

i

laylay

lay
layfecfec

RDRD
G ii

i )( 1

1

1














i

laylaylay

lay
layfecfec

RDPP
G iii

i 








)(

)(

1

01





 (3-5)

For each layer, a set of gain values is computed, ordered
in decreasing order of importance and stored in a vector.
Then, the FEC rate associated to the first gain value of each
vector is applied for the corresponding layer’s protection
without exceeding the available bandwidth. It is worth noting
that all the packets belonging to the same layer are protected
at the same FEC rate.

C. Contribution of the proposed optimal layer oriented
FEC rate allocation scheme

Even if the gain metrics presented in the previous section
seem close to the ones used in [6], they hold a fundamental
difference because they rely on the contribution of each layer
to the reduction of distortion instead of just taking into
account the contribution of a specific packet. Actually,
during the source coding process, the incremental
contribution from the set of image codeblocks is collected in
quality layers. Due to the fact that the rate-distortion
compromises derived during JPEG 2000 truncation process
are the same for all the codeblocks, for any quality layer
index i the contributions of quality layer 1 through quality
layer i constitute a rate-distortion optimal representation of
the entire image. Hence, at layer level the reduction of
distortion values are strictly decreasing. In contrast, the
selection of a specific JPEG 2000 packet does not guarantee
that the contributions of packet 1 to the selected index packet
are monolithically decreasing. In this case, as confirmed by
A. Descampe et al [15], some additional restrictions have to
be added to the considered convex-hull in order to ensure
rate-distortion and cost-distortion optimality. This justifies

the necessity to have a merging step in the packet oriented
FEC scheme [6] (it ensures that the convex-hull is always
convex). In the layer oriented FEC this step is skipped
because the reduction of distortion curve is already
monolithically decreasing, significantly reducing the
complexity and thus the time-consumption of the FEC rate
allocation algorithm. Moreover, in the proposed optimal
layer oriented FEC scheme, we only consider the first 10 RS
codes instead of considering all the 16 default RS codes
defined by JPWL standard as it is the case in [6]. This also
reduces considerably the FEC scheme time consumption as
its leads to less gains values computation which make the
proposed optimal layer FEC rate allocation scheme a good
candidate for real time images/video streaming applications.

In addition, the number of layers available in the
codestreams is another criterion which contributes to the
reduction of the time consumption of our proposed FEC
scheme. Actually, a JPEG 2000 image extracted from a
Motion JPEG 2000 video sequence is defined by ( L , R ,C )
where L is the number of quality layers of the considered
image , R is its resolution level corresponding to the
decomposition levels of the Discrete Wavelet Transform and
C is the number of components. Assuming that the
considered JPEG 2000 image is not spatially divided and
thus is described by a unique tile, the number of data packets
available in the considered JPEG 2000 codestreams is given
by CRLS  . In this context, the complexity of packet
oriented FEC schemes [6] is based on the S data packets
while the complexity of the optimal layer based FEC is
based on the L layers available in the codestreams. In
scalable JPEG 2000 images, since the number of layers is
significantly lower in comparison to the number of data
packets, the time consumption of our proposed layer oriented
FEC scheme is significantly low in comparison to packet
oriented scheme.

Algorithm:
For each JPEG 2000 image
- Model the channel with a Gilbert model and for each
possible protection level  ( 100   ), evaluate the

probability of incorrect word decoding


ilayP

- For 1i to Li  (Number of JPEG 2000 layers)
For 1 to 10

Estimate 0, )1(
iii lay

i
laylay RDPRD  

i

laylay

lay
layfecfec

RDRD
G ii

i )( 1

1

1














End For
End For
- Order gain values in decreasing order of importance
- Select each gain value, corresponding to a specific
protection level, up to meeting the rate constraint
- Optimally protect JPEG 2000 layers with the
corresponding RS codes
End For
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IV. BANDWIDTH ESTIMATION AND IMAGES/VIDEO

SCALABILITY SCHEME

A. Available Bandwidth estimation

In the literature many authors investigate classifications
of the bandwidth estimation tools. In [7], R. Prasad et al.
define four types of bandwidth estimation tools. The first
one, the Variable Packet Size technique (VPST) measures
the capacity of individual hops. It uses ICMP (Internet
Control Message Protocol) packets to measure the RTT
(Roundtrip Time). It assumes that the minimum RTT means
no queuing delays. Hence queuing delays are not taken into
account to estimate capacity. The result is a straight line,
whose slope equals 1/C. The second bandwidth estimation
tool presented in [7] is the Probing Packet Pair Dispersion
Technique (PPPDT) which measures the end-to-end capacity
using a packet pair with the same length and rate. The
capacity is found using the formula:

out

L
C




where
out is the dispersion of the packet pair at the

receiver.
The third bandwidth estimation tool is the Self-loading

Periodic Streams Technique (SLoPST) which measures the
available bandwidth sending packet with the same length but
at different rates and calculating its one way delay. The
moment the delay starts to increase means the available
bandwidth has been exceeded.

The last bandwidth estimation tool is the Probing Packet
Pair Trains Dispersion Technique (PPPTDT) which
measures the available bandwidth and the capacity of an end-
to-end path. It sends a train of packet pairs at gradually
increasing packet rate and estimates its average dispersion
rate at the receiver. The result is a curve where the slope is
1/C and the inflexion point is the available bandwidth value.

In our work, we focus on a fast bandwidth estimation
technique because it is more effective in tracking fast
varying wireless channels like the ones considered in our
scenarios.

B. Available Bandwidth estimation tool

The available bandwidth estimation tool which is
implemented in our system is called WBest (Bandwidth
Estimation Tool for Wireless Networks) and is presented in
[8] by M. Li and C. Chang. It is a two step fast converging
and accurate bandwidth estimation tool. It uses the effective

capacity ( eC ) to estimate the available bandwidth. It takes

also into account cross-traffic impact. First, the effective
capacity is measured using an improved Probing Packet Pair
Technique. Actually, in this technique, the median of the
dispersion of the train of packet pairs sent is calculated.
Then, another packet train is sent at the rate of the effective
capacity in order to evaluate the real available bandwidth.
This procedure avoids the additional delay which is yielded
by the incremental packet rate generated while seeking for
the rate which congests the path.

In this context, the available bandwidth ( AB) is derived
as follows:

)2(
out

e
e

C
CAB


 if there is no congestion

or 0AB if congestion is detected

It is worth noting that during the second step, congestion
is detected by analyzing the dispersion of the packet train. If

the dispersion is lower than 2/eC , it means that

congestion occurred. In this case, the bandwidth estimation
process is cancelled because packets are queuing.

The authors of this work pointed out that finding the
optimal lengths of the trains used in both stages is a difficult
issue, and in [8], they propose a methodology to address this
issue. Relying in the methodology proposed in [8], we
empirically derive that in our scenarios, 6 packets pairs for
the first train and 30 packets for the second train is a good
tradeoff which yields sufficiently accurate bandwidth
estimation results.

Once the available bandwidth estimated in our system,
the following step consists in adapting the images and video
streams to the channel conditions.

In the present work we implement an adaptive bandwidth
estimation tool and propose an additional scalability tool at
the encoder which dynamically and efficiently selects the
best resolution and layer for each JPEG 2000 frame before
transmission through the wireless channel. Hence, according
to the estimated bandwidth, refinement layers could be added
or removed from JPEG 2000 codestreams. We present in the
following the processes which are implemented at the
encoder.

Algorithm:
Once connected, the server starts the WBest [8] process

in order to obtain the initial available bandwidth. At this step
the goal is to send images and video with maximum detail
(highest resolution and all refinement layers) matching with
the estimated bandwidth. The original resolution and number
of layers for the considered video is found using an indexer
like the one available in [9].

In our work, the default number of resolution is 6, the
length and the width of the image must be a power of 2 (here
352x288) and the number of layers is 3.

Let l be a layer of a JPEG 2000 image and l
rateSE is

corresponding source encoding rate. Let
k

n
fec l

rate  be the

inverse of the Reed-Solomon code RS(n,k) selected by the
layer oriented FEC rate allocation scheme to protect layer

l against transmission errors. Let lengthframe_ be the

amount of data needed to transmit layer l protected, we
have:

l
rate

l
rate fecSEWHlengthframe _ (4 -1)
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Since quality is the most important parameter for a JPEG
2000 transmission system, in our algorithm, for a given
resolution we try to transmit a maximum number of
refinement layers.

The proposed scheme is able to adapt to channel
variations thanks to the bandwidth estimation tool. Hence,
when the channel experiences good conditions, our heuristic
algorithm selects the highest resolution with the highest
quality (all the refinement layers are transmitted). If the
channel experiences harsh conditions, image layers and
resolution are decreased up to defined thresholds. We
empirically derive thresholds ( 2/maxl ) for layer removing

and for (
maxmax / lresol ) resolution reduction because we notice

that images quality starts to show a huge degradation when
we remove more than half of the original image layers and
image visualization becomes impossible under this
resolution reduction threshold. Hence, when the channel
experienced bad conditions, image layers are incrementally
reduced while maintaining original resolution of the JPEG
2000 frame to highest level. However, if the corresponding
frame length do not match the available bandwidth, image
resolution downscaling is done. It is worth noting that our
fixed thresholds are valid for our scenarios and may change
in different environments.

Once the resolution and the number of layers are chosen,
the server sends the video streaming to the client.

The available bandwidth estimation tool is launched
every 10 frames but this frequency could be changed
according to the application requirements. An interesting
extension to this work could be to optimally adapt the
frequency of the bandwidth estimation tool to the channel
conditions.

The efficiency of the proposed heuristic algorithm is
demonstrated using a wireless client/server video streaming
application. In the following section, we present the results
derived from different video streaming scenarios.

C. Results of Available Bandwidth estimation

The video streaming scenarios considered in this work
are derived from wireless transmission trials used in the
literature for bandwidth estimation purpose.

The video sequence is speedway.mj2 [16] which is a
352x288 motion JPEG2000 sequence constituted of 200
JPEG 2000 frames with six resolutions and three layers each.

1) Scenario 1
In the first scenario, the wireless channel considered is

derived from BART tool [10], which estimates the available
bandwidth in an end-to-end path where the bottleneck is a
wireless hop. It uses the Probing Packet Pair Trains
Dispersion Technique and improves the system using
Kalman filters to measure and track the changes.

In this scenario, we focus on the fast varying part of the
estimated bandwidth. Moreover, we divide the bandwidth
estimated by BART tool [10] by a parameter δ=2 in order to
show that our scheme is efficient even when the wireless
channel experienced harsh conditions.

________________________________________________
Heuristic ________________________________________
1-Wait for client connection request

2-Estimate available bandwidth (
avB ) using WBest tool

3-Derive original images/video maximum number of layers
(

maxl ) and maximum resolution (
maxresol ) from the indexer

For each JPEG 2000 image:

4-Initialize current layer parameters (
max_ llaycur  ) and

current resolution (
max_ resolresolcur  )

5-Calculate the needed bandwidth
neededB





laycur

i

i
rate

i
rateneeded fecSEresolcurB

_

1

_

6- While ( 2/_ maxllaycur  )

{
If (

neededav BB  ) Send Image

Else
{

1__  laycurlaycur

Calculate 



laycur

i

i
rate

i
rateneeded fecSEresolcurB

_

1

_

}
}
Else
{

While (

max

max_
l

resol
resolcur  )

{

2

_
_

resolcur
resolcur 

Calculate 



laycur

i

i
rate

i
rateneeded fecSEresolcurB

_

1

_

If (
neededav BB  ) Send Image

Else

{
2

_
_

resolcur
resolcur 

1__  laycurlaycur

}
}

}
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Figure 4.a Available bandwidth versus time – BART Tool scenario

Figure 4.b Images processed at point (1) and (2) - BART Tool scenario

Scenario 1
Image
Length

Image
Width

Layer of
transmitted

Images
(1) 352 288 3

(2) 352 288 2

Table 1: Scalability parameters - BART Tool scenario

In figure 4.a, point (1) indicates that the estimated
bandwidth is higher than the needed bandwidth, hence initial
JPEG 2000 frames are transmitted. Point (2) shows that the
estimated bandwidth is decreased and becomes insufficient
to send original images. Hence, the algorithm maintains the
resolution at the highest level (initial value) but one layer is
removed from original frames as shown in Table 1.

In Figure 4.b we randomly select and present images
speedway10.j2k and speedway25.j2k which have been
processed respectively on points (1) and (2).

2) Scenario 2

The second scenario is derived from the work of Gupta et
al. [11]. In their work, their compare a passive technique that
uses packets containing useful data as probing packets and
the pathchirp tool which is a general bandwidth estimation
tool designed using Self-loading Periodic Streams (SLoPS).
They demonstrated that the passive tool follows more
accurately the changes of the available bandwidth.
Moreover, they show that saturating the network to estimate
the bandwidth is not the best choice.

In this scenario, the network is a single link between two
computers with two additional cross-traffics. The estimated
bandwidth has been divided by δ=7 in our tests.

In figure 5.a we observe three points corresponding to
different available bandwidth along with adapted data rate.
Point (1) indicates that the available bandwidth is
significantly low compared to the needed bandwidth. In this
case resolution is downscaled without removing a quality
layer. Then point (2) shows that when the available
bandwidth is increased, resolution is up-scaled while
removing a quality layer. Finally, original frames are
transmitted at point (3).

Figure 5.a Available bandwidth versus time – Pathchirp tool scenario

Figure 5.b Images processed at point (1), (2) and (3) - Pathchirp tool
scenario
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Scenario
Pathchirp tool

Image
Length

Image
Width

Layer of
transmitted

Images
(1) 176 144 0

(2) 352 288 1

(3) 352 288 0

Table 2: Scalability parameters - Pathchirp tool scenario

In the following, instead of using pathchirp tool for
bandwidth estimation, we use a passive tool which is a more
accurate tool [11]. Results are presented in Figure 6.a. For
the same scenario, we notice that one additional bandwidth
state is detected in point (4) which demonstrates that the
passive tool is more accurate than pathchirp tool

Figure 6.a Available bandwidth versus time – Passive tool scenario

Figure 6.b. Images processed at point (1), (2), (3) and (4) - Passive tool
scenario

In comparison to the pathchirp tool, using the passive
tool yields image quality layer downscaling at point (4)
instead of maintaining the transmission of unmodified
original images (see Table 3). Hence, using pathchirp tool
may lead to networks overloading.

Scenario
Passive tool

Image
Length

Image
Width

Layer of
transmitted

Images
(1) 176 144 1

(2) 352 288 1

(3) 352 288 0

(4) 352 288 1

Table 3: Scalability parameters - Passive tool scenario

Figure 6.b presents speedway5.j2k, speedway10.j2k,
speedway14.j2k and speedway20.j2k which have been
processed respectively on points (1), (2), (3) and (4).

V. PERFORMANCES OF THE OPTIMAL LAYER ORIENTED

FEC RATE ALLOCATION SCHEME

A. Performance of layer based FEC scheme in terms of
time consumption

In Figure 7 the run time of the proposed layer based FEC
rate allocation scheme is plotted versus the number of data
packets available in the JPEG 2000 codestreams. This curve
is compared to the one achieved using the optimal packet
oriented FEC rate allocation scheme [6]. These results are
achieved using an Intel core Duo CPU 2.9 GHz workstation.

As packet-oriented and layer oriented schemes are linked
by the number of layers available in each image, we vary this
parameter in order to derive some comparable results. In the
considered scenario, the number of available resolution and
component of JPEG 2000 frames are fixed (resolution = 10
and component = 1) because these parameters do not impact
the time-performance of layer oriented FEC rate allocation
schemes. In Figure 7 each packet (i) corresponds to a
specific JPEG 2000 frame (with a specific quality layer).

In this scenario, the available bandwidth in the system is
set to 18 Mbit/s ( sMbitsBav /18 ). It is worth noting that

in practice few existing JPEG 2000 codecs allow high
quality scalability and to our knowledge, none of them can
handle more than 50 quality layers. Hence, the considered
scenario allows generalization to future high quality layer
scalable FEC rate allocation systems.
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Figure 7. Time versus packets: Fixed image resolution (R=10) –Varying
quality layers (0 to 100) – One component (C =1)

In Figure 7 we notice that both layer and packet oriented
scheme have a run time linearly increasing with the number
of packets available in the codestreams. However, the
optimal layer based FEC scheme is significantly less time
consuming than the packet based FEC scheme. For
codestreams containing less than 1000 packets (quality
layers  10) the packet oriented FEC scheme is 3 times
more time consuming than our optimal layer based FEC
scheme. For JPEG 2000 codestreams, whose number of
packets is between 1000 and 5000 (quality layers between
10 and 50) the packet oriented scheme is up to 5 times the
run time of the layer based FEC scheme. Since existing
JPEG 2000 codecs handle less than 50 quality layers, our
proposed optimal layer based scheme is a good candidate
for real-time JPEG 2000 codestreams over wireless channel
as its yields low time consumption. For codestreams with a
number of packets between 5000 and 10000 (quality layers
between 50 and 100 – high layer scalability) the packet
oriented scheme has 6 times the run time of the layer based
FEC scheme. Hence, our proposed layer based scheme, due
to its low time consumption, could be viewed as a good
candidate for future high quality layer scalable wireless
JPEG 2000 based images and video streaming applications.
Although our proposed scheme achieves good performances
in terms of time consumption in comparison to packet
oriented FEC rate allocation schemes, the last ones present
better performance in terms of visualization quality
especially for highly noisy channels. It is worth noting that
packet oriented and layer oriented FEC schemes advantages
could be combined in a smart switching FEC rate allocation
scheme such as the one proposed in [12].
In the following section we demonstrate the effectiveness of
our proposed layer based FEC scheme thank to a
client/server application of Motion JPEG 2000 video
streaming over real ad-hoc network traces.

B. Layer oriented FEC rate allocation for Motion JPEG
2000 video streaming over real ad-hoc network traces

In this section we present the results achieved while
streaming Motion JPEG 2000 based video over real ad-hoc
network channel traces [13] and we demonstrate that the
proposed optimal layer based scheme outperforms existing
layer oriented FEC schemes even if for highly noisy
channels it is less efficient than packet oriented FEC
scheme. The comparison is handled both in terms of
Structural Similarity (SSIM) [17] and in terms of successful
decoding rate. We derive the Mean SSIM metric of the
Motion JPEG 2000 video sequence by averaging the SSIM
metrics of the JPEG 2000 images contained on the
considered video sequence. It is worth noting that each
SSIM measure derived is associated to a successful
decoding rate metric which corresponds to decoder crash
avoidance on the basis of 1000 transmission trials.

The considered wireless channel traces are available in
[13] and the video sequence used is speedway.mj2 [16]
containing 200 JPEG 2000 frames generated with an overall
compression ratio of 20 for the base layer, 10 for the second
layer and 5 for the third layer.

Figure 8 presents the successful decoding rate of the
motion JPEG 2000 video sequence speedway.mj2 [16]
transmission over real ad-hoc network channel traces [13].
We observe that for highly noisy channels ( dBNC 15/  ),

the proposed optimal layer outperforms other layer based
FEC schemes but is less efficient than the packet oriented
scheme. For noisy channel ( dBNCdB 18/15  ), we notice

that all layer based UEP schemes exhibit similar
performances in terms of successful decoding rate. However,
for low noisy channels ( dBNC 18/  ) all the FEC schemes

yield the same improvement in terms of successful decoding
rate.

Figure 8. Successful decoding rate versus Carrier to Noise Ratio
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In Figure 9 we show that our proposed optimal layer
based FEC rate allocation scheme still outperforms other
layer based schemes in terms of Mean SSIM. This is due to
the fact that the base layer which is the most important part
of the codestreams is highly protected in our proposed
scheme, in comparison to other layer based schemes,
guaranteeing this way a good quality for the visualization.

Figure 9. Mean Structural Similarity versus Carrier to Noise Ratio

It is worth noting that, for highly noisy channels, our
optimal layer oriented FEC scheme is less efficient than
optimal packet oriented FEC scheme presented in [6].
However the last one is unpractical for real time streaming
applications when the number of packets in the codestreams
is high. In contrast our proposed layer oriented efficiently
overcomes this limitation. In this context, instead of being
used to replace packet oriented FEC rate allocation schemes,
our proposed optimal layer based FEC scheme should be
used to complete it. Thus, an interesting extension to this
work could be to consider the framework of unifying both
families (packet oriented and layer oriented) and going
straightforward to derive an optimal combined packet/layer
oriented FEC rate allocation scheme for robust transmission
of JPEG 2000 images/video over wireless channels.

VI. CONCLUSION

In this paper we presented an optimal layer oriented FEC
rate allocation scheme for robust JPEG 2000 images/video
streaming over wireless channels. Compared to packet
oriented FEC schemes, our proposed layer based scheme is
significantly less time consuming while offering similar
performances in terms of Structural Similarity for low noisy
channels. However, for highly noisy channels, the packet
oriented scheme is more efficient than the proposed scheme
which leads us to the conclusion that both packet oriented
and layer oriented schemes should not be viewed as
antagonists FEC schemes, but should be combined in a new

framework of combined packet/layer based FEC rate
allocation scheme. In this context, our proposed optimal
layer oriented scheme is a good candidate for both highly
constrained video streaming applications and for future
unified packet/layer based FEC rate allocation schemes.
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Abstract—Thanks to the advances on the field of mobile
computing nowadays it is possible to realize workflow systems,
which provide support for mobile activities, i.e., activities
which are usually performed in situations where no stationary
computer is available. It is obvious that the integration of
mobile computers into workflow systems has a great potential
especially for companies with a high portion of mobile workers.
However, so far there is a lack of modelling techniques that
allow to express mobile-specific aspects of workflows. In the
following article we therefore introduce an extension to activity
diagrams from the Unified Modelling Language, which allows
to model different types of so called location constraints. Such
a location constraint is a statement that defines where a
particular activity of a workflow has to be performed or is not
allowed to be performed. The proposed technique in particular
supports dynamic location constraints, i.e., constraints that are
defined during the runtime of a workflow instance. Further,
different classes of anomalies that may occur in diagrams
according to the proposed extension are also discussed.

Keywords-Mobile Workflow Systems, Location-based Ser-
vices, Business Processes, Activity Diagrams

I. INTRODUCTION

A workflow is a set of partial-ordered activities that is
performed with the support of a special computer system (so
called Workflow Management System) to reach a particular
business goal [2]. This goal could be the fulfillment of an or-
der to perform some kind of on-site repair (e.g., fix machine
in factory or in a private apartment). The individual activities
required to reach this goal include receive customer’s call,
dispatch service technician, perform on-site-repair and post-
processing (e.g., writing bill, evaluation). There is also a
partial order defined for these activities that states which
activities have to be finished before a particular activity
can be started or if there are optional activities. Such a
description of a workflow is also called a workflow schema.
The individual invocations of that schema (e.g., order no.
123 by customer A., also termed a case) is a workflow
instance of that schema. A workflow schema is a mobile
workflow if there are instances that have activities that
are typically performed using mobile devices like Personal
Digital Assistants (PDA), smartphones or notebooks. The
workflow sketched above as example is such a mobile work-
flow, because during on-site repair activities the concerned
actors (mobile workers) do not have access to stationary
desktop computers, so they have to use mobile computers
to query technical data about components to be repaired,

to order replacement parts or to write on-site reports about
which workings had to be performed.

It is unquestionable that the employment of mobile de-
vices for the enactment of workflows provides a great
potential [3][4]: even while staying in the field mobile
workers have access to latest information from backend
systems (e.g., technical documentation, customer data, state
of orders, availability of items). Further, it is possible to
avoid media disruptions because mobile workers don’t have
to print every information they might need on-site and don’t
have to write reports and gathered data (e.g., orders for
spare parts, measurement readings) onto paper forms that
have to be entered into a computer system. This helps
to avoid costs (for paper as well as working time needed
for data gathering), errors (e.g., typos, double entries, lost
forms) and the time delay between printing and information
consumption or writing down the information and entering
it into the backend information system is reduced.

The contribution of the article at hand is the introduction
of an UML profile for activity diagrams that allows to cover
important mobile-specific aspects, namely the constantly
changing location of the mobile actors. To enable this so
called location constraints are introduced: such a constraint
is a statement attached to an activity that says at which
locations the respective activity has to be performed or is
not allowed to be performed. Not only static constraints
are possible, i.e., constraints that are defined at the design
time of a workflow schema, but also dynamic constraints,
which are derived automatically during the runtime of a
workflow instance. To actually enforce location constraints
it is necessary that the workflow system knows about the
mobile user’s current location. For this several locating
technologies are available: the most prominent one is the
satellite-based Global Positioning System (GPS), but there
are many other technologies, see [5] or [6] for a good
introduction and overview on this topic.

Location constraints for workflows are a variant of
Location-aware Access Control (LAAC). Access control is
concerned with the decision if a user’s request to perform a
particular operation on a resource of an information system
has to be granted or denied. Examples for pairs of operation
and resource are “read on report.doc” or “write on database
table1”. When LAAC is employed the access decision is
not only based on the user’s identity and properties of the
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resource but also on the current location of the user as
determined by a locating technology. The novel feature of
our extension for activity diagrams from the perspective of
LAAC is that it supports process-aware location constraints,
i.e., that it is possible to formulate location constraints based
on the order of activities within a workflow. Further, it is
even supported that activities of a workflow instance create
location constraints for subsequent activities of the same
workflow instance.

The work at hand is the extended version of a paper that
was presented at the IARIA UbiComm-conference 2009 [1].
In addition to the original paper we also introduce some
shortcut notations (Section V-B) and a notation for derived
constraints (Section V-C). Further, we discuss the problem
of anomalies with location constraints (Section VIII) and
sketch how our concept of location constraints can also be
applied for UML usecase diagrams (Section IX).

The following sections are organized as follows: In Sec-
tion II the basics necessary for the understanding of the
paper are covered. The underlying location model for our
modelling approach is introduced in Section III. Based on
these preparations the concept of location constraints is
introduced in Section IV. The next Section V is devoted
to the visual representation of the different types of loca-
tion constraints. A detailed example of an activity diagram
annotated with several location constraints can be found
in Section VI. In Section VII it is elicited how UML’s
metamodel has to be extended to obtain a UML profile for
location constraints. There are different types of anomalies
that may occur if location constraints are used; this is the
subject of Section VIII. Location constraints can also be used
to annotate usecase diagrams which is explained in Section
IX. A short survey on related work can be found in Section
X before we conclude with a summary and outlook to future
work in the final Section XI.

II. PRELIMINARIES

In this section we describe the basics from the domain of
Location Aware Access Control and the Unified Modelling
Language that are required for the understanding of the
discussion in this paper.

A. Location-Aware Access Control

When Location-Aware Access Control (LAAC) is applied
the user’s current position is considered by the component
of the system that makes the access control decision [7].
For example, it could be enforced that a user is not al-
lowed to access confidential data with his mobile computer
when he stays at places that are deemed as unsafe, e.g.,
public places, countries where espionage has to be feared
or regions where no secured wireless data transmission is
available. So LAAC is a mean to tackle specific security

challenges that come along with the employment of mobile
computers. These challenges arise from the fact that due to
their portability and size mobile computers often get lost or
stolen. There is also the danger that someone looks over the
shoulder of the legitimate user to gather data that is classified
(“shoulder sniffing” or “shoulder surfing”). Further, wireless
data transmission could get eavesdropped (passive attack) or
even manipulated (active attack).

Another serious challenge in mobile computing are usabil-
ity problems, since mobile devices only have a small display
of limited quality and rudimentary means for data input
(e.g., no full keyboard). Because of this the mobile user will
appreciate it if data items and elements of the graphical user
interface are hidden, when they are not relevant for him at his
current location. For example, if a mobile service technician
stays in a particular city all files concerning customers in
other cities could be hidden.

B. Unified Modelling Language

The Unified Modelling Language (UML, [8]) is the result
of the consolidation of several independently developed
modelling languages (e.g., Object Modelling Technique
(OMT) and Object Oriented Software Engineering (OOSE))
from the domain of software engineering. Nowadays UML
is maintained by an industry consortium, namely the Object
Modelling Group (OMG).

UML comprehends 13 different diagram types. On the
uppermost level we can discern diagrams to describe struc-
tural aspects of software systems and behavioural aspects.
A well-know example for the former type are class diagrams
that are commonly used to describe data structures in object
oriented programming languages (e.g., Figure 1). Activity
diagrams belong to the latter type of diagrams. In the next
section we show how these diagrams can be extended to
enable expressing mobile-specific aspects.

The purpose of UML’s activity diagrams is to describe
workflows, i.e., to represent a set of activities and the
relations between these activities. An individual activity is
depicted as box with rounded edges that contains the name
of the activity. The initial activity is a black circle and the
final activity is represented as black circle within a bigger
white circle. Arrows with solid lines connect these boxes to
indicate which activities have to be finished before another
one can be started; this way the control flow of the workflow
is defined. To enable depicting conditional flows of activities
there are control nodes (shown as diamonds) that are used
to connect arrows. Further concepts in activity diagrams are
swimlanes to group activities together (e.g., all activities that
have to be performed by the same actor or organisation) or
the forking/joining of the control flow for parallel activities.

Many other graphical languages for the modelling of
workflows and business processes can be found in litera-
ture, e.g., Petri-nets, Event-driven Process Chains (EPC) or
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Flowcharts. The distinguishing feature of UML activity dia-
grams for our purpose is that it provides an explicit defined
meta-model and thus explicitly supports the definition of
extensions.

III. LOCATION MODEL

Before the actual extension of UML activity diagrams
can be described we have to introduce a simple location
model. For the sake of simplicity we consider only two
dimensions, but it is simple to extend the model to support
three dimensions which might be necessary to cover indoor
scenarios where for example offices at different floors of a
building have to be distinguished.

As geometric primitives there are Point and Polygon
which both are extensions of the abstract superclass Ab-
stractGeometry (see Figure 1). For polygons it is demanded
that the lines of a given polygon don’t cross each other. If a
class is abstract this means that it is not possible to directly
create instances of that class; to obtain an instance one has to
create a concrete (i.e., non-abstract) subclass. A circle area
is associated to one point that represents the center point
of the circle; the radius of that circle is defined as member
variable of class circular area and holds a double value that
defines the radius of that circle in meters. LocationInstances
are associated with exactly one polygon and belong to
exactly one LocationClass. Location classes are used to
group location instances that conceptually belong together,
e.g., there might be location classes that represent cities,
countries, districts or rooms within buildings. The concept
of location classes and instances can also be found in the
Geographic Markup Language (GML) in the form of feature
types and features [9][10]. It is demanded that two polygons
that belong to location instances of the same location class
do not overlap spatially. Examples of location instances for
location class city are Malta or Berlin. To exemplify this
model also some instances of location instances and classes
are drawn in the figure (surrounded by the box with the
dotted line). It is not demanded that all the instances of one
particular location class cover the whole reference space,
i.e., that a given class provides an exhaustive classification.
This is the case for class city, because not every point in a
country can be assigned to a city, there are also rural areas.
But a location class country could provide an exhaustive
classification if the reference space is the whole area of a
given continent; each point on that continent can be assigned
to one instance of that class which represents a particular
country.

IV. LOCATION CONSTRAINTS

In this section the concepts of Location Constraints and
Location Rules are introduced.

A. Definition and Classification of Location Constraints
A location constraint is a statement about the location

where one or more activities of a workflow schema or
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*
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Of

Example
Instances

Figure 1. Location Model as UML-Class Model

instance have to be performed or are not allowed to be
performed. Constraints of the former type are called positive
constraints while constraints of the latter type are negative
constraints. These two types of constraints can be found in
the classification of location constraints depicted in Figure
2.

A positive constraint could be demanded if a company
wants to enforce that particular workflow activities dealing
with confidential customer data are not performed outside
the company’s premises. Negative constraints will usually
be employed if it is easier to express where something is
not allowed than to enumerate the places where something is
allowed; for example, if there are only a few countries in the
world where certain software functions of a mobile workflow
system should not be used (e.g., because of license or export
restrictions) then a negative constraint will be defined that
enumerates all these countries.

There is another dimension to classify location constraints
which can also be found in Figure 2 and which is orthogonal
to the distinction of positive and negative constraints:

Static constraints: These constraints are defined for
the workflow schema before the runtime of the individual
workflow instances. This implies that these constraints —
which can also be called schema constraints — are enforced
for all workflow instances that are created from that schema.

Dynamic constraints: They are defined during the run-
time of a workflow instance are only valid for that instance.
Further, we distinguish external and internal dynamic con-
straints: For external constraints the actual locations are not
calculated by the mobile workflow system itself; rather, they
are defined manually by a human operator during runtime
(e.g., dispatcher, manager) or they are queried from an
another information systems, e.g., a customer relationship
management database that stores the addresses of all the
customers of a company. When an internal constraint is
defined then all the information needed by the mobile
workflow system to calculate the actual location during the
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Figure 2. Different types of location constraints depicted as classification
tree

runtime of the workflow instance has to be specified in the
workflow graph. For this we propose so called location rules
which are elicited in the subsequent subsection.

B. Location Rules

The basic concept behind so location rules is that based
on the user’s current location where he performs a partic-
ular activity called trigger activity a location constraint for
another activity called target activity can be derivated. If the
location constraint created by a rule is a positive one this
means that both the trigger and the target activity have to be
performed at the same location, so this is called binding of
(same) location. If a negative constraint is created then the
target activity cannot be performed at the same location as
the trigger activity; this case can also be called prohibition
of same location or separation of locations.

These two types of location rules were greatly inspired
by the work of Bertino at al. [11]: they applied the well
know security principles Separation of Duties (SoD) and
Binding of Duties (BoD) [12] to the workflow domain.
SoD for workflow management means that if a given user
performed a particular activity of a workflow instance he is
not allowed to also perform a particular other activity of the
same workflow instance. The standard example for SoD is
an approval workflow where the submitter of the proposal
is not allowed to decide over his own proposal. An example
for BoD is the policy one face to the customer that says that
the actor who had the initial contact with a customer has to
perform all other activities for the same workflow instance
that involve communication with the customer. Bertino et al.
even consider the case of inter-instance constraints, e.g., if
Alice had to perform the activity make decision in a proposal
workflow instance started by Bob then Bob isn’t allowed
to perform that activity in a subsequent proposal instance
initiated by Alice to prevent collusion.

To define what is the same location the location model has
to be employed. A location rule can refer to a location class;
the instance of that class that contains the user’s location
when performing the trigger activity is the location that is
used for the target location. It is also possible to define a

Table I
EXAMPLE FOR AN IMPLICATION LIST WHICH MAPS LOCATION

INSTANCES OF CLASS country TO LOCATION INSTANCES OF CLASS city

Trigger Location Target Location
Germany Munich
France Munich
Malta Valletta

. . . . . .

radius that is used to calculate a circle around the user’s
location during the activation of the trigger activity.

Another approach is to have rules that create constraints
pointing to a location different from the location where the
trigger-activity was performed; for these rules with implied
locations it is necessary to have lookup tables that map
trigger locations to target locations. As example such an
implication list is sketched in Table I: this table maps
different countries to the city where the headquarter of
an international company is. It is allowed that different
countries are mapped to the same location, e.g., all the
orders from either France or Germany have to be handled
in Munich, because the number of orders from France is so
small that it wouldn’t make sense to operate a headquarter
in France.

V. VISUAL REPRESENTATION

In this section first the basic elements of the visual
representation are introduced. After this, shortcut notations
are covered and the depiction of constraints derived based
on location rules during the runtime of a workflow instance.

A. Basic Elements

As visual representation for the different types of location
constraints and rules in UML activity diagram we propose
the one which is sketched in the table that can be found in
Figure 3. All the constraints in the left column are positive
constraints or produce positive constraints, while the right
column is devoted to negative constraints. The uppermost
row shows static location constraints while all the other three
rows show different kind of dynamic location constraints.

• All location constraints and rules are attached as dotted
arrows to the boxes that represent the activities. On the
dotted arrow there is a circle that holds a symbol which
indicates the mode of the constraint: Positive Static
Constraint and Binding of same Location are symbol-
ized by “=”, Negative Static Constraint and Prohibition
of same Location are symbolized as “ 6=”, rules for
Implied Binding of Location are symbolized as “⇒”
and Implied Prohibition of Location are symbolized as
“;”.

• Static constraints are shown as arrows pointing from a
parallelogram to the constrained activity. The parallelo-
gram stands for a location instance and holds the name
of that location.
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Figure 3. Different types of location constraints

• There are two types of external dynamic constraints,
namely those where the actual constraint is entered
manually by a human operator or is retrieved from
another information system connected to the workflow
system. Human operators are represented by a symbol
that shows a little man. This symbol is also used to
represent actors in UML usecase diagrams. An external
information system as source for a dynamic location
constraint is depicted by the symbol for a software
component that was used in the deployment diagrams of
UML 1.x. An external constraint is also depicited by a
dotted arrow which connects two activities. The activity
where that arrow starts is the activity which triggers the
retrieval of the dynamic constraint. It is possible that
the trigger activity is solely devoted to the retrieval of
the location constraint; but the triggering could also
be just a secondary effect of an activity. The target of
the dotted arrow is the activity to which the retrieved
location constraint will be assigned to. On the line of
the arrow the symbol for the source of the constraint
as well as a circle with hold the mode (positive or
negative) and the granularity (location class or radius)
is drawn.

=

London

. . .

Swimlane

. . .

. . .. . .

Berlin

Figure 4. Location constraint for all activities in a swimlane

• A rule for the creation of dynamic constraints is shown
as arrow pointing from the trigger activity to the target
activity that will be bound to the derived location. For
same location rules the granularity of what constitutes
the same location is annotated by a box attached to
the circle; the box can hold either a location class or a
numeric value as radius; for implied location rules the
box holds the name of the implication list. For example,
if the location class city is used for the rule then the
city that covers the user’s current position is assigned
as location constraint to the target location. If such a
city cannot be found then no constraint is generated.

B. Shortcut Notations

We also devised some shortcuts which help to reduce the
number of required elements to depict location constraints
in some scenarios.

In Figure 4 several activities are contained within a
swimlane (rectangular box). In UML swimlanes are usually
employed to group activities together that are performed
by the same actor. It is also possible to assign a location
constraint to a swimlane, which then has to be enforced
for all activities within that swimlane. This example shows
also that it is possible to assign more than just one location
with a static location constraint. If two or more locations are
assigned as positive location constraints this means that the
constrained activities have to be performed in one of these
locations; in the example in Figure 4 this would mean that
all the activities within the swimlane have to be performed
either in London or Berlin.

When several locations are assigned to a negative location
constraint this means that the activity can be performed
everywhere but not at any of the assigned locations.

The fragment in Figure 5 represents the case where two
different activities share the same location constraint. For
these fragments the meaning is that both activities have to
be performed somewhere in Canada; however, it would be
possible to perform the two activity in different Canadian
cities. Such a constraint could occur in practice if the pre-
and post-processing of a workflow should be performed
within a particular country, but all the other activities can
be performed somewhere else in the world.
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Figure 5. Single location constraint shared by two separate activities
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Figure 6. Location rule with two trigger activities

There are also shortcuts for location rules like shown in
Figure 6: in this example one location rule has two trigger
activities. The location instance of class Block (short for
Block of flats) which contains the user’s location when he
performs activity A or B will define a negative constraint
that forbids the execution of activity C at the same block.
Analogous to this it is possible to have more than just one
target activity for one location rule; this would mean that
the location constraint created when that rule is triggered is
attached to all the target activities at the same time.

C. Visualisation of derived constraints

While not necessary for the actual workflow modelling for
the purpose of demonstration it is useful to be able to depict
the static location constraint generated by a dynamic con-
straint; the generated constraint can also be called derived
constraint

A static constraint generated by a dynamic constraint is
depicted as a static constraint (as parallelogram) and attached
with a dotted line to the box that indicates the granularity
of the contraint. In Figure 7 this is shown for the case of a
location rule, but the notation can also be used for external
constraints. The rule in the figure creates a positive constraint
that restricts the execution of the target activity to the city
where the trigger activity was performed. In the depicted
example the trigger activity was performed somewhere in
Italy, so that an accordant static constraint was created.

Country

=
Italy

. . .. . .

Figure 7. Depiction of derived constraint

VI. EXAMPLE SCENARIO

To exemplify the application of our UML profile the
workflow already sketched in the introductory section is
elaborated in more detail and shown as diagram with lo-
cation constraints in Figure 8. This workflow could be
found in a company that provides technical maintenance
services and employs many technicians which are sent to
the customers’ premises to perform on-site repair works of
technical components.

An instance of the depicted workflow schema is created
when a call center agent receives a telephone call from a
customer. This activity has a static location constraint that
points to all the location instances that represent the premises
of call centers operated by the company. The incoming calls
are routed to the call center that is the nearest with regard
to the origin of the call, so the local service center that
has to send a mobile worker to the customer’s premises
(dispatching) is defined based on a dynamic location con-
straint: the district in which the dispatching activity has to
be performed is determined by an external application that
makes this decision by evaluating the caller’s phone number.
The service center first sends an inspector to the site (e.g.,
factory, private residence, places with components of pub-
lic infrastructure like pipes, electric transformation station,
junction box) where the allegedly defective component can
be found. If the inspector cannot find a technical defect
the mobile part of the workflow is aborted and Follow-up
Office Work is performed as final activity. However, if there
is indeed a defect the inspector will order a mobile repair
team to the location of the component using his PDA. The
location where that team can perform the actual repair work
is restricted with a dynamic constraint in form of a location
rule (binding of same location) which says that the repair
activities have to be performed not farther away than 150
meters from the point that was determined by the inspector’s
GPS device when he placed the order for the mobile repair
team.

Since some components cannot be repaired on-site a
possible branch of the workflow is Shop Floor Repair at
a special repair shop operated by the company. To min-
imize transportation ways the location of this activity is
constrained with another dynamic constraint that is based
on an implication list; this implication list maps each region
where the company provides its service to the nearest repair
shop. If the activity in the shop floor is finished then
another invocation of the activity On-Site Work has to follow
since the repaired component has to be brought back and
reinstalled. It is possible that the sequence of on-site work
and shop-floor work is performed several times, e.g., if
the defect is not solved after the first component that was
repaired in the shop-floor is brought back.

The final activity is called Follow-up Office Work and
deals with writing the bill, ordering new spare parts and
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Figure 8. Example workflow with different kinds of location constraints

writing a report for the customer and the manufacturer of
the component that had to be repaired. Since this activity
also includes some kind of evaluation (e.g., how fast the
customer’s problem was solved, level of customer satisfac-
tion) a dynamic constraint (prohibition of same location) is
used to demand that the office center where this activity is
performed is not in the same district as the one that initiated
the workflow instance. The purpose of this rule is to ensure
that employees knowing each other cannot collude to cover
up mistakes that were made.

VII. UML PROFILE

We are now prepared to show how the proposed exten-
sion to UML activity diagrams fits into the meta-model of
UML. For the sake of brevity only the most important new
constructs are covered. In Figure 9 the package MobileWork-
flowProfile is shown, that represents the new UML profile.
Outside of the package some important classes from the
UML meta-model are shown.

The profile also contains the location model which was
introduced in Section III. Due to space restrictions only the
parts of the location model are drawn that are necessary
for understanding the relation of the location model and
the rest of the model. There are also two new classes to
model implication lists for rules with implied locations:
ImplList and ImplPair. Each instance of ImplPair stands
in association with two location instances to represent the
trigger location and the target location. These instances of
ImplPair (Implication Pair) represent the individual entries
of an implication ImplList (Implication List).

The main connection between the UML meta-model and
our profile is the extension relationship between class Activ-
ity and ConstrainedActivity. Instances of ConstrainedActivity
have to be used if any kind of location constraint has to be
assigned to an activity. For this each ConstrainedActivity
stands in association with at least one instance of class
AConstraint, which is the short form for Abstract Constraint,
i.e., it is not possible to obtain direct location instances

of that class. A flag named isPositive indicates if the
AConstraint represents a positive or a negative constraint.
There are two direct subclasses of AConstraint, namely
ADynConstraint (short for AbstractDynamicConstraint, an-
other abstract class) and StaticConstraint. Each instance of
class StaticConstraint stands in association with at least one
instance of LocationInstance. ADynConstraint as the second
subclass of AConstraint has two direct subclasses: ImplLoc-
DynConstraint and SameLocDynConstraint. ImplLocDyn-
Constraint is associated with exactly one ImplList. Class
SameLocDynConstraint stands in association with class Loc-
Class. However, this association is an optional one because
what is considered as “the same location” cannot only be
defined based on a location class but also based on a radius.
For the latter case there is also a member variable radius in
class SameLocDynConstraint that is set to a value greater
than 0 if the modeller thinks it is more appropriate to derive
the “same location” using a radius than looking a location
instance. For a given instance of SameLocDynConstraint it
is not allowed to use both methods to define the “same
location”, i.e., either the radius is greater than 0 or there is an
associated location instance. Using UML’s Object Constraint
Language (OCL) it is possible to express this formally [13]:

context SameLocDynConstr
inv (not targetClass->isEmpty()) XOR

(radius >= 0.0)

The keyword context is followed by the name of that class
from whose perspective the following statement has to be
viewed. For the given statement this means that targetClass
has to be the name of an end of an assocation assigned to
class SameLocDynConstr and that radius has to be the name
of a member variable of that class. The keyword inv stands
for invariant, i.e., the following boolean expression has to
evaluate to true for all instances of the model. IsEmpty() is a
function that returns true if for the considered instance there
is no assocation to an object of LocClass.

Class ActivityEdge from the UML meta-model couldn’t
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be used to represent the arrows introduced in our profile to
assign location constraints to activities because the edges in
activity diagrams can carry tokens and we opted to have a
different graphical representation (dotted arrows instead of
solid arrows for the sake of better readability).

VIII. ANOMALIES OF LOCATION CONSTRAINTS

When an activity diagram is annotated with location
constraints according to the UML profile introduced in this
paper it is possible that anomalies occur. In this section
we will describe different types of such anomalies in terms
of pairs of location constraints. The different dimensions
considered to classify anomalies of location constraints are
depicted in Figure 10.

The first dimension to classify the different types of
anomalies is the severity level:

• A location constraint could make a redundant state-
ment, i.e., the constraint could be removed without
altering the behaviour of the mobile workflow system
for any thinkable workflow instance. There are two
subtypes of redundancy: the constrained activity is
never reached or another constraint makes the same
restriction or an even stronger one. The first case would
occur if a static constraint is made to an activity that is
never reached; this means that there is an inconsistency
in the underlying workflow schema. Another case is a
location rule whose target activity cannot be performed
again once the trigger activity is reached; this means
the location constraint generated by the trigger activity
will never have any effect.

• Two location constraints could make contradictory
statements for a given activity, i.e., there is no place
where that activity could be performed by an actor
according to both the constraints. The suggestive ap-
proach to deal with such contradictions would be to
assign priorities to the individual constraints, so that in
case of a conflict only the constraint with the higher
priority is considered.

Redundant statements do not cause problems during the
executing of a workflow instance but unnecessarily bloat
the model. Further, the existence of a redundant statement

might be a hint that there was an error during the elicitation
of the required constraints.

Most workflows schemas have decision points, i.e., there
are different sets of activities that are actually performed
for a given workflow instance. For example, there might
be a branch of a workflow schema that isn’t executed for
every instance. Further, the order of the activities can also
differ between two workflow instances of the same workflow
schema. Some anomalies may occur depending on the
location of the actor while performing a particular activity.
This leads to the next dimension for the classification of
anomalies called certainty:

• A potential anomaly will not appear in every workflow
instance of a given workflow schema. We distinguish
two subcases of potential anomalies: the anomaly ap-
pears depending on the order and/or the set of actually
performed activities (sequence-dependent) or merely
based on the location where one or more activities
where performed (location-dependent) no matter of the
sequence of performed activities.

• A certain anomaly will appear in every workflow
instance of a given workflow schema. So to detect this
type of anomaly we just have to look at one potential
workflow instance of that schema.

It also can be considered between what types of location
constraints the anomalies arise:

• If two static constraints produce an anomaly this is
called intra-static anomaly. For example, a positive
static constraint assigned directly to an activity could
demand that that activity is performed in London.
However, this activity is contained in a swimlane which
has also a static constraint which says that the activities
are not allowed to be performed in England. Since
London lies within England there is no place that
satisfies both contradictory constraints.

• If both constraints involved into are dynamic constraints
it is named intra-dynamic anomaly. As example we
consider an activity that is the target of two positive
location rules. During runtime the first rule creates a
constraint that says that this activity has to be per-
formed in Berlin; subsequently, the second rule creates
a constraint that says that the same activity has to be
performed in Spain. Since Berlin isn’t a City in Spain
this is a contradiction.

• The last case are inter-static-dynamic anomalies
where both types of constraints are involved. So the
pair of the conflicting constraints has one dynamic and
one static constraint.

In Figure 11 three activity diagrams of tiny workflows are
depicted which cover the three cases of inra-static, inter-
static-dynamic and intra-dynamic anomalies:
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• Diagram a) shows an intra-static anomaly. The swim-
lane that contains the two activities A1 and A2 has a
constraint which confines the execution of these activi-
ties to the location London. Further, Activity A1 has an
individual constraint that restricts the execution of this
activity to the location United Kingdom (U.K.). This
represents a redundancy, because A1 is also confined by
the constraint assigned to the swimlane, which is even
stricter, since the location London is a subset of U.K. If
the constraint assigned to activity A1 would be omitted
it wouldn’t change semantics of the diagram. This case
could occur if the constraint to A1 was assigned long
before the swimlane or the constraint for the swimlane
was created and it was forgotten to remove the then
redundant individual constraint for A1.

• Diagram b) shows an intra-dynamic anomaly: Activity
A2 is the target activity of a location rule and has
also a static constraint. The location rule’s trigger
activity is A1 and the derived location constraint will
be an instance of the location class Cities of Europe.
A2’s location constraint points to the location United
Kingdom (U.K.), but not all European cities are located
within the U.K., so this location rules represents are
potential anomaly in the form of a contradiction.

• Diagram c shows an intra-dynamic anomaly: there are
two location rules with the same target activity A3. The
upper location rule (with trigger activity A2) assigns
a location constraint that confines A3 to a location
instance of the class Cities Worldwide; the lower lo-
cation rule with trigger activity A1 assigns a location
constraint that confines A3 to a location instance of
the class Countries. Since it is possible, that A2 is
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performed in a City that doesn’t lie in the country where
A1 was performed this represents a potential anomaly in
the form of a contraction. For example, it could happen,
that A3 has to be performed in Germany and Lisbon
according to the derived location constraints, which is
obviously impossible to satisfy, since Lisbon is not a
German city.

In Figure 12 three more activity diagrams with potential
anomalies are shown:

• In diagram a) the location constraint assigned to activity
A1 represents a redundancy (see also first diagram in
Figure 11). However, the branch with the swimlane isn’t
executed in every run of this workflow this anomaly is
a sequence-depend anomaly.

• Diagram b) shows a workflow schema with two concur-
rent branches. The potential anomaly is a contraction if
A2 is performed before B2 in an European City outside
the U.K. But if the execution of B2 is started before A2
is executed then the derived location constraint won’t
effect the execution of B2 and so not contradiction
occurs.

• The third diagram c in this figure has again two
branches of which only one is executed. If the branch
with activity A is executed in an European City this
will lead to a contradiction, because the final activity
C can only be executed in the USA according to the
static constraint.

So all the anomalies in this figure are sequence-dependent.
As example of a location-dependent anomaly we can con-
sider diagram b in Figure 12: in this case a contradiction
occurs if A1 is executed outside the U.K.

IX. LOCATION CONSTRAINTS FOR USECASE DIAGRAMS

Another diagram type which can be found in UML is for
usecase diagrams [8]. The purpose of a usecase diagram is
to show which functions (usecases) a software system should
provide. Such a usecase is depicted as ellipse that containts a
short textual description. It further shows different user roles
and how these roles are connected to individual usecases. A
role is depicted as human operator (the same symbol that
was used for manual location constraints) and is connected
by a line to each usecase he is allowed to perform. If the
system to be developed consists of several subsystems (e.g.,
distributed system) then each subsystem is represented by a
rectangular box that contains the usecases that are operated
by this subsystem. Usecase diagrams have also the ability
to show how individual usecases stand in relation to each
other, e.g., if one usecase always invokes another usecase.
However, this features isn’t relevant for our consideration.

Usecase diagrams are usually employed at an early stage
of the software development cycle. Based on the results of
the usecase analysis activity diagrams can be developed.

Location constraints as defined in Section IV can also be
used to annotate usecase diagrams. An example for such
a diagram can be found in Figure 13: The left subsys-
tem contains two usecases, namely Create new order and
Finalize order; the right subsystem has also two usecases
which are named Create new account and Edit master data.
There are three roles in the diagram: Travelling Salesman,
Manager and Accountant. It is possible to assign static
location constraints to roles, usecases, system boundaries
and the association between a role and a usecase. Further,
usecases can also be the trigger or the target of a location
rule: the part of town where the usecase Create new order
is performed defines where the usecase Finalize order has
to be performed. The rationale behind this rule is that
a travelling salesman should only be allowed to finalize
the order where he started it. Further, the role travelling
salesman is restricted to Spain by a location constraint. This
says that users of that role can only invoke usecases when
they are within Spain. However, users with role manager are
allowed to invoke the usecases they are assigned to without
any spatial restriction. The third role Accountant has also
a location constraint that prevents users with that role of
invoking usecases when they are outside the rooms of the
company’s accounting department.

The subsystem at the right side of the figure has a static
location constraint that confines all the usecases provided by
that subsystem to the location company premises.

X. RELATED WORK

In [14], an extension for UML activity diagrams is
proposed that aims at modeling security requirements for
business processes. The model introduces stereotypes to at-
tach security requirements (e.g., privacy, access control, non-
repudiation) to different elements in UML activity diagrams.
For example, using this notation it is possible to assign a
stereotype �privacy� to an activity partition (swimlane)
to express that the disclosure of sensitive personal data has
to be prevented during the activities contained by the within
the swimlane.

Another profile for UML activity diagrams can be found
in [15]. The purpose of this profile is to annotate workflows
with concepts from the domain of business intelligence.
Using this profile the modeller can express which activities
require input from a data warehouse or data mart.

Baumeister et al. devised another extension of activity
diagrams for modelling mobility [16]. But this approach
is aimed at expressing how physical objects are moved by
activities from one location to another and doesn’t allow to
formulate location constraints.

In literature some articles that propose location-aware
access control models can be found. Notably most of them
are extensions of Role-Based Access Control (RBAC, [17])
like GEO-RBAC [18], LoT-RBAC [19] or S-RBAC [20]. The
most prominent aspects that distinguished these models is
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the subset of RBAC-components that can restricted with a
location constraint. For example, in GEO-RBAC the location
constraints are assigned to the roles itself, so depending
on the mobile user’s current location individual roles are
switched on or off; in the S-RBAC-model location con-
straints can be assigned to the association between roles
and permissions, so individual permissions of a role are
switched on or off depending on the location. We surveyed
these models in another article [7].

If access control decisions are based on the determination
of a mobile user’s location this leads to the question how

trustworthy the employed locating system is. An attack
with the intent to manipulate the location delivered by a
locating system is called location spoofing. Such attacks
can be performed by the possessor of the mobile computer
(internal spoofing) or third party (external spoofing). In [21]
we give an overview on different technical approaches for
the prevention of location spoofing.

To the best of our knowledge we are aware of only one
further paper by another group that deals with location con-
straints for workflows [22]. However, this model only allows
to assign individual locations to activity nodes to state where
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the respective activity is allowed to be performed. There are
also location constraints assigned to the individual actors in
the model. The focus of this work is the development of
an algorithm to check if there are enough employees who
can perform the individual activities of a workflow under
the consideration of the respective location constraints.

In a recent paper we considered the problem of detecting
inconsistencies in location aware access control policies
[23]. However, this work focused solely on RBAC and didn’t
take any workflow-specific aspects into account. The basic
idea is that it is possible to assign location constraints to
several components of different type in a model at the same
time. For example, a role service technician could have a
location constraint so that this role can only be enabled
in a certain region. Further, there could be also a location
constraint assigned to a user that restricts his usage of the
mobile information system to the city where he has to work.
If the role service technician is assigned to that user it
could occur that the intersection area of the two location
constraints is empty, i.e., the user could never activate the
newly acquired role. Such an ”‘empty assignment”’ is a
strong hint that the administrator of the system made a
mistake and should be informed about this.

Further, the concept of spatial coverage as way to check
the validity of location aware access control policies is
introduced. For example, the coverage of a given role with
respect to the entity user is the spatial extent of all the points
where at least one user could activate that role according to
the user’s and the roles location constraints. If the coverage
for the role service technician doesn’t cover locations that
should be served by the technicians then this again is a
strong hint that something is wrong with the configuration of
the access control model. In [23] we also describe several
other types of spatial coverage for the purpose of model
checking.

XI. CONCLUSION

In the article, an UML profile was introduced that extends
activity diagrams to express spatial constraints — so called
location constraints — concerning where individual activi-
ties have to be performed or are not allowed to be performed.
Using our profile location constraints can be defined at the
design time of a workflow schema, but it is also possible to
define rules to automatically generate constraints during the
runtime of a workflow instance.

Ideas for future work include to introduce further stereo-
types to express mobile-specific constraints, e.g., to state
minimum capabilities for the mobile computers to perform
the activity, for example a minimum screen size or the
availability of tamper-proof memory. Further, we envision
the development of a graphical editor that supports drawing
UML diagrams according to our profile; this editor should

integrate functionalities to work with geographic data to
define the spatial extents of location constraints.

Further, it would also be worthwhile to extend the location
model with security labels in the sense of mandatory access
control (MAC). To the best of our knowledge there are only
two publication by other authors which deal with MAC-
based location-aware access control [24][25]. However,
these publications do not cover workflow-specific aspects.
We also published an article on MAC-based location con-
straints for database management system [26], but again this
work isn’t workflow-specific. The basic idea of introducting
security labels into our modelling approach would be to
assign clearance levels to location, e.g., a particular country
or building could have the clearance Top Secret, while other
locations have only the clearance for the level Secret. Based
on this classification location constraints could be assigned
to a UML activity diagram. Such a constraint could state that
a particular activity can only be performed when the mobile
actors stays at a location that has a clearance of Top Secret,
but not below; or a location rule could be used to assign a
derived constraint so that the target activity’s location has at
a clearance level not lower than the location of the trigger
activity.

In Section VIII several types of anomalies where dis-
cussed that can be found in activity diagrams when location
constraints are applied. Since models should be free of such
anomalies we are working towards an algorithmic approach
to automatically detect such anomalies.

UML activity diagrams are by far not the only graphical
language for the modelling of workflows. Another popular
language for workflow modelling is the Business Process
Modelling Notation (BPMN), which is also maintained by
the OMG [27]. We are also working on a BPMN profile for
the expression of location constraints similar to the profile
presented in this article [28].

Further, we are currently working on the application of
the concept of location constraints for business processes
from the domain of agriculture [29].
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[5] A. Küpper, Location-based Services – Fundamentals and
Operation. Chichester, U.K.: John Wiley & Sons, 2007,
reprint.

[6] J. Hightower and G. Borriello, “Location Systems for Ubiqui-
tous Computing,” IEEE Computer, vol. 34, no. 8, pp. 57–66,
2001.

[7] M. Decker, “Location-Aware Access Control: An Overview,”
in Proceedings of Informatics 2009 — Special Session on
Wireless Applications and Computing (WAC ’09), Carvoeiro,
Portugal, 2009, pp. 75–82.

[8] Unified Modeling Language (OMG UML), Superstructure,
V2.1.2, Object Management Group, 2007.

[9] R. Lake, D. S. Burggraf, M. Trninic, and L. Rae, GML.
Geography Mark-Up Language. Foundation for the Geo-Web.
Chichester, U.K.: John Wiley & Sons, 2004.

[10] D. S. Burggraf, “Geography Markup Language,” Data Sci-
ence Journal, vol. 5, pp. 178–204, October 2006.

[11] E. Bertino, E. Ferrari, and V. Atluri, “The Specification
and Enforcement of Authorization Constraints in Workflow
Management Systems,” ACM Transactions on Information
and System Security, vol. 2, no. 1, pp. 65–104, 1999.

[12] R. S. Sandhu, “Separation of duties in computerized infor-
mation systems.” in Results of the IFIP WG 11.3 Workshop
on Database Security (DBSec), Halifax, U.K., 1990, pp. 179–
190.

[13] J. B. Warmer and A. Kleppe, The object constraint lan-
guage: getting your models ready for MDA, 2nd ed., ser.
The Addison-Wesley Object Technology Series. Boston,
Massachusetts, USA: Addison-Wesley, 2003.

[14] A. Rodriguez, E. Fernández-Medina, and M. Piattini, “To-
wards a UML 2.0 Extension for the Modeling of Security
Requirements in Business Processes,” in Third International
Conference on Trust and Privacy in Digital Business (Trust-
Bus), Krakow, Poland, 2006, pp. 51–61.

[15] V. Stefanov, B. List, and B. Korherr, “Extending UML 2
Activity Diagrams with Business Intelligence Objects,” in
Proceedings of Data Warehosuing and Knowledge Discovery
(DaWaK 2005), Copenhagen, Denmark, 2005, pp. 53–63.

[16] H. Baumeister, N. Koch, P. Kosiuczenko, and M. Wirsing,
“Extending Activity Diagrams to Model Mobile Systems,”
in Proceedings of NetObjectDays (NOD), Erfurt, Germany,
2002, pp. 278–293.

[17] D. F. Ferraiolo, R. Sandhu, E. Gavrila, D. R. Kuhn, and
R. Chandramouli, “Proposed NIST Standard for Role-Based
Access Control,” ACM Transactions on Information and Sys-
tem Security, vol. 4, no. 3, pp. 224–274, 2001.

[18] M. L. Damiani, E. Bertino, and P. Perlasca, “Data Security
in Location-Aware Applications: An Approach Based on
RBAC,” International Journal of Information and Computer
Security, vol. 1, no. 1/2, pp. 5–38, 2007.

[19] S. M. Chandran and J. Joshi, “LoT-RBAC: A Location and
Time-Based RBAC Model,” in Proceedings of the 6th Inter-
national Conference on Web Information Systems Engineering
(WISE ’05). New York, USA: Springer, 2005, pp. 361–375.

[20] F. Hansen and V. Oleshchuk, “SRBAC: A Spatial Role-Based
Access Control Model for Mobile Systems,” in Proceedings of
the 7th Nordic Workshop on Secure IT Systems (NORDSEC).
Gjovik, Norway: NTNU, 2003, pp. 129–141.

[21] M. Decker, “Prevention of Location-Spoofing. A Survey on
Different Methods to Prevent the Manipulation of Locating-
Technologies,” in Proceedings of the International Confer-
ence on e-Business (ICE-B). Milan, Italy: INSTICC, 2009,
pp. 109–114.

[22] R. Hewett and P. Kijsanayothin, “Location contexts in role-
based security policy enforcement,” in Proceedings of the
2009 International Conference on Security and Management
(SAM’09), Las Vegas, Nevada, USA, 2009, pp. 404–410.

[23] M. Decker, “An Access-Control Model for Mobile Com-
puting with Spatial Constraints - Location-aware Role-based
Access Control with a Method for Consistency Checks,” in
Proceedings of the International Conference on e-Business
(ICE-B 2008). Porto, Portugal: INSTICC, July 2008, pp.
185–190.

[24] U. Leonhardt and J. Magee, “Security Considerations for
a Distributed Location Service,” Journal of Networks and
Systems, vol. 6, no. 1, pp. 51–70, 1998.

[25] I. Ray and M. Kumar, “Towards a Location-based Mandatory
Access Control Model,” Computers & Security, vol. 25, no. 1,
pp. 36–44, 2006.

[26] M. Decker, “Mandatory and Location-Aware Access Control
for Relational Databases,” in Proceedings of the International
Conference on Communication Infrastructure, Systems and
Applications in Europe (EuropeComm 2009), ser. LNICST,
R. M. et al., Ed., no. 16. London, U.K.: Springer, August
2009, pp. 217–228.

[27] OMG, Business Process Model and Notation (BPMN) v. 1.2,
Object Management Group, January 2007.

[28] M. Decker, H. Che, A. Oberweis, P. Stürzel, and M. Vogel,
“Modeling Mobile Workflows with BPMN,” in Proceedings
of the Ninth International Conference on Mobile Business
(ICMB 2010)/Ninth Global Mobility Roundtable (GMR 2010).
Athens, Greece: IEEE, 2010, pp. 272–279.

[29] M. Decker, D. Eichhorn, E. Georgiew, A. Oberweis, J. Plaß-
mann, T. Steckel, and P. Stürzel, “Modelling and enforcement
of location constraints in an agricultural application scenario,”
in Proceedings of the Conference on Wireless Applications
and Computing 2010 (WAC 2010), Freiburg, Germany, 2010,
accepted, to appear.

71

International Journal on Advances in Telecommunications, vol 3 no 1 & 2, year 2010, http://www.iariajournals.org/telecommunications/

2010, © Copyright by authors, Published under agreement with IARIA - www.iaria.org



Network Prediction for Energy-Aware Transmission in Mobile Applications 

Ramya Sri Kalyanaraman 

Helsinki Institute for Information Technology HIIT 

P.O. Box 15400, FI - 00076 Aalto  

Espoo, Finland 

ramya@hiit.fi 

 

Yu Xiao, Antti Ylä-Jääski 

Aalto University  

P.O. Box 15400, FI-00076 Aalto 

Espoo, Finland 

{yu.xiao, antti.yla-jaaski}@tkk.fi

 

Abstract— Network parameters such as signal-to-noise-ratio 

(SNR), throughput, and packet loss rate can be used for 

measuring the wireless network performance which highly 

depends on the wireless network conditions. Previous works on 

energy consumption have shown that the performance of 

wireless networks have impact on the energy efficiency of data 

transmission. Hence, it is potential to gain energy savings by 

adapting the data transmission to the changing network 

conditions. This adaptation requires accurate and energy-

efficient prediction of the network performance parameters. In 

this paper, we focus on the prediction of SNR and the 

prediction-based network adaptations for energy savings. 

Based on the SNR data sets collected from diverse real-life 

networks, we first evaluate three prediction algorithms, 

namely, Autoregressive Integrated Moving Average, Newton 

Forward Interpolation, and Markov Chain. We compare these 

three algorithms in terms of prediction accuracy and energy 

overhead. Later we propose a threshold-based adaptive policy 

which controls the data transmission based on the predicted 

SNR values. To evaluate the effectiveness of using network 

prediction in adaptation, we use a FTP as a case study and 

compare the network goodput and energy consumption under 

different network conditions. The experimental results show 

that the usage of adaptations improves the network goodput. 

Furthermore, the adaptations using prediction can save up to 

40% energy under specific network conditions when compared 

to the adaptation without prediction.  

 
Keywords-prediction; adaptation; SNR; power; context-

awareness; policy-based. 

I.  INTRODUCTION 

Mobile hand-held devices are more and more used for 
accessing rich multimedia content and various social media 
services. These new applications and services often call for 
more transmission capacity, processing power and high-
quality displays which increase the energy usage. The 
improved user experience might be compromised by the 
short battery lifetime of the device. Unfortunately the 
improvements in battery technology are rather slow that 
there is a strong motivation to invest in software techniques 
to save the energy usage of mobile devices. 

In network applications, major part of the energy is 
consumed by data transmission. The cost incurred during 
data transmission is not only dependent on the amount of 
data being transferred, but also the network goodput [2]. 
There is an indirect connection between the network goodput 
and other network performance parameters such as signal-to-
noise-ratio (SNR). For example, in the wireless networks 

with higher SNR, the network goodput is usually higher, and 
therefore the energy consumption per a unit of transmitted 
data is lower. Hence, it is possible to save energy by 
transferring data only under the conditions where SNR 
values are high.  

In this paper we focus on the prediction of SNR and its 
potential for improving the efficiency of an energy-aware 
network adaptation. With the help of the predicted future 
SNR values, it is possible to make a priori decisions as to 
when to schedule the data transmission over a wireless link. 
We propose a general solution of the prediction-based 
adaptive network transmission, including prediction 
algorithms of SNR and an adaptive policy. We evaluate our 
solution using FTP as a case study, while our solution is 
scalable to other network applications such as real-time 
streaming by taking the application-specific performance 
constraint into account in our adaptive policy. 

Although the prediction of network parameters [3, 4] and 
their use in context-aware mobile applications have been 
discussed in the literature [5, 6, 7, 8, 9, 10], using the 
predicted network parameters for energy efficiency has not 
been widely studied, especially the usage of SNR for 
adaptive network transmission. Our contributions include the 
following aspects. 

 

a) Comparing the performance of the prediction 

algorithms, namely, Auto Regressive Integrated 

Moving Average (ARIMA), Newton’s Forward 

Interpolation (NFI) and Markov chain (MC). We 

analyze the performance in terms of prediction 

accuracy, processing load and energy overhead. 

b) Proposing and evaluating a prediction-based power 

adaptation. The results show that the potential in energy 

saving under favorable network conditions can be up to 

40% with the help of the predicted SNR.  

 
This work is an extended version of our earlier 

publication [1]. Major portions of the experimental results 
have been updated, with enhancement in the offline training 
and online computation. In this work, we refine the 
evaluation by classifying the network conditions and 
analyzing the effectiveness of energy savings under different 
network conditions. In addition, the Linear Regression 
method used in [1] is replaced by MC, as MC shows better 
performance in short-term prediction.   

The remainder of this paper is structured as follows. 
Section 2 reviews the related work in network prediction and 
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prediction-based adaptations. The prediction algorithms used 
in this study are introduced in Section 3, and the model 
fitting using these algorithms is described in Section 4.  
Section 5 describes a prediction-based adaptation. In 
addition, Section 5 includes the evaluation of the adaptation 
using FTP as a case study. In Section 6, we discuss the 
obtained experimental results. Finally, we present the 
concluding remarks and potential future work in Section 7.  

II. RELATED WORK 

Adaptive mobile applications are aware of and able to 
adapt to the changes in context such as the network signal 
strength, residual battery lifetime, and the user’s location. 
The key for providing such adaptive applications lies in the 
decision-making of adaptations based on the available 
context data and predefined policies.  

The context information includes the past, present, and 
future states of the contexts. Obviously, the past and present 
states of the contexts can be collected during runtime, 
whereas the future states are not available and have to be 
predicted based on the past and/or present states. The 
predicted states of the contexts are often used in context-
aware applications for enhancing the effectiveness of 
adaptations, such as improving the resource utility and 
system performance. In [3] prediction of long range wireless 
signal strength is presented, where prediction is utilized for 
efficient use of resources in dynamic route selection in multi-
hop networks.  

For network-aware adaptive applications, network 
conditions are the most important contexts and can be 
described using signal strength, SNR, goodput, bit error rate 
and other contexts that reflect the status of the network 
transmissions. The so-called Box-Jenkins approach is the 
most widely used technique for network prediction. The 
basic idea is to train models with different parameters to fit 
the pre-collected data sets. This approach is adopted by many 
linear and non-linear models, such as ARIMA [13] and 
Generalized Auto Regressive Conditional Heteroskedasticity 
(GARCH) [16]. In addition, Linear Regression [3], the MC 
[4], the Hidden Markov Model [7], and the Artificial Neural 
Network [17] have also been proposed for network 
prediction. In this paper, we apply ARIMA, MC and NFI 
[14] to the prediction of network SNR. 

As mentioned before, network conditions can be 
described using various parameters. Different prediction 
algorithms might fit different contexts better depending on 
the characteristics of the contexts and the algorithms 
themselves. Previous researchers have been trying to apply 
different prediction algorithms to the prediction of different 
contexts. For example, [4] and [20] predict the status of 
network connectivity and the future location of mobile 
device using the MC, [3] utilized a linear regression 
approach for long range signal strength prediction, and [21] 
used the Hidden Markov Model to predict the number of 
wireless devices connected to an access point at a given time. 
Link prediction and path analysis using Markov chains in the 
World Wide Web are presented in [22]. 

Different prediction techniques are compared in terms of 
k-step-ahead predictability and performance overhead. For 

example, one-step-ahead predictability can be measured by 
Mean Square Error (MSE), Normal Mean Square Error 
(NMSE)[3], Root Mean Square Error (RMSE) [11] and 
Signal-to-Error Ratio (SER). The performance overhead 
includes the computational cost such as CPU cycles and 
memory access counts, and also the energy consumption 
caused by the prediction itself.  

In most of the research work focusing on prediction for 
context-aware and adaptive applications, the motivation lies 
in increasing and analyzing the prediction accuracy of 
various prediction methods. In [11] various prediction 
methods such as Neural networks and Bayesian networks, 
state and Markov predictors are modeled for performing the 
next location prediction using the sequences of previously 
visited locations. In this paper, prediction accuracy has been 
considered as the main indicator for benchmarking the 
performance of various prediction techniques. To the best of 
our knowledge, our paper is the first one presenting the 
energy overhead of different prediction algorithms.  

Adaptive applications purely based on policies consist of 
the condition and action pairs for different contexts. Here the 
possibility of anticipating the future trend of the context is 
not utilized. In adaptive applications with the support of 
prediction based adaptation, the system is given a chance to 
know the future trend of the context, and act accordingly. 

Most of the existing adaptive network applications make 
adaptive decisions according to predefined policies. 
Predicted network contexts can be used as conditions of 
adaptive policies. In [18], the feasibility of implementing 
policy-based network adaptations in middleware architecture 
is presented. However, prediction-based network adaptations 
emphasizing possible energy conservation have not been 
widely studied. In this paper, we propose an adaptive file 
download in WLAN based on the prediction of network 
SNR, and compare the efficiency of prediction and 
adaptations among three different prediction techniques.  

III. NETWORK PREDICTION ALGORITHMS 

Dynamic adaptation to the environment and proactive 
behavior are key requirements for mobile adaptive 
applications. Prediction algorithms play a major role in 
providing a proactive nature for such applications [5]. In this 
paper we focus on predicting the network SNR that will be 
used for adaptive network applications.  

In our approach, the nature of input data we observe to 
make the network prediction reflects the time series pattern 
[11]. We choose ARIMA [12], the most general model for 
forecasting a time series pattern. Selecting NFI [14] allows 
us to fit non-linear data over the curve. In addition, we 
experiment with MC representing a discrete time stochastic 
process. While evaluating the best suiting algorithm for our 
application, a trade-off is made between prediction accuracy, 
processing load and energy consumption, instead of 
compromising between the highest accuracy and the lowest 
energy consumption alone. 
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A. Auto Regressive Integrate Moving Average(ARIMA) 

Classical linear time series models are based on the idea 
that the current value of the series can be explained as a 
function of the past values of the series and some other 
independent variables. ARIMA is one of the most famous 
linear predictive models used for network prediction. It is an 
integration of three models, namely, an autoregressive model 
of order p, a moving average model of order q, and a 
differencing model of order d. According to the definition in 
[18], a process,   , is said to be ARIMA(p, d, q) if  

 

                    ,                 (1) 

 
where B is a backward shift operator,       is an 
autoregressive operator,     is a moving average operator, 
and    is assumed to be a Gaussian white noise. The three 
operators can be expressed as below.  
 

         ,                           (2) 

              
       

             (3) 

              
       

            (4) 

 

where       and       are constants. 

     Let       be the predicted SNR value at time t, and Y(t-i) 

be the observed SNR value at time      . The time series 

of SNR is considered to be an ARIMA (p, d, q) model if  

 

               

 

   

         

 

   

 

         
 
    ,                           (5)   

 

where        is the residual of prediction at time     , 
and   is the intercept.  

     The values of p, d, q are identified based on the analysis 

of Autocorrelation Function (ACF) and Partial 

Autocorrelation Function (PACF), while the estimation of 

parameters  ,  ,   are based on the least squares method 

which aims at minimizing the MSE of residuals as shown in 

Equation (6). The procedure of model fitting will be detailed 

in Section 4. 

                                    (6) 

B.  Newton’s Forward Interpolation(NFI) 

The observation at time x in a time series is defined as a 
function     , and the values of x are tabulated at interval h 
as shown in Equation (4).  
 

                                       (7) 
 
where the first value of x is   , and i is the number of 
intervals between x and   . When only a few discrete values 
of                are known, NFI aims at finding the 
general form of      based on known values by using the 
finite difference formulas.   

Let                  , and the finite forward 

difference of a function    is defined by              
Higher orders, such as the          order forward 

difference     , can be obtained by repeating the operations 

of the forward difference operator j times. For example,  

 

           
                      

                                           (8) 
 

       NFI model fits the observation at time x with an ith 
degree polynomial as Equation (9).  
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When only the past i SNR observations are known, up to (i-
1)th order forward difference can be developed. The 
prediction of SNR at time x, corresponding to the (i+1)th 
observation, is defined as a function g(x) in Equation(10).    
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Compared to f(x), the error term e(x) is approximated 

as Equation (11). 

               
 

  
                

     
    

  
             (11) 

 

Different from ARIMA, NFI could predict future values 

online directly based on past observations without offline 

training. Since the prediction accuracy of NFI depends on 

the size of N, the size of N can be selected by applying the 

least square method to the training data sets as used in 

ARIMA model fitting. The offline training and online 

implementation are described in Section 4.                                

C. Markov Chain(MC) 

MC is a discrete time stochastic process with the 

Markov property, where given the present state, the future 

and past states are independent. To determine the future 

state from the present state, a probabilistic approach is used. 

A state space is defined where all the possible states of the 

system are represented. The change of state from one to the 

other is called state transition. Let us consider a discrete 

time process, Xn: n>0 with discrete state spaces {i, j}. The 

transition probability from i to j is computed as given in 

Equation (12). 

                                (12) 
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The state transition involved in our model, and the online 

prediction of the state transition is explained in Section 4. 

IV. NETWORK PREDICTION 

Prediction of network related information adds value to 

ubiquitous applications, as the need for dynamic adaptation 

in a fluctuating network environment becomes a major 

requirement in such cases. In addition to network traffic and 

mobility prediction, predicting the value of SNR itself could 

provide a timely hint about possible changes in network 

conditions, and thus the application can prepare itself for 

adaptation.  
In this section, we present the steps involved in offline 

training and online computation of prediction algorithms. 
The workflow is described in Figure 1. To perform offline 
training we carry out data collection. The spots chosen for 
data collection involve physical interferences and 
disturbances. Offline training enables us to estimate the 
parameters required for online computation, and the 
performance of prediction algorithms can also be analyzed 
using offline training. In online computation, the prediction 
algorithms are applied during runtime and the outcomes are 
matched with the adaptation policy.  

A. Data Collection 

The offline training used in our methodology 
significantly depends on the data collection. The data sets 
were gathered considering the following factors. 

 
a) The user walked around a defined path, where the path 

involved different types of physical obstacles, 

interferences and noise. 

b) A total of 12 data traces were collected at different 

times during three days, where the collection of each 

set lasted for 17 minutes.  

c) The user walked around at a normal walking speed, and 

the signal strength and the noise level were recorded for 

every 100 millisecond. 
 
We performed the data collection in the Computer 

Science department building of the university. Figure 2 
shows the route map of the data collection. The defined path 
covered the first and second floors of the Computer Science 
department, which includes the corridor of the Data 
Communications Software lab, department library, café and 
the stairs to the second floor. To cover different network 
environments, we chose the path to include different types of 
physical obstacles, and interference. For example, the 
department corridor consists of physical obstacles such as 
wall structures and glass doors, and the library has metallic 
book shelves, and wooden structures. The open area in the 
cafe remains as a place with possible interferences due to 
multiple access points, and the significant presence of 
Bluetooth enabled devices.  

B. Data Analysis and Pre-processing 

By observing the collected data sets, we noticed that the 

SNR values remain unchanged for several milliseconds as 

shown in Figure 3. We therefore re-sampled the collected 

data sets at 1Hz, and used the new data sets for further 

processing. We chose 80% of the samples as the training 

data set, and the others for testing.  

Data smoothing is often used for figuring out future 

trends, such as the trend in marketing size or stock prices. 

However, for short-term prediction like SNR prediction in 

our case, it remained an interesting question whether data 

smoothing still helped to improve the prediction accuracy. 

We therefore applied data smoothing over the training data 

set, and compared the prediction accuracy between the 

models using a smoothed data set and the original training 

data set.  
 
 
 

 
 

Figure 1: Workflow of offline training and online 

computation 

 

 

 
 

Figure 2: Route Map for Data Collection 
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Figure 3: Samples of SNR values collected at 10Hz. 

 

 
Figure 4: Residuals of smoothing with window size 20. 

Table 1: Comparison of prediction accuracy among 

different models. 

 MSE NMSE SER 

ARIMA(0, 1,1) 97.58624 0.425374 7.456893 

ARIMA(1, 0,1) 89.26294 0.389093 7.844067 

ARIMA(2, 1,0) 174.4522 0.760430 4.934015 

NFI(N=3) 692.8996 3.015758 -1.0487 

NFI(N=4, 5) 99.3080 0.432879 7.380937 

 

To perform data smoothing, we apply the simple 

Moving Average algorithm [23] which is used for time 

series data set smoothing in the field of statistics. According 

to the moving average algorithm, from the collected N data 

points, we perform averaging for every W data set, where W 

is often termed as the window size. The general expression 

for the moving average is given as in Equation (13). 

   
                 

 
                      (13) 

 

In general as the window size increases the trend of the 

smoothed data set becomes clearer, but with a risk of a shift 

in the function. To choose an optimal window size we 

performed smoothing with a varied window size, and 

selected the best one with the minimum MSE of the 

residuals. The residuals are the differences between the 

original values and smoothed values. According to our 

experimental results, smoothing with a window size of 20 

has the minimum MSE which is 9.5 as shown in Figure 4. 

C. Offline training/Model Fitting 

1) ARIMA 

ARIMA offline training is to fit an ARIMA(p, d, q) model 

to the collected data sets. The outputs of the model fitting 

includes the orders of autoregressive, differencing, and 

moving average, p, d, q, and the estimated parameter values 

of the autoregressive operator, the moving average operator, 

and the intercept,   ,  ,  , as defined in Section 3.1. The 

model fitting includes the following five basic steps [18].  

a) Data transform. We plotted the data and observed 

the possible data transform. As introduced in Section 4.1, 

we applied smoothing to the raw data, and trained the 

models using both data sets and comparing the results.  

b) Model identification. The orders of autoregressive, 

differencing and moving average are identified by observing 

the ACF and PACF of the residuals. For orginal data sets, 

both ARIMA(0, 1, 1) and ARIMA(1, 0, 1) fit the data well 

and the differences in terms of the ACF and PACF of the 

residuals are negligible. Hence we trained both models and 

chose the better one after diagnostics. Similarly, for 

smoothed data sets with window size 20, ARIMA(2, 1, 0) 

fits better than other models for smoothed data sets. 

c) Parameter estimation.We estimated the parameters 

of the expected models which obtain the minimum MSE.  

d) Diagnostics.We applied the models obtained from 

the last step to the testing data sets and compared the 

accuracy among the models. First, we calculated the MSE, 

NMSE, and SER for each model. NMSE is a function of the 

MSE normalized by the variance of the actual data as 

defined in Equation (17). 

 

     
   

                
 
 
 .                  (17) 

 

SER is defined as in Equation (18).  

 

            
        

                
             (18) 

 

The smaller the MSE and NMSE are, the higher the 

accuracy is. Conversely, the bigger the SER is, the higher 

the accuracy is. The results of MSE, NMSE and SER for the 

three ARIMA models are listed in Table 1.  

e) Model Selection. According to Table 1, ARIMA(2, 

1, 0), with training based on the smoothed data set, showed 

the lowest accuracy compared to the models obtained from 

original data sets. ARIMA(1, 0, 1) fits the testing data sets 

better than others due to the smallest MSE and NMSE, as 

well as the highest SER. Hence we chose ARIMA(1, 0, 1) 

which is shown in Equation (14) for online SNR prediction.  

 

                                      
                 (14) 
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Figure 5: Transition probability between States, S1 and S2.  

 

The implementation and online performance evaluation is 

presented in Section 4.3.  

2) NFI 

The accuracy of NFI prediction depends on the order of 

the forward difference N as explained in Section 3.3. We 

chose the size of N based on the least square method as used 

for ARIMA model fitting. As shown in Table 1, we 

compared the MSE when N is set to 3, 4, and 5 respectively. 

When N is 3, the MSE is much bigger than others, while the 

same predicted values and also the same MSE, NMSE, and 

SER values are obtained when either N= 4 or 5. Hence, we 

selected the order of the forward difference as 4 for online 

prediction. 

3) Markov Chain 

We designed a two-state Markov Chain model as shown 

in Figure 5, where S1 and S2 are the two possible states. 

Here S1 represents the SNR value less than or equal to the 

threshold, and S2 corresponds to a SNR greater than the 

threshold. Either S1 or S2 can represent the initial state 

depending upon the value of the SNR at the start of 

application. 

There are four possible state transitions involved in the 

state machine, with four different transition probabilities. 

Let St and St+1 represent the state of SNR at time t, and t+1. 

The four probable state transitions are as given below: 

 

SNR low, low (t) = Pr {St+1 = low | St = low}, 

SNR low, high (t) = Pr {St+1 = low | St = high}, 

SNR high, high (t) = Pr {St+1 = high | St = high}, 

SNR high, low (t) = Pr {St+1 = high | St = low}. 

 

The values of the four probabilities are obtained from 

the training of the data sets. During the training, we set a 

threshold for discreetizing the samples into low and high 

states to 19, and calculated the probability distribution. The 

values of the four probabilities are shown in Figure 5. The 

precision of predicted outcomes using the Markov chain is 

0.8191 as calculated according to Equation (19). 

 

          
                                    

                                
        (19)       

 D. Online prediction 

We present the online SNR prediction with the same 

monitoring and prediction frequencies in this Section, and 

set the initial values of the frequencies to 1Hz.  

1) ARIMA(1, 0, 1) 

The monitored and predicted SNR values are recorded in 

arrays s[] and p[] respectively. The pseudo code of ARIMA 

(1, 0, 1) online prediction is described as below.  

 

//initialize the parameters of ARIMA(1,0,1); 

Set ar=0.7997, ma=-0.0052, intercept=22.1650; 

      Initialize s[], p[] to 0;  

i=0; 

Repeat every 1 second{ 

Monitor SNR and write into s[i]; 

 

if (i>0){ 

 err = s[i-1]-p[i-1]; 

 p[i]=intercept + ar*(s[i-1]-intercept) 

+ma*err; 

      } 

  

2) NFI 

Set the order of forward difference to be 4. The 

monitored and predicted SNR values are recorded in array 

s[] and p[] respectively. The 1st, 2nd, and 3rd order of forward 

differences are calculated during runtime, and are written 

into arrays delta[], delta2[], and delta3[] respectively. The 

pseudo code of the online NFI prediction is described as 

below. 

 

Initialize delta[], delta2[],delta3[],p[], s[] to 0; 

i=0; 

Repeat every 1 second{ 

 

Monitor SNR and write into s[i]; 

 

If (i>0) 

delta[i]=s[i]-s[i-1]; 

If (i>1) 

delta2[i]=delta[i]-delta[i-1]; 

If (i>2) 

delta3[i]=delta2[i]-delta2[i-1]; 

 

If (i>3) 

         p[i]=s[i-4]+3*delta[i-3]+3*delta2[i-2]+delta3[i-

1]; 

 

i++; 

} 

 

3) Markov Chain 

The Markov chain SNR predictor computes the probable 

next state (St+1), given the current state (St) of SNR, 

according to the probability of different transitions obtained  

S1 S2

0.983

0.0220

0.017 0.978
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Table 2: Comparison of performance and power overhead 

among different models. 
 ARIMA NFI MC 

CPU_CYCLES:100000 445 432 623 

DCACHE_ACCESS_ALL:10

0000 

31 25 73 

Power(W) 0.365 0.366 0.474 

 

 

 

Table 3. Classifications of the network conditions.  
1 SNR mean is smaller than 15; SNR threshold is set to 15. 

2 SNR mean is between 15 and 20; SNR threshold is set to 15 
and 20. 

3 SNR mean is bigger than 20, and standard deviation of SNR 
is smaller than 5. SNR threshold is set to 20. 

4 SNR mean is bigger than 20, and standard deviation of SNR 
is not smaller than 5. SNR threshold is set to 15 and 20. 

 

from offline training. The pseudo code for predicting the 

transition probability of the future state of SNR is given as 

follows: 

 

//Monitor SNR and discreetize the received value.  

Get current_SNR; 

 

if (current_SNR <= Threshold) 

 Current_state = S1; 

else current_state = S2; 

 

//Determine next state. SNRt[]is the transition matrix 

obtained from offline training. SNRt[0] and SNRt[1] 

represents the probability of the state transition from S1 to 

S2 and vice versa .   

Generate a random number, X. 

if (current_state == S1) 

{  

if (X ≤  SNRt[0])   

  next_state = S1; 

 else next_state = S2; 

} 

else 

{ 

 if (X ≤  SNRt[1] 

  next_state = S2; 

 else next_state = S1; 

} 

D. Model Evaluation 

We measured the overhead of online SNR prediction in 

terms of CPU cycle count, data cache access rate and power 

consumption. We ran oprofile [26] on the Nokia N810 while 

running the online prediction algorithms for 1 minute, and 

monitored the events, namely, CPU_CYCLES and 

DCACHE_ACCESS_ALL. The CPU cycle count and data 

cache access counts caused by the SNR prediction are listed 

in Table 2. 

We used Nokia power measurement software to measure 

the power consumption during runtime. During 

measurements the display was turned off and the WLAN 

interface was turned on. The average power is 0.361 W 

when the system is idle and the power saving mode of 

WLAN is turned on, and 0.362 W when SNR monitoring is 

running at 1Hz at the same time.  We measured the average 

power consumption when different online SNR predictors 

were running, and the comparisons are listed in Table 2.The 

energy overhead is calculated as the difference between the 

power consumption when the prediction algorithms are 

running and the power consumption of the device when it is 

in IDLE state. The power overhead caused by online 

prediction is between 0.004W and 0.113W depending on the 

prediction algorithm used. 

V. PREDICTION-BASED NETWORK ADAPTATIONS 

Wireless transmission is considered to cost much more 
energy than local processing on mobile devices [15], and the 
energy consumed by wireless transmission varies with the 
performance of the wireless networks. The performance is 
highly dependent on the network conditions. Generally, 
wireless transmission under better network conditions is 
more energy-efficient. Hence, adaptive mobile applications 
are expected to adapt wireless transmission that the 
transmission can be conducted under relatively good network 
conditions in order to save energy. In this section, we 
describe an application performing power adaptation using 
network prediction. 

A. Overview 

Based on the comparison and analysis of prediction 

algorithms made in Section 4 we are able to distinguish 

between the pros and cons of using different prediction 

methods, especially in terms of prediction accuracy, 

performance and energy overhead. After performing the 

offline training, and the analysis of different prediction 

methods we continue forward to the second phase of 

network prediction, online computation. In this section we 

present a real time user scenario that demonstrates the need 

for adaptation in ubiquitous applications. Realizing the 

requirements for network adaptation from the presented 

scenario we apply network prediction in the application.  
Let us consider a practical scenario showcasing the need 

for prediction enabled adaptive applications.  
 
Alice’s mobile phone is connected to a WLAN network 

and she has been in the process of downloading a file. The 
network quality associated with the device fluctuates 
between poor to strong.  The application with the help of 
prediction foresees the status of network, and hence chooses 
an adaptive action accordingly in order to gain the optimal 
power saving. The adaptive action can be pausing, stopping, 
or continuing the file download. 
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Figure 6: Flow chart representing online adaptation 

B. Adaptation Policy 

Adaptation policy defines the actions to be performed 
based on the changing context data. Adaptation is triggered 
in mobile applications as the outcome of the prediction is 
matched with a simple predefined adaptation policy. The 
adaptation policy can be defined by either the application 
developer or end-user. In the case of the end-user, policies 
can be in the form of user preferences for adaptive 
applications. The priority and conflict management between 
prediction results and current network condition however are 
outside the scope of this paper.  

In the file download scenario, we designed an adaptive 

policy which enables the application to pause or continue 

the file download depending on the predicted future SNR. 

The basic idea is to transfer the data only when the SNR is 

above a threshold. We classify the network condition into 

four types using the mean and standard deviation of SNR as 

described in Table 3. The threshold value is set depending 

on the type of the network condition. It is described as 

below. 
 

if (predicted_SNR < threshold) && (current_state == 

downloading)  

  Pause download; 

else if ((predicted_SNR ≥ threshold) && (current_state == 

hold)) 

  Continue download; 

else  

  // Continue the same action state.  

Continue download | Pause download; 
 
While applying the above mentioned adaptive policy for 

the applications such as real-time streaming which is not 
delay-tolerant, the settings of the threshold value must take 
the tolerant delay into account. For example, the delay 
caused by the pause operation can be predicted based on the 
predicted SNR value. Only when the delay is tolerable, the 
download can be paused. The prediction based adaptation 
continues till the file download is completed. Figure 6 
describes the online adaptation performed in the file 
download scenario using the online prediction and defined 

policy. The implementation for online computation of the 
prediction forecast is combined with the adaptation code. 
Thus the prediction outcome is directly used for choosing the 
adaptation policy, and executes an adaptive operation in the 
file download application.  

C. Experimental results 

The prediction-based power adaptation is evaluated in 
terms of energy consumption, network goodput, and 
prediction accuracy, under different network conditions. For 
different network conditions, we test the adaptations with an 
SNR threshold of 15 and/or 20 with an exception for the MC 
method. For the MC method we set the threshold to be 19, as 
the offline training and online computation has to follow the 
same threshold value. Hence, our definitions of test cases 
include the network conditions in terms of the mean and 
standard deviation of SNR values, SNR threshold value, and 
possible network goodput range. Though the MC method 
follows a different threshold, the measurements obtained 
using the MC as the prediction method can still be 
accommodated within the test cases described. Based on the 
analysis of our experimental network conditions, we divide 
our test cases into four scenarios as listed in Table 3.  

The adaptation code is implemented using C language. 
The power measurements for the adaptive file download 
with and without prediction were carried out on a public 
802.11g network in our campus with the power saving mode 
on. A TCP client wget (http://www.gnu.org/software/wget/) 
running on the N810 downloaded a MySQL software 
package from a remote file server [26]. The file name is 
MySQL-shared-compat-5.1.42-0.rhel3.x86_64.rpm with a 
size of 5072982 Bytes. We set both the prediction and 
monitoring frequency to 1Hz and performed one-step-ahead 
prediction. Adaptation is performed for each prediction 
output, which means the adaptation policy is executed every 
one second. 

We measured the power consumption in different 
scenarios without adaptation, and used the values as base line 
for comparison. The power measurement results are listed in 
Table 4. Since the energy consumption depends on the 
network goodput, and the network goodput can vary even in 
the same scenario, we list multiple samples in each scenario 
with possible network goodput. The testing results of each 
scenario are listed in Table 5. 

The download duration is the duration from the 
beginning to the ending of the file download, while the total 
energy includes the energy consumption of the mobile 
device during the download duration. Pause duration is the 
total duration when the file download is paused due to power 
adaptation, and the actual download duration is the download 
duration deducted by the pause duration. We calculate the 
network goodput as the downloaded file size divided by the 
actual download duration. The prediction accuracy is the 
ratio of the number of correctly predicted samples to the total 
number of predicted samples. For example, if the predicted 
SNR is higher than the SNR threshold and the real SNR is 
lower than the SNR threshold, or if the predicted SNR is 
lower than the SNR threshold while the real one is higher, it  

Start

Monitor SNR

Compute 
predicted SNR

if 
((predicted_

SNR) < 
Threshold)) 

Pause 
Download 

YES

NO

YES

if ((Download 
== Completed 

) 

Continue 
Download 

Stop

if 
(current_stat

e == 
Downloading) 

YES

NO

NO

if 
((current_
state == 
HOLD ) 

YES

NO
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Table 4: Baseline of energy consumption in different network scenarios. 
Type SNR mean SNR standard deviation Energy(J) Network Goodput (KB/s) 

1 14.245 5.806 92.075 54.590 

1 11.391 5.454 118.945 36.765 

2 19.9 3.872 52.903 158.521 

2 19.346 6.425 43.943 178.526 

2 15.660 5.010 45.918 165.136 

3 24.273 4.548 38.990 225.196 

3 26.690 4.635 55.213 147.878 

3 26.952 3.290 63.745 120.828 

4 22.325 9.024 62.775 60.047 

4 21.900 8.110 45.813 176.925 

4 24.204 5.500 194.58 18.264 

 
Table 5: Experimental results for test cases under different network conditions. 

Type  SNR mean SNR standard 
Deviation 

Download 
duration(s) 

Pause 
duration(s) 

Network 
goodput 
(KB/s) 

Energy(J) Accuracy 
(%) 

Model Threshold 

1 13.450 4.625 78.751 44 142.559 68.463 85.00 ARIMA 15 

1 13.310 6.468 101.750 37 76.511 55.200 82.76 ARIMA 15 

1 14.926 7.387 54.001 25 170.825 59.296 77.78 NFI 15 

1 12.615 6.446 64.748 38 185.213 60.523 87.02 NFI 15 

2 17.567 6.026 40.499 12 173.834 49.098 78.38 ARIMA 15 

2 16.514 8.862 35.249 15 244.658 45.47 83.78 NFI 15 

2 17.283 4.662 133.999 90 115.298 108.733 92.54 ARIMA 20 

2 18.113 5.106 81.999 53 170.836 59.590 86.25 NFI 20 

2 18.901 4.867 60.000 31 170.800 59.718 78.43 MC 19 

3 27.864 4.560 22.001 1 235.898 39.030 90.91 ARIMA 20 

3 25.519 2.513 22.000 0 225.186 39.970 100 NFI 20 

3 24.296 3.831 30.501 4 190.538 46.87 74.07 MC 19 

4 34.206 7.014 32.251 0 153.61 38.213 100 ARIMA 15 

4 30.842 8.772 37.999 3 141.549 44.068 89.47 NFI 15 

4 28.926 11.198 30.251 9 233.122 38.423 96.43 ARIMA 20 

4 26.758 6.083 30.748 3 178.538 47.648 100 NFI 20 

 
Table 6: Experimental results with low network goodput. 

SNR mean SNR standard 
deviation 

Download 
duration(s) 

Pause 
duration(s) 

Network 
goodput(KB/s) 

Energy(J) Accuracy 
(%) 

Model Threshold 

28.436 5.543 276.250 1 17.998 189.645 98.91 ARIMA 15 

21.089 8.971 216.509 90 40.1 137.753 87.68 ARIMA 20 

24.5 7.104 195 50 34.165 137.617 70.97 MC 19 

 
is considered to be a wrongly predicted sample. 

In the network scenarios of Type 1, SNR fluctuates 
between 0 and 20 with the mean less than 15. When the 
threshold is set to 15, the file download is paused when the 
predicted values are lower than 15. According to Table 5, the 
pause durations take around 36% to 59% of the download 
duration, whereas the network goodput increase more than 
100% compared to the base line. The energy consumption 
with adaptation is reduced by 40% on average. 

For Type 2, when the threshold is set to 20, the pause 
duration becomes very big. The overhead caused by the 
adaptation includes the energy overhead of prediction itself 
and the energy cost during the pause duration. The total 
overhead is bigger than the energy savings caused by the 
adaptations. Hence, when the SNR is relatively stable with   

 
the standard deviation less than 5 and the mean value bigger 
than 15, it is not energy-efficient to adopt adaptation with a 
threshold of 20 even though the prediction accuracy is 
relatively high. When the threshold is set to 15, the download 
duration decreases and thus leads to energy savings when 
compared with the corresponding Type 2 scenario.  

For Type 3, the SNR values are high and the standard 
deviation is very small. The pause duration is very short, and 
the impact on network goodput is negligible.  The energy 
consumption depends on the network goodput, and the 
energy overhead is caused by the prediction algorithm, 
which is around 0.1W. For type 4, when the threshold is set 
to 15, it leads to energy savings, whereas when the threshold 
is set to 20 the energy saving is comparatively less.  
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Due to the workload of the file server and network 
overload, the network goodput sometimes becomes much 
smaller under the same SNR conditions. As shown in Table 
6, for Type 4, when network goodput is relatively lower, the 
energy consumption is more than 190J. Compared to the 
similar case in Table 4, the adaptation can help save energy 
especially when the threshold is set to 20. 

VI. DISCUSSION 

It is well-known that network transmission at a higher 
data rate results in less energy consumption. Our adaptation 
aims at adapting the network transmission to network 
conditions in terms of SNR values by controlling the transfer 
operations depending on the one-step-ahead SNR prediction. 
In our adaptation based on the prediction method, if the 
predicted SNR value is lower than a predefined threshold, 
transmission will be paused or else continued. Through such 
adaptation, network goodput could be increased or 
maintained since the download speed is relatively higher 
under better network conditions in terms of higher SNR 
values. In addition, it is possible to reduce some unnecessary 
retransmission causing high loss rate in a noisy network 
environment.  

The effectiveness of our adaptation depends on the trade-
off between the energy overhead caused by the SNR 
prediction and the energy savings made by increased 
network goodput.  The former one is considered to be stable 
and independent of network conditions, whereas the latter 
one varies with network scenarios. To figure out the impact 
from different network scenarios on the effectiveness of our 
adaptation, we divide the experimental network scenarios 
into 4 types based on the mean and standard deviation of 
SNR values. The type classification is mainly due to the fact 
that in real time network measurements it is hard to get a 
stable SNR value.  

According to our evaluation results presented in Section 
5, when SNR values are generally low as in Type 1, the 
increase in network goodput is significant, and hence the 
adaptation is profitable. In the scenarios where the SNR 
values fluctuate heavily even though the mean of SNR is 
high, such as Type 4, our adaptation also could save energy 
to a certain extent. If the network conditions are relatively 
stable, for example, in Type 2 and 3, when the standard 
deviation is less than 5, there is not much advantage for the 
threshold-based adaptation. Energy consumption could not 
be saved, but is wasted due to the energy overhead caused by 
network adaptations. In addition to the SNR range, the 
selection of threshold has an impact on the effectiveness of 
our adaptation. For example, in the network conditions of 
Type 2, when the threshold is set to 20, the pause duration is 
close to 0. However, when the threshold is changed to 15, the 
adaptation becomes more energy efficient. Hence, in 
summary, threshold-based adaptation is energy-efficient 
when network conditions fluctuate in a big range or remain 
in a relatively bad state. In other words, when SNR values 
are generally low, such as lower than 15, or when the 
standard deviation of SNR values is big, network adaptations 
help save energy up to 40%. 

In this paper, we compare the prediction accuracy of 
different prediction algorithms during offline and online 
experiments. Our experimental results show that all the three 
algorithms could attain reasonable high prediction accuracy, 
and that the energy savings depend more on network 
conditions than prediction accuracy in our case. In the case 
that the predicted values are smaller or higher than the real 
values, it does not always follow that there is an impact on 
the results of adaptations. For example, when the wrong 
prediction causes an unnecessary pause of the download, or 
does not pause the download when the SNR value is very 
low, it might increase the download duration and waste 
energy. When both predicted and real values are bigger or 
smaller than the threshold, it does not change the adaptive 
operation.  

Among the three prediction algorithms, ARIMA has 
relatively higher prediction accuracy, and NFI performs 
better than MC. However, ARIMA requires offline learning.  
Hence in a new network environment which has not been 
trained, the accuracy might be lower and the energy savings 
might be reduced too. To choose the prediction algorithm to 
use for prediction, it would be better to apply ARIMA if the 
user’s moving paths could be predefined. For the application 
scenarios where the network conditions are totally new to 
mobile devices, it is wiser to choose NFI which can adjust 
itself to the new network scenarios quickly.  

VII. CONCLUSION AND FUTURE WORK 

To summarize our contribution in this paper, we have 
explored the possibility of applying network predictions to 
network-based power adaptation, and implemented three 
prediction algorithms, ARIMA, NFI, and the MC in adaptive 
file transfer on mobile devices. We compared the 
effectiveness of the algorithms while taking the performance 
of prediction like prediction accuracy and performance 
overhead into account. The experiments were conducted in a 
number of settings in public WLANs.  

From the lessons learned through prototype level 
implementation and experimental evaluation, we have 
figured out the future roadmap for our work that helps to 
improve the prediction and adaptation techniques used. The 
temporal difference (TD) method which is often used for 
reinforcement learning can be a potential topic to be 
investigated for enhancing our prediction techniques. The 
advantage of utilizing the TD method is the higher prediction 
accuracy, and it requires less memory for computation [24]. 
In addition, TD is applicable for multi-step prediction [25]. 
As indicated in Section VI the threshold based adaptation 
could lead to more energy savings, and we will explore the 
possibility of using dynamic threshold values. The dynamic 
threshold especially could be helpful in situations where the 
network behavior fluctuates. 
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Abstract—This paper proposes PosPush, a highly accurate
location-based information delivery system, which utilizes the
high-resolution 3D locations obtained from ultrasonic position-
ing devices to efficiently deliver the location based information
to users. This system is designed especially for applications
where a 3D space is partitioned into a set of closely neighboring
small zones, and as a user moves into one of the zones, the
corresponding information will be timely transferred to the
user. In order to identify precise zones, PosPush defines a zone
model by a set of key location points extracted by a location
clustering algorithm, and the zone model is used for online
zone identification based on hierarchical searching. In order to
determine the appropriate delivery time, an Adaptive Window
Change Detection (AWCD) method is proposed to detect the
fast change along the location stream. To evaluate the system
performance, a MV (Music Video) shelf demo prototype was
built in which the information of commodities on the shelf
can be delivered based on PosPush. We verified the feasibility
and effectiveness of our proposed system from objective and
subjective perspectives.

Keywords-Location Based Service, Ultrasonic Positioning,
Ubiquitous Computing

I. INTRODUCTION

Location data can be contextual indexing information that
a system will use to provide services to users, which is
called Location Based Services (LBS)[1-6]. Location based
Information Delivery System (LIDS) is one typical example
of LBS, in which relevant information are predefined for
different zones so that when a user enters one of these zones,
the related information will be delivered automatically to
the user. So far, there are already a lot of research and
engineering efforts focusing on LIDS. These conventional
LIDS always utilized a very coarse location data of user
obtained from either Bluetooth[7,8], Wifi[9-11], RFID[12-
14] or GPS[15,16] to provide proximity based information
delivery service. Generally, in conventional LIDS, the loca-
tion zones are relatively large (over tens of square meters).
Because of the location coarseness, these zones are roughly
defined and have fuzzy boundaries between each other.
In addition, the delivery time in conventional LIDS only
depends on the instant location of user, i.e., the location
based information will be sent to user only if the user is at
one of the location zones.

In this paper, we propose PosPush, a highly accurate
location-based information delivery system, which utilizes
the 3D locations obtained from ultrasonic positioning device
[17] to efficiently deliver the location based information

to users. In PosPush, a 3D space is partitioned into a set
of closely neighboring small zones; a user holds a stick-
style ultrasonic tag and moves it into one of zones to get
more related information. PosPush can be used in many
application scenarios. For example, as shown in Figure 1, in
the shopping mall, the commodities on the shelf are placed
so closely that the distance between two commodities may
be just several tens of centimeters. The vicinity of each
commodity forms a small zone. If a customer shows much
interests in one specific commodity and wants to know more
related information, he/she may approach the commodity
and point at it with a stick-style ultrasonic tag, and then
the information related to the interested commodity will
be pushed to the public display near the commodity shelf.
Another example is the exhibition scenario, where many
exhibits are placed very closely on the booth table. Visitors
can get more information related to one exhibit by moving
the ultrasonic stick close to the interested exhibit. It will be
a fantastic experience for users because user can get what
he/she wants by just pointing a stick towards what he/she
is interested in, so we call such a ultrasonic stick as Magic
Stick.

Customer

Public Display

Figure 1. PosPush for Shopping Mall Scenario

PosPush is a novel LIDS with fine-grained location zones
and highly accurate location information. Compared with
the conventional LIDS, more complex mechanism is highly
desirable in PosPush. Exactly, there are two unaddressed
problems to the conventional LIDS:

1) Precise zone modeling and identification
Since the zones in PosPush are small and closely
neighboring, precise zone identification is extremely
necessary, which poses high requirement to the offline
zone modeling and online zone identification.

2) Appropriate delivery time determination
Considering that there are many neighboring small
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Accurate 
Positioning Device

Location Server

Information
Server

Delivery Engine
Magic Stick

Ultrasonic Positioning System

Figure 2. System Overview of PosPush

zones in PosPush, user may unconsciously pass these
small zones. If information delivery is triggered when-
ever a user is detected within a small zone, the user
will receive many unwanted information. An appro-
priate delivery time determination method is highly
desired.

To address the above problems, two crucial mechanisms
are designed in PosPush. For precise zone modeling and
identification, in offline phase, we make use of a location
clustering algorithm to precisely calibrate the small zone,
which extracts a set of key location points from the randomly
collected location trajectory inside a small zone, and in
online phase, a hierarchical searching method is used to
accurately and quickly determine which small zone the target
is located in. To determine the appropriate delivery time,
we propose Adaptive Window Change Detection (AWCD)
method to tolerate the zone identification error and optimize
information delivery time by monitoring the fast change
along the location stream. We implement PosPush in a
prototypical application for commodity information delivery
in shopping mall. Based on this prototype, we carry out
a number of experiments to evaluate the performance of
PosPush.

The rest of this paper is organized as the follows. we
present the system overview in Section 2. Zone calibration
and identification algorithm, and delivery time determination
algorithm are introduced in Section 3 and 4, respectively.
Section 5 presents the prototype implementation and a
privacy-preserving approach is also described. The perfor-
mance evaluation covering not only objective evaluation but
also subjective evaluation is in Section 6. Finally, Section 7
concludes the paper.

II. SYSTEM OVERVIEW

The system architecture of PosPush is illustrated in Figure
2. Such architecture contains several main components:
• Ultrasonic Positioning System

In PosPush, a ultrasonic positioning system is deployed
for locating the mobile targets, which is composed
of Accurate Positioning Device and Magic Stick. The
positioning device is named as Positioning on One De-
vice (POD) that integrates multiple ultrasonic receivers.
POD is mounted, facing downwards, in the room to be
covered. Magic Stick is a ultrasonic transmitter carried
by user for tracking. It works in active transmission
mode and can be located by POD with the accuracy of
less than 10 centimeters. For more information about
the ultrasonic positioning system, please refer to our
prior work [17,18].

• Location Server
The function of Location Server is to collect the ac-
curate location of Magic Stick. In offline phase, the
model for each small zone is calibrated by clustering a
sequence of location data samples. In online phase, the
real-time location of Magic Stick is used to determine
which small zone the Magic Stick is located in by
searching the location models.

• Delivery Engine
Delivery Engine aims to efficiently determine the ap-
propriate time for information delivery. Particularly,
Delivery Engine performs an AWCD based method to
detect the delivery time by sequentially evaluating the
location stream of Magic Stick. At the delivery time,
Delivery Engine will send a query for retrieving the
location based information from Information Server and
then forward the information to the Public Display.

• Information Server
Information Server contains a location based informa-
tion database that stores various information associated
with the small zones.

Based on the system architecture, the work flow of
PosPush is as follows.

¬ The Magic Stick carried by user emits the ranging
signals to POD.
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 The accurate location of Magic Stick is calculated by
POD and sent to the location server.

® Location server identifies which small zone the Magic
Stick belongs to, and sends the corresponding zone
index to Delivery Engine.

¯ Delivery Engine determines the appropriate delivery
time along the location stream and sends it as a query
to Information Server to retrieve the location based
information.

° The location based information is delivered to the
Public Display for rendering timely.

III. ZONE CALIBRATION AND IDENTIFICATION

In PosPush, location server is an important component
that performs both offline zone model calibration and online
zone identification. The zone defined in PosPush refers to a
small 3D space containing a specific object. For example,
in shopping mall, a vicinity area around a commodity on
the shelf is regarded as a zone. Qualitatively, assume the
distance between two neighboring objects is d cm, such a
small zone can be described as a cubic space with the edge
length of d cm. Figure 3 gives an illustration.

Object 1 Object 2

Zone for Object 2Zone for Object 1

d cm

Figure 3. Cubic Space Description for Small Zone

The characteristics of these zones are small and closely
neighboring. As far as the cubic space is concerned, there
are two basic methods for zone calibration and identification.

1) Center based method
The coordinate of central point is recorded in offline
phase, which is taken as the zone model. In online
phase, the distance between the real-time location of
Magic Stick and the central point of the zone is
calculated. The most probable zone can be determined
if such a calculated distance is less than d cm.

2) Boundary based method
In offline phase, Magic Stick is moved along the
boundary of the cubic space so that the moving
trajectory is recorded as the zone model. In online
phase, the real-time location is compared with the zone
boundary for determining if the tag is located at this
zone.

However, the above methods are not so efficient because
it is difficult to make a correct judgment when Magic Stick

moves between the boundaries of the neighboring zones.
The experiment in Section 6 also confirms it. In addition,
since the Boundary based method requires user to move
Magic Stick strictly along the boundary for calibration, lots
of manual efforts will be needed.

To solve the problems of above methods, we propose a
new method for precise zone calibration and identification.

A. Offline Calibration

Magic Stick

A Random Moving 
Trajectory

Figure 4. Random Location Collection Inside a Zone

During the offine phase, we perform location clustering
method to compute the location model for each small zone.
Firstly, we collect a sequence of 3D location data for a small
zone by just moving Magic Stick along a random trajectory
inside the small zone, which is show in Figure 4.

KLP Initialization

Distance
Calculation

Location Data 
Classification

KLP Updating

Location Data Set

Convergent KLP

Iteration

Figure 5. Block Diagram of Zone Calibration

For users, such a random collection approach is flexible
and convenient. Afterwards, we apply a clustering algorithm
to extract a set of key location points (KLP) form the
collected location data to represent the precise model for
each zone. There are a fair number of research literatures that
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describe various clustering algorithms [19-21]. However, we
choose the classical k-means algorithm [22] to find the
location model since it is a simple but efficient way to
classify the collected location data set into n clusters in
which each location data belongs to the cluster with the
nearest distance. The whole process is shown in Figure
5. After an iterative process, n KLP are finally refined
from the convergent clusters, which are taken as a location
model for each small zone. It can be denoted as Pm =
(xmj , ymj , zmj), j = 1, 2, ..., n,m = 1, 2, ..., M , where n is
the number of KLP in one model and M is the total number
of the zones. It should be noted that at the case of n = 1,
i.e., the number of KLP is 1, the proposed clustering based
method will be reduced into the above mentioned Center
based method.

B. Online Identification

During the online phase, a hierarchical searching method
is used to quickly find the most probable small zone where
the Magic Stick is located in. In this method, there are two
search stages, which are shown in Figure 6.

Real-time Location Data 

The recognized location zone

Candidate Zone 
Selection

First Stage

Precise Zone 
Selection

Second Stage

Figure 6. Block Diagram of Zone Identification

The first stage is Candidate Zone Selection, in which for
each small zone, only one of KLP is randomly selected
for distance calculation to the real-time location data. The
distance data are filtered by comparison with a predefined
threshold so that only Mc zones from all M zones with
minimum distance to the real-time location data are selected
as the candidates for next stage processing, especially,
Mc << M . The second stage is Precise Zone Selection. For
each candidate small zone, the average distance between lo-
cation model of mth zone from Mc candidates and the real-
time location data Xt = (xt, yt, zt) is calculated according
to the following equation.

Distm =

√√√√
n∑

j=1

[(xt−xmj)2+(yt−ymj)2+(zt−zmj)2]

n

(m = 1, ..., Mc)

(1)

Finally, the index of the most probable zone will be
obtained using minimum criteria among the Mc distances,
which is depicted as

Loct = arg min
m

Distm (2)

Through the online zone identification to the real-time
location data of Magic Stick, the location stream of Magic
Stick can be mapped into the matched zone index stream.

IV. DELIVERY TIME DETERMINATION

For purpose of providing friendly user experience, it is
important to find the appropriate and reasonable time for
information delivery. This is especially true for PosPush
where the small zones are close neighboring so that user
may unconsciously pass through some of the small zones.
If we apply the conventional instant-location based delivery
method, many unnecessary information delivery will be
triggered, which would be rather annoying to the users. So
we define the time for starting and stopping information
delivery:

Information Delivery Time (IDT): the moment when the
location based information should be delivered to user client
as user is close or inside one of location zones.

Information Stop Time (IST): the moment when the
location based information delivery should be terminated as
user is leaving the location zone.

IDT and IST are detected by sequentially evaluating
the newest location data in the location stream to find an
adaptive window whose accumulate departing significance
is compared against a IDT-threshold and a IST-threshold re-
spectively. The IDT, IST determination problem is illustrated
in Figure 7. The upper stream is the location stream and the
lower stream is the corresponding zone index stream.

AW
(Adaptive 
Window)

…A1 A3 A1 A3 AI

time

Ai Ai
Ai

Newest
IDT

Current IDT

… x
t-1   

x
t

x
1

x
wLocation data Stream

Zone Index Stream

…

Figure 7. IDT Determination from Streaming Data

The total M small zones can be denoted as {Ai, i =
1, 2, ..., I, ..., M}. Suppose the time when the location data
is Xw, which located at zone AI is the current IDT. At
this IDT, AI related information is delivered to user. Our
objective is to find a IST to stop the information delivery to
A(I), as the magic stick leaves AI . After the information
delivery stops at IST, we need to find the next IDT to
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Figure 8. The Block Diagram of IDT and IST Detection

start new information delivery process as the magic stick
enters another zone. Particularly, we focus on detecting the
moving trend within a time window that is started at Xw

and ended at the newly-received Xt. Since the window size
is always adaptive to newly-received location data, we call
the proposed ISC and IDT determination method Adaptive
Window Change Detection (AWCD).

The key idea of AWCD is that we calculate Accumu-
late Departing Significance (ADS) in the adaptive window,
which is used as a measurement to online check the trend
of Magic Stick departing from the current IDT zone AI .
Since we have known the last location at IDT, which is AI ,
AWCD algorithm tolerates noises by following schemes:

1) if the following location data in the stream departs
from AI only a little, we predict that the location of
Magic Stick has not changed.

2) If the trend that the data in adaptive window departs
from AI is larger than a user defined IST-threshold,
an IST event is detected and the location based infor-
mation delivery should be stopped.

3) If the trend that the data in adaptive window departs
from AI is larger than a user defined IDT-threshold,
A new IDT is detected to inform the new information
delivery.

In details, the AWCD algorithm includes the following
steps.

1) Reset Step
At the time of the current IDT (that is, Xw located at AI

as shown in Figure 7), the ADS to all of zones except AI

are reset to zero.

ADS(Ai, Xw) = 0,∀Ai, (i = 1, ..., M, i 6= I) (3)

2) Update Step
Each time the new location data Xt is received, the ADS

to all of zones except AI are calculated in the adaptive
window from Xw to Xt by a recursive approach.

ADS(Ai, Xt) = ADS(Ai, Xt−1) + DS(Ai|AI , Xt)
∀Ai, (i = 1, ..., M, i 6= I)

(4)
where DS(Ai|AI , Xt) is Departing Significance that is

defined as

DS(Ai|AI , Xt) =




−α, if Xt ∈ AI (a)
β, if Xt ∈ Ai (b)
0, Xt /∈ Ai and Xt /∈ AI (c)

(5)
where α and β are positive values. From the above

equations, we can find that if Xt is located at AI , all ADS
will be decreased by α, but if Xt is located at one zone Ai,
the ADS of Ai will be increase by β and all other ADS will
keep unchanged.

3) Maximum Step
As the real-time location data is received continuously, we

can obtain the spatial-temporal distribution of ADS, which
is shown in the following equation.
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ADS(A1, Xw)
ADS(A2, Xw)

.

.
ADS(AM , Xw)

ADS(A1, Xw+1)
ADS(A2, Xw+1)

.

.
ADS(AM , Xw+1)

......

ADS(A1, Xt)
ADS(A2, Xt)

.

.
ADS(AM , Xt)

(6)
Each line represents a temporal trajectory of the ADS of

one zone; and each column represents the ADS distribution
for all zones at one time. According to the update step, the
ADS to Ai will be monotonically increasing if Magic Stick
has an apparent trend of leaving AI and entering Ai; On the
other hand, all ADS will be relatively small if the location
steam of Magic Stick concentrate on the vicinity of AI . So,
for each time, the maximum value of ADS should be picked
out.

M(Xt) = max
z

(ADS(Az, Xt)) (7)

4) Judgment Step
Finally, the maximum value of ADS is checked against

the predefined thresholds for IST and IDT. The threshold
of IST is predefined as TIST . It means that when the
accumulate departure trend is larger than TIST , the current
information delivery should be stopped. The threshold of
IDT is predefined as TIDT , which means that when the
accumulate departure trend to another grid is large enough,
a new information delivery process should begin. Generally
TIST is smaller than TIDT .

Figure 8 shows the block diagram of the IDT&IST
detection. If M(Xt) is larger than the IST threshold (i.e.,
TIST ), an IST is detected, the current information delivery
stops.

If M(Xt) is larger than the IDC threshold (i.e., TIDT ),
an IDT is detected, and

the new IDT zone will be found accordingly.

Az = arg max
z

(ADS(Az, Xt)) (8)

V. PROTOTYPE IMPLEMENTATION - INFORMATION
DELIVERY OF MUSIC VIDEO DISC

Based on PosPush, we implemented a prototypical ap-
plication of commodity information delivery in shopping
mall scenario. Particularly, considering that Music Video
(MV) is popular to most people, we choose MV disc as
the commodity in our prototype, in which if customer is
interested in a MV disc, he/she will move the Magic Stick
close to it and soon a video clip from this MV disc will be
rendered on the Public Display. Figure 9(a) illustrates our
prototype.

Basically, the prototype mainly includes:
• Commodity Shelf and MV Disc: In the prototype, a

commodity shelf with eight grids is used. Each grid
contains one MV disc so totally eight discs are placed

POD

Public

Display

Magic Stick

(a) Demonstration

Zone 1

Zone 2

Zone 3

Zone 4

Zone 5

Zone 6

Zone 7

Zone 8

35cm

25
cm

35cm

(b) Zone Definition

Figure 9. PosPush Prototype

on the shelf. It should be noted that the MV discs
we used are from the popular singers nowadays for
attracting the attentions of the visitors. The grids on
the shelf are closely neighboring and each grid has a
size of 35cm height and 35cm width. Since ultrasonic
signal may be obstructed by the grid board, we define
a vicinity area outside the shelf but close to a MV disc
as the small zone for information delivery. Exactly, the
zone size is 35cm×35cm×25cm, as shown in Figure
9(b). The zone index is also given.

• POD and Magic Stick: A POD is fixed on the top
of the commodity shelf to cover all zones of eight MV
discs. It has a hexagon shape containing six surrounding
ultrasonic receivers. A stick-style ultrasonic tag is used
as Magic Stick to be held by user. As the user moves
the Magic Stick to the interested MV disc, POD can
calculate the accurate 3D location of Magic Stick and
sent the location data to a server computer. It should
be pointed out here is that the updating rate of Magic
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Stick’s location is 5Hz, i.e., the transmission interval of
Magic Stick is 200ms.

• Server Computer: On server computer side, the
video clips of all MV discs are stored at an infor-
mation database, and a Java-based PosPush software
is developed to perform both precise zone calibra-
tion&identification and IDT determination. PosPush
software also provides a user-friendly GUI for ease of
use. In offline phase, PosPush aggregates a sequence
of location data in the vicinity area of a MV disc and
extracts a set of KLP as the zone model. Then, the
location model is associated with the corresponding
video clip of the MV disc. In online phase, PosPush
obtains the appropriate IDT from the location stream
of Magic Stick. At the IDT, the video clip is retrieved
from information database and is played on the Public
Display.

A. User Privacy

A potential problem to Magic Stick mode is user privacy
issue. Considering that public display is used to render the
video clips and there are always many people in shopping
mall, it is unavoidable that the video clip of a user interest
will be seen by others, which leads an uncomfortable ex-
perience. Another problem is that only one public display
is placed in a shelf so that more than two users can not
view the interested information simultaneously. To solve this
problem, we further designed a small USB-style ultrasonic
transmitter, which can be easily plugged into user’s personal
mobile device, such as PDA or mobile phone. As user
want to know more information to the interested commodity,
he/she just move the personal mobile device close to such a
commodity and soon, more information will be delivered to
user’s personal mobile device via wireless connection, e.g.,
Wifi, Bluetooth, etc. Figure 10 gives an illustration to this
scenario.

USB Ultrasonic Tag

Figure 10. Prototype for User Privacy Preservation

VI. PERFORMANCE EVALUATION

Based on the prototype, a number of experiments are
carried out to evaluate the PosPush performance. In addition,
we showed the MV demo in a formal exhibition to visitors
for subjective evaluation.

A. Evaluation of Zone Calibration&Identification

In PosPush, zone models are offline calibrated by ap-
plying k-means clustering to a randomly collected location
sequence with length L, so that n KLP can be extracted as
the zone model. The selection of parameters L and n will
affect the complexity of zone calibration and the accuracy of
the zone identification. On one hand, larger value of L and
n can create a more precise zone model. On the other hand,
larger L means more time consumed for location collection
processing. Thus we expect to find an optimal combination
of parameter L and n so as to obtain a precise location
model while minimizing the calibration efforts as much as
possible.

In our experiment, the length L of collected location
sequence during offline calibration phase varies from 30,
to 60 and 90. Considering that the update frequency of
Magic Stick is 5Hz, the corresponding collection time is 6s,
12s and 18s respectively. The number of KLP (n) ranges
from 1 to 20. For each pair of parameter L and n, zone
models are built for all the eight zones of the prototype.
In online phase, we collect a set of real-time location as
the test data. Particularly, most of the test data are collected
near the boundary of zones. The ground truth of zone index
stream is manually labeled. We use the error rate of zone
identification for performance evaluation. The results are
shown in Figure 11. From this figure, we can see that, firstly,
the length of collected location sequence has little effect on
the zone identification accuracy. Especially, when n > 10,
although the length of the location sequence is different, the
identification accuracy are almost identical. Secondly, the
identification accuracy is improved with the increase of the
number of KLP, but the accuracy will increase very slightly
when n > 10.

Therefore, according to the experiment results, we select
L = 30 and n = 11 as the optimal parameters. With
this parameter setting, a precise zone model can be built
for online identification through moving Magic Stick in a
specific zone for just about 6s.

Next, we perform experiment to compare the error rate
between our proposed clustering based method and the
two baseline methods mentioned in Section 3. In online
identification phase, we use the same test data with the above
experiment to evaluate the performance of the three methods.
Figure 12 shows the comparison result. From this figure, it
is obvious that our proposed method can achieve the best
accuracy compared to the other two methods. We also find
that the error rate of Center based method is very close to
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Figure 11. Effect of L and n to the Zone Determination Accuracy

the case of n = 1 in the clustering based method as shown
in Figure 11.
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Figure 12. Comparison between Different Methods

B. Evaluation of AWCD

To evaluate the performance of the proposed AWCD
method, we need a metric to check if there is a good
match between the IDT determined by AWCD and the user’s
true interest. We propose Matching Rate between the user’s
true interest and the actually delivered information as the
evaluation metric. At each time instance, user’s true interest
is manually labeled. If the delivered information is the same
with the user’s true interest, a ”match” is counted; otherwise,
a ”mismatch” is counted. After the user has used the PosPush
system for a period, a sequence of ”match” and ”mismatch”
will be recorded. Matching Rate is defined as the percentage
of the whole sequence occupied by the ”match” number.
For convenience of evaluation, we index all zones. The four
zones on the left column are indexed as Zone 1 to Zone 4
from top to bottom, and the four zones on the right column
are indexed as Zone 5 to Zone 8 from top to bottom.

The experiment result of one test is shown in Figure 13.
The Y-Axis is the zone index, and the X-Axis is time. A user

moves the Magic Stick in the shelf area. His true interest is
the commodities placed in the Zones 1, Zone 6, Zone 3 and
Zone 8. The green dotted line shows the zone determination
results. We can see the trace starts from Zone 1 for a while,
then passes Zone 5 and stays in Zone 6 for a while; next
fast passes Zone 7 and stays in Zone 3 for a while; finally
fast passes Zone 4 and ends in Zone 8. The true interest
is labeled by the user himself and is shown in the dotted
black curve. According to the zone determination result, the
Magic Stick traveled all of zones considering that there are
fast-pass zone result and error determination result. If the
delivery time is just dependent on the instant location like the
conventional LIDS, the information related to all zones will
be pushed to user. It will bring uncomfortable experience
to users. For comparison, the delivered result generated by
our proposed AWCD is plotted in the solid purple curve. It
can be found that the information delivered by AWCD well
matches the user’s true interest and AWCD can tolerant the
zone identification error and fast-pass zone result. Exactly,
the Matching Rate of AWCD based method is as high as
96.5%.
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Figure 13. Experiment of AWCD based Delivery

We carry out 50 times of above test to compare the
Matching Rate between AWCD and the conventional instant-
location based method. The average Matching Rate are
summarized in Table I. We can see AWCD-based method
can improve Matching Rate over 10% compared with the
conventional method.

Table I
MATCHING RATE COMPARISON

Instant-Location based
Method

AWCD based Method

Matching Rate 86.1% 96.7%
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C. Subjective Evaluation

To better understand user’s subjective affection to Pos-
Push, we showed our MV shelf prototype at NEC Solution
Fair 2008 (as shown in Figure 14).

During this exhibition, we presented the MV informa-
tion delivery demo to many visitors who had never seen
PosPush before. It is worth noting that almost all of the
visitors were from information technology domain, which
means they may have a stronger willing to experience new
applications. Firstly, we introduced the visitors to PosPush
and then explained MV shelf demo to them. Such a live
demonstration attracted the attention of visitors immediately.
Most of the visitors took the Magic Stick or PDA in their
hands and experienced PosPush system by themselves. After
the visitors had experienced the functionalities of PosPush,
they gave us their feedback. One hand, we got some praising
words, such as

1) ”It is really the first time for me to see such a
technology.”

2) ”It is an interesting experience for me.”
3) ”It is definitely high accurate locating system.”
On the other hand, we also got some advice, such as
1) ”If I use Barcode reader to scan the goods ID and

send it to server via wireless, I can also get the more
information of my interested goods.”

2) ”PosPush may just be applied for MV shop, but it is
more common in shopping store that the commodities
(such as shampoo, cookie) are placed very close, so it
is difficult to realize PosPush in such real scenario. ”

VII. CONCLUSION

In this paper, we designed, implemented and evaluated
PosPush - a highly accurate location based information
delivery system, which utilizes the 3D locations obtained
from ultrasonic positioning device to efficiently deliver the
location based information to users. To meet the requirement
of practical application, we proposed two key mechanisms.
1) Precise zone modeling and identification 2) AWCD based
delivery time determination. Based on PosPush, we imple-
mented a prototypical application of commodity information
delivery in shopping mall scenario. It verified the feasibility
and effectiveness of our proposed system. In the future, there
are several directions to pursue in order to further improve
PosPush. Firstly, we investigated the PosPush system into the
zone with the size of tens of centimeters in this paper. But
it is common in current supermarket that the commodities
(such as cookie, shampoo etc.) are placed one by one so that
the zone has a smaller size of less than 10cm. So we plan to
apply PosPush system to such smaller zones for performance
evaluation. Secondly, the current PosPush is based on the
ultrasonic positioning system. We will investigate the use
of other 3D positioning system [23-25] for PosPush in near
future.
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Abstract—In this paper, we deal with micro-mobility
in TWINBOARD network, which is a two nodes mobile
network architecture based on an all IP infrastructure.
The two nodes are the Base Station (BS) and the Access
Gateway (AG). To manage micro-mobility, we propose a
new approach providing efficient and smooth handover,
while being able to coexist and inter-operate with exist-
ing technologies. Specifically, we propose an intra-domain
multicast-based handover approach combined with an
Alert mechanism. Alert approach is a distributed mecha-
nism that provides routers with information regarding the
congestion state of other routers without any modifications
on existing routing protocol. Our solution achieves an
efficient intra-domain handover and avoids flooding in the
network. The simulations used to evaluate our scheme and
compare it to other multicast scheme - DVMRP (Distance
Vector Multicast Routing Protocol) show that our solution
presents a good performance and outperforms DVMRP
scheme. Our main contribution consists on an efficient new
approach to manage IP micro-mobility using intra-domain
multicast with alert mechanism.

Keywords - Micro-mobility, intra-domain handover,
multicast algorithm, alert algorithm .

I. INTRODUCTION

Current mobile networks are composed of several
network elements interconnected by specific network
infrastructures, leading to important development,
deployment and maintenance costs. For example, in the
data-path of 3G networks defined by 3GPP there are at
least four types of interconnected nodes: node B, RNC,
SGSN and GGSN. The architecture under definition at
the WiMAX Forum presents a step forward towards
simplification in defining an IP based infrastructure
connecting 3 nodes [23]: Base Station (BS), Access
Gateway (AG), and Anchor Point/Home Agent (HA).

Considering the topics and the objectives of the
Next Generation Mobile Networks (NGMN) initiative

launched by major European and North American
mobile network operators [20], the European CELTIC
project TWINBOARD 1 investigates the performances
and the cost of a two nodes IP architecture for a mobile
network (see Figure 1). In this project, we consider a
mobile network composed of BSs connected to one
or some enhanced AGs through a dedicated network
that we call Access Aggregation Network (A2N).
The major objective of the TWINBOARD project is
to propose a novelA2N architecture considering a
specific features of IP networks especially in terms of
load distribution, reliability, and flexibility. Here all
mobility related functions and associated features are
ensured by BS-AG tandem.

B S

B S

B S

B SB S

A G
A G

A g g r e g a t i o n  N e t w o r k  
w i t h  d y n a m i c  c o n t r o l

Fig. 1. TWINBOARD network Architecture

The target architecture defined by TWINBOARD
recommendations is an optimized Packet Switched
(PS) network architecture, which will provide a smooth
migration of existing 2G and 3G networks towards an
IP network with improved cost competitiveness and
broadband performance. The A2N network is an IP
based network and loosely meshed with tree-like traffic

1TWINBOARD European CELTIC PROJECT, see http://www.
celtic-initiative.org/Projects/TWINBOARD/default.asp.
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pattern -mostly GW from/to BS- that is changing due
to mobility. Due to these peculiarities, load sharing
and resilience mechanisms known from the Internet are
expected to yield suboptimal results.

Related works: Several studies on micro-mobility [7],
[16] show that Mobile IP (MIP) [11], the proposed
standard, has several drawbacks from its network
overhead and its end-to-end delays due to the triangle
routing problem. Many micro-mobility approaches
attempt to improve MIP [13], [14] in current IP mobile
networks. However, such approaches suffer from
complexity and handover performance [6]. To the best
of our knowledge, the proposed utilization of multicast
combined with alert message diffusion in Two-Nodes
Mobile IP network has never been studied to manage
intra-domain handover.

The rest of the paper is organized as follows. In
Section II, we give an overview of multicast protocols.
In Section III, we describe our proposed algorithms
and we prove the NP-completeness of the related
problem. Section IV presents our TWINBOARD
simulator and its environment (used topologies,
multicast group and traffic model). Section V gives
evaluation and simulation results. In Section VI, we
present conclusions and outline perspective future works.

In our case, we propose two distributed algorithms
mainly implemented on GW and BS nodes to guaranty
QoS dealing with the real time constraints of mobility.
The paradox we deal with is to guarantee moving
mobile connections by insuring enough flexible resource
use on an IP routing without considering too expensive
mechanisms on each router of the aggregation network.
Considering these attempts, the solution we propose
focuses in particular on optimization of the route tables
and on traffic load balancing techniques between BS
and GW, without using resource allocation mechanisms
in the IP interconnection network.

The architecture we propose is based on two
collaborative algorithmic mechanisms. Firstly, to
avoid congestion in the network and to insure flexibility
in the use of the bandwidth of the network, we adapt the
routing alert algorithm proposed in [19] for inter-domain
network by introducing a hierarchy concept in the IP
network based on the particularity of the considered
traffic (from BS to GW and from GW to BS). Secondly,
we propose a distributed process to control multicast
functionalities in each IP router to obtain a constraint
delay multicast tree compatible with the embedded IP
routing. Here multicast is used to anticipate handover
when it is considered as probable. Then traffic to the

target mobile user is multicasted to the BS to, which it
is connected and to the geographical neighboring BS.
The aim of the proposed process using only IP basic
mechanisms, is to limit congestion overhead due to the
multicast.

These algorithmic solution takes benefits of forwarding
and routing of datagrams and presents several natural
advantages:

• Cheap installation and exploitation on adapted and
inexpensive existing IP infrastructure.

• Good load distribution (Alert mechanism).
• Ability to coexist and to inter-operate with existing

technologies.

II. M ULTICAST OVERVIEW

We categorize algorithms for the multicast tree con-
struction in two categories [17]:

1) Source-Based Algorithms (SBA).
2) Core-Based Algorithms (CBA).

In SBA algorithm the tree’s root is the source node
and the leaves are the multicast group’s components.
SBA is currently used as the tree construction algorithm
for Distance Vector Multicast Routing Protocol
(DVMRP) [18], Protocol Independent Multicast Dense
Mode (PIM-DM) [3], and Multicast Open Shortest Path
First (MOSPF) [10].

The CBA or the core-based algorithm selects a
core node as a multicast tree’s root. Afterwards, a
tree rooted at the core node is constructed to reach
all the multicast group’s members. In this case, the
core node is different from the source and it is very
important to select the best one as much as possible.
Therefore the source send messages to the core node,
which distribute those messages to the destinations.
Among the protocols that use the CBA we can cite
Protocol Independent Multicast Sparse Mode (PIM-SM)
[4] and the Core-Based Tree (CBT) protocol [2]. The
core-based algorithms are highly suitable for sparse
groups and for large networks. Indeed they provide
excellent bandwidth conservation for receivers. With the
multicast technology, multimedia applications, such as
videoconferences, require an efficient management of
the QoS. An essential factor of these real-time strategy
is to optimize the DVBMT problem [12].

The multicast delay variation is the difference of
the maximum end-to-end delay and the minimum
end-to-end delay among the paths from the source node
to all the destination nodes. Minimizing this parameter
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allows all the destination nodes to receive the same
data simultaneously as much as possible. One issue to
the DVBMT problem is to minimize multicast delay
variation under multicast end-to-end delay constraint.
In [12], authors propose a heuristic solution called
Delay Variation Multicast Algorithm (DVMA), where
they construct at first the tree by considering only the
end-to-end delay constraints. Afterwards, they enhance
the tree by considering the the multicast delay variation
constraint. Nevertheless, DVMA presents a high time
complexity, which is does not fit in modern applications.

Another heuristic solution with lower time complexity
than DVMA is called Delay and Delay Variation
Constraint Algorithm (DDVCA). DDVCA is based on
the Core-Based Tree (CBT), where the core node is
selected as the node with minimum delay variation
with all other multicast group’s nodes. However, the
DDVCA exhibits high network charge around the core
node. Indeed, all the multicast packets transit through
the core node, this last one resends these packets to the
leaves.

Our multicast algorithm overcomes these limitations and
it is used in wireless networks to manage the handovers
by constructing an optimized tree from one from an
Access Gateway (AG) to some Base Stations (BS)
on, which mobility can be predicted. Unlike DDVCA
where the tree construction is based only on one core
node, our distributed solution extends this construction
on several core nodes. This allows us to minimize the
bandwidth consumption as we spread the charge on
different core nodes.

III. M ULTICAST&A LERT-BASED MICRO-MOBILITY

In this section we present our solution to manage
micro-mobility with congestion avoiding. We propose
two algorithms: Multicast algorithm and alert algorithm.

A. Problem Context

Handover performance and router congestion are a
significant factors in evaluating performance of IP mo-
bile network. With the Internet growth it becomes cru-
cial to design efficient, scalable and robust handover
protocols. We propose a new architecture for providing
efficient and smooth handover with congestion avoiding.
Our approach consists of two distributed algorithms:

• Multicast Algorithm used to construct an optimized
multicast tree from an Access Gateway (AG) to
some Base Stations (BS) on, which mobility can
be predicted [1].

• Alert Algorithm used to avoid IP router conges-
tion [19].

Note that the multicast will occur only within the period
during, which the BS communicates the candidates cells
to the moving Mobile Node. Once this information is
acquired by the Mobile Node and one cell is selected,
then the unicast routing runs again and the multicast is
interrupted. The handover trigger is based on a simple
power signal comparison between the current BS and
the candidate one. In our case, Handover Trigger event
are invoked when the received signal level in the current
cell becomes lower than the pre-defined thresholds. A
handover_triggernotification message is sent by the
current cell to the AG in order to launch the multicast
to the candidate cells.

We consider a single domain as shown in Figure 2.
The Border Router (BR) connects the network to the
internet and one Access Router (AR) serves a number
of BSs. When a mobile node moves from one BS to
another without changing its AR, we talk about an
intra-AR handover case that is not considered in this
paper because it is specific to AR implementation.
Each BS on, which mobility can be predicted is
assigned a multicast address and it sends a notification
to its attachedAG . We do not focus on mobility
prediction, so we assume that we know the Base
Stations set on, which mobility can be predicted [8],
[15]. Considering this set to be the multicast groupMi,
it appears suitable to match them to the local group
given by the neighboring setNSi of each Base Station
BSi in the planar graphPG = (Vp, Ep), whereVp is
the set of Base Stations andEp is a set of directed
links. Therefore, for a givenBSi a multicast group
Mi ⊂ Vp is constructed bym Base Stations belonging
the set NSi and distributed geographically on the
TWINBOARD access network.

Actually, the multicast is triggered at the AG level
considered as the intelligent entity responsible of pro-
cessing the handovers and other functions in TWIN-
BOARD network. In the simulated handovers scenario
(Figure 2), one mobile node attached to the Base Station
BSi is in communication with another mobile node
attached to the Base StationBSj that may roam outside
of its serving cell. Before handover trigerring, unicast
packets are sent byBSi to its attached AG along the
IP routers network by using an unicast routing protocol
combined with the Alert mechanism. Once the handover
is detected, and according to the address ofBSj obtained
from the unicast packet, the AG selects the multicast
group membersmj from theNSj set. Thus, it constructs
the multicast packets to be forwarded to each multicast
group member using the proposed Multicast Algorithm
combined with the Alert Algorithm.
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Fig. 2. TWINBOARD Architectural view

B. Multicast Algorithm

When a mobile user moves from one point of access
to another within a domain, a handover event takes place
between the two points of access. Handover involves
to redirect the incoming traffic flow to the new access
point. In proactive handover the link between the mobile
user and the new access point is established prior to its
disconnection with the old access point. Hence a smooth
handover, i.e., handover with low packet loss, can take
place by exploiting the fact that the new access router
is known a priori and that multicasting allows proactive
path setup to the new access router. The packets are
multicasted to the mobile nodes within the domain
where handover can be predicted. Mobility prediction
need not necessarily be a part of the micro-mobility
algorithm as it can be better achieved with additional
information from lower layers.

Problem definition:
We define the related multicast problem from a graph
theory point of view (see Figure 3 for an example). Then,
we show that it is NP-complete and not approximable
problem. We consider a symmetric digraphG = (V, E)
within a coherent routing functionR, a vertexs ∈ V
(called transmitter) and a vertex subsetD (called
destination set).

Definition 1: We define a Broadcast scheme
from s to D as a subtree ofG rooted in s, with depth
equal tomax

v∈D
|R(s, v)|, with leaves in setD and where

the edge set can be decomposed in a set of paths such
that:

1) The initial extremity of each path iss or an

intermediate vertex with outgoing degree> 1 in
the subtree.

2) The final extremity of each path is a leaf.
3) Each path < i, f > corresponds to the route

R(i, f).

The number of edges in the subtree defines thesizeof
the broadcast scheme.

s

Vertices in D

Routes From R

Fig. 3. An example of multicast scheme

s

S1 S2 S3 Sm

S’1 S’2 S’m

c1 c2 c3 cn

Transmiter

Destination set

Fig. 4. Polynomial reduction

The problem of finding a multicast tree minimizing
the number of edges under an IP routing constraint can
be defined as follows:

Problem: Destination_Mobility (DeMo)
Given: A symmetric digraphG = (V, E), a coherent
routingR, a transmitters ∈ V , a destination setD and
an integerk.
Question: Does there exist a Broadcast scheme with
size at mostk ?

Complexity:
Theorem 1:For somec > 0, ProblemDeMo is NP-

complete and not approximable withinc log(n),wheren
is the number of vertices of the graph.
To prove this theorem, we propose a polynomial
reduction from theSET-COVER problem.
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Proof: Problem DeMo is clearly in NP. Indeed, it is
easy to check in polynomial time for a given structured
trees if one of them is (or not) a broadcast scheme
with at mostk edges. Counting the number of edges
requires at most| E | elementary operations. The trees
generation can be done in polynomial time within the
number of the structured trees by choosing recursively
the initial extremity for each element ofD.
To prove that Problem DeMo is NP-complete, we
propose a polynomial reduction from theSET-COVER
problem defined as follows:

Problem: Set Cover (SET-COVER)
Given: A set C = {c1, . . . , cn} of n elements, a
set S = {S1, . . . , Sm} of m subsets ofC such as:
⋃m

i=1Si = C and an integerk′.
Question:Does there exist a subsetS′ of S (called
cover of the set C:

⋃

i|Si∈S′Si = C) such that|S′| ≤ k′ ?

The problem SET-COVER has been shown to be
NP-complete in [5].
Consider any instanceI=(C, S, k′) of the ProblemSET-
COVER. We transform this instance to the instance
I ′=(G, R, D, s, k) of the ProblemDeMo.

1) G is defined as follows:

• We define the sets of vertices:

ζ = {c1, . . . , cn}, ϕ = {S1, . . . , Sm},
the vertexs and the setϕ′ = {S′

1, . . . , S
′
m}.

• We connect by a symmetric edge the vertexs
to each vertex of the setϕ.

• We connect the vertexcj to the vertexSi by
an edge if and only ifcj ∈ Si.

• So, the vertices set of the graphG is composed
by: V = s ∪ ζ ∪ ϕ ∪ ϕ′.

• We consider a complete bipartite graph be-
tweenϕ andϕ′.

2) The set of destinations is :D = ζ ∪ ϕ′ , and the
transmitter is the vertexs.

3) The routingR is defined as follows :

• For i ∈ {1, . . . , k′} , the routeR(s, S′
i) is the

shortest path crossing first the arc toSi ∈ ϕ,
then the arc fromSi to S′

i;
• For each couple(i, j) the routeR(Si, S

′
j)

is the arc that connect them in the complete
bipartite graph;

• For j ∈ {1, . . . , n} , if and only if cj ∈ Si the
arc fromSi to cj is the routeR(Si, cj);

• For each other couples of vertices in the graph
G, we consider a shortest path routing.

4) We choosek = k′ + m + n.

It’s clear that the number of vertices in the graph
G is polynomial considering|C|. Thus, we obtain a
polynomial reductionSET− COVER → DeMo.
This construction is shown in the Figure 4.

Consider now that the answer to ProblemSET-
COVER for I is positive. So, it exists a setC ⊂ S
of k′ elements, which cover the setC. We define a
Broadcast scheme where the tree is induced by the
union of the edges of the following routes:

1) The routes of length1 from s to each vertexSj

such thatSj ∈ C.
2) For eachi such thatSi 6∈ C, a route made of

length1 from a vertexSj ∈ C to S′
i.

3) For eachci ∈ ζ, a route made of length1 from a
vertexSj ∈ C to ci such thatci ∈ Sj .

First, it is clear that this set of routes induces a
subtree ofG rooted ins with k′ + m + n edges, depth
2 and leave setD. Secondly, by considering routes
from s to verticesS′

j such thatSj ∈ C, and all other
edges as routes, we can conclude that this tree defines
a broadcast scheme.

Conversely, consider now that the answer to Problem
DeMo for I ′ is positive. So, it exists in the graph
G a Broadcast scheme of at mostk edges withs as
transmitter and where each destination (final extremity)
is in D. Sinceϕ is a vertex set disconnectings from D
and since the maximal delay ism + n + 1, then the tree
can only consists in some path froms to a subsetSϕ of
ϕ and then one arc from a vertex inSϕ to each vertex
in D. Thus, |Sϕ| = k′ and sinceSϕ is also a subset
of S, the answer is positive for instanceI to Problem
SET-COVER.

We conclude that ProblemDeMo is NP-complete.
Now, let us demonstrate that ProblemDeMo is not
approximable withinc log(n), for somec > 0 with n
the number of vertices. We consider ProblemDeMo as
an minimization problem. We have seen that any tree
in a broadcast scheme for any instanceI ′ described
above consists in some path froms to a subsetSϕ

of ϕ and then one arc from a vertex inSϕ to each
vertex in D. Thus, the number of arcs in such a tree
is equal toa + m + n and that this number is equal
to opt + m + n where opt is the minimum size of
a solution for instanceI to Problem SET-COVER
considered as a minimization problem.

Consider that for some constantc, Problem DeMo
is c-approximable, i.e., there exists a polynomial
algorithm providing a solution sizea× (m + n + 1)+ n
for I ′, and a solution of sizea for I, such that
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a+m+n
opt+m+n

≤ c. Thus, a
opt

≤ c
(

1 + 1
opt

)

≤ 2c , i.e.,
ProblemSET-COVER is 2c-approximable, which is a
contradiction with the fact that for somec > 0, this
problem is not approximable withinc log(m + n) [9].
We conclude the proof of the Theorem 1.

Distributed algorithm to solve Problem DeMo:
We give now more details about our proposed
algorithm to achieve an efficient intra-domain handover.
A multicast datagrams are composed of two portions: a
fixed length header and a data field. The header contains
a main destination address considered by the routing
function, and a set of secondary destination addresses.
An IP router receiving such a multicast packet has to
decide if it creates and sends new multicast packets
through all the outgoing links or remains on the main
destination route. For each empty part on a link,
no packet is sent. Note that the complexity of this
distributed algorithm is low and that no large memory
size is required in routers. Moreover, this algorithm just
consists in piloting the usual IP multicast functions in
these routers.

The header of a multicast packetP consists in:

• A set of destinationDest(P ) and a main destina-
tion Maindest(P ) ∈ Dest(P ).

• A delay Delay(P ) being the maximal number of
remaining steps for each destination inDest(P )
to receive the packet.

For each couple of nodesu andv in the graph, let us
denote bysuccR(u, v) the successor ofu on the route
R(u, v). Consider now a nodeu receiving a multicast
packetP at a given step. Any distributed algorithm to
solve ProblemDeMo consists foru to send a multicast
packetPw to eachw ∈ Γ+

G(u) at the next step. Such a
distributed algorithm has to respect the following rules.
For each nodew = succR(u, v), let us first define:

Sent(w, P ) = {v ∈ Dest(P )s.t.|R(u, v)| = Delay(P )}.

Then,

1) Sent(w, P )⊂Dest(Pw),
2) Delay(Pw) = Delay(P ) − 1,
3) if w = succR(u, Maindest(P )) then

Maindest(Pw) = Maindest(P ),
4) the set of subsets{Dest(Pw)| w ∈ Γ+

G(u) and
Dest(Pw) 6= ∅} is a partition ofDest(P ).

If for any w, Dest(Pw)=∅ then no packet is sent byu to
w. Consideringu′ as the neighbor ofu having sentPu to
u, we define for anyv ∈ Dest(Pw): Last(v)=|R(u′, v)|.

We Consider w0=succR(u, Maindest(P )). Then

for any w ∈ Γ+
G(u) and respecting the previous rules,

the distributed multicast algorithm consists in the
following instructions:

Algorithm 1 NodeU receiving a multicast packetP

Require: PacketP ; w = succR(u, v).
Ensure:

1: if w 6= w0 then
2: Dest(Pw) = Sent(w, P )
3: for all v ∈ Dest(P ) −

⋃

w∈Γ+

G
(u)

Sent(w, P ) do

4: if |R(u, v)| ≥ Last(v) then
5: Put v in Dest(PsuccR(u,v))
6: end if
7: end for
8: for all w ∈ Γ+

G(u) and anyv ∈ Dest(Pw) do
9: SetLast(v)=|R(u, v)|

10: end for
11: end if
12: Maindest(Pw)= the least number vertex in

Dest(Pw).
13: Dest(Pw0

)=Dest(P )-
⋃

w∈Γ+

G
(v)−{w0}

Dest(Pw)

The step number1 guarantees the respect of the
previous rules. The step2 is the optimization step
of the algorithm consisting in identifying on the
current branch of the tree, if for any destination
v ∈ Dest(P ) −

⋃

w∈Γ+

G
(u)

Sent(w, P ), the current vertex

u is or not the much closer vertex fromv.

To initiate the process, we consider that the transmitter
s has received a packetP with a node inD such that
the distance froms to this node is maximum (this
distance initializesDelay(P )). This node will be the
main destination and all the other nodes inD compose
the secondary destinations. For anyv ∈ Dest(P ), we
also setLast(v)=|R(s, v)|.

C. Alert Algorithm

This algorithm is based on works proposed in [19]
for inter-domain network. We adapt this routing alert
algorithm for intra-domain network by introducing a
hierarchy conceptin the TWINBOARD network similar
to the one used in inter-domain network. Alert algorithm
uses the existing intra-domain routing protocol function-
alities. It acts directly on routing tables by disabling,
activating or replacing routes. Our goal is to provide
routers with information regarding the congestion state
of other routers without any change in the routing
protocol. We say that a router is:
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• Perturbed or inred state: if the total amount of
traffic transitting through it, emitted by it, and
sending to it exceeds its capacity.

• Stable or ingreen state: if its capacity exceeds its
traffic loads.

Each router informs its neighbors when it becomes
perturbed in order to allow them to change their routing
and it also keeps them informed when it returns to an
operational state. Each router is provided with:

• RTi containing the next hop for the intra-domain
routing protocol.

• Routing tableLTi containing a lists of the next hops
towards every destination. This table is altered by
classical intra-domain routing mechanism only.

• Priority table PTi storing a list of potential
congestioned-free routes. It is same as theRTi table
if there are no perturbed routers.

• State Tablesti containing states of its neighbors.
This table is updated by alerts sent by neighboring
routers when their states change. The default values
in this table aregreen.

The alert message is composed of: an identifier of
the router (ID), a new state, and a delayd. Once in the
router scheduler, the received message will be processed
after d delay (unit of time) and will replace any older
message that arrived from the same emitting router. The
delay is set according to an exponential distribution
in order to avoid synchronization in the network. The
mean of the distribution is small forred alert and big
for greenalert. By this way, we limit the emergence of
oscillations that can occur by exchanges ofgreen and
red messages.

Algorithm 2 details the behavior of a routeri treating
a packetp received from the nodej. First, the routeri
selects destinations for, which the routerj (in red state)
is the next hop. The routeri then chooses uniformly the
alternative next hops among routers ingreenstate and
stored in the setLTi[dest]. If no node can be chosen,
the nodei selects the routing path stored inRTi table
in spite of its state.

IV. SIMULATOR DESCRIPTION

In this section we simulate the behavior of the TWIN-
BOARD network in case of intra-domain handovers
by combining the two algorithms: Multicast and Alert
Algorithms. The two proposed algorithms are compati-
bles with the embedded IP routing. The purpose of our
simulation is to show how the proposed scheme can
be adopted and compatible with the existing IP routing
protocols.

Algorithm 2 Node i treating a messagep

Require: messagep = (j, state, delay); tables RTi,
PTi, LTi, sti

Ensure:
deletep from the scheduler

2: sti[j] ⇐ state
if state = red then

4: for all dest ∈ V do
if PTi[dest] = j then

6: let S = {x ∈ LTi[dest]/sti[x] = green}
if S = ∅ then

8: PTi[dest] ⇐ RTi[dest]
else

10: PTi[dest] ⇐ choose_uniformly_in(S)
end if

12: end if
end for

14: else
for all dest ∈ V do

16: if sti[PTi[dest]] = red then
if j ∈ LTi[dest] then

18: PTi[dest] ⇐ j
end if

20: if RTi[dest] = j then
PTi[dest] ⇐ j

22: end for
end if

A. Simulation environment

In order to prove our concepts and the advantages of
our algorithms, we have developed a simulator using
OMNeT++ [21], which is a free, open-source discrete
event simulation tool, similar to other tools like PAR-
SEC, NS, or commercial products like OPNET. Other-
wise, OMNeT++ contains definitions of many popular
protocols (UDP, TCP, IPv4, IPv6) as well as models of
basic network nodes (routers, hubs, access points, gate-
way, base station etc.) that help us on modelling intra-
domain mobility without worrying about the underlying
mechanisms.

B. Topology and traffic Assumptions

The simulated network has been modelled according
the TWINBOARD architecture as shown in Figure 2.
The main elements are Base Station (BS) and the Access
Gateway (AG) interconnected by a network of basic IP
routers. We used topologies with 80 nodes where the
number of Gateway, Base Stations and their degree of
connectivity are considered as parameters of simulation:

• The degree of the gateway is chosen greater than 1.
• The degree of the BS is equal to 1 (Access Points).
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• The topology of the IP routers network is generated
by the BRITE generator [22].

The traffic is generated by the set of BS (sources) then it
flows through the IP routers to reach the gateway to be
finally multicasted to the Base Stations members of the
multicast group.TVi(j) represents the traffic amount
to be delivered from the sourceBSi to the destination
BSj member of the multicast group. The traffic amount
TVi(j) =

α

|Vp|2
N (10, 8) generated by theBSi is a

random quantities given by a normal distribution with
the mean equal to 10 and the standard deviation equal
to 8.

The parameterα is the flow’s desired traffic parameter
used to vary the level of the traffic in the network. To
simulate the intra-domain handovers event, we vary
periodically the traffic matrix as follows:

• We choose randomly and with certain probability
Pij two traffic matrix elementsTVi(j) andTVj(i).

• We reduce the value of the traffic matrix element
TVi(j) of a certain quantityq.

• We increase the value of the traffic matrix element
TVj(i) of a certain quantityq.

Indeed, we simulate the user handovers by a tolerate
traffic matrix fluctuations. Although networks are engi-
neered to tolerate some variation in the traffic matrix,
large changes can lead to congested links and break the
assumptions used in most designs. To simulate realistic
scenarios, the cellular network (set of BSs) is represented
by a random planar graph with degree equal to 6.

C. Simulator Modules

Our simulator deals with the IPv6 Mobility Extention.
We can easily build different network scenarios by
providing a few simple parameters from, which the
simulator constructs the network automatically.

According to OMNeT++, the structure of our simula-
tor is modular. We defined the modules and implemented
their functions in C++. The main modules are:

• Gateway: The intelligent component implements
the mobile extention management (Multicast and
Alert Algorithms).

• Base Station:These elements represents all phys-
ical radio access points belonging to the same
network.

• Router: This component stands for the whole wired
network between Base Station, servers and Gate-
ways. It is responsible for routing packets and
simulates network delays as well.

V. PERFORMANCE ANALYSIS

With the limited charge capacity of routers and net-
work overhead the optimization of multicast and the
Alert mechanism are very important. We simulated three
scenarios by varying the level of the traffic flowing
through the network. This controlled-load function is in-
voked by specifying the parameterα (described above):

• The first scenario depicts an unloaded network ob-
tained with the valueα=0.06. This value engenders
a minor traffic fluctuations.

• The second scenario is given by an average network
load (α=0.13). This value increases the network
load of 200% compared to the one in unloaded
network.

• The third scenario corresponds to a heavily loaded
network (α=0.5) enough to saturate 20% of routers
in the network.

Note that these three values ofα are obtained by
experiences.

For each scenario, we investigate the following statis-
tics to evaluate the performance of our approach and
compare it to the DVMRP (Distance Vector Multicast
Routing Protocol) combined with the Alert algorithm :

• Number of perturbed routers: A router isperturbed
if its traffic loads exceeds its capacity.

• Number of perturbed routes: A perturbed routeis
a route containing at least one perturbed node.

• Volume of a perturbed traffic: Is the sum of
traffic passing on perturbed routes. Traffic fromi
to j is perturbed if the route fromi to j is perturbed.

We chose DVMRP protocol because it is anInterior
Gateway Protocol (IGP); suitable for use within an
Autonomous System (AS), but not between different
ASs. DVMRP provides an efficient mechanism for
connectionless message multicast to a group of hosts.

To verify the functioning of our approach we
performed three series of simulation runs on the same
network topologies (50 routers) for three values ofα.
All the graphs follow a common format. Each one
shows simulation statistics obtained by the proposed and
DVMRP algorithms (combined with Alert algorithm) for
the three scenarios mentionned above. In what follows,
we denote bystandard approach the combination
of the two algorithms: DVMRP and Alert. While
proposed approach will denote the combination of the
multicast algorithm with the Alert mechanism.

Figure 5 illustrates simulation results for a heavily
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Fig. 5. Simulation results for 80 nodes network and high network
charge (one simulation run,α=0.5).

loaded network (α=0.5). Figure 5.a shows that the
number of perturbed routers obtained with the standard
approach reaches eleven routers when the traffic matrix
is filled up and it oscillates around this values. Our
approach reduces this value to oscillates around eight
routers and it reaches six routers in the best cases. We
observe that for the traffic valueα=0.5 almost 20% of
the routers are perturbed. In this case the performance
of our algorithms approaches those of DVMRP. The
same analysis can be done for the Figures 5.b and
3.c. Indeed, because of the high network load, our
algorithms can not find substitute routes to achieve
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Fig. 6. Simulation results for 80 nodes network and average network
charge (one simulation run,α=0.13).

an efficient load-balancing and consequently it can
not reduce the number of perturbed routers, perturbed
routes and the quantity of the perturbed flow.

For an average network charge (α=0.13), Figures
6 show that our approach results are significantly better
than those obtained by the standard approach. The
numbers of perturbed routers, perturbed routes and the
quantity of the perturbed flow, presented inFigure 6.a,
Figure 6.b and Figure 6.c , exhibit that our algorithm
presents performance four times better than DVMRP. In
these figures, the spades correspond to the fluctuations
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Fig. 7. Simulation results for 80 nodes network and low network
charge (one simulation run,α=0.06).

in the traffic that provoke additional router saturation.
Our algorithms react by finding a new (better) routes to
reduce immediately the number of perturbed routers. In
Figure 6.c, we observe that our algorithms reduce the
quantity of perturbed flow to a third.

The graphs inFigure 7, show that even in unloaded
network (α=0.06), the standard approach presents its
limits. Since we register in some cases two perturbed
nodes. On the opposite, our proposed approach finds
quickly an efficient routing with no perturbed routers
even with the traffic fluctuations.
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Fig. 8. The number of perturbed routers depending on the traffic load
averaged for series of simulations runs.

To investigate the influence of the traffic load on
the performance of our approach, we used averaged
series of simulation runs (100 network topologies).
Each series had a different load by specifying the
parameterα, which varies from light loadα = 0.06
to saturating loadα = 1. Figure 8 shows that for the
saturating load value almost half of the network routers
are perturbed. In this case the performance of our
algorithms approaches those of the standard approach.
The average values in Figure 8 confirm those shown
in Figures 5, 6 and 7. Clearly, the performance of our
approach decrease when the the parameterα increases.

VI. CONCLUSION

We have presented a novel approach to manage
IP micro-mobility using intra-domain multicast with
alert mechanism. Our algorithms achieve efficiently
two major functions in the mobile network: mobility
management and network congestion avoiding. In terms
of multicast performance, our algorithm achieves an
optimized multicast in terms of the number of the used
links. Also, it provides minimal break in service since
it is based on handovers prediction.

In this paper, and with the context and the goals
of TWINBOARD project, our simulation results
show that with a good and a priori established traffic
engineering, our proposed approach performs a reliable
intra-domain handover with congestion avoiding. Our
multicast algorithm outperforms DVMRP because of its
minimal number of perturbed routers.

In the future, we plan to conduct further simulations to
investigate real handover scenarios. We also would like
to investigate the extention of our approach to support
dynamic multicast group membership.
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Abstract— In this paper, we study and evaluate the 

overhead for a security algorithm based on clustering in 

MANET networks.  The analysis of the communication 

overhead in Ad Hoc networks is an important issue because it 

affects the energy consumption and the limited battery life 

time of the mobile nodes. The algorithm partitions the network 

into clusters based on affinity relationships between nodes and 

two types of keys which are generated by a clusterhead. The 

first one is shared by a clusterhead and its local members and 

the second one is shared by the clusterhead and its parent 

cluster. The performance evaluation and communication 

overhead analysis of the proposed protocol are presented using 

simulation. 

 

Keywords: ad hoc networks, clustering, security, key 

management. 

I. INTRODUCTION 

Moving from wired networks to wireless mobile networks 

leads to use pervasive networks with new network-

computing challenges. Ubiquitous Computing (UC) is a 

concept that deals with providing available services in a 

network by giving users the ability to access services 

anytime and irrespective to their location. Pervasive 

Computing (PC) is often considered as the same as 

ubiquitous computing but the main objective in PC is to offer 

spontaneous services created on the fly by mobiles nodes 

that interact with ad hoc connections [1].  

Mobile ad hoc networks (MANET) are autonomous 

systems created by mobile nodes without any infrastructure. 

Currently, MANET has gained popularity in mobile 

pervasive applications, such as electronic business, 

emergency teams, etc.  These applications support group 

communications, auto-adaptive discovery and composition 

services. Most of research on the pervasive communications 

in MANET mainly focused on admission control and 

resource management (like bandwidth, energy consumption, 

interferences, etc.) to perform the communication in these 

mobile networks. However, in these types of applications, 

secure group communications is very critical and is a major 

concern.  

 Clustering in MANET is a challenging issue because of 

the dynamic network topology changes. Clustering algorithm 

partitions a network into different clusters, creating a 

network hierarchy in the network. In general, clustering 

algorithms can be divided into cluster formation stage and 

cluster maintenance stage. A particular node is elected in a 

cluster to manage the cluster information is known as the 

clusterhead, and the other nodes are its members. 

In MANET, to ensure a confidential communication 

between two or several mobile nodes, traffic can be   

encrypted and only receivers can decrypt data [2, 3]. 

Furthermore, MANET may be highly versatile, involving 

short-lived communications between nodes that may never 

have met before, thus complicating the initial trust 

establishment and trust maintenance.  Thus, new solutions 

should be introduced to support efficient and secure group 

communication in mobiles pervasive networks with respect 

to the dynamic network topology induced by the node 

mobility and unreliable communication. Also, this type of 

network does not have any trust node for key management, 

like a central reference, to ensure the message 

encryption/decryption. This cannot actually satisfy MANET 

dynamic environments. To solve this problem, one of the 

approaches is to share a secret key called “group key” [4]. 

When a member joins a group, the group key is rekeyed to 

ensure that the new member cannot decrypt previous 

messages, a security requirement known as backward 

secrecy [5]. When a member leaves the group, the group key 

is re-keyed to ensure that future communications cannot be 

decrypted by the leaving member, a security requirement 

known as forward secrecy. 

In MANET, it is not easy to control mobile members of a 

cluster and the frequency of their adhesions. The security 

algorithm must support the mobility problem and the 

clusters‟ scalability. Therefore, to solve these problems and 

ensure trusted communications in a MANET environment, 

the major solution is to introduce an efficient key 

management algorithm, adequate to manage and distribute 

keys to cluster members in order to encrypt/decrypt multicast 
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data. An efficient security algorithm should provide a rapid 

re-keying process and be adaptive to frequent topology 

changes. 

The analysis of communication overhead in Ad Hoc 

network is related to different parameters, e.g. network size, 

node mobility, node transmission range and network density. 

An efficient clustering and key management algorithm must 

support all these network parameters in order to minimize 

the messages overhead.  

 The rest of the paper is organized as follows. Section II 

overviews the related work. In section III, we present an 

overview on security in ad hoc networks. Section IV 

introduces the proposed key management protocol. Section 

V specifies proofs for the proposed protocol. In Section VI, 

we implemented and evaluated the proposed protocol and 

section VII draws conclusions and future works. 

II. RELATED WORK 

Recently, many clustering algorithms have been proposed 

for mobile ad hoc networks in order to improve the 

efficiency of routing protocols and save energy or to 

implement efficient flooding and broadcasting mechanisms. 

Haddad and Kheddouci presented in [6] a classification of 

topology-based approaches to define an efficient 

organization over the network to optimize communication 

protocols for routing, service discovery, resource sharing 

and management. 

Many group security algorithms or protocols have been 

proposed for MANET in the literature. They can be divided 

into two categories: centralized and distributed protocols 

[11]. In centralized protocol, only a single node controls all 

the other nodes. Therefore, the re-encryption process is 

managed only by this node. This protocol can optimize 

network resources. However, since there is only one key 

manager in the group, it is probable that this node breaks 

down [12, 13]. In [14], the authors proposed two key 

agreement protocols based on the threshold cryptography 

using the Lagrange interpolation theorem. This approach 

seems theoretically efficient; however, it focuses only on a 

special case of scenario. In [7], a hierarchical protocol based 

on multicast source key is proposed. The source node 

provides keys to its local members and to groups‟ leaders. A 

new node that will be joined to a group should negotiate 

with group‟s leader, then, the latter informs the source node 

to get a new key. The only role of leaders is to manage 

received keys from the source node. Although, the protocol 

secures the network, its complexity is high due to multiple 

key‟s generation to maintain group communication security. 

Luo et al. [17], [18] chose a different method to distribute 

the certification process.  They use a specially crafted key 

sharing algorithm distributing the key amongst all nodes 

instead of a subset only. Upon this, Luo et al. build an 

access control system based on signed tickets issued by 

neighbors of the node seeking access. 

In [15], the authors proposed an analysis of the overhead 

involved in clustering for one-hop clustered ad hoc 

networks. This analysis captures the effects of different 

network parameters, e.g. node mobility, node transmission 

range, and network density on the amount of overhead that 

clustering algorithms may incur in different network 

environments. But the authors in this analysis focused 

mainly on the cluster maintenance stage and only one-hop 

clustering algorithms are considered. In [16], the authors 

introduced a cluster-based architecture for a distributed 

public key infrastructure. This architecture is adapted to the 

highly dynamic topology and varying link qualities in ad 

hoc networks but the overhead is very high. 

The proposed protocol in this paper differs from previous 

studies in three ways:  

1) We don‟t require any centralized key control 

component to manage and distribute keys. Encryption keys 

are generated by clusterhead and re-encrypted by 

participating sub-clusterheads. 

2) A dynamic clustering algorithm that is adaptive to 

frequent topology changes is used. 

3) Since the key distribution process is totally 

decentralized and the keys are shared by different 

communication groups, the proposed protocol can be used 

to build a generic security service for multicast 

communication. 

III. SECURITY IN AD HOC NETWORKS 

The security of a multicast group requires that only group 

members can access the data transmitted by the source, even 

if these data are diffused in the network. To ensure this 

confidentiality, a symmetric key is used by the source to 

encrypt data, and by the members to decrypt data. This key 

is called TEK (Traffic Encryption Key). The life of a 

session of a secure group is represented by a set of time 

intervals, each interval is defined by a change in the status 

of the group (join or leave a member) as shown in figure 1. 

To preserve data confidentiality of the group, it is necessary 

to renew the encryption key after each event (join or leave 

the group). A member who leaves the group should no 

longer be able to decrypt data.   

 

 

 

 

 

 

 

 

 

 
Figure 1.  Life‟s changes of a secured group. 
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A. Classification of group key management approaches 

Several architectures for group key management in 

networks have been proposed and developed; we can 

classify them into three approaches according to the number 

of TEKs used as shown in figure 2. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
Figure 2. Classification of group key management protocols. 

 

In the approach p TEK (Traffic Encryption Key), each 

subgroup shares a local TEK generated by a local controller, 

p is the number of sub-groups of the multicast group. This 

hierarchical approach is to address the problem 1 affects n. 

At each arrival/departure to/from the group, only the 

subgroup affected by this change will change its local TEK. 

In the approach (1 to p TEKS) the protocol begin with a 

centralized approach (1 affects n) and dynamically switches 

towards a subdivision of the group into subgroups (p TEK). 

The approach (1 TEK) is to share a one encryption key TEK 

used by the source and members in order to encrypt/decrypt 

multicast data, this approach can be used in a centralized 

architecture (no clustering) or hierarchical ( static or 

dynamic  clustering). Table 1 shows the classification of 

different protocols from the literature.  

 
Table. 1. Comparison of group Key Management protocols 

IV. CLUSTERING BASED SECURITY PROTOCOL 

A. Clustering approach 

As the topology of a MANET changes, clustering 

messages are generated by nodes to update a node of 

changes to its cluster members or clusterhead. The 

execution of clustering algorithms can usually be divided 

into cluster formation stage and cluster maintenance stage 

[20, 21].  Different  clustering  protocols  may  use  different  

schemes  and  generally there are three  types  of clustering 

messages: 

a) Join message, for nodes to know the neighbor‟s 

identities. The HELLO message is often used. 

b)  Acknowledgement message to accept new node in 

the cluster. 

c)  Leave message to remove a node from a cluster.  
 

In what follows, for the clustering overhead analysis, we 

denote the network size by N, a cluster size by NCi (the 

number of members in the cluster Ci), the network density 

by , and the transmission range is r. The average cluster 

size NCi is given by NCi = N/n  where n is the number of 

clusters in the network.    

Two properties for clustered networks should be ensured 

and any violation will trigger clustering messages at 

relevant nodes [15]: 

P1. No cluster-heads directly connected to each other. 

P2. Each node should belong to only one cluster. 

 

The main idea underlying this protocol is to divide the ad 

hoc network into clusters according to affinity relationships 

between involved nodes [8] and uses the Key Management 

Protocol proposed initially in [9]. Once the clusterhead is 

selected, it handles two KEKs (Key Encryption Key), one 

shared by clusterhead and its local members, and the second 

is shared by the clusterhead and the parent cluster. 

Affinity relationships between the nodes can be 

determined according to the services they provide.  A 

service can be described by four main parts [8]: 

Protocol Number of KEK Clustering 

IOLUS p static 

AKMP 1 to p dynamic 

SAKM 1 to p dynamic 

Chu et al 1 no clustering 

DEP p static 

Baal 1 dynamic 

BALADE 1 to p dynamic 

Maghmoumi et al 1 to p dynamic 

(1) TEK (1 to p) TEKs 

Static 

clustering  
Dynamic 

clustering  

1 KEKs 

 

(1 to p)  

KEKs 

(p) TEKs 

Service –based 

clustering 

Clusterisation  

Group key management 

Without 

clustering  

Ex : IOLUS Ex: AKMP, SAKM 

Ex : DEP Ex : Chu et al 

Ex : Baal Ex : BALADE Ex : Maghmoumi et al 

(1 to p)  

KEKs 
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 1) the attributes. 

 2) the capsule. 

 3) constraints and requirements. 

 4) set of relevant semantic keywords. 

  

Attributes contain the characteristic of the service, such 

as operations that can be invoked and their input and output 

parameters. The capsule includes information about the 

service localization, the invocation protocol and the port 

number. The constraints and requirements give information 

about the resources needed to execute the service. The set of 

semantic keywords are used by for matching relevant 

keywords to each nearby service. [1].  

Ad hoc networks are characterized by the node‟s mobility 

of nodes; several nodes can move with different speeds. Our 

goal is to form stable clusters; in this case, we set a given 

threshold to separate the clusters formed by high-speed or 

slow nodes. In basic ad hoc networks, nodes can exchange 

[RTS, CTS, DATA, and ACK] messages, via a complete 

virtual graph, in order to guarantee group self-stability by 

the homogeneous mobility of nodes and thus ensure a 

reliable communication between wireless mobile nodes. 

In this protocol, the source node generates a TEK 

encrypted in a Key Encryption Key KEKi that should be 

sent to its local members. Once, each clusterhead receives 

the encrypted data, it decrypts it and re-encrypts it with its 

own KEKj, then forwards it to its descendents. The join or 

leave events within each cluster results in the KEKj re-

keying by the clusterhead. Therefore, the proposed protocol 

belongs to the dynamic clustering algorithm with one TEK 

and 1 to p KEK, where p is the number of clusters that 

constitute the ad hoc network. That makes it possible to 

optimize the cost of data encrypting and decrypting 

processes and to reduce the 1 affects n phenomena [10]. 

The clustering-based key management protocol consists 

of two tasks: 

 

1) Cluster Formation   

 

 The cluster formation starts when a node Ni boots 

up and sends a cluster join message JOINreq to its 

neighbors. This message contains the description of 

a service D (Si) and a number IDi that identifies this 

service. 

 

 When a node Nj receives the message JOINreq (D 

(Si), IDi), it examines the compatibility of the 

service Si with a service Sj using MATCH (D (Si), 

D (Sj)) and sends a response message Rep to Ni that 

contains the rate of available energy f(Ej) expressed 

by (1) [19]: 

 

𝑓 𝐸 =
Emax − Econs

Emax
 (1) 

 

Econs = Econs + Ereq + ε ; ε≥ 

 

Where Emax  is the maximum energy of the node, Econs is 

is the energy consumed, Ereq is the energy required to 

transmit a packet and ε is the energy that can be lost in the 

environment due to factors not anticipated [22]. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
       Cluster head 

        Sub-Cluster head 

       Ordinary node 

 

 
 

Figure 3. Ad hoc network partitioned into in 4 clusters 

 

 When the node Ni receives the response message 

Rep (ID, f (Ej)), it verifies the RTT (Round Trip 

Time) and the f(Ej) and sends back an 

acknowledgement message ACK containing a flag 

that indicates the validation of theses parameters. 

Then, it adds the node Nj to the list of the cluster 

Ci„s members that consider Ni as clusterhead (the 

first member of the list). Once the clusterhead is 

chosen, it generates a KEK that should be sent to its 

local members. 

 

 If a member Nj is at two hops from the clusterhead 

and if there are at least two nodes belonging to the 

cluster via Nj, then Nj becomes a clusterhead for a 

sub-cluster that contains these nodes. It generates 

thus a KEKj for its own cluster as shown in figure 3. 

 

The formal description of the protocol process is 

described in figure 4. 

 

 

KEKj 

KEKi 

Ci 

Cj 

Nj 

Ni 
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When  a node Nj receives JOINreq (D (Si), IDs) then 

 mij = MATCH(D (Si),D (Sj)) 

  if ijm  ≥ σ then 

   send RepN (IDi, IDs,f(E)) 

  fi 

   When  a node Ni receives RepN (IDi, IDs,(E)) then 

 if RTT ≤ β then 

 if )ƒ(E  ≤ α then 

  send ACK (IDj, IDs, non) 

 else 

  send ACK (IDj, IDs, ok) 

  CLi = {CLi U  Nj} 

   Send ({CLi}, KEKi) 

 fi 

 fi 

 

When a node Nj receives ({Cli}, KEKi) then  CLj = CLi 

  

When  a node Nj is at 2 hops from the clusterhead then 

  if   H  ≥ 2 then  

   CLj = {Nj ∪{H}}   

    send ({CLj}, KEKj) 

  fi 

// Ni ∈{H} => Ni is at 3 hops at least from the clusterhead        

// and Ni received the ACK via Nj 

 

When a node Ni receives LeavNj (IDs) then 

  CLi = {CLi \  Nj} 

  send({Cli}, KEKi) 

   

When a node Nj receives LeavHi (IDs) then 

  If   Nj {CLi} then  

send JOINreq (D (Sj), IDs) 

  else 

CLj = {CLj \ Ni} 

   send ({CLj}, KEKj) 

 
Figure 4.  Clustering-based security protocol 

 

Consequently, each clusterhead handles two KEKs: 

1. KEKi: shared between clusterhead and its local 

members. 

2.  KEKj: shared between the clusterhead and its parent 

cluster.  

 

2) Cluster Maintenance 

 

 When a member leaves the cluster Ci, it sends a 

leave message to the clusterhead which removes it 

from its list of nodes CLi, regenerates a new KEK 

and transmits it to its local members except the 

departing member. In this step the number of 

messages sent is NCi – 1.Where NCi is the number 

of nodes in the cluster Ci. 

 

 If a clusterhead Nj leaves the cluster, it sends to its 

members a leave message in addition to its parents 

cluster members. When the clusterhead of the parent 

cluster Ni receives this message, it removes it from 

the list, regenerates a new KEKi and transmits it to 

its local members except the departing member. 

Each member of the leaving clusterhead send join 

message JOINreq to its neighbors. In this step the 

number of messages sent is NCi + NCi – 2. 

 

The total number of messages is thus: 

 

𝑀𝑙𝑒𝑎𝑣 =  2NC𝑖  +  NC𝑗  –  3  (2) 

 

 

 When a new node Nj joins a cluster, it sends 

messages to its neighbors. The clusterhead that 

accepts this node regenerates a new KEK for its 

new list of nodes. The number of messages sent in 

this step is:  

    

𝑀𝑗𝑜𝑖𝑛 = NC𝑖 +  µ  (3) 

 

Where µ is the expected number of network neighbors of 

a randomly node that depends on ρ, r and N. 

 

The figure 5 shows the process of joining the cluster and 

the figure 6 shows the process of leaving the cluster. 
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Figure 5.  Process of joining the cluster 
 

 

 
 

 

 
 

 

 
 

 

 
 

 

 

 

 
 

 

 
 

 

 
 

 

 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
Figure 6.  Process of leaving the cluster 

 

B. Correctness proof 

In this part, we explain the expected value of the number 

of network neighbors of a randomly chosen node µ and we 

analyze the capabilities of our protocol that ensures 

communication trust when a node joins or leaves the cluster. 

Lemma 1:  

The expected number of network neighbors of a 

randomly selected node is: 

 

µ = O( N − 1 
r2

S
) (4) 

 

Proof: 

 The expected number of network neighbors of a 

randomly selected node is given in [15]: 

 

 µ = (N − 1)
r2ρ

N
 

r2

2

ρ

N
−

8r

3
 

ρ

N
+ π   

 

within an area S with density ρ, we obtain equation (4) 

Start 

D (Si), IDs, (E) 

Send JOINreq (D (Si), IDs) 

ijm  ≥  σ 

 End 

Send Rep (IDi, IDs,f(E)) 

Send ACK (IDj, IDs, ok) 

RTT ≤ β 

 

f(E) ≤ α 

 

Yes 

No 

Yes 

Yes 

No 

No 

CLi = {CLi U  Nj} 

Send ACK (IDj, IDs, non) 

Send ({CLi}, KEKi) 

Start 

IDs, KEK 

Send LeavX(IDs) 

X is CHi
 

 End 

Send JOINreq (D (Si), IDs) 

 

N{CLi} 
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No 

No 
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Send ({CL}, KEK) 
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Lemma 2: 

The new node that joins the cluster cannot decrypt past 

encrypted data. 

Proof: 

Assume that a new node Ni sends a cluster join message 

to clusterhead. Ni cannot decrypt messages because any 

node cannot decrypt data as long as it does not receive the 

acknowledgment from its clusterhead. In fact, when the 

clusterhead receives a new join message, it updates the list 

of members and regenerates a new key KEKi, then sends it 

to its local members. The proof could drive to that every 

node must have a KEK key to decrypt and encrypt data 

traffic which proves that the proposed protocol guarantees 

the backward secrecy. 

 

Lemma 3: 

The node which leaves the cluster cannot decrypt the 

future data. 

Proof: 

Leaving of ordinary node from a cluster is 

uncomplicated. The node sends a leave message to the 

clusterhead that leaves this node from the list of members 

and regenerates a new KEK broadcasted to all local 

members in the new list. However, when a clusterhead 

wants to leave the network, it must inform the upper 

clusterhead to re-encryption its key and secure the data 

transmission of the upper cluster. Also, nodes belonging to 

the same clusters should re-construct a new key. Therefore, 

the forward secrecy is guaranteed. 

 

Theorem: 

In Ad Hoc networks, the security in multicast 

communications is guaranteed. 

Proof:  

From lemma 2, it is proved that backward secrecy is 

guaranteed. In lemma 3, we have proved that the forward 

secrecy is guaranteed. Therefore, the security in multicast 

communications is guaranteed.   

V. SIMULATION RESULTS 

From the equations (2) and (3), we can calculate the total 

number of KEK messages sent during the clustering for one 

cluster (n=1):  

 

𝑀𝑡𝑜𝑡𝑎𝑙  = 𝑀𝑗𝑜𝑖𝑛  +  𝑀𝑙𝑒𝑎𝑣  

 

 𝑀𝑡𝑜𝑡𝑎𝑙  =  3NC𝑖  +  NC𝑗  + µ –  3 

 

 The total number of KEK messages sent for n 

clusters is: 

 

 𝑀𝑡𝑜𝑡𝑎𝑙  =   3NC𝑖  +  NC𝑗  + µ –  3𝑛−1
1  (5) 

The aim of simulations we have performed is to study the 

impact of transmission range of nodes r and density ρ on 

cluster formation and KEK messages overhead. We are also 

interested in studying the impact of the number of clusters 

with respect to the number of nodes on the number of KEK 

messages sent in ad hoc network. 

 

Figure 7. Number of KEK messages sent with and without clustering for   

N = 200 nodes and r = 30 m    

 

The first simulation is performed (figure 7) with 95 nodes 

for a transmission range r = 22 meters and the network 

density ρ is varied from 0.2 to 0.6 (the number of nodes per 

unit area). In the second simulation (figure 8), we increased 

the number of nodes to N = 200 for a transmission range r = 

30 meters with the same variation of density (ρ = 0.2, 0.3, 

0.4, 0.5, 0.6). The two simulations are evaluated for a 

different number of clusters (n = 3, 5.8) and compared with 

the case where there is one cluster (n = 1) or we can say that 

there is no clustering in the network. The two figures (7, 8) 

show that when the number of clusters increases, the 

number of KEK messages will be decreased because each 

node joins or leaves the network affects a single cluster. The 

case (1 affect N) has been avoided because each node in this 

case affects only K nodes (where k is the number of nodes 

in a cluster). 

 

Figure 8. Number of KEK messages sent with and without clustering for   
N = 95 nodes and r = 22 m 
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The simulation results show also the benefits of using 

clusters for the management and maintenance of keys. 

Increasing the density allows us to have clusters with very 

high cardinality, which reduces the number of KEK 

messages in ad hoc network and ensures efficient key 

management. 

 
 

Figure 9. Number of KEK messages sent with and without clustering for   

N = 95 nodes and r = 18 m 

 

In this part of simulation, the aim is to study the impact of 

transmission range of nodes r and density ρ on cluster 

formation and KEK messages overhead. The number of 

nodes is fixed at 95 nodes with a transmission range varied 

(r = 18, 20.22). We observed for each simulation the change 

in the number of KEK messages sent during cluster 

formation for several values of density ρ. 

 
 

Figure 10. Number of KEK messages sent with and without clustering for 

N = 95 nodes and r = 20 m 
 

Figures 9, 10, 11 show that when the transmission range 

of node r increases, the number of KEK messages decreases. 

Similarly, getting clusters with a huge amount of nodes and 

wide coverage will increase the probability of staying these 

node within the cluster, and this will lead up to decrease the 

number of KEK messages and increase the stability of the 

cluster. 

 
 

Figure 11. Number of KEK messages sent with and without clustering for 

N = 95 nodes and r = 22 m 

 

In this part of simulation, we fixed transmission range of 

nodes r = 20 m and we increase the number of nodes with 

the same change of the number of clusters (n = 1, 3, 5, 8). 

The aim is to check the impact of the number of nodes with 

the number of clusters on KEK messages overhead.  

In the figures 12, 13, the simulations show that when we 

used 95 nodes and 100 nodes with a different  number of 

clusters (n = 3, 5, 8), the number of KEK messages 

decreased, but when we used 250 nodes with the same 

number of clusters, the number of KEK messages increased 

over a number of KEK messages sent in the network 

without clusters (n = 1) as shown in figure 14. So the 

number of clusters must be compatible with the number of 

nodes in the ad hoc network. 

 

Figure 12. Number of KEK messages sent with and without clustering for 

N = 95 nodes and r = 20 m 
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Figure 13. Number of KEK messages sent with and without clustering for 

N = 100 nodes and r = 20 m 

 

 

Figure 14. Number of KEK messages sent with and without clustering for 

N = 250 nodes and r = 20 m 

VI. CONCLUSION 

In this paper, we have presented an analysis of 

communication overhead for a security protocol based on 

dynamic clustering in ad hoc networks. The main idea of 

this protocol is based on the affinity relationships between 

the nodes for cluster formation, when a node is chosen as 

clusterhead, it generates two KEKs. The first key is shared 

by clusterhead and its local members and the second key is 

shared by the clusterhead and its parent cluster. The 

proposed protocol is scalable for large and dynamic 

multicast groups. For evaluate the performance of the 

proposed protocol, we have calculated the number of KEK 

messages sent during protocol steps and we have performed 

several simulations for analysis of communication overhead, 

we have studied the impact of transmission range of nodes r, 

density ρ and the number of clusters with the number of 

nodes on KEK messages overhead in ad hoc network. The 

work presented provides a good basis for further analysis on 

the performance of clustering protocols for MANET 

networks.  

 

In future work, the communication overhead analysis will 

be investigated and compared with different clustering 

based protocols. 
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