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Simple vehicle information delivery scheme for ITS networks

Katsuhiro Naito, Koushiro Sato, Kazuo Mori, and Hideo Kobayashi
Department of Electrical and Electronic Engineering, Mie University,

1577 Kurimamachiya, Tsu, 514-8507, Japan
Email: {naito, kmori, koba}@elec.mie-u.ac.jp, k-sato@com.elec.mie-u.ac.jp

Abstract— There has been significant interest and progress in
the field of vehicular ad hoc networks (VANETs) in recent years.
Intelligent Transport System (ITS) is the major application of
VANETs. Vehicle-to-vehicle communication is an important fac-
tor for safe driving applications such as blind crossing, prevention
of collisions, and control of traffic flows. These applications
require exchanges of vehicle information such as vehicle position,
cruising speed, direction, and steering angle. Delivery schemes of
vehicle information require high delivery ratio, low latency, and
high scalability. Additionally, large-size vehicles on actual road
environments may interrupt communication between vehicles.
Therefore, adequate vehicles should forward vehicle information
to their neighbor vehicles in delivery of vehicle information. This
paper proposes a new routing protocol for delivery of vehicle
information to neighbor vehicles within a specified geographical
region. The proposed protocol can deliver new vehicle informa-
tion with short delay by performing temporal limited flooding
before a route construction. Moreover, it can deliver vehicle
information effectively with forwarding by adequate vehicles.
As a result, our scheme can achieve the high delivery ratio of
vehicle information and high scalability. Finally, we assume the
different sizes of vehicles in the computer simulations. Then,
we evaluate the proposed scheme in the more actual wireless
environment. The numerical results show that the proposed
protocol can achieve the high delivery ratio with short delay
even if the communication between standard-size vehicles is
interrupted by the large-size vehicle. Moreover, our protocol has
the high scalability in case of increasing of vehicles.

Keywords— VANET, Vehicle-to-vehicle communication, ITS
networks, Routing protocol, Vehicle information

I. I NTRODUCTION

Vehicular ad hoc networks (VANETs) are new technology to
integrate the capabilities of new wireless networks to vehicles.
Intelligent Transport System (ITS) is the major application of
VANETs [2], [3], [4]. ITS includes several applications such as
blind crossing, prevention of collisions, control of traffic flows,
traffic monitoring, and nearby information services. These
applications can be divided into two major categories. One
is called safety application, which improves vehicle safety on
the roads. The other is called user application, which provides
value-added services such as internet access and entertainment.
As for safety applications, their specification requires low
latency, high delivery ratio, scalability, etc [5], [6]. VANETs
are designed to provide drivers with real-time information
through vehicle-to-infrastructure communication or vehicle-to-
vehicle communication.

The vehicle-to-infrastructure communication is used for
delivering of traffic information, electronic payment of high-
way tolls, internet accesses, entertainment, etc [7]. Vehicles
communicate with many base stations that are equipped along
a road. Therefore, vehicles perform handover of base stations
one after another. The vehicle-to-infrastructure communica-
tion is especially important technology to achieve some user
applications in ITS. Meanwhile, vehicles communicate each
other in the vehicle-to-vehicle communication. Main service
of vehicle-to-vehicle communication is offering vehicle infor-
mation for safety applications.

The vehicle-to-vehicle communication in VANETs has spe-
cial attributes that differentiate it from the other types of
networks such as mobile ad hoc networks (MANETs). One of
the main different features between VANETs and MANETs
is related to the behavior of nodes. Vehicles in VANETs are
faster than nodes in conventional MANETs. Moreover, the
mobility patterns of vehicles in VANETs are more restrictive
due to road structures. Therefore, these characteristics are very
effective in most of the previous routing protocols [8].

Finding and maintaining routes has many difficulties in the
dynamic behavior of vehicles in VANETs. Routing in VANETs
has been recently studied and a variety of different protocols
were proposed [10]. These protocols can be classified into five
categories such as pure ad-hoc routing, position-based routing,
cluster-based routing, broadcast routing, and geocast routing.

VANETs and MANETs share the same principle such as
self-organization, low bandwidth, and short radio transmission
range. Therefore, most ad-hoc routing protocols are still ap-
plicable. Ad-hoc on-demand distance vector (AODV) [11] and
dynamic source routing (DSR) [12] are well-known routing
protocols for general purpose mobile ad-hoc networks. These
protocols can reduce overhead in scenarios with a small num-
ber of flows. Meanwhile, VANETs differ from MANETs by
their dynamic change of network topology. The conventional
studies showed that most ad-hoc routing protocols suffer from
highly dynamic nature of vehicle mobility and tend to have
low communication throughput due to poor route management
performance [13].

Vehicle movement in VANETs is usually restricted in just
bidirectional movements constrained along roads and streets
[14]. Position-based routing employs routing strategies that
use geographical information obtained from navigation system
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on-board vehicles. Most position-based routing algorithms are
based on forwarding decision upon location information. Some
protocols exchange information of location and each vehicle’s
speed, and select a route with minimum link loss probability
[15], [16], [17]. Additionally, greedy perimeter stateless rout-
ing (GPSR) [18] is one of the well-known protocols. It works
best in a free space scenario. However, direct communication
between vehicles may not exist due to buildings and large-
sized vehicles. Connectivity-aware routing (CAR) protocol
finds paths between a source vehicle and a destination vehicle,
considering vehicle traffic and movement of vehicles [19].

In cluster-based routing, each cluster can have a cluster
head, which is responsible for intra- and inter-cluster commu-
nication [20]. Vehicles in a cluster communicate with neighbor
vehicles directly. Inter-cluster communication is performed
via the cluster-heads. Many cluster-based routing protocols
have been proposed in MANETs. However, the VANETs
have different features due to constraints on mobility, high
speed movement, and driver behavior. As a result, cluster-
based routing protocols can achieve good scalability for large
networks. But, vehicles suffer from the long delay and the
overhead involved in forming and maintaining clusters in
VANETs [21].

Broadcast routing is frequently used for delivering adver-
tisements and announcements in VANETs. The simplest way
to implement broadcast mechanisms is flooding, in which each
vehicle re-broadcasts packets to all of its neighbors. Flooding
performs relatively well for a small number of vehicles.
However, it suffers from broadcast storm problems when the
number of vehicle in networks increases [22]. Some schemes
for the broadcast storm problems have been proposed in ad hoc
networks [23], [24], [25]. However, the investigation about the
broadcast storm problems is not enough to be considered in
VANETs.

Geocast routing is a location-based multicast routing [26].
Therefore, packets are delivered from a source vehicle to
all other vehicles with a specified geographical region. The
geocast routing is benefit mechanisms in many applications of
VANETs. For example, a vehicle can detect some problems in
neighbor vehicles to prevent collisions. Most geocast routing
schemes are based on directed flooding. In VANETs, each
vehicle can obtain its own location by using global positioning
system (GPS). Therefore, some researchers have proposed
forwarding techniques that reduce redundant transmission by
using this location information [27], [28].

However, almost all schemes do not consider intercept of
communication by large-size vehicle. In the actual VANETs,
sizes of vehicles are also different. Therefore, VANET routing
protocols should consider the actual communication environ-
ment. Another researcher considers broadcast schemes based
on IEEE 802.11 [29], [30]. In these techniques, adequate
vehicles for forwarding are selected because vehicle positions

Source Vehicle

SV1

SV2

SV3 SV4

SV5

LV1

LV2

Forwarder 
vehicle for SV1

Forwarder vehicle 
for SV4 & SV5

Fig. 1. Vehicle information delivery in ITS.

are exchanged via some control packets. However, actual
wireless environments in ITS networks are especially severe
from a practical standpoint. For examples, a standard-sized
vehicle comes under an influence of blocking by large-size
vehicles, and each vehicle suffers from dynamic fluctuation
of signal intensity by moving so fast. In these environments,
a distance can not be appropriate criteria for selection of
forwarder vehicles.

We have proposed a simple delivery scheme for vehicle
information [1]. In this paper, we evaluate packet delivery
ratio and transmission delay. One characteristic of our scheme
is utilizing vehicle information messages (VIMs) themselves
for route construction. At first phase, all vehicles forward all
vehicle information messages on a temporary basis. Therefore,
delivery of new vehicle information can be achieved with
short delay. This characteristic will be especially important to
achieve blind crossing and prevention of collisions The reason
for this is that almost all routing protocols require several pe-
riods to construct routes, and these route construction periods
will have big overhead to reduce the delay for recognizing
each vehicle. At second phase, each vehicle selects an adequate
forwarder vehicle for its vehicle information forwarding. As a
result, the number of forwarded vehicle information messages
can be reduced to solve broadcast storm problems. This
characteristic is an important factor to achieve high scalability
with increasing of vehicles. Finally, our scheme utilizes vehicle
information instead of hello messages to maintain routes.
Consequently, our scheme can check a link status between
neighbor vehicles without any control messages, and the
number of control messages can be also reduced. We assume
the different sizes of vehicles in the computer simulations.
Then, we evaluate the proposed scheme in the more actual
wireless environment. The numerical results show that the
proposed scheme can achieve the high delivery ratio with short
delivery delay.

II. SYSTEM MODEL

A purpose of this paper is to achieve a vehicle-to-vehicle
communication scheme, which delivers vehicle information
within a specified geographical region. Figure 1 is a di-
agrammatic illustration of vehicle information delivery for
safety applications in VANETs. We assume that each vehicle
transmits its vehicle information message as a source vehicle



62

International Journal on Advances in Telecommunications, vol 2 no 2&3, year 2009, http://www.iariajournals.org/telecommunications/

Source Vehicle

SV3 SV4

SV5LV2 SV6

Delivery area of 
Source vehicleFRM

FRM
Changes to Forwarder SV5

Fig. 2. Example procedure of forwarding request.

Source Vehicle

SV3 SV4

SV5LV2 SV6

Delivery area of 
Source vehicle

FSM

Distance > threshold

Temporal forwarding 
is acctivated

Fig. 3. Example procedure of forwarder search request.

periodically. But, we focus our attention on routes to neighbor
vehicles from a source vehicle in Fig. 1. VehiclesSV 2 and
LV 2 are forwarder vehicles for their neighbor vehicles. Our
protocol can support a mixed environment of standard-sized
and large-size vehicles. A vehicle information message is
delivered to some vehicles in a limited area. The limited area
is defined as the delivery distance, and is determined as a
fixed value beforehand. Our scheme can be implemented in a
bidirectional road environment by using directional informa-
tion of vehicles. However, we assume a one-way road in the
explanation for simplicity.

In the proposed protocol, three types of control messages
are introduced to deliver vehicle information messages; a
Forwarding Request Message (FRM), a Forwarder Search
Message (FSM), and a Forwarding Abort Message (FAM). The
FRM is transmitted when vehicles request neighbor vehicles
to activate forwarding function. The FSM is transmitted when
vehicles detect link losses. The FAM is transmitted when a
distance between a vehicle and its source vehicle is longer than
its delivery distance. These example procedures are shown in
Figures 2, 3 and 4.

Almost all routing protocols require periodic transmission
of control packets because adequate routes may be changed
due to moving of vehicles. On the contrary, each vehicle does
not transmit the control packets periodically in the proposed
protocol. In order to recognize neighbor vehicles, each vehicle
uses vehicle information messages as substitutes for special
control packets like hello messages. As a result, control
messages are only transmitted when vehicles lose links to
neighbor vehicles or change links to other neighbor vehicles.
Therefore, our protocol can reduce the number of transmitted
control messages.

Table I shows the components of the routing table. In the
proposed scheme, the routing table in Table I is constructed
for each source vehicle. In the assumed ITS networks, vehicle

Source Vehicle

SV3 SV4

SV5LV2 SV6

Delivery area of 
Source vehicle

FAM

Fig. 4. Example procedure of forwarding abort request.

Source Vehicle

SV1

SV2

SV3

SV4 SV5LV1

LV2 SV6

Source vehicle ID :  SV2
Forwarder’ s vehicle ID : SV3
Forwarding requested vehicle IDs : SV5, SV6 

Fig. 5. Example routing information of LV2.

information is delivered in a limited area near a source vehicle.
Therefore, our assumed application is one of multicast applica-
tion types and the proposed protocol is one of geocast routing
protocols. As a result, each source vehicle has a receiver group
for vehicle information. In the proposed protocol, the source
vehicle ID is used for determining the receiver group for the
source vehicle. The source vehicle position is used to detect the
delivery area. The final received time of vehicle information
is used to remove the routing information if the vehicle does
not receive the vehicle information for a long time. The
forwarder’s vehicle ID is used to maintain its own forwarder
vehicle information. The forwarding requested vehicles IDs
are an ID list of vehicles, which transmit a Forwarding Request
Message to its own vehicle. If this list has some vehicle IDs,
the vehicle should forward vehicle information from the source
vehicle. The forwarding requested vehicle positions are lists
of positions for forwarding requested vehicles. These lists are
used to find vehicles that exist outside of delivery area of the
source vehicle.

Figure 5 is example routing information of large-size vehicle
2. The LV2 has constructed a route to the SV3 and has been
requested to forward vehicle information of the SV2 by the
SV5 and the SV6. Therefore, the forwarder’s vehicle ID of
LV2 is the SV3, and the forwarding requested vehicles IDs
are SV5 and SV6.

Figure 6 shows a flow chart of the proposed routing scheme.
In this flow chart, a source vehicleS transmits a vehicle
information message periodically, and a forwarder vehicleF

forwards the vehicle information message from the vehicleS.
Finally, a destination vehicleD receives it.
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If Vehicle D is in the delivery 
area of Vehicle S ?

If the vehicle information 
about Vehicle S is registered in 

routing table of the vehicle ?

If the distance between 
Vehicle F and D is less than

the threshold ?

If Vehicle D is 
forwarding vehicle for 

Vehicle S ?
OR

If the counter for 
temporal forwarding 

> 0 ?

Receive a vehicle information 
about Vehicle S from Vehicle F

Transmit a Forwarding Abort Message
for vehicle information of Vehicle S

Add a vehicle ID of Vehicle F,  
a vehicle ID and a location of 
Vehicle S into the routing table

Transmit a Forwarding Request 
Message of Vehicle S

Transmit a Forwarder Search Message
for vehicle information of Vehicle S

Yes

Yes

Yes

No No

No

Abort the transmission

Receive the Forwarder Search Message
for vehicle information of Vehicle S 
from Vehicle D

Set the counter for temporal forwarding 
to the maximum transmission number

Receive the Forwarding Abort Message
for vehicle information of Vehicle S 
from Vehicle D

Remove the forwarding information of 
Vehicle S for Vehicle D

Forward the vehicle information 
of Vehicle S,
The counter for temporal forwarding -- ,
Restart timer for maintain routing table

Receive the Forwarder Search Message
for vehicle information of Vehicle S 
from Vehicle D

Add a vehicle ID of Vehicle S, 
a vehicle ID and a location of 
Vehicle D into the routing table

Vehicle Information Message

Forwarding Request Message Forwarder Search Message

Yes

No

Forwarding Abort Message

Fig. 6. Flow chart of the proposed routing protocol.

A. Forwarding Procedures

When a vehicle receives new vehicle information messages
from neighbor vehicles, two procedures will be performed.
The first one is forwarding procedures and the second one is
forwarding request procedures. In the forwarding procedures,
vehicles forward the received vehicle information message to
neighbor vehicles. The procedures are described as follows.

1) The vehicle calculates a distance between a previous hop
vehicle and itself.

2) The vehicle calculates a forwarding delay period accord-
ing to the distance in order to set priorities of forwarding.
The delay period is set to a short time when the distance
is long. On the contrary, the delay period is set to a
long time when the distance is short. This is because the
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TABLE I

COMPONENTS OF ROUTING TABLE.

Source vehicle ID
Source vehicle position
Final received time of vehicle information from source vehicle
Forwarder’s vehicle ID
Forwarding requested vehicle IDs
Forwarding requested vehicle positions

number of hops can be reduced if the distance is long. In
the proposed procedures, every vehicle forward vehicle
information with prioritized delay on a temporary basis.
Therefore, the proposed scheme is tolerant of vehicle
movement.

3) The vehicle sets a forwarding delay period that is related
to the distance.

4) The vehicle forwards the received vehicle information
message with this forwarding delay period.

B. Forwarding Request Procedures

In the forwarding request procedures, vehicles request to
forward vehicle information messages to neighbor vehicles.
Procedures are described as follows.

1) The vehicle calculates the distance between the source
vehicle of the vehicle information message and itself.

2) The vehicle checks the routing table to find the source
vehicle ID within the vehicle information message when
the distance is shorter than the delivery distance.

3) The vehicle adds the vehicle ID and a position of the
source vehicle into the routing table when the source
vehicle ID cannot be found in the routing table.

4) The vehicle requests the previous hop vehicle as a
forwarder vehicle for itself by transmitting a Forwarding
Request Message (FRM).

5) The neighbor vehicle that receives the FRM adds a
vehicle ID and a vehicle position of the requesting
vehicle.

6) The neighbor vehicle starts forwarding of vehicle infor-
mation messages to the requesting vehicle.

Figure 2 is an example procedure when the vehiclesSV 4
andSV 5 transmit FRMs. In this figure, the vehicleSV 6 does
not transmit a FRM because it exists outside of delivery area
of the source vehicleSV 0. Finally, the vehicleLV 2 starts
forwarding of new vehicle information messages.

C. Forwarder Search Procedures

Following procedures are performed when the distance
between a forwarder vehicle and itself becomes longer than a
threshold.

1) The vehicle tries to find another vehicle as a forwarder
vehicle because the current forwarder vehicle is far from
itself.

2) The vehicle transmits a Forwarder Search Message
(FSM) to neighbor vehicles.

3) The neighbor vehicles activate each forwarding function
of vehicle information messages if each distance be-
tween the vehicle transmitting the FSM and themselves
is shorter than the threshold.

4) The neighbor vehicles start forwarding their vehicle
information messages for a while. The maximum re-
transmission time of vehicle information messages is set
to a counter for the temporal forwarding.

5) The vehicle transmits a new FRM to an adequate vehicle
of its neighbor vehicles when it receives a new vehicle
information message from them.

Figure 3 is an example procedure when the vehicleSV 5
transmits a FSM because the distance between theLV 2 and
theSV 5 is longer than the threshold. In this figure, the vehicle
SV 4 activates the temporal forwarding procedures for the
SV 5. Hence, the vehicleSV 5 will transmit a FRM to the
vehicleSV 4.

D. Forwarding Abort Procedures

Following procedures are performed when vehicles move to
outside of the delivery area of their source vehicle

1) The vehicle transmits a Forwarding Abort Message
(FAM) to its forwarder vehicle.

2) The forwarder vehicle removes the forwarding informa-
tion for it from the routing table.

Figure 4 is an example procedure when the vehicleSV 5
moves to outside of the delivery area, and transmits a FAM
to the vehicleSV 4. The vehicleSV 4 will inactivate the
forwarding procedures for the vehicleSV 5.

III. E XAMPLE OPERATIONS

In the proposed scheme, each vehicle starts to construct a
route by receiving a new vehicle information. In this section,
we explain example operations of the proposed scheme with
the vehicle layout in Fig. 7. Figure 8 shows an example of
packet transmission in this situation. In the example, each
vehicle is assumed to deliver vehicle information within radius
R.

In Fig. 7, the vehicleV1 is regarded as a source vehicle.
The vehiclesV2, V3, V4, and V5 exist in the area where the
vehicle information of the vehicleV1 can be delivered. The
vehicleV1 transmits the vehicle information messages (VIMs)
periodically. The neighbor vehiclesV2 and V3 register the
new vehicleV1 by checking each routing table. Then, each
vehicle calculates a forwarding delay according to relative
position to the source vehicleV1. The vehicleV3 sets a shorter
delay than the vehicleV2 because the relative position to
V3 is longer than that ofV2. This procedure reduces the
hop count for vehicle information delivery. Then, vehiclesV4

and V5, which receive the vehicle information forwarded by
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Source vehicle

V1

V2

V3

V4

V5

V6

R
Delivery Area

After construction of
delivery route

Delivery AreaR
Source vehicle

Forwarder 
vehicle

V1

V2

V3

V4

V5

V6

Fig. 7. New vehicle information forwarding and route construction process.
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Fig. 8. Time sequence of the new route construction process.

the vehicleV3, transmit each Forwarding Request Message
to request vehicle information forwarding. The vehicleV3

registers the forwarding requested vehicle IDs and positions
when it receives the Forwarding Request Messages. Finally,
the vehicleV3 constructs a route to the vehicleV4 and the
vehicleV5 from the vehicleV1.

A. Route construction for new vehicles

Each vehicle transmits its own vehicle information period-
ically. Therefore, vehicles can find that a neighbor vehicle
moves into delivery area of their souce vehicle. Figure 9 shows
an example that the vehicleV6 moves into the delivery area of
the vehicleV1. An example for packet transmission is shown
in Fig. 10.

In Fig. 9, vehiclesV4 and V5 can find the position of
the vehicleV6 because these vehicles exchange the vehicle
information each other. Moreover, the vehiclesV4 andV5 can
find that the vehicleV6 moves to the delivery are of the vehicle
V1 because they know the positions of the vehiclesV1 andV6.

The vehiclesV4 and V5 start to forward the vehicle infor-
mation from the vehicleV1 when they find that the vehicleV6

moves to the delivery area of the vehicleV1. Consequently,
the vehicleV6 will be able to receive the vehicle information
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Fig. 9. Route construction for the new vehicle.
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of the vehicle V1 through the vehiclesV4 and V5. The
vehicleV6 constructs a route by requesting vehicle information
forwarding.

B. Route modification for moved vehicles

Vehicles can recognize neighbor vehicles by exchanging
vehicle information each other. Therefore, a forwarding re-
quested vehicle can start to find the next neighbor vehicles if
it cannot communicate with the forwarder vehicle. Figure 11
shows that the vehicleV5 moves to the outer area of the vehicle
information delivery area of the vehicleV3. An example for
packet transmission is shown in Fig. 12.

In the Fig. 11, the vehicleV5 finds that the route through
the vehicleV3 becomes invalid by checking the vehicle infor-
mation from the vehicleV3. Then, it broadcasts the Forwarder
Search Message to neighbor vehicles. The vehicleV4, which
receives the Forwarder Search Message from the vehicleV5,
starts the temporary forwarding of the vehicle information.
Finally, the vehicleV5 can find the new route through the
vehicleV4.
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C. Route discard for moved vehicles

In the proposed scheme, two procedures for route discard
are considered. The first is used in a situation that vehicles
in a certain delivery area cannot receive any information of a
vehicle, which were in the area, and they cannot recognize it
any more. The second is used in a situation that vehicles in
a certain delivery area can receive information of a vehicle
and can recognize it, but it is moving out to the area. In
the situations, they discards the routes in their own routing
table. Figure 13 shows an example that the vehicleV5 moves
to the outer area of the vehicle information delivery area
of the vehicleV1. Figure 14 shows an example for packet
transmission in this situation.

The vehicleV5 uses the route through the vehicleV4 in Fig.
13. It transmits a Forwarding Abort Message to the vehicleV4

if it exists in the outer area of delivery area for a given length
of time. Finally, the vehicleV4 stops vehicle information
forwarding and removes the route for the vehicleV5.

IV. N UMERICAL RESULTS

In order to evaluate the feasibility of the proposed scheme,
we performed computer simulations with network simulator
QualNet [31]. Qualnet is the well-known wireless network
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simulation software that considers the more actual wireless en-
vironment. Therefore, packet errors are handled as the packet
error ratio according to the received signal-to-interference and
noise power ratio (SINR). Each results shows an average of
10 trials of simulation. Our proposed protocol is one of the
information delivery schemes by broadcast communication. It
is known that broadcast communication suffers from packet
collisions when many vehicles exist in a communication area.
Therefore, we considered 50 vehicles for small number of
vehicles and 200 vehicles for large number of vehicles. We
assumed that a road shape is a loop line with a radius equals
to 1500 [m] and 2 lanes. Each vehicle is located randomly on
the road, selecting the velocity between 90 [km/h] and 110
[km/h] randomly. Therefore, a distribution of vehicle velocity
is uniformly between 90 [km/h] and 110 [km/h] The vehicle
runs on the inside lane principally and keeps an inter-vehicular
distance as 100 [m]. If there is no vehicle on the outside lane,
the vehicle moves to the outside lane from the inside lane
to overtake a forward vehicle. After overtaking, the vehicle
moves to the inside lane if there is no vehicle on the inside
lane. In the simulations, about 50 times of passing occur when
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TABLE II

SIMULATION PARAMETERS.

Simulator QualNet
Simulation time 150 [s]
Simulation trial 10 [times]
Number of vehicles 50, 200 [vehicles]
Vehicle velocity 90 – 110 [km/h]
Size of vehicle information message 100 [Byes]
Transmission interval 250 [ms]
Communication device IEEE 802.11b
Transmission rates 11 [Mbps]
Transmission power 15 [dBm]
Antenna gain 0 [dB]
Antenna type Omni directional
Antenna height 1.5 [m]
Propagation path loss model Two ray
Wireless environment AWGN
Road shape Circle with radius = 1500 [m]
Number of lanes 2 [lanes]

the number of vehicle is 50, and about 150 times of passing
occur when the number of vehicle is 200. Finally, the feature
of this paper is to consider the effect of large-size vehicles.
So, we define the large-size vehicle ratio that means the ratio
of the large-size vehicles and the standard-size vehicles. When
the large-size vehicle ratio is set to 0, all vehicles are standard-
size vehicles.

As the wireless propagation model, we used a two ray prop-
agation model. Moreover, we consider blocking effects due
to large-size vehicles. So, we assumed that large-size vehicles
are rectangular solids. If a rectangular solid is overlapped with
the straight line between two standard-size vehicles, these two
vehicles cannot communicate due to blocking.

The final purpose of this study is to fuse vehicle information
delivery and communication networks for several network
applications. Therefore, we employ IEEE 802.11b for a com-
mon comunication device. In the simulations, the transmission
range is about 500 [m], packet errors are determined due
to the received signal-to-interference and noise power ratio
(SINR). Our packet error model can consider packet collisions
and noises. The size of a vehicle information message is 100
[Byte], and is transmitted with 4 [packets/s]. The delivery area
of vehicle information messages is assumed to be 1000 [m].

Our protocol is one of the broadcast communication meth-
ods. Therefore, we employ the probabilistic flooding scheme
for comparison. The flooding probability is assumed to be 0,
25, 50, 75, 100 [%]. Simulation parameters are shown in detail
in Table II.

Figure 15 shows the delivery ratio of vehicle information
messages with 50 vehicles. In this study, we define that the
delivery ratio is the message received ratio for vehicles in the
delivery area. From results, we can find that our proposed
protocol can achieve the highest delivery ratio. The delivery
ratio of the probabilistic flooding scheme degrades when the
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flooding probability decreases. This is because several vehicles
are required to forward vehicle information messages when
there are a small number of vehicles on the road. Moreover,
the delivery ratio of all schemes degrades when the large-size
vehicle ratio increases. Especially, it degrades much when the
value of the flooding probability is set low. The reason for
this is that large-size vehicles block communications between
standard-size vehicles. So, more vehicles should be required
to forward vehicle information messages.

Figure 16 shows the delivery ratio of vehicle information
messages with 200 vehicles. From results, our proposed pro-
tocol can keep the highest delivery ratio. But, the delivery
ratio of the flooding scheme degrades. This is because the
flooding schemes suffer from broadcast storm problems. We
can find that some flooding schemes can achieve good delivery
ratio. However, the optimum flooding probability is also
changeable depending on situation change. So, it is difficult to
select the optimum flooding probability in the actual system.
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Incidentally, the delivery ratio of the proposed protocol can
achieve high performance even if the large-size vehicle ratio is
changed because each vehicle selects an optimum vehicle as its
forwarder vehicle in the proposed protocol. In the conventional
research, the objective packet delivery ratio is assumed to
be 90 [%]. In the broadcast communication, packets may be
corrupted due to hidden terminal problems. Therefore, it is
difficult to achieve high delivery ratio when special media
access control (MAC) method is not employed. In our delivery
ratio, we evaluate packet delivery ratios at all receiver vehicles.
Therefore, we think that our protocol can be used for the actual
environments by employing the Forward Error Correction
(FEC).

Figure 17 shows the number of forwarded vehicle informa-
tion in the delivery area with 50 vehicles. From results, we
can find that the flooding schemes require several times of
forwarding. Therefore, the flooding schemes can achieve high
delivery performance. However, these excess forwarding are
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unreasonable from the viewpoint of the wireless resource. The
probabilistic flooding can decrease the number of forwarding.
But, the delivery ratio is also degraded. On the contrary,
our proposed protocol requires small number of forwarding
like the probabilistic flooding with 25 [%]. However, the
proposed protocol can achieve the high delivery ratio like the
full flooding scheme. Therefore, our protocol is a reasonable
scheme from the viewpoint of wireless resources.

Figure 18 shows the number of forwarded vehicle informa-
tion in the delivery area with 200 vehicles. From results, the
performance of the probabilistic flooding with 25 [%] keeps
small number of forwarded vehicle information messages.
However, the delivery ratio of the probabilistic flooding with
25 [%] degrades due to blocking by large-size vehicles. This is
because it is difficult to forward vehicle information message
appropriately when the flooding probability decreases. Mean-
while, the proposed protocol can keep the smallest number
of forwarded vehicle information messages. Moreover, the
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performance of the proposed protocol achieves a stable de-
livery ratio and a stable forwarding performance because each
vehicle selects its forwarder vehicle by considering blocking
due to large-size vehicles.

Figure 19 shows the delay performance with 50 vehicles.
The delay period starts when a source vehicle transmits
a vehicle information message, and ends when the vehicle
information message is received at all vehicles in the delivery
area. Therefore, the accurate delay of each vehicle is different
due to the positions of the vehicles. So, the delay performance
averages delays of all vehicles in the delivery area. From
results, the delay performance of the proposed protocol is
a little shorter than that of the full flooding scheme. The
delay performance of all schemes increases when the large-
size vehicle ratio increases. The reason for this is that blocking
by the large-size vehicles causes degradation of the actual
transmission range. Therefore, more forwarder vehicles are
required to transmit the vehicle information messages.

Figure 20 shows the delay performance with 200 vehicles.
From results, the delay performance of the proposed proto-
col can keep short values when the large-size vehicle ratio
changes. On the contrary, the flooding schemes have especially
long delay when the large-size vehicle ratio equals to 0 or 100
[%]. The actual transmission range becomes long when there is
no effect of blocking due to the large-size vehicles. Therefore,
broadcast storm problems occur.

Figure 21 shows the delay performance of standard-size and
large-size vehicles in the proposed protocol. This kind of delay
is required to transmit vehicle information in MAC layer. From
results, we can find that delays of large-size vehicles decrease
according to increasing of the large-size vehicle ratio because
large-size vehicles block communications between standard-
size vehicles and the number of vehicles in a certain communi-
cation area also decreases. Therefore, each vehicle can obtain
more opportunities to transmit vehicle information. On the
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Fig. 22. Delivery ratio of vehicle information (large-size vehicle:40[%].

contrary, the delay performance of large-size vehicles is also
constant. This is because large-size vehicles can communicate
with standard-size vehicles and large-size vehicles. Moreover,
these communication are not blocked. Then, the number of
vehicles sharing the same communication is also increasing.
As a result, it is difficult for large-size vehicles to obtain
opportunities to transmit vehicle information.

Figure 22 shows the delivery ratio of vehicle information
with a large-size vehicle ratio equals to 40 [%] and 200
vehicles. From results, the performance of the all flooding
mechanisms degraded according to increasing in the number
of vehicles. The reason for this is that it is difficult to select
adequate forwarding vehicles in the situation the large-size
vehicle ratio equals to 40 [%]. Meanwhile, the proposed
protocol has good scalability performance. The scalability is
one of the most important factor in ITS. This is because
the proposed protocol is especially simple and only a few
control messages are exchanged when a vehicle joins certain
networks, it changes its forwarding vehicle and drops out
the networks. Moreover, the proposed protocol can select an
adequate forwarding vehicle, and improve effectiveness of
channel resource.

Figure 23 shows the number of forwarded vehicle informa-
tion with a large-size vehicle ratio equals to 40 [%] and 200
vehicles. From results, we can find that the proposed protocol
can keep a small number of forwarded vehicle information.
However, the performance of the proposed protocol is little
larger than that of the probabilistic flooding with P = 25
[%] because the proposed protocol can select the forwarding
vehicles. Therefore, more vehicles are selected as a forward-
ing vehicle when large-size vehicles blocks communication
between standard-size vehicles.

Figure 24 shows the delay performance with a large-size
vehicle ratio equals to 40 [%] and 200 vehicles. From results,
the delay performance degrades according to increasing in the
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flooding probability. This is because broadcast storms occur
and it is difficult for almost all vehicles to transmit vehicle
information. On the contrary, the proposed protocol can keep
the short delay even if the number of vehicle increases.

Figure 25 shows the continuous drop ratio of vehicle
information with a large-size vehicle ratio equals to 40 [%]
and 200 vehicles. The continuous drop ratio means the ratio
that the vehicle cannot receive the vehicle information contin-
uously. The continuous drops of vehicle information are not
suited characteristics for ITS communication because these
drops cause temporal interruption of communication between
neighbor vehicles. From results, we can find that the proposed
protocol has good tolerance to burst packet losses.

V. CONCLUSION

In this paper, we have proposed a new routing protocol
for delivery of vehicle information to neighbor vehicles in a
specific area. The proposed protocol can deliver new vehicle
information with short delay by performing temporal limited
flooding before a construction of routes. Moreover, it can
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deliver vehicle information effectively with forwarding by an
adequate vehicle. The feature of the protocol is utilizing a
vehicle information message itself to detect each vehicle sta-
tus. Moreover, our protocol can be extended for a bidirectional
road by using directional information. As a result, our protocol
does not require periodic transmission of control messages. In
addition, we have evaluated an environment with the mixed
factor of standard-size and large-size vehicles. In the actual
environment, it is important to support this mixed factor for
real safe driving systems. Finally, we can find that our protocol
can achieve the high delivery ratio with short delay even if
large-size vehicles influence the communication. Moreover, we
can provide required quality in communications if we employ
the forward error correction (FEC) to recover the packet loss.
Considering all these results mentioned above, the proposed
method could be one of the fundamental schemes for achieving
ITS.

VI. FUTURE WORK

In this paper, we evaluated the performance with two sizes
of vehicles in additive white gaussian noise (AWGN) envi-
ronment. Therefore, our evaluation can assume more actual
vehicle conditions and wireless communication environment.
However, multi-path fading is also significant degradation
factor in city environment. Then, it is important to handle
the dynamic fluctuation of wireless channel. Moreover, the
proposed scheme was evaluated with the IEEE 802.11b sys-
tem. Therefore, it is not difficult to implement on embedded
system with IEEE 802.11 device. Authors has a schedule to
implement the proposed scheme on a Linux router board with
a mini-PCI IEEE 802.11device.
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Abstract

Transaction processing is of growing importance for mo-
bile computing. Booking tickets, flight reservation, banking,
ePayment, and booking holiday arrangements are just a
few examples for mobile transactions. Due to temporarily
disconnected situations the synchronisation and consistent
transaction processing are key issues. Serializability is a
too strong criteria for correctness when the semantics of a
transaction is known. We introduce a transaction model that
allows higher concurrency for a certain class of transactions
defined by its semantic. The transaction results are ”escrow
serializable” and the synchronisation mechanism is non-
blocking. The model copes with many mobile scenarios
and is able to improve existing synchronization approaches
through an automatic replay approach, whereas transaction
migration or transactional composition in mobile interac-
tion is not considered. Rather we provide an optimistic
transaction model residing at middleware layer. Experimen-
tal implementation showed higher concurrency, transaction
throughput, and less resources used than common locking
or optimistic protocols.

1. Introduction

Mobile applications enable users to execute business
transactions while being on the move. It is essential that
online transaction processing will not be hindered by the
limited processing capabilities of mobile devices and the low
speed communication. In addition, transactions should not be
blocked by temporarily disconnected situations. Traditional
transaction systems in LANs rely on high speed communi-
cation and trained personnel so that data locking has proved
to be an efficient mechanism to achieve serializability.

In the case of mobile computing neither connection qual-
ity or speed is guarantied nor professional users may be
assumed. A reliable end-to-end protocol (ISO/OSI level 4)
like TCP is not sufficient as a user transaction (ISO/OSI
level 7) may span multiple sessions. The communication
delay due to retransmissions occupies resources e.g blocks

data elements. This means that a transaction will hold
its resources for a longer time, causing other conflicting
transactions to wait longer for these data. If a component
fails, it is possible that the transaction blocks (is left in a
state where neither a rollback nor a completion is possible).

The usual way to avoid blocking of transactions is to use
optimistic concurrency protocols.

In situations of high transaction volume the risk of aborted
transaction rises and the restarted transaction add further
load to the database system. Also this vulnerability could
be exploited for denial of service attacks.

In order to make mobile transaction processing reliable
and efficient a transaction management is needed that does
not only avoid the drawbacks outlined above but also fits
well into established or emerging technologies like EJB,
ADO, SDO. Such technologies enable weakly coupled or
disconnected computing promoting Service Oriented Archi-
tectures (SOA).

These data access technologies basically provide abstract
data structures (objects, data sets, data graphs) that encap-
sulate and decouple from the database and adapt to the pro-
gramming models. We propose a transaction mechanism that
should be implemented in the middle tier between database
and (mobile) client application. This enables to move some
application logic from the client to the application server
(middle tier) in order to relief the client from processing and
storage needs. Validation, eventual transaction rewrites, rec-
onciliations or compensations are implemented in the middle
tier as shown in Figure 1. A client transaction T1 executes
entirely locally after loading the read set RSet1 into the
client. On commit the middleware has to check RSet1 for
possible changes which happened in the mean time due to
other transactions e.g. T2 using the write set WSet2. In
case of serialization conflicts the transaction manager has
to resolve the situation. If there are legacy applications not
running through this middleware the consolidation must take
into account the current database state Ss as well.

The present paper is an extended version of [1], and
it provides more detailled information about the server
phase, the requirements for transaction splitting, and other
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Figure 1. Three tier architecture for mobile transaction
processing

implementation issues.

1.1. Motivation

The main differences between mobile computing and
stationary computing are temporary loss of communication
and low communication bandwidth. However increased local
autonomy is required at the same time. Data hoarding
and local processing capability are the usual answers to
achieve local autonomy. The next challenge is then the
synchronisation or reintegration of data after processing [2],
[3], [4]. As pointed out above, blocking of host data is not
an option.

The challenge is to find a non-blocking concurrency
mechanism that works well in disconnected situations and
that is not leading to unnecessary transaction cancellations.

We need a mechanism to reconcile conflicting changes
on the host database such that the result is still considered
correct. This is possible if the transaction semantic is known
to the transaction management. In this paper we propose to
automatically replay the transactions in case of a conflict.

We illustrate the idea by an example and defer the formal
definition to the next Section. Assume that we have transac-
tions T1 and T2 that withdraw e 100 and e 200 respectively
from account a. If both transactions start reading the same
value for a (say e 1000) and then attempt to write back a :=
e 900 for T1 and a := e 800 for T2 then a serialization
conflict arises for the second transaction because the final
result would lead to a lost update of the first transaction.

However, if in this case the transaction manager aborts the
transaction, re-reads a (= e 900 now) and does the update on
the basis of this new value then the result (= e 700) would be
considered as correct. In fact, it resulted in a serial execution
from the host’s view. Clearly this transaction replay is only
allowed if it is known that the second transaction’s subtract
value does not depend on the account value (balance). This

precondition holds within certain limits for an important
class of transactions: Booking tickets, reserving seats in a
flight, bank transfers, stock management.

There are often additional constraints to obey: A bank
account balance must not exceed the credit limit, the quantity
on stock cannot be negative, etc.

We will introduce a transaction model based on this idea
that allows higher concurrency for a certain class of trans-
actions defined by its semantic. The transaction results are
”escrow serializable” and the synchronisation mechanism is
non-blocking.

The next section sketches out the related work and ad-
dresses some drawbacks of existing approaches. Section
3 and 4 introduce our model and provide the required
definitions for escrow serializability as well as the trans-
actions’ semantics. Section 5 describes theoretically the
client and server phase in detail, whereas section 6 provides
information about an implementation based on Service Data
Objects (SDO). Section 7 focuses on an alternative conflict
detection using Row Version Verification (RVV) and the
performance of the escrow model is presented in section
8. The paper’s conclusions are presented in section 9.

2. Related Work

For making transaction aborts as rare as possible essen-
tially three approaches have been proposed:
• Use the semantic knowledge about a transaction to

classify transactions that are compatible to interleave.
• Divide a transaction into subtransactions.
• Reconcile the database by rewriting the transaction in

case of a conflict.
Semantic knowledge of a transaction allows non serializable
schedules that produce consistent results. Garcia-Molina [5]
classifies transactions into different types. Each transaction
type is divided into atomic steps with compatibility sets
according to its semantic. Transaction types that are not in
the compatibility set are considered incompatible and are
not allowed to interleave at all. Farrag and Özsu [6] refine
this method allowing certain interleaving for incompatible
types and assuming fewer restrictions for compatibility.
The burden with this concept is to find the compatibility
sets for each transaction step which is a O(n2) problem.
Our proposed model is a O(n) problem, because for each
operation of a transaction it has to be decided if the operation
is reconcilable or not, and it is not required to define the
compatibility with every concurrent transaction.

Dividing transactions into subtransactions that are delim-
ited by breakpoints does not reduce the number of conflicts
for the same schedule but a partial rollback (rollback to
a subtransaction) may be sufficient to resolve the conflict.
Huang and Huang [7] use semantic based subtransactions
and a compatibility matrix to achieve better concurrency
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Table 1. Comparison of high concurrency mechanisms

Mechanism Bibliography Drawbacks
uses Ta semantics to [5], [6] semantic classification
build compatibility set complexity is O(n2)
uses subtransactions to [7], [8], [9] manual division
build compatibility matrix [10] into sub-Ta, O(n2)
uses multiversions and [11], [3] not performant in
conflict resolution function case of hot spots
uses semantic to reconcile [13], [1] semantic dependency
Ta (escrow-serializability) function required

for mobile database environments. Local autonomy of the
clients may subvert the global serializability. The solutions
proposed by Georgakopoulous et al. [8] and Mehrotra et
al [9] came for the prize of low concurrency and low
performance. Huang, Kwan, and Li [10] achieved better
concurrency by using a mixture of locking to ensure global
ordering and a refined compatibility matrix based on se-
mantic subtransactions. Their transaction mechanism still
needs to be implemented in a prototype to investigate its
feasibility. The reconciliation mechanism proposed in this
paper attempts to replay the conflicting transactions and
produce a serializable result. This method has been inves-
tigated in the context of multiversion databases. Graham
and Barker [11] analysed the transactions that produced
conflicting versions. Phatak and Nath [3] use a multiversion
reconciliation algorithm based on snapshots and a conflict
resolution function. The main idea is to compute a snapshot
for each concurrent client transaction which is consistent in
terms of isolation and leads to a least cost reconciliation. The
standard conflict resolution function integrates transactions
only if the read set RSet of the transaction is a subset of
the snapshot version S(in) into which the result needs to be
integrated. In the case of write-write conflicts this is not the
case, as RSet * S(in).

We illustrate this by an example using the read-write
model with Herbrand semantics (see [12]). Assume we
have two transaction: T1 = (r1(a), w1(a), r1(b), w1(b))
transfers e 100 from account a to account b and T2 =
(r2(b), w2(b)) withdraws e 100 from account b. If both
transactions are executed in serial, the balance for account
b will end up with its starting value. Now assume, that
snapshot version V (0) = {a0, b0} is used and both trans-
actions start with the same value b0. Assume the schedule
S = (r1(a0), r2(b0), r1(b0), w1(a1), w2(b1), c2, w1(b1), c1).
S is not serializable and no other schedule either if both
transactions use the same version of b. The last transaction
attempting to write account b will produce a lost update and
should abort.

The multiversion snapshot based reconciliation algorithm
of Phatak and Nath [3] will not be able to reconcile T1

as RSet(T1) = V (0) = {a0, b0} * V (1) = {a0, b1}.
V (1) is the result of transaction T2. If no snapshot would

have been taken and making sure that the update (read-
write sequence) of b is not interrupted (interleaved) the
result would have been the serializable schedule R =
(r1(a), w1(a), r2(b), w2(b), c2, r1(b), w1(b), c1). This shows
the limitations of snapshot isolation compared to locking
in terms of transaction rollbacks. On the other hand the
schedule R leads to low performance because no interleaving
operations for the read-write sequence are allowed. Table 1
gives an overview on transaction mechanisms used to reduce
or resolve concurrency conflicts.

Many mobile replication and synchronization models are
introduced in literature. Some of these models could be
improved by an application of the ec - model. The Iso-
lation Only (IO) [14] for example, enables disconnected
operations in a private workspace and distinguishes between
1st and 2nd class transactions, whereas only the 1st class
is serializable with all committed transactions (SR). The
2nd class is only local serializable with other 2nd class
transactions (LSR). SR is granted if a local transaction was
successfully reintegrated (LSR → SR). IO defines global
serializability (GSR) to be the next level of serializability,
and the difference between LSR, SR, and GSR is that GSR
is not testable during a transaction’s execution. If a test
for GSR fails, the IO model also proposes to re-execute
a transaction with the current DB’s state. However, the
IO model doesn’t define the types of conflicts where re-
execution is applicable. The ec-model is capable to extend
the IO model since our model provides a semantics based
classification for conflicts and a mechanism to automatically
replay conflicting transactions. Furthermore, the IO model
is based on Kung’s OCC model to ensure SR (see [15]),
and in section 5 we present how to extend an OCC with
an additional reconcile phase. So the ec - model is able
to improve GSR and SR in the IO model. The idea to
replay a transaction on a stationary DBMS is referred to
as transaction oriented synchronization and is described in
the Two - Tier - Replication model ([16]). Reconciliation is
based on the transaction’s semantics. Our model focuses on
the server or middleware and the transaction’s semantics has
to be made available for the server only, i.e. the TM. If local
transactions have to be aware of the semantics, because the
ec-model is applied to local DBMS, a ”Combat” mechanism
as introduced in the Pro-Motion transaction model ([[17],
[18]) is a proper solution.

Our approach is to abort a conflicting transaction and
automatically replay the operation sequentially. The isolation
level should be read committed to avoid cascading roll-
backs or compensation transactions. Our model relies on the
optimistic snapshot validation without critical section [19]
algorithm or row version verifiying (RVV) [20], and to ease
the reconciliation processing we classify transaction in terms
of its semantics.
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3. Transaction Model

A database D may be viewed as a finite set of entities
or elements a, b, · · · , x, y, z (see [21]). If there exists more
than one version of an entity, we denote it with the version
number, e.g. x2. These entities will be read (read set RSet)
and modified (write set WSet) by a set of transactions T =
{T1, T2, · · · , Tn}. The database D at any given time exists
in a particular state DS . A snapshot of D is a subset of a
database state DS (see [22]).

Our mobile computing system consists of a database
server, an application middleware with mobile transaction
management, and a mobile client with storage and com-
puting capabilities as sketched out in Figure 1. A mobile
transaction is a distributed application that guaranties trans-
actional properties. We assume that the data communication
is handled transparently by a communication protocol that
can detect and recover failures on the network level. Mobile
client and server have some local autonomy so that in case
of network disconnection both sites can continue their work
to some extent.

The data base consists of a central data store and snapshot
data (at least the RSet) on the mobile client for each
active transaction. From a transactional concept’s view the
transactions on the client are executed under local autonomy.
The local commit is ”escrowed” along with the changes to
the server. The transaction manager tries to integrate all
escrowed transactions into the central data store. In case
of serialization conflicts reconciliation can be achieved if
the semantic of the transaction is known and all database
constraints are obeyed.

3.1. Escrow Serializable

For the sake of availability we want to avoid locked
transaction as far as possible. One approach is to use opti-
mistic concurrency, the other way is to relax serializability.
Optimistic concurrency suffers from transaction aborts when
a serialization conflicts arises [22]. The multiversion based
view maintenance could minimize that risk but it requires a
reliable communication at all times [3].

Much research was invested to optimize the validation
algorithms [23], [24], [25], [26] for serialization. We prefer
to allow non-serializable schedules that produce consistent
results for certain types of transactions similar to [27].

A transaction T transforms a consistent database state
into another consistent state. This may be formalized by
considering a transaction as a function operating on a subset
of consistent database states D, i.e. D2 = T (D1) with
suitable D1, D2 ∈ D, where RSet ⊆ D1 and WSet ⊆ D2.
If we want to make the user input u explicit we write
D2 = T (D1, u).

Definition 1: (escrow serializable)

Let Q be a history of a set of (client) transactions
T = {T1, T2, · · · , Tn} that are executed concur-
rently on a database D with initial state D0. For
each transaction Ti the user input is denoted by ui.
The history Q is called escrow serializable (ec) if

1) there exists a serial history S for T with
committed database states
DS = (D1, D2, · · · , Dn), where

2) ∃r ∈ {1, 2, · · · , n} with D1 = Tr(D0, ur)
and

3) ∃s ∈ {1, 2, · · · , n} with Dk = Ts(Dk−1, us)
for each k = (2, 3, · · · , n)

Please note that this kind of serializability is descriptive
as it is not based on the operations but on the outcome
(semantic) of the transactions. Escrow serializability means
that the outcome is the same as with a serial execution using
the same user input.

The name escrow serializable stems from the idea that a
mobile client ”escrows” its transaction to the server. On the
server site the transaction manager reconciles the transaction
if all database constraints are fulfilled. This can be achieved
by analysing the conflicting transactions and producing the
same result as a serial execution would have done. We
demonstrate this with the following example:

Example 1: (withdraw)
Let T1 and T2 be two withdraw transactions that
takes e 100 resp. e 200 from account x. We denote
by ci (resp. ai, eci) the commit (resp. abort, escrow
commit) command. The history
Sc = r1(x)r2(x)w2(x′ := x− 200)ec2w1(x′′ :=

x− 100)ec1

normally produces a lost update, but it is escrow
serializable. The transaction manager on the server
will detect the conflicting transaction. T1 is aborted
and automatically replayed with the previous input
data. The resulting history on the server will be

Ss = r1(x)r2(x)w2(x′ :=
x− 200)c2w1(x− 100)a1r1(x′)w1(x′ − 100)c1.

Schedule Ss is equivalent to the serial execution
(T2, T1).
If there exists a constraint, say x > 0 any violating
transaction has to abort. Assume that x = 300 and
take the same operation sequence as in schedule Sc

then transaction T1 has to abort because x′−100 ≯
0.

3.2. Escrow Reconciliation Algorithm

Escrow serialization relies on reconciling transaction in
such a way that the outcome is serializable. This is only
possible if the semantic of the transactions including the user
input are known. The idea is to read all data necessary for a
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ensure: set of transactions T = {T1, T2, · · · , Tn}
ensure: actual database state Ds, set of constraints C(D)
ensure: only committed data in read set RSet(i) of Ti
ensure: Ti = (opik, i = 1, 2, · · · , ki)
for ∀ eci ∈ {ec1, ec2, · · · , ecn} received do

// test if Ti conflicts with Ds

if RSet(i) ⊆ Ds and ∀ c ∈ C(D): (c = true) then
commit Ti

else // abort and replay transaction
abort Ti
ensure: serial execution
for each opik ∈ op(Ti) do opik
if ∃ c ∈ C(D) with (c = false) then // c violated

abort Ti
else

commit Ti
end if

end for
Figure 2. Reconciliation algorithm for ec serializability

transaction and defer any write operation until commit time.
If a serialization conflict arises at commit time this means
that a concurrent transaction has already committed. In this
case the transaction is aborted and automatically replayed
with the same input data.

Our transaction model is divided into two phases:
• client phase

During the processing on the client site, data may only
be retrieved from the server. It is important that the read
requests are served in an optimistic way. Technically a
read set of data, a data graph or any other snapshot
could be delivered to the mobile client. The client
transaction terminates with an escrow commit (ec) or
an abort (a).

• server phase
When the server receives the ec along with the write
set and no serialization conflict exists the transaction
is committed. In case of a conflict the transaction is
aborted. The replay is done automatically with pes-
simistic concurrency control or serial execution. This
prevents nested transactions conflicts or the starvation
[22] of a transaction. If no constraints are violated the
replayed transaction is committed.

A possible reconciliation algorithm using the abort-replay
mechanism is presented in Figure 2. Section 5 describes the
server phase in detail and provides an extended version of
this algorithm.

Care has to be taken with transactions not using the abort-
replay mechanism. In this case the database should work in
isolation level ”serializable”.

If the abort-replay mechanism is always used to integrate
the transactions on the server there is no need for a certain
isolation level as the read sets only contain consistent results.

Any competing transactions will not alter the database until
the server integrates the result. As the transaction results are
integrated one-by-one, no read phenomena may occur and
serial results are ensured.

So far we have illustrated the model with transactions that
produce a constant change for a data item (see Example
1). The model is valid for any transaction with a known
semantic (see Theorem 1). For instance the transaction
T3 = (r3(x), w3(x := 1.1x), ec3) increases the prize x of a
product by 10%. If the first read of x and the reread differ
(r′3(x) 6= r3(x)), then the replay will produce a 10% increase
based on the actual value.

For an automatic replay it is is essential to know which
transactions are ”immune” or depend in a predicted manner
from the read set. These are the candidates for escrow
serializability.

There is a technical issue for the banking example. Here
we do not really need the actual withdraw amount of the
transaction to replay it. It is sufficient to know three database
states since the new value can be calculated by a := a1 +
ac−a0 where a1 is the actual balance, ac is the new balance
calculated by the client transaction, and a0 is the basis on
which the value ac was computed. This observation gives
reason to find classes of transactions that are ec serializable
without knowing the actual user input.

An implementation using SDO technology is described
later in Section 6.

4. Semantic Classification of Transactions

To facilitate the task for the reconciliation algorithm
we shall classify the client transaction according to their
semantic, in particular the dependency of the input from the
read set.

Definition 2: (dependency function)
Let T be a transaction with RSet =
{x1, x2, · · · , xn} and WSet = {y1, y2, · · · , ym}
on a database D. The function fi : ~x → yi with
~x = (x1, x2, · · · , xn) and yi ∈ WSet is called
dependency function of yi.
Let xk ∈ RSet and yi ∈ WSet be numeric data
types for all k. If fi is a linear function then yi is
called linear dependent and we can write

yi = fi(~x) = ~ai
T~x + ci (i = 1, 2, · · · , m) (1)

with ~ai
T being the transposed vector ai =

(ai1, ai2, · · · , ain).
If all functions fi are linear dependent, then

~y = A~x + ~c (2)

with m× n-Matrix A = (aik) and m-dimensional
vector ~c. We call the corresponding transaction T
linear dependent.
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If fi(~x) = ~1T~x + ci then fi is called linear
dependent with gradient 1 (~1 is the vector with
magnitude 1).
If fi(~x) = ~bT~x + ci then fi is called linear
dependent with gradient ~b.

In our banking example the accounts are linearly depen-
dent with gradient 1. The 10% price increase is an example
for a transaction that is linearly dependent with gradient
b = 1.1.

If the values of the WSet however depend in an non-
formalized user dependent manner from the RSet then there
is no way to reconcile the transaction automatically. The
escrow serializable execution of a transaction depends on
the fact that the outcome does change in a known functional
manner.

Theorem 1: (escrow serializable)

Let T be a set of transactions where each trans-
action T has known dependency functions fi (i
= 1,2, ..., m). Then the concurrent execution of
T is escrow serializable using the abort-replay
algorithm of Figure 2.

Proof 1: (escrow serializable)

Let D0 be a consistent state of a database with
transactions T = {T1, T2, · · · , Tn}. Let H be a
history of T and let w.l.o.g. the commit order be
the same as the transaction index. We construct a
serial transaction order that matches the definitions
of escrow serializability using the abort-replay al-
gorithm. Any write operations of the transactions
Ti are postponed until commit time. The read set of
T1 is a subset of database state D0. Then we have
D1 = D0 ∪ S1 := T1(D0) after the first commit
c1. When a subsequent transaction Tk tries to
commit and RSetk∩(∪κ≤k−1S

κ) = ∅ then there is
no serialization conflict and the commit succeeds.
In case of a conflict, the transaction is aborted
and replayed with the same user data. During
the replay the algorithm ensures serial execution,
so further commits are queued. Finally we have
Dk = Dk−1 ∪ Ts(Dk−1, us) for k = 1, 2, · · · , n.
QED

Let {r1, r2, · · · , rn} ⊆ Dc be the read set values of a
client transaction and let {s1, s2, · · · , sn} ⊆ Ds be the read
set values on the server when the transaction tries to commit.
Then the abort-replay mechanism produces WSet(T ) =
T (Ds, ~u) = A~s + ~u. The value of any numerical data item
x ∈ WSet for a linear dependent transaction is computed

as

xT = ΠxT (Ds, ~u) = ~aT~s + u

= ~aT~s + (~aT~r + u)− ~aT~r

= ~aT (~s− ~r) + ΠxD
c

= ΠxA(~s− ~r) + ΠxD
c

(3)

From the above equation we see that the reconciliation
for transactions with a linear dependent write set may be
simplified. For the transaction manager it is sufficient to
know the client state Dc, the read set Ds at commit time
and the state produced by T (Dc, u).

Corollary: A linear dependent transaction can be recon-
ciled (replayed) in a generic way, if client state
Dc at begin of transaction, the read set Ds at
commit time and the state produced by T (Dc, u)
are known.

The corollary statement is similar to the reconciliation
proposed by Holliday, Agrawal, and El Abbadi [4].

4.1. Quota Transaction

In many cases the semantic of a transaction has well
known restrictions. We can guaranty the successful execution
of certain transactions if the user input remains within a
certain value range.

Assume a reservation transaction. If the transaction is
given a quota of q reservations then the success can be
guarantied for reservations within these limits. It is the
responsibility of the transaction manager to ensure that
the quota does not violate the consistency constraints. For
example if there are 10 tickets left and the quota is set for
2 tickets, then only 5 concurrent transactions are allowed.
As soon as a transaction terminates with less than two
reservations the transaction manager may allow another
transaction to start with a quota that ensures no overbooking.

Quota transactions in this sense are similar to increment
or decrement of counter transactions with escrow locking
(see [12]).

Definition 3: (quota transaction)
Let T be a transaction with WSet =
{y1, y2, · · · , ym} on a database D. For each
yi there is a value range I := [l, u] associated.
T is called quota transaction if the success of
the transaction can be guarantied in advance if
the result values yi do not exceed the quota, i.e.
yi(old) + l ≤ yi(new) ≤ yi(old) + u.

Setting quotas is a mean to guaranty success for a trans-
action by reserving sufficient resources without locking the
resources. Caution has to be taken when using quotas as
resources are reserved that finally should be taken or given
back. Therefore a time out or a cancel operation is required
on the server site.
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4.2. A transaction’s role

We will briefly describe the idea how to apply the role
pattern on transactions. Consider the situation where a
transaction has to prevail against other transactions’ mod-
ifications. If validation fails (e.g. a constraint was violated)
there is no chance for a transaction with a higher priority
to prevail against concurrent transactions. However, if we
assign an owner or master role to that transaction, the TM
is able to detect the role and adapt the transaction’s handling.
In the case of an owner, he may write modifications of the
owner transaction regardless of any other transactions, and
conflicting transactions have to abort.

In general, roles are a well understood concept, but
transaction models do not apply this concept directly to
transactions. Instead, the concept is shifted up to application
level whereas our intention is to apply a role directly to the
transactions. Generally, a role is represented by a logical
identifier, and a set of conditions reflect the roles’ intention,
whereby each condition leads to activities. The role model
could be implemented based on the ECA (Event, Condition,
Activity) concept of Active Database Management Systems
(see [28]). The event is thrown, if the TM detects a role
associated with the current transaction. The conditions are
validated, and the activities are executed. In our model an
activity, thrown by a role, affects the TM’s behaviour which
isn’t data centric as the ECA is.

Security aspects may complement, add or even contradict
the activities implied by the transaction’s role. Care has to
be taken if transactions with an identical role operate on the
same data, and they run into a deadlock situation, e.g. two
owner roles. If this is an unwanted state, the first role is a
semantic lock for other identical roles.

5. Server phase of the ec-model

The sections above focus on reconcilable elements, i.e.
values with a linear dependency function. But, in general
a transaction consists of non-reconcilable elements (not
able to get corrected), too. E.g. a customer name is non-
reconcilable (provided no dependency function is found).
On the other hand an account balance, as in the example
above, is reconcilable. Both kinds of elements may belong
to the same transaction.

Reconciliation prevents only reconcilable elements
from unnecessary conflicts. Therefore, we will apply the
escrow model to an optimistic concurrency control (OCC)
algorithm in order to handle non reconcilable elements,
too. Kung and Robinson [15] describe in their paper a
general approach for an OCC algorithm with three different
phases; The read, validation, and write phase. The obstacle
of this approach is the critical section namely validation
and write. The indivisibility of these two phases leads
transactions in their read phase to also interrupt their work

if other transactions are validating or writing. Unland [19]
suggest a validation without critical section V AL¬CS . Read
transactions together with currently writing transactions can
validate concurrently except for a short critical section when
a transaction number (counter access only) is generated
and assigned. The V AL¬CS is extended by an additional
reconcile phase in order to comply with reconcilable
elements.

The V AL¬CS defines a transaction to be either in the
(i) read, (ii) validation or (iii) write phase. The additional
reconcile phase is explained later (see figure 3 for an
example). During the read phase (i) a transaction has to
validate against all transactions terminating in this phase
(write). This is referred to as forward-oriented optimistc
concurrency control [12].
If a transaction enters the validation phase (ii) a transaction
number TNR is assigned (the only critical phase), and the
transaction has to validate against all transactions with a
smaller transaction number not finished validation yet.
In the write phase (iii) Ti’s result is published provided the
write succeeds.
The ec-model needs an additional reconcile phase for values
necessary to reconcile. A validation order within a transac-
tion is also indispensable, since some elements need valida-
tion only, and reconcilable elements need reconciliation (see
later). Generally, OCC algorithms verify that a RSet of a
transaction T have no intersection with another transaction’s
WSet. The intersection is determined on an entity basis,
but reconciliation is on a value basis. Recall, reconciliation
means to re-exceute an operation with the current value(s).
Thus, for non reconcilable elements validation on an entity
basis is proper, whereas reconciliation is on a value basis.
Therefore, a transaction may need two different validation
strategies. Furthermore, we have reconcilable values with a
constraint, e.g. an account is not allowed to fall below the
credit limit.

Based on the observations so far we define the following
(Definition 5).

Definition 4: (escrow transaction)
A transaction consists of 1) reconcilable ele-
ments ~x = (x1, . . . , xi) (see definition 2), 2)
reconcilable elements with a constraint ~cx =
(cx1, . . . , cxi), and 3) non reconcilable elements
~nx = (nx1, . . . , nxi).For each reconcilable value
xi and cxi the dependency function fi of yi is
known (see defintion 2). The userinput is denoted
by u.
• (1) (~y, ~cy, ~ny) = T (~x, ~cx, ~nx, u)
• (2) Validation of ~x and ~cx is on an element

basis, whereas ~nx is on a variable basis.
• (3) RSet(T ) = {~x, ~cx, ~nx}
• (4) WSet(T ) = {~y, ~cy, ~ny}



79

International Journal on Advances in Telecommunications, vol 2 no 2&3, year 2009, http://www.iariajournals.org/telecommunications/

Figure 3. Modified validation without critical section (V AL¬CS), see [19]
T2, 3, 4 have to validate against T1 because T1 writes (t1). T2 has to validate against T3, because T2’s TNR < T3’s

TNR.

Example 2: (product inventory) Several employees receive
new products. Each product is stored at exactely one storage
location and employees store products concurrently. Before
an employee starts to stock, he reads the product’s data
(id,location,quantity) via infrared using his mobile device.
An infrared access point with a limited coverage resides near
each product’s location. After an employee finishes work he
commits the changes on the mobile device, and sents his
modifications (WSet or change set) back to the host via
infrared. Let quantity be the only reconcilable value.

T = (r(id), r(location), r(quantity), w(quantity′ :=
quantity + a)), where a is the amount of new products.

RSet(T ) = {~x = ∅, ~cx = {quantity}, ~nx =
{id; location}} (see definition 4)

The reconcilable elements depend on the transaction. In
the withdraw example the user transfers money and the
current balance does not affect his decision to execute the
transfer, e.g. to pay a bill. However, assume the actual
balance affects the decision to pay the bill. In the first
situation the balance is classified as reconcilable, whereas
it’s non - reconcilable in the second one.

In the next section we describe the read phase’s issues.
The validation, and reconcile phase are described later.

5.1. Read phase

Since the V AL¬CS was designed for connected archi-
tectures we analyze the read phase in order to fit the
requirements for disconnected architectures and reconcili-
ation. The support for local autonomy requires to replicate
data on the mobile device. Beside this aspect, the read set
contains reconcilable, as well as non-reconcilable entities
(see defintion 4).

In OCC, a reading transaction is not allowed to read data
which intersect with the write set WSet of a transaction (see

preliminaries, read phase (i)). Section 5.2 shows that recon-
ciliation prevents from critical read anomalies. Therefore,
the test in (i) reduces to ~nx components only. Validation of
non reconcilable data is on an entity basis, so we denote
RSetNX as the read set for non-reconcilable elements and
WSetNX respectively. For the modified validation in the
read phase of Unland’s V AL¬CS algorithm see figure 4.

for ∀Ti ∈ Tread do
if (∀Tj ∈ Twrite : RSetNX(i) ∩WSetNX(j) 6= 0)

abort Ti
end for
//Tread:=All reading transactions.
//Twrite:=All writing transactions.

Figure 4. write - read validation

5.2. Read anomalies and reconciliation

The lost update anomaly is not treated in this section
because the example above (see example 1) shows that
reconciliation prevents from a lost update.
Dirty read
Assume the schedule

S = r2(x)w2(x′ := x− 200)ec2r1(x′)a2w1(x′′ :=
x− 100)ec1, where eci indicates an escrow commit, and

ai an abort.

S normally produces a dirty read, but it is escrow serial-
izable. The TM will detect the conflicting transaction T1,
replay it automatically, and will use the current value of x.
The result is the following schedule which prevents from a
dirty read:

S = r2(x)w2(x′ := x− 200)ec2r1(x′)a2w1(x′′ :=
x− 100)ec1a1r1(x)w1(x′ := x− 100)ec1c1
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ai indicates an abort by the TM, because a constraint x > 0
was violated, and assume x was 200 at r2(x).
Non repeatable read
Assume the following schedule:

S = r1(x)r2(x)w2(x′ := x + 200)ec2c2r1(x′)ec1c1

As denoted in the schedule x 6= x′.
The non repeatable read anomaly is predestinated to briefly
sketch out the problem of read anomalies in disconnected
architectures. After T1 reads x, x is only present in T1’s
workspace. Each re-read in the workspace will produce the
same result and on the mobile client’s side no non repeatable
read is present. But the server side handling is of interest.
If the operation is replayed with x’s current value the read
is still non-repeatable. Therefore only to lock x, or restrict
repeatable read to workspace level is possible. But, the point
is that the ec-model exploits a non-repeatable read for x
values to replay the operation. Thus, the ec-model doesn’t
support an isolation of repeatable read.
Phantom read
Assume the following schedule:

S = cnt11 := count1(X)insert2(x)ec2c2cnt12 :=
count1(X)ec1c1

Both count(X) operations execute in the transaction’s
workspace (mobile client), and they have to produce the
same result, unless a concurrent transaction accesses the
same workspace (not provided by ec), or an explicit re -
read was performed. If the count operation is able to get
reconciled and a phantom read should be prevented, T1

has to be ec-aborted and replayed with the current state.
The result is the following schedule which prevents from a
phantom read:

S = cnt11 := count1(X)insert2(x)ec2c2ec1a1cnt11 :=
count1(X ′)c1

Summarizing, escrow serializability prevents reconcilable
values from lost update, dirty read, but phantom read is
possible.

5.3. Validation - and reconcile phase

Validation starts with an escrow commit and the associ-
ated change set. As described in the phase validate (ii), each
transaction starting validation has to validate its change set
against each (currently) validating transaction with a lower
TNR (see figure 6).

Applying this test to transaction

Tw = (r(id), r(location), r(quantity), w(quantity))

(see example 2) means to test if ~nx = (id, location) or
~x = (quantity) intersects with another transaction’s WSet
with a lower TNR. If validation succeeds the modifications
are written, and if either id, location or quantity intersects

with another transaction’s WSet the transaction aborts.
But, considering that quantity is a reconcilable value an
intersection of quantity does not lead to a unresolvable
conflict provided no constraint is violated. According to
that, the test in (ii) is customized to fit the requirements
for reconcilable elements (see figure 6).

There are some other conclusions. For the validation of
reconcilable elements it’s sufficient to validate the constraint
only (on a value basis). If no constraint is present, validation
is unnecessary and the algorithm is directly entering the
reconciliation phase, because to reconcile means just to
replay the conflicting operation with the current value.
Therefore, only non reconcilable entities enter the validation
and write phase, whereas constrained reconcilable elements
need validation and reconciliation. And in contrast, recon-
cilable elements enter the reconcile phase only. Recall, that
reconcile includes to write data.

Assume the validation of location fails. Under this cir-
cumstance the transaction aborts due to atomicity, and to
prevent from unnecessary reconciliation a validation order
from non-reconcile to reconcile ~nx

order→ ~x has to be
followed.

Following this order, to replay means that the operation
which leads to a conflict is replayed only, because each write
of a non-reconcilable element was still performed, and to re-
write again is unwanted due to performance reasons. Thus,
the ec-model treats with transaction splitting, because for
each element of ~x a new nested sub transaction is created
and executed by the TM.
Conclusions:
• (1) A validation order from non-reconcilable to recon-

cilable prevents from unnecessary reconciliation. De-
noted by ~nx

order→ ~x
• (2) A replay will only replay the conflicting operations.
• (3) The replay of an operation leads to a new nested

transaction.

Figure 5 defines the possible states and transitions of the
server phase.

Each non-reconcilable element nxi validates first (1). If
validation succeeds the value of nxi is written (2) and
committed. If validation fails, T is aborted (3).
If each nxi was written successfully each cxi is validated
next (1). The transaction aborts if a constraint is violated (3).
Provided a constraint is not violated cxi enters reconciliation
(4). In case each nx and cx commits, each xi directly enters
the reconcile phase (5). After the reconciliation and write
phase a commit is only possible, since we assume a reliable
and physical error free hardware (6). If hardware fails, this
is a matter of recovery. Transactions, like the proposed
Quota, try to prevent from constraint violation through pre-
estimation. For such transactions a relaxed validation might
be applicable. It could be indicated by a role, and classified
by failure probabilities.
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Figure 5. States of an escrow transaction

Reconciliation ensures a serial execution (see figure 6)
and the performance section shows higher throughput for
reconcilable transactions.

As mentioned before an escrow transaction is splitted to
comply with the execution order ~nx

order→ ~x. Definition 5
defines how an escrow transaction is splitted by the TM.

Definition 5: (Transaction splitting)

(1) Let T ′ be a user transaction which spans sub
transactions Ti. To ensure atomicity T ′ is aborted
if any sub transaction Ti ∈ T = Ti fails.
(2) The set of sub transactions T contains one
nested transaction TNX , and two nested atomic
sets of transactions TCX and TX .
T ′ := {TNX ,TCX ,TX}
(3) Each operation opn(cx) ∈ T ′ which modifies
a constrained reconcilable entity leads to the cre-
ation of a new sub transaction in order to replay
the operation within T ′. Let TCX represent these
kind of transactions.
TCX := (T1(op1(cx)), . . . , Ti(opn(cx)))
(4) Each operation opn(x) ∈ T ′ which modifies a
reconcilable entity leads to the creation of a new
sub transaction in order to replay the operation
within T ′. Let TX represent these kind of sub
transactions.
TX := (T1(op1(x)), . . . , Ti(opn(x)))
(5) Let TNX be the transaction which contains
all operations opn(nx) that are non-reconcilable.
TNX := (op1(nx), . . . , opn(nx))

To split a transaction requires information about the
variables and their semantics. We base our model on the
idea of change sets which are delivered to the TM after
local (on the mobile device) modifications took place. A
change set ChS represents the user transaction T ′ and
consists of several entities e. Beside the different versions
for a variable (old and new), each e must provide a key
(e.g. unique type name) to enable a mapping between
transaction, reconciliation rules and constraints. Usually a
transaction defines which variable is reconcilable or non
- reconcilable. This information, and the type information
of the change set is adequate to split a transactions into
its corresponding sub transactions TNX ,TCX ,TX . In our
prototyp a type handler is used in order to faciliate the
mapping. The reconcilable entities are defined transaction
specific on a unique type basis, and after a transaction
starts, it registers immediately by the TM. This registration
and the type handler enable, as long as the transaction and
the TM rely on an identical type basis, to split a transaction
and utilize a transaction specific reconciliation.

This section described the server phase of the ec-model
and how the V AL¬CS algorithm is extended by an ad-
ditional reconcile phase. To split a transaction is an ade-
quate solution to handle reconcilable and non-reconcilable
elements within the same transaction.

5.4. Nested transactions in the ec-model

So far, an user transaction is defined to be atomic, but
there might be some dependencies within an user transaction
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which allow to weaken the execution order. To obtain a
weakened execution order we classify sub transactions ac-
cording to the open nested transaction model first (see [29],
[12], [30]). Generally, the nested transaction model allows
to relax atomicity and isolation which is often required in
mobile, transactional workflow scenarios, or other so called
Advanced Transaction Models (ATM) (see [31]). In the open
nested transaction model a sub transaction, or child, is:

1) open (iso = false), if the results are published to
all transactions. It is closed (iso = true), if results
are published to the parent transaction only (ISOLA-
TION).

2) It is vital (vit = true), if to abort leads its parent to
abort, too. And, non- vital (vit = false), if an abort
does not affect its parent (Atomicity, abort

−−→
TcTp).

3) T depends on its parent (dep = true), if the parents
abort leads T to abort, too; independent (dep = false)
if not (Atomicity, abort

−−→
TpTc).

By definition 5 T ′ has to be atomic, thus each T ∈ T ′

is dependent, vital, and closed in order to avoid cascading
rollback (see section 2). For independent, non-vital and open
children however, it’s possible to change the execution order,
and to execute this new class of transactions seperately (pos-
sibly pooled or even delayed). E.g. in example 2 assume an
additional transaction which monitors the time an employee
needs to complete an order. A time variable is incremented
locally and synchronized at the location with the time of all
employees in order to calculate the average delivery time for
that product. This is an example for an independent, non -
vital and open transaction on a reconcilable value.

The drawback of intra transaction dependencies is that
the TM needs to know them. Our implementation (see 6)
as well as our model requires a change set reflecting local
modifications. If the change set provides the information
needed to classify a transaction a new execution order is
applicable. Based on the classifications for sub transactions
definition 6 extends definition 5.

Definition 6: (ec-independency)
(1) Let TIN be the set of all independent, non-
vital, and open transactions.
(2) T ′ is defined as an user transaction with one
nested transaction TNX , two nested atomic sets of
transactions TCX and TX , and one atomic, and
ec-independent set of sub transactions TIN . Each
T ∈ TIN is ec-independent.
T ′ := {(TNX ,TCX ,TX),TIN}
(3) A transaction Tc is ec-independent if the de-
pendency function dep of Tc is known for all
other transactions Ti ∈ T ′ : Ti 6= Tc, and for
each Ti ∈ T ′ dep validates to true, whereas true
indicates the ec-independency of Tc.
(4) ec-independency:iso = 0 ∧ vit = 0 ∧ dep = 0

Although mobile transaction models deal with (non-)
substitutable, compensable, temporal, and spatial transac-
tions1, none of them have been considered here. Such intra
transaction dependencies often originate from the use case’s
semantics and less from the value’s or operation’s semantics.
In an interaction scenario (e.g. workflow based) the state
and transition model is able to provide the information
about such intra dependencies. In mobile computing, service
selection and composition is context aware and an (formal)
interaction model might not given. Hahn’s model [33] ex-
ploits transactional properties (non-functional) defined in the
interface to determine which workflow pattern (XOR, AND,
and SEQUENCE) is proper for a service interaction.

Our focus is to exploit the semantics on a data and
operations level first, and not to exploit the semantics of
complex interaction scenarios. The ec-model may provide a
reliable foundation other transaction models could rest upon.
To benefit from both kinds of semantics (data & value and
interaction) seems to be a worthwhile objective.

6. Example Implementation of the ec Model
with SDO

Service Data Objects (SDO [34], [35]) are a platform
neutral specification and disconnected programming model,
which enables dynamic creation, access, introspection, and
manipulation of business objects.

Our implementation (see Lessner [36]) of the transaction
manager (TM) uses SDO graphs and resides between the
data access service (DAS) and the client. This way, the TM
fits well into SDO’s vision of being independent of the data
source.

A snapshot of each delivered graph is taken by the TM and
each SDO graph associates a change summary that complies
with the requirements for optimistic concurrency control
(see Section 3). To assert ”escrow serializabilty” (provided
by the reconciliation algorithm) an association between a
transaction and the semantic of this transaction is needed2.
This association results in a classification of the transaction
(e.g. ”linear dependent”).

An association between a classification and a verifier (see
Figure 8) enables a semantic transaction level (e.g. quota
verifier, escrow concurrency (EC)).

Assume that we have an incoming transaction (T-
Level=EC) with a changed data graph. The transaction
handler delivers the transaction to the verifier. To ensure
EC, optimistic concurrency control (OCC) is checked first.
If OCC is passed there is no serialization conflict. In case
of a conflict the semantic level concurrency control (T-
Level=EC) is invoked. This means, two verifier implemen-

1. Temporal and spatial describe transactions subject to temporal and
spatial restrictions, respectively.

2. In heterogeneous environments an additional data object could be used
to describe the semantic of a transaction, SDO uses XML as protocol
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Figure 7. The transaction manager’s architecture

tations come into play (Step 1, Figure 7) in the execution
order ~nx→ ~x.

Each changed attribute is OCC validated against the
snapshot (Step 2, Figure 7). If an OCC conflict exists and
the attribute associates a known ”dependency function”,
then reconciliation is possible and a conflict object is in-
stantiated that represents the transaction rewrite (withdraw
correction). If an OCC conflict occurs for an attribute that
is not corrigible, the transaction has to abort. In a second
step the EC verifier tries to resolve the conflicts (e.g. to
reread the balance from the latest snapshot). If any conflicts
exist after the EC verifier has finished (e.g. the withdraw
amount would exceed the credit limit), the transaction has
to abort, too. Each time a conflict is eventually resolvable
the modification is sent to the replay manager (Step 3,
Figure 7) who handles the snapshot’s modifications and the
graph’s changes (Step 4, Figure 7). Finally all changes are
written and committed to the database. The database requires
isolation level ”repeatable read” during steps 2 to 4.

The snapshot is data centric, which means that there exists
a snapshot version of each delivered data object related
to a transaction. Therefore the knowledge about the type’s

schema is necessary. To acquire this knowledge we decided
to implement a separate meta schema. Another possibility
would be, to use the schema provided by the implementation
of the SDO Data Access Services (DAS). The first possibility
fits better into a general usage of the TM but causes schema
redundancy. In both cases a type handler module is needed,
either for accessing the schema of the SDO DAS or for
accessing the additional schema.

7. Alternative conflict detection using RVV

Another approach (not sketched out in section 6) to detect
conflicts at row level is the Row Version Verification (RVV)
discipline (see [20]). A version indicates a change of a
tuple/row and it is incremented each time the row is mod-
ified. To detect conflicts the TM reads the current version
and compares the current version with the version read by
the transaction. If the two versions differ the transaction is
aborted, otherwise committed. RVV’s advantage is a fast
conflict detection at row level (DBMS level), and even
modifications of non ec - transactions (connected or legacy)
are detectable. Concerning the ec-model a more fine grained
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ensure: set of transactions T = {T1, T2, · · · , Tn}
ensure: actual database state Ds, set of constraints C(D)
ensure: only committed data in read set RSet(i) of Ti
ensure: Ti = (opik, i = 1, 2, · · · , ki)
ensure: T ′ := {TNX ,TCX ,TX}
for ∀ eci ∈ {ec1, ec2, · · · , ecn} received do
T-number: TNRi := TNC; TNC + +
for ∀Tj ∈ Tval : TNRj < TNRido

// test 1 for NX only
if(RSetNX(i) ∩WSet(j) 6= 0)

abort T ′

else
// test 2 for CX only
ensure: RSet(T ′) ⊆ DS

ensure: serial execution
if (∃cx:(c = false) then

abort(T’)
else

for ∀Ti(opn(cx)) ∈ TCX

//reconcile
do Ti(opn(x))

end for
for ∀Ti(opn(x)) ∈ TX

//reconcile
do Ti(opn(x))

end for
end if
end if

end for
end for

Tval each validating transaction.

Figure 6. V AL¬CS with reconciliation for ec serializabil-
ity

Figure 8. Abstract design of the transaction manager

detection of changes is required.
Assume the row (tupel) (id, location, quantity, v), where

v is the version. Now, two transactions T1 and T2 update
quantitiy concurrently, where T1 writes first. Thus, the
version is incremented and if T2 tries to write, the TM has
to abort T2. To faciliate the TM to support a reconciliation

the TM (1) has to know the row’s current version vc in order
to compare vc with the version read by the transaction. And,
(2) if a conflict is detected the TM must be able to indicate
a modification of quantity only; Assumed quantity is rec-
oncilable. To detect fine grained modifications if a conflict
was detected, requires to re-read the row with its current
version and to analyze the row. Analyzing means that the
TM has to correlate the changes with the matching tupel’s
component. If such fine grained modifications are detectable
reconciliation is possible. Nevertheless, the drawback of (1)
and (2) is that during the phases re-reading of the version
and conflict detection, or in the case of a conflict also the
phases re-read the row, analyzing it, and reconciliation, the
row has to be consistent.

Now, assume the row above is divided into
(id, location, ref q, v) and (quantity, vq), where ref q
is a reference on quantity. Now two versions have to
be verified, but vq directly indicates modifications for
quantity, and prevents the analysis of the whole row.

Another concern is, if modifications, represented by an
atomic change set, belong to several rows with correspond-
ing versions. Then version verifiying has to be atomic and
each version has to be compared, or another mechanism
is provided (e.g. intent versioning). Furthermore, to enable
reconciliation for each modified row the TM has also to
re-read each conflicting row.

In general, the main difference is RVV tries to write on the
database in order to detect conflicts. Whereas the snapshot
handler detects conflicts and ensures ec serializability before
any data is written (sent) into the DB. The snapshot handler’s
drawback is to ensure a synchronous and consistent state be-
tween middleware and DB level. Its advantage is a common
representation for the change set, and the snapshots which
alleviates conflict detection. As mentioned, RVV’s advantage
is a fast conflict detection at row level (DBMS level), and
even modifications of non ec - transactions are detectable.
The overhead for a fine grained error detection and the
required consistence of a row have to be still analyzed.

Another solution like an event driven one, which triggers
an event to notify each participating node of a modification
is also conceivable. Each solution has to break through the
obstacle to keep versions or snapshots synchronous across
layers and during concurrent access.

In summary, RVV is an easy to understand solution and
it’s generally applicable on the ec-model, especially for nx
entities. RVV itself is a more architectural aspect which may
be needed in some scenarios. Versioning in principle is a
well known discipline.

8. Performance of the ec-model

We ran a series of simulations of concurrent withdraw
transactions accessing the same account. The transaction
configuration parameters were as following: Reading the
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Figure 9. Performance of EC compared with OCC and locking

balance took less than 10 ms, the user’s thinking time was
randomly chosen between 1 and 2 seconds, and the write
time needed about 10 ms. The throughput results for up to
30 concurrent transactions is shown in Figure 9.

Running 30 transactions in parallel generated 23 seri-
alization conflicts which triggered the replay mechanism.
The net processing time for a transaction or a replay was
approximately 20 ms. The total elapsed time for all 30
transactions was t = 2.1 sec which is consistent with the
minimum thinking time (1 sec) plus the time for processing
30 transactions ((30 + 23) × 20 ms = 1.06 sec) in escrow-
serialization mode. The results show that we achieved an
elapsed time close to the theoretical limit considering the
number of replays necessary.

The nearly linear growth of the throughput when using
the escrow concurrency control indicates that we have not
reached the throughput limit. Given a processing time of 20
ms, the theoretical limit for this scenario (”hot spot” on the
balance) would reach 50 transactions per second.

In contrast, the traditional OCC and locking schemes
could not interleave the transactions and resulted in essen-
tially serial processing. Therefore the performance saturated
at 1/1.5 = 0.66 transactions per second, where 1.5 sec are
the average transaction duration.

In order to have a more complex example than the
withdraw transaction we used the popular TPC-C benchmark
[37] and analysed the New Order (NOrder-Ta) and the Pay-
ment (Pay-Ta) transactions. The NOrder-Ta exhibits two ”hot
spots” with linear dependency semantics defined in section
4. One is the update of the next order id (d next o id) in the
district table and the other is the update of the quantity on

stock (s quantity) for each line item. The Pay-Ta contains
”hot spots” in the tables Warehouse, District, and Customer.
Again, the semantics of the transaction is linear dependent
with gradient 1 (see section 4) as it deals with updating
three balances with a fixed amount, updating the year to
date payment by the same amount, and incrementing the
payment count.

In total we have identified 7 situations where the escrow-
serialization mechanism could be beneficial for performance.
First tests indicate a substantial improvement over traditional
locking mechanism.

9. Conclusions

Mobile transactions have special demands for the trans-
action management. We propose a transaction model that is
non-blocking and is reconciling conflicting transactions by
exploiting the semantic of the transaction. A simple abort-
replay mechanism can produce reconciliation in the sense
of escrow serializability. The abort-replay algorithm detects
conflicts by rereading the data. The mechanism is easy to
implement and can make use of update operation when read
- and write set overlaps.

If all writes are postponed until the commit is issued
and the reread and write operations during reconciliation
are executed serialized or serial, then no inconsistent data
will be read. A further option is to use consistent snapshots.
Independent from the mechanism the read phase should be
executed with optimistic concurrency control.

In contrast, the reconciliation phase should run in a pre-
claiming locking mode. This ensures efficient sequential



86

International Journal on Advances in Telecommunications, vol 2 no 2&3, year 2009, http://www.iariajournals.org/telecommunications/

processing of competing transactions without delays as user
input is already available and starvation is avoided. With
this marginal condition the escrow serialization algorithm
has the potential to outperform other mechanisms.

For the class of linear dependent transactions it is suffi-
cient for reconciliation to know the client state at begin of
transaction, the state produced by the client transaction on
the client site, and the database server state at commit time.

10. Future work

The following outlines some important points of future
research. Even if first simulations show higher transaction
throughput, they need to become re-engineered. More com-
plex business scenarios with several devices involved and
an implementation based at databases driver level are some
aspects. Such an implementation will simplify benchmarks
and ease the existing SDO-implementation. Concerning the
development of software, developers should be supported
by methods to define or classify dependency functions for
transactions which intend to use escrow serializability. In
general, to define and detect a transaction’s semantics man-
ually is a drawback of many other transaction models using
semantic properties. Regarding our model, an investigation
of the opportunities to derive dependency functions based
on common interaction patterns or on a data type base is
intended. A not mentioned, but relevant concern is recovery
in the escrow model, and more research has to be done in
this field.
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ABSTRACT 

 
The main feature of the least-squares adaptive algorithms is 
their high convergence rate. Unfortunately, they encounter 
numerical problems in finite precision implementation and 
especially in fixed-point arithmetic. The objective of this 
paper is twofold. First, an analysis of the finite precision 
effects of the recursive least-squares (RLS) algorithm is 
performed, outlining some specific problems that could 
appear in fixed-point implementation; consequently, we 
present a modified version of the RLS algorithm suitable 
for fixed-point implementation, using an asymptotically 
unbiased estimator for the algorithm’s cost. Second, we 
extend the procedure for the case of QR-decomposition-
based least-squares lattice (QRD-LSL) adaptive algorithm, 
a “fast” member of RLS family, with good numerical 
properties. The reduced dynamics of the algorithm’s 
parameters leads to facility for fixed-point implementation. 
The simulations performed on a fixed-point digital signal 
processor (DSP) sustain the theoretical findings. Also, as a 
practical aspect of this work, we illustrate the performance 
of the proposed QRD-LSL algorithm for noise reduction. 
 

Index Terms— Adaptive filters, fixed-point 
implementation, noise reduction, QR-decomposition-based 
least-squares lattice (QRD-LSL) algorithm, recursive least-
square (RLS) algorithm. 

 

1. INTRODUCTION 
 
The Recursive Least Squares (RLS) algorithm is one of the 
most popular adaptive algorithms, mainly due to its fast 
convergence rate [1]. Nevertheless, there are some major 
drawbacks related to the high computational complexity 
and the large dynamic range of the algorithm’s variables. 
The first issue could be overcome by using a fast RLS 
algorithm, in the meaning that the computational cost 
increases linearly with the number of adjustable 
parameters. The last drawback is more severe and could 
cause unwanted effects in a fixed-point arithmetic context, 

such as overflow or stalling phenomena [2]. In this paper 
we focus on some numerical problems of the RLS 
algorithm and present a modified version of this algorithm, 
which is more suitable for fixed-point implementation. For 
practical reasons, the proposed procedure is applied to the 
QR-decomposition-based least-squares lattice (QRD-LSL) 
algorithm, which is a fast member of the RLS family with 
robust numerical behavior. 

The QRD-LSL algorithm [3] combines the good 
numerical properties of QR-decomposition and the 
desirable features of a recursive least-squares lattice. 
Whereas the recursive QR-decomposition-based recursive 
least-squares (QRD-RLS) algorithm [1] requires a high 
computational load on the order of L2 (where L is the filter 
order), in terms of both the number of processing cells and 
the computation per iteration, the QRD-LSL 
implementation is fast in the sense that these numbers are 
reduced to a linear dependence on L. This algorithm 
exploits the shifting property of serialized input data (the 
Toeplitz structure of the data matrix) to perform joint-
process estimation in a fast manner. By virtue of this facts, 
the QRD-LSL algorithm is endowed with a highly desirable 
set of operational and implementation characteristics such 
as good numerical properties (inherited from QR-
decomposition), good convergence properties (due to the 
RLS nature), and a high level of computational efficiency 
(resulted from the modular, lattice-like structure). The 
combination of these characteristics makes the QRD-LSL a 
powerful adaptive algorithm, suitable for a wide range of 
applications, e.g., echo cancellation, interference rejection, 
or noise reduction [4]–[10]. 

Another implication of the modular structure of the 
QRD-LSL algorithm is that it lends itself to the use of very 
large-scale integration (VLSI) technology for its hardware 
implementation. Of course, the use of this sophisticated 
technology can be justified only if the application of 
interest calls for the use of VLSI chips in large number. 
Otherwise, a digital signal processor (DSP) implementation 
represents a proper solution. In this case, an important 
practical aspect is related to the dynamic range of the 
algorithm’s parameters. It is known that in two-
complement fixed-point implementation context the 

This work was supported by the UEFISCSU Romania under Grants PN-
II-“Idei” no. 65/01.10.2007 and no. 331/01.10.2007. 
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absolute values of all involved parameters have to be 
smaller than 1. In the case of the classical QRD-LSL 
algorithm the cost functions asymptotically increase; 
theoretically, they are upper bounded by 1/ (1 )λ− , where 
λ  is the exponential weighting factor ( 0 1λ< ≤ ) [1]. 
When dealing with a value of λ very close to 1 (which is 
the case in most of the applications due to stability reasons 
[11]), very large values of the cost functions are expected. 
In order to prevent any unwanted overflow phenomenon it 
is necessary to scale the cost function. As a consequence, 
the major drawback is the precision loss because of these 
factors. 

In the first part of this work we analyze the behavior of 
the RLS algorithm in fixed-point arithmetic, revealing 
some specific problems that could appear in this context. In 
order to overcome these potential issues we present a 
modified version of the RLS algorithm that is suitable for 
fixed-point implementation. The main idea is to use an 
asymptotically unbiased estimator for the algorithm’s cost 
function, in order to reduce the dynamic range of this 
parameter. The idea can be applied to other RLS-based 
algorithms. In this paper we extend the procedure for the 
case of QRD-LSL algorithm. Consequently, a modified 
version of this algorithm is obtained. The reduced dynamic 
of the parameters leads to facilities for fixed-point 
implementation. 

The paper is organized as follows. Section 2 contains 
certain backgrounds of the classical RLS algorithm, 
outlining several specific problems that could appear in 
fixed-point implementation. In Section 3 we establish a 
connection between the dynamic range of variables and the 
initial convergence rate, and we present a modified version 
of the RLS algorithm suitable for fixed-point 
implementation. The modified version of the QRD-LSL 
algorithm is developed in Section 4. The simulation results 
are presented in Section 5. A summarized discussion of the 
main results is given in Section 6. Finally, Section 7 briefly 
concludes this work. 

 
2. RLS ALGORITHM BACKGROUND AND 

ANALYSIS 
 

The well-known RLS adaptive algorithm [1] uses a cost 
function defined as an estimate of the mean square-error, 
i.e., 
 

  ( ) ( ) ( ) ( )2 2

1
1

n
n i

i
J n e i J n eλ λ−

=
= = − +∑ n

1

,     (1) 

 
where 0 λ< ≤  is the exponential weighting factor and 
e(i) is the difference between the desired response d(i) and 
the output y(i) produced by an adaptive transversal filter. 
That is, 
 

( ) ( ) ( ) ( ) ( ) ( )He i d i y i d i n i= − = −w x ,     (2) 
 
where  x(i)  is  the tap-input vector at time i and w(n) is the 
tap-weight vector at time n. The superscript H denotes 
Hermitian transposition (transposition and complex 
conjugation). 

This estimate of the cost function induces similar 
estimates for the correlation matrix Φ(n) and the cross-
correlation vector θ(n), i.e., 
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where superscript * denotes complex conjugation. The 
optimum value of the tap-weight vector w(n), for which the 
cost function J(n) from (1) attains its minimum value is 
defined by the normal equation written in matrix form: 
 

( ) ( ) (n n n=Φ w θ ) .      (5) 
 
The regular procedure is to apply the matrix inversion 
lemma in (3) in order to solve (5). Denoting 
 

( ) ( )1n n−=P Φ        (6) 
 
and defining the Kalman vector 
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+ −

P x
k

x P x
     (7) 

 
the inverse of the estimate of the correlation matrix is 
computed in a recursive manner as [1] 
 

( ) ( ) ( ) ( ) ( )1 11 1Hn n n n n
λ λ

= − − −P P k x P .      (8) 

 
Finally, the recursive equation for updating the tap-weight 
vector is 
 
              ( ) ( ) ( ) ( )*1n n n α= − +w w k n ,              (9) 
 
where α(n) is the a priori estimation error defined by 
 
                         ( ) ( ) ( ) ( )1Hn d n n nα = − −w x     (10) 
 
The initial value of P(n) is chosen 
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                   ( ) 10 δ −=P I ,     (11) 
 
where δ is the regularization parameter (a positive constant) 
and I is the identity matrix. This initial value assures the 
non-singularity of the correlation matrix Φ(n). In the case 
of a stationary environment or a slowly time-varying one, 
the parameter δ should be assigned a small value for high 
signal-to-noise ratio (SNR) and a large value for low SNR 
[12]. 

Next, in order to analyze the behavior of the RLS 
algorithm in finite precision implementation, let us examine 
some of its main parameters. Following (1) and (3), the 
expectations of the cost function J(n) and of the matrix 
Φ(n) are  

 

            ( ){ } ( ){ }21
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n

E J n E e nλ
λ

−
≅

−
,    (12) 

 

( ){ } 1
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≅

−
Φ R ,     (13) 

 
where R is the correlation matrix of input data. It can be 
noticed that J(n) is a biased estimate of E{|e(n)|2} and 
similarly Φ(n) is a biased estimate of R, i.e., 
 

                       ( ){ } ( ){ 21
1n

E J n E e n
λ→∞

≅
− } ,    (14) 

 

( ){ } 1
1n

E n
λ→∞

≅
−

Φ R .     (15) 

 
Some classes of applications, e.g., [6], [7] require a 

high memory algorithm, which means that the value of the 
exponential weighting factor λ is very close to 1. In this 
case very large values for the parameters from (14) and 
(15) could result, causing unwanted finite precision effects 
in a practical implementation. Apparently, the RLS 
algorithm avoids this problem by using the inverse of the 
matrix Φ(n). Therefore, the maximum values of the 
elements of the matrix P(n) result in the initialization phase 
of the algorithm, according to (11). Nevertheless, the 
“reverse” problem persists because the values of the 
elements of the matrix P(n) decrease towards very small 
values close to zero, when λ is close to 1. 

For example let us consider the following scenario. 
The fixed point two’s complement arithmetic with a word 
length of B + 1 bits is used and the input signal is a white 
Gaussian noise, so that R = σx

2I, where σx
2 is the input 

signal variance. We assume the input signal power upper 
bounded, so that 

 
           ,      (16) 2

x aσ ≤

 
where a is a positive constant. In addition, for the RLS 
algorithm to work, a persistent excitation condition [13] 
must be imposed, i.e., 
 
           ,      (17) 2

x bσ ≥
 
where b is a positive constant. Following (13) results 
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Consequently, the elements of the main diagonal of P(n), 
denoted here by P(i,i)(n), are asymptotically bounded by 
 

( ) ( ),
1 1

i i n
a b
λ λ− −
≤ ≤P .     (20) 

 
On the other hand, according to (11), it results that 
 

        ( ) ( ),
10i i δ

=P .      (21) 

 
Therefore, a scaling procedure is required to avoid 
overflow phenomenon. The scaling factor 0 < s < 1 has to 
be chosen such that 
 
                      ,      (22) 1sM <
 
where 
 

1 1max ,M
b
λ

δ
−⎧ ⎫= ⎨ ⎬

⎩ ⎭
.    (23) 

 
Nevertheless, reducing the values of the elements of P(n) 
by scaling may lead to a stalling phenomenon. This 
phenomenon appears when P(n) becomes a zeros matrix, so 
that, according to (8), the RLS algorithm is “frozen”. To 
avoid this situation it is necessary that 
 

                1 2 Bs
a
λ −−
> .    (24) 

 
Consequently, 
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−
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and that implies 
 

                 2
1

B aM
λ

>
−

.     (26) 

 
In (23) the case (1 – λ)/b > 1/δ is improbable for a value of 
λ very close to 1, so that usually M = 1/δ and the algorithm 
is not sensitive to decrease of excitation. 

 
3. MODIFIED RLS COST FUNCTION 

 
Taking into account the previous discussion it would be 
very helpful to use an unbiased estimator of the matrix 
Φ(n). For this reason, the cost function from (1) can be 
modified as follows [14]: 
 

( ) ( ) ( ) ( ) ( ) ( )2 2
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1 1

n
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i
1J n e i J nλ λ λ λ−

=
= − = − + −∑ e n . 

(27) 
In this case 
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1 nE J n E e nλ≅ −      (28) 

 
is an asymptotically unbiased estimator of the mean square-
error. 

Following this idea we have to perform the same 
modification in (3) and (4) obtaining 
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According, 
 
                    ( ){ } ( )1 nE n λ≅ −Φ R      (31) 

 
is an asymptotically unbiased estimator of the correlation 
matrix. 

As a consequence of these modifications, the Kalman 
vector from (7) has to be evaluated as [14] 
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where ( )nP  is the inverse of the matrix ( )nΦ . The others 
algorithm’s relations remain the same [i.e., equations (8), 
(9), and (10)]. 

Next, let us perform a brief convergence analysis of 
this modified RLS algorithm. First we assume that the 
desired response d(i) and the tap-input vector x(i) [see (2)] 
are related by the linear regression model 

 
( ) ( )0 0

Hd i i e i= +w x ( ) ,     (33) 
 
where w0 is the regression parameter vector of the model 
and e0(i) is the measurement noise, assumed to be white 
with zero mean and variance σ0

2, and independent of x(i). 
As a result of the initialization procedure, (29) becomes 
 

( ) ( )0
nn λ δ= +Φ I Φ n ,     (34) 

 
where ( )0 nΦ  is a particular solution, i.e., 
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Using (34), (35), (33), and (30) in (5) we get 
 

( ) ( ) ( ) ( ) ( )

( ) ( ) ( ) ( ) ( ) (
1

*
0 0

1 1

1

1 1

n
n i H n

i
n n

n i H n i

i i

i i n n

i i i e

λ λ λ δ

λ λ λ λ

−

=

− −

= =

− + =

= − + −

∑

∑ ∑

x x w w

x x w x
  

(36) 
Taking the expectation of both sides of (36) and taking into 
account that 
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we obtain 
 
               ( ) ( ){ } 0

n E nλ δ+R I w R= w .    (39) 
 
Therefore, 
 

( ){ } 0n
E n

→∞
=w w      (40) 

 
so that w(n) is an asymptotically unbiased estimator of w0. 
The initial convergence rate of the modified algorithm 
depends on how “fast” the product λnδ decreases to zero. 
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Performing the same analysis for the classical RLS 
algorithm we get 

 
               .    (41) ( )( ) ( ){ } 01 n E nλ λ δ+ − =R I w Rw

 
Comparing (39) to (41) it is obvious that the classical RLS 
algorithm has a faster initial convergence rate than the 
modified algorithm for the same λ and δ. Anyway, if we 
use for the classical RLS algorithm a value of the 
regularization parameter equal to δ and for the modified 
algorithm the value 
 
                  ( )' 1δ δ λ= −     (42) 
 
both RLS algorithms achieve the same initial convergence 
rate. 

Finally, let us analyze the dynamic range of the 
elements of the matrix ( )nP . In a similar manner as in the 
case of the classical RLS algorithm we find 

 

 1 1' max ,
'

M
bδ

⎧ ⎫= ⎨ ⎬
⎩ ⎭

,     (43) 

 

      12
'

B a s
M

− < < ,      (44) 

 
so that 
 
               .      (45) 2 'B aM>
 
For 'δ δ= , the probability of stalling phenomenon 
becomes significantly lower. Nevertheless, if 'M  is chosen 
as ' 1/ 'M δ= , the probability of overflow due to small 
signal becomes higher. 

It can be concluded that the fast initial convergence 
rate, being dependent on δ, is conditioned by the numerical 
resolution. Even in the modified version, the estimate of the 
mean square error is biased at the beginning of the process 
and similar property results for the matrix ( )nΦ . In 
addition, the initial value P(0) from (11) is an arbitrary 
starting point, without any relation with the input signal, 
but important for the initial convergence rate. We propose a 
more natural way for initialization of the cost function, 
suggested by the well-known averaging algorithm 

 

       ( )
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2
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1 11 ,
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N

N

J n e n n
N N
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�
�
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     (46) 

 

In the first N steps, ( )J n� is the sample mean of |e(n)|2, i.e., 
 

          ( ) ( ) 2

1

1 n

i
J n e i

n =
= ∑�      (47) 

 
Alternatively, the above cost function can be written as 
 
          ( ) ( ) ( ) ( )( ) ( ) 2

λ 1 1 λJ n n J n n e n= − + −� �     (48) 
 
where 
 

               ( )
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1λ
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1

n n
nn

n

λ

λ
λ
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    (49) 

 
For n = 1, λ(1) = 0 is not acceptable so that the iterations 
start from n = 2, considering the initial value 
 
              ( ) ( ) 21 0x −=P I      (50) 
 

In order to agree assumption (17) the algorithm starts 
only when x(0) > b. The initial convergence rate depends 
on the starting value x2(0) but this dependence is 
considerably reduced because of the low memory behavior 
(i.e., small λ) in the initial part of the process. The main 
advantage of the algorithm consists of the fact that ( )nΦ  is 
an unbiased estimator of R, almost every time. 

 
4. QRD-LSL ALGORITHMS WITH REDUCED 

DYNAMICS OF PARAMETERS 
 
The classical RLS is not very frequently used in practical 
application mainly due to its high computational 
complexity (on the order of L2). For this reason, the fast 
RLS algorithms are preferred in practice (e.g., [15]). 
Among these, the QRD-LSL algorithm represents one of 
the most attractive choices, mainly due to its robust 
numerical features [9].  

In order to extend the idea of the modified cost 
function from Section 3 to the case of the QRD-LSL 
algorithm, let us consider the time series 
( ) ( ) ( )1 , 2 , ,x x x… n  (i.e., the input signal) that occupies the 

time interval 1 i n≤ ≤ , assuming that ( ) 0x i =  for 0i ≤ . 
Most of the notations from [1] will be involved in the 
following development. The data matrix used in a least-
squares estimation problem can be expressed as 
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1
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,  (51) 
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where subscript m = 1, 2,…, L is the prediction order and 
1( 2)b

mJ n− 
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* *
1
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, (52) 

 

[ ]1( 1) ( 1), , ( 1) T
m n x n x n m− − = − − +x …     (53) 

 
* *

, 1( 1) (2), , ( 1) ,
T

f m n x x n−
⎡ ⎤− = −⎣ ⎦d …     (54) 

 
*

, 1( 2) 0, , ( 1)
T

b m n x n m−
⎡ ⎤− = − −⎣ ⎦d … .    (55) 

 
where superscript T denotes transposition. Let us denote by 

 an n-by-n unitary matrix and by  an 
-by-  upper triangular matrix. The 

exponential weighting matrix from the classical QR-
decomposition is 

( )m nQ ( )m nR
( 1m + ( 1m +

 

        (56) { }1 2 ( 1)
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…

 
In order to approach the cost function from (27), a 

modified form of the previous matrix will be used in our 
development, i.e., 
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    (57) 
Using (57) and following the QR-decomposition we have: 
 

1/2
2 1

1/2 ( 1)/2 *

1/2 1/2 1/2
, 2 2 , 2

1/2 1/2
, 2 , 2
1/2 * 1/2 1/2 *

1

1 0
( 2) ( ) ( )

0 1

(1 ) (1) 0

( 1) ( 2) ( 2)

( 1) ( 2)

(1 ) ( ) (1 ) ( 1) (1 ) ( )

T

m m
T

n T

f m m b m

f m b m
H
m

n n n

x

n n

n

n

n

x n n x n

λ λ

λ λ λ

λ λ

λ λ λ

− +

−

− − −

−

−

⎡ ⎤
⎢ ⎥

−⎢ ⎥
⎢ ⎥
⎢ ⎥⎣ ⎦

⎡ ⎤−
⎢
⎢ − − −
⎢=
⎢ −
⎢
⎢ − − − − −⎣ ⎦

0
0 Q 0 Λ A

0

0

p R p

v 0 v

x m

− −

⎥
⎥
⎥
⎥
⎥
⎥

   (58) 
Let B(n) denote the matrix on the right-hand term of (58). 
We use a unitary matrix  to annihilate the vector 

, except for its first element, denoted by 
( 2n −P

. A new element is generated, namely, −

, 1( 1)f m nπ − − , in the first column. Next, we use the unitary 

matrix 2 ( 1)m n− −T  to update the vectors , 2 ( 1)f m n− −p , 

, 2 ( 2b m n− )−p , and the matrix 2 ( 2m n− )−R . Angle-
normalized forward and delayed backward prediction 
errors, , 1( )f m nε −  and , 1( 1)b m nε − − , are generated in 
complex conjugate forms and all the elements of the vector 

1( 1)H
m n− −x  are annihilated, i.e., 
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    (59) 
Let C(n) denote the matrix on the right-hand term of (59). 
We can write: 
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(60) 
where I denotes identity matrices. Furthermore, the 
following updates result: 
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In the same manner, another two transformations over 
the matrix B(n) are performed, i.e., 
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(66) 
Let D(n) denote the matrix on the right-hand term of (66). 
We can write: 
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Similarly, a set of recursive relations for the forward 
prediction part of the algorithm are obtained, i.e., 
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Finally, for the joint-process estimation part of the 

algorithm we have 
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* 1/2 * 1/2

, ,( ) ( ) ( 1) ( ) ( )(1 )m b m m b m mp n c n p n s n nλ ε= − + λ− .(74) 
 

Summarizing, the proposed algorithm uses (61)–(65) 
for the backward prediction part, together with (68)–(72) 
for the forward prediction part, and (73), (74) for the joint-
process estimation. Let us call this modified algorithm by 
QRD-LSL-m1. According to the discussion from the end of 
Section 3, this type of algorithm achieve a slower initial 
convergence rate than the classical one (for the same 
initialization parameters) but we may use a variable 
exponential weighting factor according to (49) in order to 
speed up the initial convergence of the algorithm. 
Therefore, it results a second modified algorithm, which we 
called QRD-LSL-m2. 

The computational complexity of the proposed 
algorithms is similar with the complexity of the classical 
QRD-LSL (i.e., around 20L), while the computational 
amount of the RLS algorithm is around 3L2. 
 

5. SIMULATION RESULTS 
 
For the first set of experiments we consider an adaptive 
“system identification” configuration [1]. In this class of 
applications an adaptive filter is used to provide a linear 
model that represents the best fit (in some sense) to an 
unknown system. The adaptive filter and the unknown 
system are driven by the same input; the unknown system 
output supplies the desired response for the adaptive filter. 
These two signals are used to compute the estimation error, 
in order to adjust the filter coefficients. Our  input  signal is  
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Fig. 1.  Square errors [dB] and the cost functions of the classical 
QRD-LSL algorithm (column 1) and the modified versions QRD-
LSL-m1 (column 2) and QRD-LSL-m2 (column 2), in a system 
identification setup. Row 1 – Square errors [dB]; Row 2 – J b cost 
functions; Row 3 – J f cost functions. 
 
a random sequence with an uniform distribution in the 
interval (–1;1). The order of the adaptive filter is M = 64. In 
Fig. 1 are presented the convergence curves and the 
evolution of the cost functions for the classical QRD-LSL 
algorithm and its modified versions, QRD-LSL-m1 and 
QRD-LSL-m2, using 0.9999λ = . In the case of both 
modified algorithms the values of the cost functions can not 
exceed 1 [according to (63) and (70)]. Hence, due to the 
reduced dynamic range of these parameters, the “effort” for 
scaling procedures is significantly reduced, On the other 
hand, the cost functions of the classical algorithm will be 
upper bounded (theoretical) by 1/(1 – λ), which leads to 
large values when λ is close to 1. Also, it can be noticed 
that the QRD-LSL-m2 achieve the same initial convergence 
rate as the classical QRD-LSL algorithm.   

The previous simulation was performed using the full 
precision of Matlab programming environment. Next, the 
algorithms are implemented in fixed-point precision, using 
a fixed-point DSP with a word length of 16 bits (15 bits for 
the magnitude and one sign bit). The usage of a higher 
precision (e.g., 24 or 32 bits) could lead to better 
performances but also increases the implementation costs. 
As a practical aspect of this work we choose to illustrate 
the algorithms performance in a noise reduction scenario 
(Fig. 2) [1]. In this type of application, the adaptive filter is 
use to synthesize at its output a replica of the perturbation 
that corrupts the voice signal. 
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Fig. 2.  Adaptive noise reduction scheme. 
 

In the original QRD-LSL algorithm the asymptotic 
value for the cost functions are 1/(1 – λ). Since λ is very 
close to 1, the original algorithm will certainly produce 
overflow and thus needs to be scaled, i.e., the cost 
functions must be right-shifted by a number of bits such 
chosen as to avoid the overflow in the convergence state. A 
simple calculus shows that the optimum number of bits to 
shift-right the cost functions is Bs = ⎡– log2(1 – λ)⎤, where 
⎡•⎤ denotes superior integer round. Nevertheless, this 
further leads to the reduction of the effective number of 
bits, especially when λ is very close to 1 and eventually to 
a low signal to quantization noise ratio, altering the 
algorithm performances. For this reasons we choose to 
compare the QRD-LSL-m2 algorithm (since it has a faster 
initial converge rate as compared to QRD-LSL-m1) with 
the normalized least-mean-square (NLMS) algorithm [1], 
which is one of the most common solution for noise 
reduction [16], [17]. Since the computational amount of the 
NLMS is around 3L, this algorithm is “cheaper” (in terms 
of complexity) as compared with the proposed QRD-LSL 
algorithm. Nevertheless, the performances of the NLMS 
algorithm are strongly reduced when high order adaptive 
filters and non-stationary inputs (e.g., speech) are used. In 
these cases, the RLS-based algorithms rule. 

The results of the noise reduction experiment are 
presented in Figs. 3 and 4, using two type of noise, i.e., a 
white Gaussian noise with SNR = 10dB (Fig. 3) and a 
highway noise (Fig. 4). The last one is more severe because 
it is a non-stationary signal. In both cases the QRD-LSL-
m2 algorithm outperforms the NLMS algorithm. 
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Fig. 3.  (a) original signal; (b) corrupted signal (with white 
Gaussian noise); (c) recovered signal using the NLMS algorithm; 
(d) recovered signal using the QRD-LSL-m2 algorithm. 
 
In the first case (Fig. 3) the subjective tests indicate a mean 
opinion score (MOS) of 3.9 for the NLMS algorithm and 
4.5 for the QRD-LSL-m2 algorithm. In the second case the 
difference becomes more apparent, i.e., 3.2 for the NLMS 
algorithm and 4.1 for the QRD-LSL-m2. Note that the 
MOS scale is from 1 to 5, where 1 means very poor and 5 
means excellent quality. This was evaluated in a subjective 
manner, as the average of the scores given by 20 listeners. 

 
6. DISCUSSION 

 
A first goal of this paper was to present and analyze a 

modified version of the RLS adaptive algorithm with 
improved features for fixed-point implementation. The 
basic idea was to use an asymptotically unbiased estimator 
for the cost function. In this manner we try to prevent the 
stalling phenomenon which may appear when a high 
memory RLS algorithm is implemented using fixed-point 
arithmetic. A brief convergence analysis of the RLS 
algorithms was performed, together with a discussion 
concerning the proper scale factor, which has to be chosen 
in order to avoid the overflow and stalling effects.  
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Fig. 4.  (a) original signal; (b) corrupted signal (with highway 
noise); (c) recovered signal using the NLMS algorithm; (d) 
recovered signal using the QRD-LSL-m2 algorithm.  
 
In the case of the modified RLS algorithm only the initial 
convergence rate is affected when it operates with the same 
value of the regularization parameter as the classical RLS 
algorithm. Choosing the value of this parameter according 
to (42), the modified algorithm achieves the same initial 
convergence rate as the classical one. Moreover, the 
variable exponential weighting factor from (49) speeds up 
the initial convergence rate of this algorithm, leading to a 
reasonable compromise between the convergence rate and 
dynamic range of the algorithm’s parameters. 

The procedure presented in the case of the RLS 
algorithm was developed and applied in the case of the 
QRD-LSL algorithm, which is a fast member of the RLS 
family. Two modified versions of the QRD-LSL algorithm 
were proposed. Based on the asymptotically unbiased 
estimator for the cost functions, we improve the behavior 
of these algorithms when dealing with fixed-point 
arithmetic. As expected, only the initial convergence rate of 
the QRD-LSL-m1 algorithm is affected when it operates 
with the same parameters as the classical QRD-LSL 
algorithm. Also, the variable exponential weighting factor 
used for QRD-LSL-m2 algorithm speeds up its initial 
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convergence rate. The simulations performed in both 
Matlab and fixed-point DSP support the theoretical 
findings. 
 

7. CONCLUSIONS 
 

A class of RLS algorithms suitable for fixed-point 
implementation was presented in this paper. The proposed 
approach was applied in the case of the QRD-LSL 
algorithm. The performance of the resulted algorithm was 
evaluated in a noise reduction scenario, obtaining 
promising results. 
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Abstract—The quality of voice-over-IP communication relies 
significantly on the network that transports voice packets 
because this network does not usually guarantee available 
bandwidth, delay, and loss that are critical for real-time voice 
traffic. The solution proposed here is to manage a voice-over-
IP stream dynamically, changing encoding parameters as 
needed to assure quality.  The paper proposes an adaptive-rate 
control algorithm that establishes interaction between a VoIP 
sender and a receiver, and manages voice quality in real-time. 
Simulations demonstrate that the system provides better 
average communications quality than traditional fixed-rate 
VoIP. 

Keywords-adaptive VoIP; E-model; Packetization; Speech 
quality; Voice-over-IP (VoIP) 

I. INTRODUCTION 
A packet-switched network does not provide reliable 

transport of real-time data: it does not guarantee available 
bandwidth, end-to-end delay and packet loss parameters, 
which are critical for real-time voice traffic. Most of the 
previous research in the VoIP quality has concentrated on 
networking issues of QoS management. Many different 
algorithms were developed to improve the transport of 
packetized voice traffic, including traffic classification 
(Differentiated Services technology [1, 2]), bandwidth 
reservation (Integrated Services architecture [3], Resource 
Reservation Protocol [4]), congestion avoidance, Multi-
Protocol Label Switching technology [5], and others. These 
approaches use different techniques to decrease transmission 
delay and/or probability of voice packet congestion in the 
network and make the Internet more suitable for real-time 
traffic transmission. However, these methods often do not 
provide acceptable results nor do they solve the problem 
completely because (1) not all equipment  and service 
providers support same QoS protocols and quality standards, 
and (2) the Internet is a dynamic media; the technologies 
often cannot react to changing network conditions and 
manage the quality of every communication session in real-
time.  
 

 
1  “Centre for Quantifiable Quality of Service in Communication 
Systems, Centre of Excellence” appointed by The Research Council 
of Norway, funded by the Research Council, NTNU and 
UNINETT. http://www.q2s.ntnu.no 

The alternative approach is to adaptively manage voice 
encoding parameters on the sender side depending on the 
network conditions. A proper choice of a voice payload size 
or compression may enhance the quality of VoIP because it 
can dynamically change a configuration of a VoIP system, so 
that the system matches a current state of the network. This 
approach proposes to adjust a voice stream to the network 
and change parameters of the stream in real-time, depending 
on the network state.  

This paper proposes an adaptive quality management 
mechanism that changes speech encoding parameters on the 
sender side in real-time depending on network impairments.  
This area is in the early stage of its development and 
investigation of many questions related to VoIP quality 
measurement and management, dependencies between 
multiple parameters and the resulting quality, is necessary to 
develop intelligent and efficient adaptive VoIP codecs.   

When designing an adaptive quality management 
algorithm, several questions must be answered: 

 (1) Which factor (or factors) should be used to make a 
decision that a change of certain speech encoding parameters 
is required or not required at a given moment of time? 

(2) How the end-user speech encoding parameters 
(packet duration and compression) affect VoIP quality under 
different network conditions. What encoding parameters 
should be changed and how to do it? How often should such 
a decision be made (per talkspurt, periodically, etc.)? 

(3)  How should feedback from the receiver be sent to the 
sender side?  

Although this paper speaks about adaptive VoIP quality 
management and uses a set of narrowband voice codecs for 
analysis and as an example, the result and the approach can 
potentially be extended to a wider set of narrowband codecs, 
to wideband encoding and to IP-based audio in general. 

This article is an extended version of paper [6] and it is 
organized as follows: the next Section provides an overview 
of related research in the area of adaptive VoIP. Section III 
describes network scheme and assumptions used in our 
simulation studies. Section IV investigates the effect of 
speech encoding parameters (packet size and 
compression/encoding variation) on quality of VoIP 
communications; Section V describes decision-making 
parameters for the proposed algorithm; Section VI shows the 
actual adaptive voice quality management mechanism.  The 
results of the simulation study are presented in Section VII. 
Conclusion is drawn in Section VIII.  
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II. RELATED WORK 

A. Adaptive Quality Management 
A number of studies investigating the idea of adaptive 

voice quality management are available. Multiple papers (for 
example, Qiao et al. [7], Seo et al. [8], Matta et al. [9], and 
others) adopt the GSM/UMTS Adaptive Multi-Rate codec 
(AMR) [10] for the IP-network. The AMR codec was 
originally developed for wireless networks and the decision 
about adaptation of its encoding parameters is based on 
channel interference. The philosophy behind AMR is to 
lower a codec rate as the channel interference increases and 
thus enabling more error correction to be applied. Evidently, 
the process of adaptive quality management in the IP-
network is different than that in wireless communications: 
there is no channel interference, there are IP packets instead 
of radio signals, and the threshold choice and management 
process will be different. The papers above present ideas of 
how to use the existing encoding scheme in the IP network.    

A real-time change of speech encoding parameters can be 
achieved through variation of voice packet size or 
compression (encoding scheme). As the voice packet travels 
through the Internet, an overhead with control information is 
added to the voice payload. The size of overhead added to a 
voice packet is 40 bytes (the application layer Real-Time 
Transport Protocol (RTP) [11] header is 12 bytes; the 
transport layer UDP header is 8 bytes; and the IP header is 
20 bytes), and it is significant compared to a typical voice 
payload size. If the G.711 codec [12] is taken as an example, 
the length of one 10-ms packet is 80 bytes. So, the 
RTP/UDP/IP overhead is 50% of the payload size and the 
total bandwidth required for the voice stream transmission is 
96 kbps.  

Changing end-user parameters may significantly affect 
bandwidth requirements per call and, as a result, its quality. 
For example, increasing a voice stream IP-rate will lead to 
increased quality, but the probability of quality degradation 
due to potential congestion may also increase because of 
higher channel capacity requirements. Several papers (for 
example, [13], [14], [15]) studied how changing of the 
encoding parameters affects VoIP communication quality.  

Various parameters can be used to detect congestion in 
the network and make a decision about encoding parameters 
adaptation.  For example, Bolot et al. [16] and Mohamed et 
al. [17] perform adaptive rate control based on packet loss 
statistics. The computational quality model called the E-
model [18] is used in [9], [19] and [20]. Ngamwonwattana, 
[21] makes decision about codec rate adaptation based on 
moving average thresholds of delay and packet loss, and 
proposes sending control messages from the receiver “on 
demand”.   

The recent paper of F. Sabrina and J. Valin [22] describes 
an adaptive mechanism using Speex codec [23]. The authors 
propose a novel criterion to get feedback about the network 
condition and a mechanism for adjusting the encoding bit 
rate based on the feedback and on instantaneous speech 
properties.  

 

B. Voice-over-IP Quality Assessment 
This paper uses several metrics to estimate quality of 

voice-over-IP communications. Voice quality measurement 
methodologies include subjective testing (involves human 
subjects and considered as the ultimate way of quality 
evaluation), and objective techniques (signals comparison or 
computational methods). The leading subjective criterion of 
voice quality measurements is the Mean Opinion Score 
(MOS), which is defined in the ITU-T Recommendation 
P.800 [24]. MOS is a score of voice quality as perceived by a 
large number of people listening to speech over a 
communication system. This Recommendation uses the scale 
from one to five and the MOS of some session of voice 
transmission is the average estimate of voice quality rates 
assigned by individual listeners (1 – bad, 2 – poor, 3 – fair, 4 
– good, 5 – excellent). Subjective tests are usually complex 
and time-consuming and cannot be used for real-time quality 
assessment. Objective mechanisms are needed for this 
purpose. 

Here in the project, the real-time decision about 
parameters adaptation is based on two computed metrics: an 
instantaneous quality level, which is measured per talkspurt 
using the computational E-model [18], and, in addition to 
this, a change of integral perceptual quality level, which is 
estimated based on a model developed by AT&T [25]. The 
original version of the E-model is relatively complex. It 
includes about 20 input parameters representing various 
terminal, network and environmental quality impairment 
factors. In the narrowband voice-over-IP area, the simplified 
version of this model is often used with default values for all 
but a few parameters - delay and packet loss. The model 
computes speech quality rating on a 100-point scale as: 

 
 R = R0 – Id – Ie-eff       (1) 

    
R is the resulting indicator of voice quality; R0 is the 
maximum score, achievable by codecs in the absence of loss 
and significant delay; Id is the impairment factor caused by 
end-to-end delay (a function of delay); Ie-eff is the effective 
equipment impairment factor, which depends on used codec, 
and also on packet loss rate and effectiveness of packet loss 
concealment algorithms. The E-Model is based on the 
concept that “psychological factors on the psychological 
scale are additive” [18]. It does not imply that the factors are 
uncorrelated, but only that their contributions to the 
estimated impairments are independent and each impairment 
factor can be computed separately. Numerical characteristics 
for different codecs and more details about the model can be 
found in [18], [26], [27]. A similar model for wideband 
telephony is proposed in [28]. 

The E-model uses a special mapping function to establish 
a relationship between the 100-point R-scale and the 
traditional MOS scale (Equation 2).    

  
       MOS =1+ 0.035R + R(R − 60)(100 − R) ·7·10-6     (2) 

 
This model is not a perfect tool to calculate absolute quality 
level, but it is acceptable for measuring variations in quality. 
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Detailed investigations of this question by NTT Lab (Japan) 
[29] concluded that correlation coefficient of results 
provided by the E-model with subjective human testing 
results is about 80%. Since, goal of these algorithms is to 
achieve noticeable relative quality improvement, the E-
model can be used to track changes in quality. 

The E-model estimates average quality during a certain 
period of time. But quality, as perceived by the end-user, 
depends not only on significance of a quality distortion, but 
also when this distortion happened during a communication 
session. The effect, which reflects the way that a listener 
remembers call quality, is called “recency” effect. This effect 
implies that periods of low or high quality positioned at the 
end of a speech sample have a stronger influence on the 
overall session quality then when such periods are positioned 
in the beginning of the sample. In tests conducted by AT&T 
[25], a burst of noise was created and moved from the 
beginning to the end of a 60-second call. When the noise was 
at the start of the call, users reported a higher MOS score 
than when the noise was at the end of the call.  Tests reported 
by France Telecom [30] showed a similar effect. The effect 
is believed to be due to the tendency for people to remember 
the most recent events or possibly due to auditory memory, 
which typically decays over a 15-30 second interval [30].  

Further discussion about these parameters will be 
provided below. Using these metrics, the novel mechanism 
to adaptively manage speech encoding parameters is 
proposed.   

III. SIMULATION DESIGN 

A. Network Model 
The proposed adaptive speech quality management 

algorithm is tested using a simulation implemented in 
Matlab. The network topology for the simulation is shown in 
Fig. 1. A simplified scenario with a single place of potential 
congestion is analyzed. The congestion may be caused by 
bursty background traffic through the router. The link 
capacity is 5 Mbps, but, actually, this number is not very 
important. But, a portion of voice and data traffic in the 
network is important: a significant difference in VoIP quality 
is seen over the same network, with the same total (voice 
plus data) average traffic load, but with different voice-to-
data traffic ratios. The presence of large data packets with 
bursty behavior creates “instability” in the voice 
transmission process, which causes additional delay variation 
(jitter) and, as a result, higher delay and/or packet loss. The 

propagation and network processing delay is assumed fixed 
at 50 ms (it may be noticeably higher in real networks). The 
bottleneck router uses FIFO queuing and the drop-tail 
mechanism in case of overflow. The router has a finite queue 
size (64 Kbyte), enough to keep packets in queue for about 
100 milliseconds. 

B. Voice Encoding 
This project uses parameters of three narrowband codecs 

for developing and simulating the proposed adaptive quality 
management scheme: the G.711 [12] (PCM encoding with 
no compression), the G.726 [31] (ADPCM encoding with 
2:1 compression), and the G.729a [32] (CS-ACELP 
encoding with 8:1 compression). While codec may have 
different voice payload sizes, the discrete values 10 ms, 20 
ms, 30 ms will be used.  So, nine different sets of encoding 
parameters are used. These codecs and parameters are 
chosen for analysis because: 1) they provide a relatively high 
level of quality (higher than or close to the toll-grade); 2) 
their quantitative characteristics are known in terms of 
maximum encoded speech quality in the absence of packet 
loss and significant delay [18]; and 3) the difference in 
channel capacity consumption in these codecs is significant: 
for example, the G.711 codec with 10 ms voice payload size 
requires 96 kbps per stream (64 kbps of audio bit rate and 32 
kbps to send the RTP/UDP/IP overhead); the 30 ms G.729 
codec needs just 18.7 kbps channel (8 kbps audio rate and 
10.7 kbps overhead bit rate). Selecting one of the nine sets of 
encoding parameters will be based on metrics calculated on 
the receiver side. These codecs are chosen as examples; 
similar adaptive mechanisms can be used with a different set 
of narrowband codecs, with some set of wideband codecs or 
with a combination of narrowband and wideband codecs.  

C. Call Characteristics 
It is assumed that speech codecs with variable parameters 

(packet size, compression) are used. Delay and packet loss 
statistics is calculated on the receiver side. The E-model [18] 
is applied to get a quality metrics based on these parameters. 
The E-model parameters for the selected codecs are defined 
in [18] and [27]. Simulated call duration is 120 seconds. 
Silence suppression is not used (for simplicity). Voice stream 
may include a single call or a group of calls (aggregated 
voice traffic). All calls in the group use the same speech 
encoding algorithm; calls can be managed simultaneously; 
and all have the same behavior (the quality of all calls 
degrades equally).  

 
Figure 1:  Simulated network structure 
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D. Background Traffic Modeling 
It is desirable to generate background traffic with 

characteristics similar to traffic patterns in the Internet. 
Studies revealed that Internet traffic exhibits properties of (1) 
self-similarity, (2) burstiness and (3) long-range dependency 
(LRD) [33].  The self-similar process shows that short-time 
traffic behavior patterns are close to long-time patterns.  
LRD means that there is a statistically significant correlation 
across large time-scales [34]. In [35, 36], it is suggested to 
use multiple Pareto aggregation sources with a Pareto index 
parameter a < 2.  Our study uses this approach by generating 
Pareto On/Off traffic from 10 different sources. The traffic 
from each source consists of sending packets at a fixed rate 
only during the On periods, whereas the Off periods are idle.  
The packet sizes are: 64 bytes (60% of packets), 550 bytes 
(25% of packets) and 1500 bytes (15% of packets). The 
aggregated traffic will have all the required characteristics. 
The Network Simulator NS-2 [37] also uses this model of 
background traffic generation. 

It is important that the model does not separate the 
generated traffic into TCP and UDP flows.  But the approach 
is good to model Internet traffic behavior, even in congested 
networks, ignoring nonlinearities arising from the interaction 
of multiple traffic sources because of network resource 
limitations and TCP’s feedback congestion control algorithm 
[38]. One possible reason is that more than 90 percent of 
TCP sessions in the Internet are very short (1-2 seconds) and 
exchange less than 10 Kbytes of data [39].  

According to recent research [40, 41], the nature of 
traffic in the Internet changes because of a significant 
increase of peer-to-peer traffic and assumptions used in this 
section may not be true in future. The proportion of peer-to-
peer traffic in the network increased significantly during the 
last several years and achieves 50% of the total traffic. This 
fact may change two assumptions: a) the packet-size 
distribution of the Internet traffic will change; b) TCP 
session will exchange more data, will be longer and the TCP 
back-off mechanism should be simulated.  This study uses 
the On/Off Pareto model and the TCP-based model will be 
analyzed in future. 

E. Jitter Buffer Management 
Jitter is a variation in packet transit delay caused by 

queuing and serialization effects on the path through the 
network. It is eliminated by jitter buffers, which temporarily 
store arriving packets and send them to a receiver in equal 
intervals.  The buffer may have a fixed size, but if is too 
small, a lot of packets may be discarded because of a 
significant delay variation. This will negatively affect speech 
quality.  Increasing the jitter buffer allows waiting longer for 
delayed packets but increases the overall end-to-end delay, 
which also negatively affects speech quality. A lot of 
research focuses on adaptive jitter buffer strategies to find 
some optimal point in the tradeoff between the end-to-end 
delay and packet loss and to optimize speech quality 
dynamically.  

The basic adaptive playout algorithm of Ramjee et al. 
[42] is used in the simulation. It calculates two statistics to 
make a jitter buffer adaptation decision. For each arriving 

packet, it computes the expected mean and variation in the 
end-to-end delay (di and υi. respectively). Specifically, the 
end-to-end delay estimate for packet i is computed as  

 
di = α·di-1 + (1-α)·ni          (3) 

 
where ni is the i-th packet delay. The variation is: as:  
 

υi = α·υi-1 + (1-α)·| di – ni |                     (4) 
 
Packet playout time in this algorithm is calculated as:  
 

pi = ti + di + βυi    (5) 
 
where ti is the time the packet was sent.  α = 0.875 and β=4.   

While these equations estimate di and υi for each packet, 
playout time pi is adjusted only in the intervals between 
talkspurts (periods of speech). Different papers use periods 
between 200 and 700 ms to describe talkspurt durations and 
there is no agreement about the “best” number. The ITU 
P.59 [43] recommendation specifies an artificial on/off 
model for generating human speech with the talkspurts and 
silence intervals of 227 ms and 596 ms. Jiang and 
Schulzrinne [44] reported mean spurts and gaps of 293 ms 
and 306 ms in experiments with the G.729 codec. The 
durations of 300 ms both for silence and active speech 
periods are used in the simulation.   

IV. THE EFFECT OF END-USER PARAMETERS ON VOIP 
QUALITY 

A. Effect of Background Traffic on VoIP Quality 
Before investigating the effect of the parameters on 

speech quality, it is important to demonstrate that the quality 
is affected by not only high link utilization, but also by the 
proportion of voice and data traffic in the network. This 
hypothesis is rather evident: the data traffic is bursty and it 
may cause a sudden congestion in the network, which results 
in higher delays and/or losses of voice packets.  

The simulation design is based on the network scheme 
and the assumptions described in the previous section. The 
narrowband G.711 codec with 64 kbps of audio bit rate is 
used in the example. Speech quality is measured in MOS 
depending on the total link utilization U (voice and data 
traffic; average during the call) and D (ratio of data traffic 
and total mixed traffic). Note that U is not an average ISP 
network utilization; this is a utilization of the bottleneck link 
during the considered 120-second simulation. The results 
and the standard deviations are presented in Fig. 2.  

The results show that the behavior of voice traffic 
significantly depends on the presence of, and load of, the 
data traffic in the network. Even a relatively small volume of 
data traffic can cause a significant degradation of voice 
traffic. While this conclusion is intuitively clear, the 
simulation study gives numerical estimates. If the average 
link utilization exceeds 70%, adaptive quality management 
mechanisms can potentially be used and change of packet 
size and/or speech compression may decrease the quality 
degradation effect. But, this number (70%) depends on the 
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assumptions and will be slightly different with other adaptive 
jitter buffer algorithms, different approaches for background 
traffic generation, and assumptions about talkspurt duration 
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Figure 2: Speech quality depending on traffic structure 

It is necessary to understand that, in most cases, the 
structure of traffic in the network (in the congested router) is 
not known and not possible to measure (unless a user or a 
provider controls all hardware devices along a path of a 
given call). But the results of the study presented below still 
helpful in understanding of how variations of voice stream 
parameters affect its quality and in which scenarios the end-
user codec adaptation may be beneficial.  

B. Effect of Packet Size Variation on VoIP Quality 
The effect of packet size variation is difficult to describe 

theoretically because many of the parameters affecting 
quality (delay, loss, jitter) are not independent and improving 
one parameter may cause a decline in another. Some effects 
of packet size on speech quality are very clear, others are less 
evident. Four main relationships are identified: 

(1) Increasing packet size leads to an increase of end-to-
end delay. If the delay is not too large, the direct impact of 
packet size increase is very small and not perceptually 
noticeable [18]. But, if the delay is significant, an additional 
increase of packet duration may be noticeable.  

(2) Increasing packet size leads to decrease of the IP-rate 
per call. This may decrease congestion in the network and 
improve the quality of communication. The dependency is 
also evident and the question about the effectiveness of voice 
transmission was briefly discussed in Section 2.  

There are two less evident, but also important effects of 
packet size variation on VoIP quality: 

(3) A loss of one “long” packet has more significant 
negative effect on speech quality than a random loss of 
several “small” packets. Mathematical representation of this 
effect in the E-model can be found in [18].  

(4) In presence of data traffic in the network, increase of 
voice packet size decreases link utilization, but increases the 
data-to-voice traffic ratio. As demonstrated in the previous 
section, this may cause additional “instability” in the 

network, which may result in higher jitter, delay or loss. This 
factor may affect the resulting speech quality, but it is not 
clear how significant the effect might be. 

It is seen that increasing packet size causes different 
effects on the speech quality. Since, the result is difficult to 
predict theoretically, it is investigated using simulation. The 
portions of voice (number of calls) and data traffic in the 
network were changed, and the average call quality was 
measured for different packet sizes. Speech quality is 
measured in MOS depending on the portion of voice traffic 
in the network V, the total link utilization U (average during 
the call) and the packet size PS (changes from 10 to 50 ms). 
For each combination of {V, U, PS}, 100 experiments were 
run. The standard deviation of MOS scores does not exceed 
0.15 MOS. The simulation results for several specific values 
of V (portion of voice traffic) are shown in Fig. 3.  

 

 

 
Figure 3: Effect of packet size on VoIP quality 
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In the case of a single call or a relatively small number of 
calls (Figure 3a), change of packet size does not provide any 
quality improvement because it does not influence the 
situation in the network. Increase of packet size in this 
scenario makes the situation even worse; it is recommended 
to keep it small (10 ms).  

Congested links with dominated voice traffic are more 
stable (Figures 3b, 3c). They can handle higher utilization 
(for example, 80% or even 90%) without noticeable quality 
degradation (again, these numbers depend on the 
assumptions about the network structure, traffic generation, 
etc). In these scenarios, quality can be improved even further 
using higher rate codecs.   

Based on the study, the “lower bound” of managed voice 
traffic in a congested link when change of packet size 
provides noticeable improvement in quality is about 30%. 
With higher voice load, packet size variation improves 
quality despite the multiple negative effects discussed in the 
previous section. In these cases, a 20-ms packet size is 
enough to increase average call quality; 30 ms can provide 
even better quality under some scenarios.  

C. Effect of Compression on VoIP Quality 
In addition to the packet size variation, multiple encoding 

algorithms with compression can be used. Compressed 
speech often has even smaller IP-rate, but there is a more 
significant loss in codec quality due to compression. In 
addition to the G.711 codec, this study considers the G.726 
codec with 2:1 compression and the G.729a codec with 8:1 
compression. The goal of this section is to answer the 
question: if a number of simultaneously managed calls does 
not change, would it be better to use the codec with higher 
compression under certain network conditions or packet size 
variation would be more effective. 

Similar to the previous section, change of compression 
causes opposing effects on VoIP quality:  

(1) Increasing compression generally leads to a decreased 
codec quality. For example, the maximum quality, which can 
be achieved by the G.729a codec under ideal conditions, is 
noticeably less than that of the G.711 codec.   

(2) Increasing compression leads to decreased IP-rate per 
call. This may decrease congestion in the network (especially 
if a group of calls is managed) and improve the quality of 
communication.   

(3) Increasing compression not only decreases codec 
quality, but also the effectiveness of packet loss concealment 
algorithms. Concealment of compressed packets is less 
effective. For example, the loss of 1% of the G.729a packets 
has more significant negative impact on speech quality than 
the same loss of the G.711 packets.  

(4) As in the previous section, if there is data traffic in 
the network, voice compression increases the data-to-voice 
traffic ratio, which may negatively result on speech quality. 

Mean VoIP communications qualities in several 
scenarios: 1) the G.711 codec is used (no compression, 20 
ms packet size); 2) the G.726 codec (2:1 compression; 20 ms 
packet size); 3) the G.729a codec (8:1 compression; 20 ms 
packet size). Notations: V - portion of voice traffic in the 
network, U - total bottleneck link utilization (voice and data 

traffic; average during a call). U and V are measured based 
on the G.711 codec, 10-ms packet size. Fig. 4. shows the 
simulation results for several specific values of V (portion of 
voice traffic).  

 

 

 
Figure 4: Effect of compression on VoIP quality  

The results demonstrate that, when a portion of managed 
voice traffic in the network is relatively small (Fig. 4a), 
neither the packet size variation nor the increase of 
compression (or even both of them together) provide 
improvement in quality. For best achievable quality under 
the given scenario, it is necessary to use the best available 
codec (the G.711 or even wideband codecs) and small voice 
payload size (10 ms; smaller packet sizes make the 
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communication process very inefficient). If portion of 
managed voice traffic is more significant, changing 
packetization provides better resulting speech quality than 
compression variation (until a certain level of the bottleneck 
link utilization) despite the fact that the compressed speech 
uses less channel capacity (Fig. 4c). Only when the 
bottleneck link is very heavily congested (more than 90%), 
the compressed encoding provides better quality (Fig. 4b). 

D. Summary 
The presented results are based on assumptions about 

network structure, background traffic pattern, speech 
characteristics (talkspurt duration), which are described in 
the previous section. Other jitter buffer algorithms or, for 
example, a different model of speech representation 
(talkspurt and silence periods) will change numerical results, 
but the general conclusion will remain the same: in 
congested networks try to manage voice payload size first, 
because it may provide higher resulting quality than codecs 
with compression; if this does not help – change a voice 
stream bit rate using both higher compression and packet 
size variation. The results are consistent with other studies 
mentioned in Section 2, but provide approximate quantitative 
criteria when end-user variation of encoding parameters may 
be effective for average call quality improvement. 

This study had assumed that average background traffic 
load in the network is known. In real networks this 
information is not available to the end-points, so mechanisms 
would be needed to estimate the effect of the network on 
communication quality.  Monitoring a call or a group of calls 
on the receiver side, we do not know average link utilization 
and average volume of background traffic in the network. 
Number of simultaneously managed calls is known, but this 
information is not too important: the quality depends on the 
proportion of data traffic in the network and, even if there are 
many calls, often it cannot be said with high confidence 
whether the network is voice-only or even if voice traffic 
dominates in the network. For this reason, the conclusions 
from this part cannot be used directly.   

It is important to remember that two adaptive 
mechanisms are going to work simultaneously: a) the 
proposed variable sender-based encoding mechanisms and b) 
the receiver’s adaptive jitter buffer. The adaptive jitter buffer 
mechanism is used to improve short-term quality (its fast 
reaction does not change the encoding characteristics, but 
manages the delay-loss tradeoff). Sender-based management 
is designed to improve long-term voice flow characteristics 
(to choose the encoding scheme that best matches the given 
network conditions). 

V. DECISION-MAKING PARAMETERS FOR ADAPTIVE 
SPEECH QUALITY MANAGEMENT  

Which parameters should be taken into account to make a 
decision about quality adaptation? One variant is to use, for 
example, the mean delay, the moving average delay, or loss 
statistics. This approach has already been used in several 
papers mentioned above. It would not be acceptable to 
analyze these parameters separately: high packet loss 
definitely means a significant degradation in quality but low 

(or absence of) packet loss does not mean an absence of 
degradation because the adaptive jitter buffer size can be 
very significant and we can get high end-to-end delay instead 
of the loss. So, it would be better to use these parameters 
together. In other words, one must measure quality, which 
depends on end-to-end delay, loss, and codec characteristics.  
This project does not analyze some “less evident” parameters 
affecting speech quality like echo, attenuation, noise in a 
channel, etc. The quality can be measured using the 
computational E-model [18].  

How can this model be used? The adaptive algorithms 
proposed here will measure and manage quality-per-
talkspurt. Human communication consists of periods of 
active speech and periods of silence. The adaptive jitter 
buffer algorithm changes its buffer size in periods between 
talkspurts (during silence periods).  So, it would be logical to 
analyze speech quality behavior, and to make decisions 
about adaptive quality management at the end of a talkspurt 
(at the end of an active speech period). The E-model can be 
used to calculate the quality of each talkspurt (referred to as 
“instantaneous quality”). Packets within a talkspurt have the 
same end-to-end delay; network loss and jitter buffer loss 
can easily be counted. The difference between instantaneous 
quality levels in two consecutive talkspurts can be very 
significant because of the bursty nature of the background 
traffic.   

But, knowledge of instantaneous call quality is not 
enough to make a decision about changing the speech 
encoding parameters. Measurable voice quality can change 
significantly and immediately but it takes some time for 
users to understand that the quality has changed. Perceptual 
(real) speech quality is different from an instantaneous 
computational quality. Perceptual quality takes into account 
factors not only during the last short period of time (last 
second or several seconds), but all quality values and quality 
variation history starting at the beginning of a call [45].  So, 
in addition to the computational quality model, it would be 
useful to estimate (1) instantaneous perceptual speech quality 
at any moment of time during a call, and (2) integral quality 
at any moment of time during a call.   

The E-model can also be used to measure the average 
call quality at a given moment of time during a conversation. 
This metric would probably be acceptable, but this project 
tries a different approach, using a metric, that describes 
integral (total) speech quality. Integral quality that is 
calculated as a mean of instantaneous qualities is not a very 
good metric. This model does not take into account the 
history of previous quality variations (frequent variations 
may result in a relatively high average quality but noticeably 
smaller real perceptual quality).  

Instead of using just a mean MOS metric, integral quality 
is calculated from the beginning of a call using the 
perceptual model of Rosenbluth [25].  This model presents a 
call as a sequence of 8-second intervals. Quality within each 
interval is calculated as a mean of instantaneous qualities.  
Integral call quality is calculated as a weighed sum of the 
qualities of the longer intervals and reflects an opinion that 
quality levels at the end of a conversation have higher 
weights on the overall perceived call quality than quality 
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levels at the beginning of a session.  Perceptual quality is 
usually lower than the average computational quality if there 
are frequent variations of instantaneous quality levels. This 
model was justified by subjective experiments performed by 
AT&T. It is proposed to use the weighting average with 
weights 
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MOSI is the integral perceptual call quality; MOSi is the 
MOS during the shorter measurement period; Li is a location 
of a degradation period (measured on 0-to-1 scale; 0 
indicates the beginning of a conversation, 1 is the end of a 
conversation; the parameter changes proportionally to time 
starting from the beginning of a call). 

This perceptual call quality metrics will be used as one of 
decision parameters for adaptive speech quality 
management. If there are concerns about this model, it is 
possible to calculate the integral quality using weighted 
average with exponentially distributed weights described in 
[45]. The idea in Equations 6 and 7 is similar; the 
representation is a little bit more complex than just the 
exponentially distributed weighting. 

VI. ADAPTIVE VOIP QUALITY MANAGEMENT ALGORITHM  
This section describes the proposed adaptive quality 

management mechanism. The following section provides and 
example and results of a simulation study. 
  

Step 1: Collect statistics of packet delays before the jitter 
buffer.  If there are multiple calls, is assumed that the quality 
degradation pattern of all calls to be similar (this assumption 
is confirmed by our preliminary simulations). So, just one 
call from aggregated voice traffic may be chosen for analysis.  
 

Step 2: Calculate packet playout time (Section 3E).  This 
parameter is calculated continuously for each arrived packet 
but, since the jitter buffer is adjusted only in pauses between 
talkspurts (between active speech periods), the end-to-end 
delay is constant within a talkspurt. 
 

Step 3: Calculate the quality of a talkspurt based on the 
E-model. This calculation includes: (1) calculating packet 
loss within a talkspurt (network and jitter buffer loss); (2) 
measuring end-to-end delay, which is constant within a 
talkspurt. This “quality per talkspurt” is referred as 
“instantaneous quality” and denoted it as QI.  The difference 
between instantaneous quality levels in two consecutive 
talkspurts can be very significant because of the bursty 
nature of the background traffic. But, knowledge of this 
instantaneous call quality is not enough to make a decision 
about adaptation of speech encoding parameters. 

Step 4: Calculate the maximum achievable quality level 
for a given codec under the given network conditions. This 
calculation is based on zero packet loss and minimum 
network delay (the sum of transmission delay, propagation 
delay and minimum queuing delay). This delay is taken from 
the analysis of incoming packets delays. Using this minimum 
network delay, calculate the maximum achievable quality 
under the given set of encoding characteristics: 

 
R = R0 –  Ie-eff  – Id  

Id  = min. network delay + min. jitter buffer delay 

       MOS =1+ 0.035R + R(R − 60)(100 − R) ·7·10-6     (8) 

 
MOS is a Mean Opinion Score on the 1-to-5 scale; R is the 
indicator of voice quality (the 100-point scale) from the 
computational E-model, R0 = 93.2 is the maximum 
achievable narrowband quality, Id is a function of delay; Ie-eff 
describes impairments related with encoding (codec quality) 
and packet loss. See the E-model standard [18] for more 
details about voice quality calculation. The result looks 
something like in Fig. 5:  

 
Figure 5: Instantaneous speech quality measurement 

 
Step 5: Continuously calculate the integral voice quality 

level based on the model expressed by Equations 6 and 7. 
 

Step 6: Decision. The proposed quality management 
scheme uses three parameters: 1) instantaneous quality level 
– QI; 2) integral perceptual quality – QT; and 3) maximum 
quality level achievable under the given set of speech 
encoding parameters – QM.  If the number of managed calls 
(which is assumed to be known) is not significant (for 
example, one or two), voice flow is concluded to have an 
insignificant effect on the network, and it would be better to 
use the best available codec from the very beginning and not 
to use any quality adaptation strategies. 

 
Similar to [7], two thresholds are used in the algorithm: 

0.25 MOS and 0.5 MOS. These thresholds are used only to 
describe integral quality variation and these numbers are not 
chosen arbitrarily. A change in quality of 0.2-0.25 MOS is 
not too significant, but is noticeable by some people; smaller 
changes in quality are noticeable only by a relatively small 
percentage of listeners. A change in quality of about 0.5 
MOS is very significant and is noticeable by almost 
everybody.  If the best narrowband G.711 codec is used and 
its quality decreases by 0.5 MOS, the resulting quality will 
be lower than the toll-grade quality level.  If the G.729 codec 
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is used and its quality degrades by 0.5 MOS, the resulting 
level of speech quality (about 3.4-3.5 MOS) is considered to 
be low by most people.  

The situation with thresholds for instantaneous quality 
level is a little more complex. Talkspurt quality can decrease 
for two reasons: 1) high jitter buffer size, which results in 
high end-to-end delay and, usually, not significant loss, or 2) 
packet loss (usually not in the network but on a receiver size 
caused by significant delay variation and insufficient jitter 
buffer size). The effect of delay is generally lower: for 
example, with 150 ms of network and packetization delay 
and an additional 80 or 100 ms of jitter buffer size, the 
decrease in quality is about 0.3-0.4 MOS. But, if a bursty 
loss of packets causes a loss of, for example, only 3 out of 30 
packets in a given talkspurt, the decrease in the instantaneous 
quality equals to 0.9 MOS. If 5 packets out of 30 are 
discarded, the resulting quality (for the G.711 codec) will be 
only 2.65 MOS (with a maximum level of 4.3-4.4 MOS).  As 
in the case of integral quality, two thresholds are used: 0.3 
and 1.0. If the difference between maximum and 
instantaneous quality levels does not exceed 1.0 on the MOS 
scale, the observed packet loss is considered reasonable. 

This model does not use quality adaptation mechanisms 
during the first several seconds of conversation because the 
perceptual quality model expressed by Equations 7 and 8 is 
very sensitive to quality variations in the beginning of a call.  
In the simulation, this period is set to 8 seconds.   

The details of the algorithm follow. Consider the 
differences between two parameters: 1) between the 
maximum and integral qualities (QM – QT), and 2) between 
the maximum and instantaneous quality levels (QM – QI).  
The first difference quantifies total quality variation; the 
second one describes instantaneous quality changes.  

 
Condition 1:  

 if QM – QT > 0.5          // Low or unacceptable level of    
quality. Something has to be done immediately 

 
o if QM – QI > 1.0    // Instantaneous quality level is also 

very    low. Not too much can be done in this 
situation.  Switch to the G.729 codec with 30 
ms packet size (the worst codec using the 
minimum IP-rate) 

 Action: switch to the G.729 codec, 30 ms packet 
size 

 
o if 0.3 < QM – QI < 1.0            

 Action: keep current settings expecting that 
adaptive buffer will compensate the degradation  

 
o if QM – QI < 0.3    // Total quality is very low, but 

instantaneous quality level is close to maximum.  
Quality degradation is not seen, so start slowly 
to improve the codec quality by deceasing 
packet size 

 Action: decrease packet size by 10 ms if a 
current size is higher 

Condition 2:  

 if 0.2 < QM – QT < 0.5   // Degradation of quality is 
noticeable, try to improve the situation  

 
o if QM – QI > 1.0  // Have a long bursty loss of packets. 

The network is significantly congested. 
 Action: use codec with higher compression: if 
current codec is G.711, switch to G.726; if 
current codec is G.726, switch to G.729 

 
o if 0.3< QM – QI < 1.0      // Also, the situation is not 

good and bursty packet loss is observed 
 Action: increase packet size by 10 ms or change 
codec if current packet size is 30 ms (maximum) 

 
o if QM – QI < 0.3               // Instantaneous quality is 

good; expect integral quality improvement 
 Action: decrease packet size by 10 ms if a 
current size is higher 

 
Condition 3:  

 if QM – QT < 0.2      // Degradation of quality is not 
significant but might be noticeable; try to 
improve the situation  

 
o if QM – QI > 1.0    // Significant quality degradation. 

Total quality is good but one more bursty loss 
can significantly drop overall quality. Try to 
avoid. 

 Action: increase packet size by 10  ms up to 30 
ms 

 
o if 0.3 < QM – QI < 1.0    // Assume that this decrease of 

quality is temporal and due to single loss or 
increase of end-to-end delay 

 Action: keep current settings 
 

o if QM – QI < 0.3     // Everything is fine: both total and 
instantaneous qualities are high.         

 Action: decrease packet size up to minimum or 
switch to a better codec 

 
The algorithm is summarized in Table 1. 
 

Step 7: To change current encoding algorithm according 
to the decision. 
 

The actions defined above cannot be executed 
immediately. The collected information about instantaneous 
and integral quality levels has to be transmitted to the sender. 
The transmission delay can be significant in congested 
networks. Assume that three consecutive talkspurts on the 
sender side (TS1, TS2, TS3) are separated by periods of 
silence (S1, S2). According to assumptions in Section 3, the 
mean durations of the active speech and silence period are  
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TABLE  I: THE ALGORITHM SUMMARY 

Q(M)–Q(T) 
Q(M)-Q(I) 

≤ 0.2 0.2 < … < 0.5 ≥ 0.5 

≤ 0.3 

- if current packet size is 
higher than 10 ms, 

decrease it 
- if current size is 10 ms 
but  used codec is not the 
G.711, switch to a better 

codec 

- decrease packet 
size up to 10 ms 

- if current packet 
size is lower than 
30 ms, increase it

0.3 < … < 
1.0 

- keep current settings 
 

- if current packet 
size is lower than 
30 ms, increase it 

- if used codec is 
not G.729, switch 

to a codec with 
higher 

compression 

≥ 1.0 
- if current packet size is 

lower than 30 ms, 
increase it 

- if used codec is 
not G.729, switch 

to a codec with 
higher 

compression 

- switch to the 
G.729 codec with 
30 ms packet size

 
 
300 milliseconds. Assume that the receiver gets TS1 and 
makes a decision to send some control information to the 
sender. The period of time between the departure of the TS1 
talkspurt and the arrival of the feedback from the receiver is 
equal to a round-trip delay (RTT). In congested networks this  
RTT might be significant and longer than the period of 
silence between the TS1 and TS2 talkspurts.  In this case, the 
decision about quality adaptation will not be applied to the 
second talkspurt (TS2); it would be applied to TS2 only if 
the RTT is less than the S1 duration (300 ms). So, the 
receiver would not see the result of the requested changes of 
speech encoding parameters until the TS3 talkspurt, about 
one second later. The minimum reaction time of the 
algorithm is 300 ms (when RTT ≤ 300 ms). If the 
assumptions about speech/silence duration are different, 
these numbers will change respectively. 

This fact has to be taken into account in the adaptation 
scheme. So, a restriction is added that, if a receiver analyzes 
a talkspurt (for example, TS1) and sends a control message 
to the sender to change speech encoding parameters, the next 
control message cannot be sent after the next consecutive 
talkspurt.(TS2); but only after analyzing of TS3, if it is 
required. This restriction provides more stability to the 
algorithm. 

One more restriction is added. If a decision is made about 
several consecutive improvements of speech encoding 
parameters (for example, to decrease the voice payload size 
from 30 ms to 20 ms and then to 10 ms or to replace a given 
codec by a better codec) these changes should not be made 
too quickly because each change causes noticeable increase 
of IP-rate per call and thus, a higher probability of 
degradation due to congestion. The preliminary experiments 
showed that the system is more stable if the receiver waits 
for four talkspurts (about 2 seconds) between such decisions.  

In sender-based control, observations about the network 
and resulting speech quality must be reported back to the 
sender. Utilizing RTCP is a common approach: packet loss 

and delay variation statistics are included in RTCP reports.  
These packets are sent periodically, usually every 5 seconds. 
But, obviously, this type of control is very slow to respond to 
the network. If the control mechanism must make decisions 
more frequently, it is necessary to use a different scheme 
rather than RTCP. But more frequent periodic call control 
may introduce additional traffic in the network. The paper 
assumes that the adaptive quality management mechanism 
sends control messages, not periodically, but on demand, that 
is, when a change of sender parameters is required. As the 
simulation results will demonstrate, a decision to vary the 
encoding parameters is made less frequently than per 
talkspurt. Also, if a group of calls is managed, just one 
message can be sent to deliver feedback from the receiver, 
but not to control every call independently. This approach 
will not create a significant amount of additional control 
traffic in the network 

VII. SIMULATION RESULTS  

A. Example 
Fig. 6 demonstrates an example of the statistics collected 

in one of the simulations. The first picture shows the packet 
delay and the jitter buffer size calculated in Step 2.  If packet 
delay (blue line) is higher than jitter buffer size (red line), the 
packet is lost (discarded) and restored using a current 
codec’s packet loss concealment mechanism. The second 
figure demonstrates instantaneous (per talkspurt) speech 
quality (blue line, Step 3) and integral (perceptual) quality 
(red line, Step 5). The third picture shows the background 
traffic rate averaged over 10 ms intervals, and also the 
average long-term traffic rate. 
 

 
Figure 6: Measured speech quality statistics 

 
Figures 7 shows the quality of the VoIP stream when 

exactly the same background traffic pattern exists and the 
stream is managed by the proposed adaptive quality 
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management mechanism. This example considers a rather 
congested network with 40% of voice and 50% of data 
traffic. Blue (upper) line is the instantaneous quality level; 
red (lower) line is the integral quality level. Because of the 
real-time adaptation, the algorithm helped to choose 
encoding settings and change them dynamically to improve 
average communication quality. 

 
Without adaptive encoding 

 
 

With the adaptive scheme 

 
 

Figure 7: Speech quality comparison 
 

B. Simulation study 
The simulation described in Section 3 was used to 

analyze effectiveness of the proposed adaptive speech 
quality management algorithm. As it was mentioned in 
Section 4, the algorithm (and the approach of adaptive 
encoding in general) is not effective if a portion of managed 
real-time voice traffic in the network (in the bottleneck) is 
less than approximately 30%. The simulation was performed 
for 25% and 50% of average background data traffic load in 
the network and for different number of voice calls. The 
graphs in Fig. 4 show average qualities with and without 
adaptive encoding calculated using the E-model.   

The results compare average MOS scores in the two 
scenarios; the simulation was executed 20 times for each set 
of parameters (more extensive simulation study will be 
preformed in future). Fig. 8 demonstrates that adaptive 
encoding allows decreasing of quality degradation in case of 
network congestion. For example, having 50% average 
background traffic load and 20 simultaneous fixed-rate 
G.711 calls, average quality of these calls was around 3.4 
MOS. Adaptive algorithm detects degradation in quality 
caused by traffic burstiness and high network utilization, 
adaptively changes packetization or encoding and results in 
better average quality (around 3.9). The average increase in 
quality is quite significant. 

Although the increase in average quality is seen with the 
proposed algorithm, two important things should be 
emphasized. 1) In heavily congested networks, individual 
MOS scores for a call can be noticeably different. Running 
the simulation multiple times and having the same volume of 

traffic and the same number of VoIP calls in the network, 
significant difference in call quality may be seen. This 
happens because of different background traffic patterns 
(burstiness of generated traffic in a given simulation). 2) 
Increase in average quality does not mean that call quality is 
improved in all individual simulations.  For example, having 
50% average background traffic load and 18 G.711 calls in 
the network, out of 20 runs, 2 experiments showed slight 
decrease in quality (less than 0.2 MOS) and two had even 
more significant drop in quality (about 0.4-0.5 MOS). This 
also happens because of background traffic burstiness: in 
certain cases, the algorithm expects a significant congestion 
in the network and future quality degradation, and switches 
to compressed lower quality codec. But, if situation in the 
network suddenly improves, the adaptation decision becomes 
not effective. The “intelligence” of the algorithm should be 
improved to decrease the number of such failures.  

 

 
 

 
Figure 8: Simulation results 

 

VIII. CONCLUSION AND FUTURE WORK  
In this paper, an adaptive control mechanism was 

designed to dynamically manage and improve the average 
quality of VoIP communication. In this scheme, the receiver 



109

International Journal on Advances in Telecommunications, vol 2 no 2&3, year 2009, http://www.iariajournals.org/telecommunications/

makes a control decision based on two parameters: 1) the 
computational instantaneous quality level, which is 
calculated per talkspurt using the E-model and 2) the 
perceptual metric, which estimate the integral speech quality 
by taking into account the fact that a decrease of 
communication quality depends, not only on the presence of 
packet delay or loss in the network, but also on the position 
of a quality degradation period in the call. 

The algorithm works together with the adaptive jitter 
buffer mechanism. The adaptive jitter buffer is used to 
manage short-term quality; the sender-based adaptation 
technique tries to choose encoding parameters to improve a 
long-term quality by decreasing network congestion and, as a 
result, significant instantaneous changes in quality.  

The paper uses three narrowband codecs with different 
packet sizes for analysis but the approach can be extended to 
a wider set of narrowband codecs, to wideband encoding 
schemes and, potentially, to IP-based audio in general. 

Several questions will be addresses in the future work. 
First, it is necessary to work more on the algorithm and to 
decrease a number of cases when adaptive encoding makes a 
situation with quality worse. Second, according to recent 
research, the nature of traffic in the Internet changes because 
of significant increase of peer-to-peer traffic and 
assumptions about background traffic modeling used in 
Section 3 may not be true in future. Other traffic models 
simulating TCP backoff mechanism and/or mix of TCP and 
UDP traffic should be studied. Third, an adaptive change of 
speech encoding parameters affects perceptual quality.  The 
proposed algorithm tried to avoid rapid changes of codecs 
and make adaptation as smooth as possible, but the question 
about what users hear when encoding parameters are 
changed and how this variation affects user feeling about a 
call, should also be investigated in more detail. 
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