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Abstract— Data analytics has been widely accepted as a key 
enabler for 5G cellular networks. They can be applied in order 
to improve the performance of several mechanisms ranging 
from network management and traffic engineering to radio 
access network selection and traffic steering. Towards this end, 
this paper presents three supplementary mechanisms and 
provides a mapping of the required new functional entities into 
the latest version of the 5G architecture as specified by 3GPP. 
Additionally, it evaluates the performance of one of the 
mechanisms that targets the minimization of the information 
collected and used by the data analytics engine.  All in all, this 
paper provides a holistic framework based on the use of data 
analytics that addresses several key 5G-oriented, resource 
management and traffic steering challenges.   

Keywords- 5G cellular networks; data analytics; traffic 
steering; mobility management. 

I.  INTRODUCTION 
Lately, the use of data analytics to support the operation 

of 5G cellular networks has emerged as a hot research topic 
[1]. The application of data analytics covers a wide range of 
network operations such as network management and control 
as well as policy enforcement. Figure 1 illustrates how this is 
achieved. More specifically, data are collected from a 
number of network components and may include a variety of 
information fields such as the quality of the wireless channel, 
the network load, accounting information, configuration and 
fault indications, the profile of the subscribers, etc. This data 
is stored and updated regularly. When collected, it is pre-
processed, and any necessary transformation, discretization, 
normalization, outlier detection and dimensionality reduction 
is applied. The result of this process is then provided to a 
data analysis procedure which builds a model that caters for 
knowledge extraction from the processed data. For example, 
the result of this process may be the identification of 
situations where the occurrence of some specific events (e.g., 
a significant increase of the number of high mobility users) 

causes a given result (e.g., increase of the handover blocking 
probability). The knowledge model may also include some 
solutions for specific situations (e.g., force the network 
components to place high moving users to macro cells). The 
knowledge discovery results can then be communicated to 
either policy, management or control modules. These 
modules can employ this information in order to optimize the 
operation of the network and improve its performance. In 
this paper we provide a complete framework on how data 
analytics can be used to support Radio Access Technology 
(RAT) selection and traffic steering. 
 

 
Figure 1. Big data analysis for cellular networks 

 
To answer why data analytics are needed for RAT 

selection and traffic steering one has to consider the 
following. One of the most promising family of use cases has 
been named by the 3rd Generation Partnership Project 
(3GPP) as enhanced Mobile BroadBand (eMBB) services. 
These are characterized by throughput demanding services, 
high data volumes and significant numbers of users in 
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specific areas (e.g., stadiums, malls etc.). To support these 
services, the following architectural updates/ changes are 
required [2]: 

• densified deployment of base stations 
• support of heterogeneous access networks (e.g., 

operating below and above 6GHz, WiFis etc.)  
• deployment of efficient integration mechanisms 

among heterogeneous access networks  
• support of flexible and dynamic steering of users’ 

sessions through these access networks 
These design decisions create a complex heterogeneous 

environment. Thus, the selection of the most appropriate 
RAT and base station to support a user’s session is no longer 
a simple task. Under a homogeneous network this selection 
is simply based on the evaluation of the signal quality as 
received by neighboring base stations. However, for 5G 
networks the number of choices is going to be considerably 
higher. The dense deployment of base stations will offer at 
any time a high number of candidate macro, micro and femto 
cells for a user equipment (UE). Also, different RATs have 
different characteristics such as the supported throughput, the 
tolerance to interference, the transmission power and the 
respective energy consumption, the tariffing policy of the 
operator for using an access network etc. Thus, a selection 
should consider, apart from the signal quality, parameters 
like the mobility of a UE, the Quality of Service (QoS) 
required by its active services, the battery status of the UE, 
the preferences of the users, the network access and the 
technologies supported by the UE. 

This device/technology-wise heterogeneous environment 
calls for a novel and comprehensive framework, which will 
take into consideration the available information related to 
the values of the abovementioned characteristics. A plethora 
of approaches has been proposed in the past to address this 
issue [3]. These approaches are based on the dynamic 
collection and evaluation of contextual information. The 
evaluation is usually done either through the calculation of 
utility functions or using neural networks or fuzzy logic 
mechanisms to reach a decision.  

However, these solutions assume that the contextual 
information is somehow already in place and they neglect to 
estimate the signaling overhead that is required for the 
collection of contextual information. Moreover, although 
they consider that the preferences of the users are known, 
there is up to now no automatic solution to acquire this 
information, apart from having the users to set their 
preferences manually. Finally, these approaches are reactive 
schemes that take decisions on the fly. However, the 
complexity of the 5G networks requires that when available, 
some decisions should be proactive, otherwise the UEs will 
constantly monitor the environment and switch rapidly from 
one base station to another. This will be an extra overhead 
for the UEs’ computational resources and their batteries. 

To address these points the current paper builds upon our 
prior work presented in [4] and [5]. In these papers we have 
presented two independent solutions:  
a) a RAT selection scheme, named Compass (Context 
Aware RAT Selection), for 4G networks that achieves 

significant performance gains while keeping the signaling 
overhead at a minimum and b) a data analytics scheme, 
named Context Extraction and Profiling Engine (CEPE), 
that improves the performance of 4G cellular control 
functions (i.e., handover, call admission control and cell 
camping). Also, it calculates the profile of any user by 
monitoring its past actions. Based on this profile, the system 
has essentially the users’ preferences and is able to predict 
their future behavior in terms of location, mobility and 
service activity. So, future decisions for serving the UEs’ 
sessions under the most appropriate RAT can be taken 
essentially proactively. These two schemes can be adapted 
to operate under the 5G cellular systems and can be 
designed to operate complementary.  

Very recently, the significance of these types of schemes 
for future cellular systems has been acknowledged by 3GPP. 
A new network function, called NetWork Data Analytics 
Function (NWDAF) has been introduced in [6]. Currently, 
this function has limited functionality and is employed in 
order facilitate operators’ policy manipulation in real time. In 
the 5G architecture, the Policy Control Function (PCF) will 
be used to control the placement and service of UEs by the 
most appropriate cell and radio access technology. In future 
releases, it is expected that additional information will be 
provided from NWDAF to network control functions 
responsible to handle the mobility of active and idle UEs. 
Moreover, it is considered that the output of NWDAF will 
also feed new network functions related to Access Traffic 
Steering, Switching and Splitting schemes (ATSSS) [7]. This 
framework is currently under investigation by the 3GPP 
since it has been acknowledged that the traffic steering of 
user sessions through multiple RATs is of paramount 
importance for 5G networks. 

This paper extends the work presented in [1]. The key 
contributions of our current paper are the following. At first, 
we illustrate the latest status of 3GPP concerning the support 
of data analytics and traffic steering in 5G networks. Then, 
we present in detail how our prior work can be adapted and 
mapped into 3GPP’s network functions. Moreover, we 
provide detailed examples on their integrated operation. 
Additionally, we introduce and evaluate a new mechanism, 
called Context Information Processing (CIP) that targets the 
minimization of the acquisition of contextual information, 
which will be used by the data analytics mechanism of 
CEPE.  

The rest of the paper is structured as follows. In Section 
II we present the current status of 3GPP specifications in 
relation to the overall architecture and the support of 
NWDAF and ATSSS network functions. In Section III we 
discuss the state of the art of research proposals for the 
support of RAT selection and traffic steering. In section IV 
we briefly describe the key functionalities of CEPE and 
Compass and we introduce the CIP mechanism. We also 
illustrate how these mechanisms can be integrated and 
mapped directly to the 5G network architecture. In Section V 
we evaluate the performance of CIP. We conclude the paper 
and sketch future research directions in Section VI. 
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II. THE 5G NETWORK ARCHITECTURE 
In [6], 3GPP introduces the 5G network core 

architecture. Some key principles target to: 
• Modularize existing network functions to enable 

their flexible placement into network components 
and potentially allow their alternate configuration for 
different use cases. 

• Enable network functions to interact among them 
even directly if this is required. The architecture 
does not preclude the use of an intermediate function 
to help route control plane messages. 

• Minimize dependencies between the Access 
Network (AN) and the Core Network (CN). The 
architecture is defined with a converged core 
network with a common AN - CN interface, which 
integrates different Access Types e.g., 3GPP access 
and non-3GPP access. 

• Support "stateless" Network Functions (NFs), where 
the computational resources are decoupled from the 
storage resources. 

• Support concurrent access to local and centralized 
services. To support low latency services and access 
to local data networks, user plane functions can be 
deployed close to the AN. 

The reference 5G architecture is illustrated in Figure 2. 
 

 
Figure 2. 5G system architecture 

 
The key network functions in the core networks are: 
• Unified Data Management (UDM): supports the 

Authentication Credential Repository and Processing 
Function (ARPF).  

• Authentication Server Function (AUSF): supports 
the authentication of end users.  

• Policy Control function (PCF): supports unified 
policy framework to govern network behaviour, 
provides policy rules to control plane functions. 

• Core Access and Mobility Management Function 
(AMF): supports mobility management, access 
authentication and authorization, security anchor 
functions and context management. 

• Session Management Function (SMF): supports 
session management, selection and control of User 
Plane (UP) functions, downlink data notification and 
roaming. 

• User Plane Function (UPF): is the anchor point for 
inter/intra RAT mobility, supports packet routing 
and forwarding, QoS handling for user plane, packet 
inspection and policy rule enforcement. 

• Network Exposure Function (NEF): provides a 
means to securely exchange information between 
services and 3GPP NFs.  

• Network Function Repository Function (NRF): 
maintains the deployed NF Instance information 
when deploying/updating/removing NF instances. 

• Radio Congestion Awareness Function (RCAF): 
Informs the PCF about potential congestion issues in 
the radio access network. 

• Network Slice Selection Function (NSSF): supports 
the functionality to bind a UE with a specific slice 
(i.e., a logical network that is configured and tailor-
cut for a specific use case). 

One of the novel core network functions, which are 
introduced is NWDAF. According to the latest 
standardization activities, the NWDAF will provide load 
level information at a network slice level. NWDAF provides 
slice specific network data analytics to the PCF, as well as 
the NSSF over their newly specified interfaces (i.e., Nnwdaf, 
Nnssf and Npcf). PCF will be using the NWDAF input for 
optimizing the policies assigned to each UE and its 
respective on-going sessions and data flows. NSSF will 
utilize the NWDAF’s output to maintain the optimal 
UE/slice mapping for the diverse types of UEs and data flow 
characteristics. Note that multiple slices may be coexisting in 
certain areas. Besides PCF and NSSF, also TSSF (Traffic 
Steering Support Function) will essentially receive 
NWDAF’s output for optimizing traffic steering decisions. 

As for the support of untrusted non-3GPP access systems 
(like WiFi) an interworking function, called Non-3GPP Inter 
Working Function (N3IWF), is introduced. It supports the 
establishment of Internet Protocol Security (IPsec) tunnels 
with the UE and relays the information needed to 
authenticate the UE and authorize its access to the 5G CN. 
Note here that since Release 14 [8], 3GPP is also pursuing 
the tight integration of WiFis with the cellular system at the 
radio access network level. One such solution is the LTE-
WLAN Aggregation (LWA) that capitalizes the dual 
connectivity split-bearer architecture, introduced in Release 
12, where the aggregation of data links takes place at the 
Packet Data Convergence Protocol (PDCP) level. Another 
example is the RAN-controlled LTE-WLAN Interworking 
(RCLWI) mechanism that enables an eNB/New Radio 
gNodeB (NR gNB) to trigger a steering command to the UE 
to offload its traffic to a WiFi.  

NWDAF and the interworking functions create the 
framework to define policies and allow the flexible flow 
handling among heterogeneous access networks. For the 
actual control of these capabilities 3GPP is in the process to 
define a new network function, namely the ATSSS, which is 
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responsible for the management of the different UE flows 
over the available access technologies [6]. The three main 
operations supported by the ATSSS are: 

• Access Traffic Steering: The procedure that selects 
an access network for a new data flow and transfers 
the traffic of this data flow over the selected access 
network.  

• Access Traffic Switching: The procedure that moves 
all traffic of an ongoing data flow from one access 
network to another in a way that maintains the 
continuity of the data flow.  

• Access Traffic Splitting: The procedure that splits 
the traffic of a data flow across multiple access 
networks. When traffic splitting is applied to a data 
flow, some traffic of the data flow is transferred via 
one access and some other traffic of the same data 
flow is transferred via another access system.  

All the three operations are applicable between 3GPP and 
non- 3GPP access. The ATSSS is distributed over different 
network entities, such as the UE, the UDR, the SMF and the 
PCF as shown in Figure 2.  

The ATSSS logical architecture consists of the following 
components: 

• UDR-AT3SF: The User Data Repository for Access 
Traffic Steering Switching and Splitting Function 
holds UE’s subscription data.  

• PC-AT3SF: The Policy Control Access Traffic 
Steering Switching and Splitting Function defines 
the ATSSS policies according to: a) the application-
specific information provided by the AF, b) access 
information/notification provided by the AMF, c) 
UE subscription and user profiles provided by the 
UDR-AT3SF and d) network local policy. The PC-
AT3SF may also take input from the NWDAF into 
consideration to generate or modify its policies.  

• CP-AT3SF: The Control Plane Access Traffic 
Steering Switching and Splitting Function is the 
main control plane of the ATSSS architecture. It is 
responsible for ATSSS policy enforcement and 
session management of all data sessions. 

• UP-AT3SF: The User Plane Access Traffic Steering 
Switching and Splitting Function is the user plane 
anchor point for all ATSSS traffic and presents a 
single IP address towards data networks. It is 
responsible for ATSSS policy rule enforcement in 
the user plane of the core network.  

• UE-AT3SF: The UE Access Traffic Steering 
Switching and Splitting Function is the policy rule 
enforcement at the UE level for UE-initiated uplink 
traffic. It may also generate traffic reports to be sent 
to the CP-AT3SF. 

From the above analysis, it becomes clear that ATSSS’s 
functional elements will be responsible to select the access 
technology per each active UE data flow. 3GPP is currently 
defining the context parameters, on which these decisions 
will be made, as well as the negotiation details between the 
UE and the network, as far as the mapping between the data 

flows and the available access network resources are 
concerned. 

 

 
Figure 3. The ATSSS architecture 

 
As it will be shown in detail in Section IV, the novel 

framework we describe in our paper is fully compatible with 
this latest architectural status of 3GPP. 

III. STATE OF THE ART ANALYSIS 
In this section, we present a state-of-the-art analysis of 

research proposals for a) data analytics and b) RAT selection 
and traffic steering in 5G networks. 

A. Data analytics solutions for 5G networks 
Lately, several researchers are investigating how data 

analytics can assist in improving the performance of 5G 
networks. The authors in [9] present a unified data model 
based on random matrix theory and machine learning. They 
also provide examples on how big data analytics can be used 
to estimate the location, select an appropriate waveform, 
discover coverage holes, characterize user plane traffic etc.  

The work in [10] presents a generic extraction and 
correlation framework that reduces the collected data set 
through randomization and a coarse preservation of 
statistical relationship among data records. This scheme is 
very interesting but as the authors state, it remains an open 
issue how to filter out unrelated information so as to 
minimize the collection of huge amounts of data that is not 
really useful. We address this point with the CIP scheme that 
is presented in a later section. 

The results of the SELFNET project are presented in 
[11]. The target of the authors was to provide an autonomic 
network management framework for 5G mobile networks. 
Thus, the focus lies on the analyzer module that infers data 
from a set of collected metrics. The paper presents in detail 
the operation of the analyzer, but it does not provide a 
detailed discussion on the information that needs to be 
collected to support specific 5G use cases.  

Another proposal to use data analytics for network 
management is presented in [12]. The authors present a new 
framework, named Big Data SON (BSON). It takes into 
consideration data at a UE level (i.e., network related 
performance such as throughput, delay, blocking and drop 
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rates etc.), cell related data (Reference Signal Received 
Power and/or Quality - RSRP/RSRQ, of serving and 
neighboring cells, number of active users etc.) and core 
network data (alarms, configuration, security data, Call data 
records etc.). By applying data mining schemes upon the 
collected information, it is possible to transform reactive 
network management mechanisms into proactive ones. The 
paper provides an exhaustive list of information that can 
potentially be used. However, it does not analyze the traffic 
volume that needs to be collected in order for the scheme to 
perform the desired results. Also, they provide operational 
details only for a simple scenario.  

The authors of [13] present the user and mobile network 
data that can be potentially collected and processed by a data 
mining scheme. They also discuss how resource 
management, planning, interference coordination and cache 
server deployment is done nowadays. They suggest that 
these will be optimized if data analytics mechanisms are 
adopted by network operators. The paper discusses the main 
operation principles of their framework but there are no 
detailed examples. 

The authors of [14] present a mechanism that analyzes 
past information related to the load of wireless network in 
order to optimize the allocation of radio resources in the 
future. Interestingly enough, the results are based on the 
analysis of data collected from a commercially deployed 
mobile network. Another interesting idea is presented in 
[15]. It is proposed to use data analytics to optimize the 
performance of specific protocols in the radio access 
network. For example, the authors suggest that it is possible 
to reduce, for example, the overhead in Radio Header 
Compression in PDCP, or minimize the required signaling 
during the execution of a handover. 

In [16], the authors introduce a solution that analyzes 
application layer information to identify the exact model of 
an end device. The authors of [17] suggest that the 
examination of Call Detail Records (CDR), collected from 
the core network, can be used to estimate moving patterns of 
people inside a city.  

Finally, the work in [18] discusses how data analytics can 
be used to understand the relationship between users and 
services. More specifically, this approach requires to obtain 
real-time information about the application the users are 
using, analyze the information and predict the users' 
preferences and expectations. Then, the network resources 
are managed accordingly to provide the required Quality of 
Experience (QoE) to the end users. Based on this solution, 
the UEs should collect a lot of information and transfer it 
regularly to the network for further processing. This requires 
a lot of processing power in the UEs and it may affect their 
battery level consumption. More importantly, the exchange 
of a significant amount of information over the wireless link, 
by a large number of UEs, may cause performance issues to 
the real data the UEs are exchanging. 
In the following sections, we will briefly present how CEPE 
has been designed to operate and create a dynamic profile 
for end users. Based on this profile several control functions 
can optimize their performance [5]. Also, we introduce CIP 
that minimizes the collection of information needed by the 

CEPE framework. The key idea is that information is 
collected and transmitted to the CEPE engine only when the 
UE behavior deviates from the expected one as already 
captured by the user profile. 

B. RAT selection and Traffic Steering solutions 
The challenge of optimizing traffic steering and RAT 

selection in heterogeneous and multi-cell layer network 
environments has been studied thoroughly during the past 
years. 

The work in [19] proposes a cognitive framework, which 
operates on the side of the UE and targets to create a 
knowledge base using clustering and reinforcement learning 
techniques in order to create effective policies for the 
different user/network states. The authors present specific 
benefits in terms of balanced cell load; however, the 
evaluation is based on only 2 Long Term Evolution (LTE) 
nodes and 3 client nodes, which makes the model a bit 
simplistic. In addition, the authors restrict their model only in 
the downlink, and assume that there is no interference. 

In [20], the authors attempt to optimize the data flow – 
Air Interface Variants (AIVs) mapping via dynamic traffic 
steering on the PDCP layer. The traffic steering framework 
resides in the Radio Access Network (RAN) and translates 
the AIV-agnostic QoS metrics to AIV-specific ones based on 
real-time feedback from the AIVs. Although it presents a 
very advanced evaluation scenario using small cells and 
1000 UEs, it does not describe in detail the context 
information and/or the algorithmic approach that has been 
followed. 

In [21], the authors focus on the energy perspective and 
propose an energy-sustainable traffic steering framework, 
which adjusts dynamically the traffic load to match the base 
stations’ energy distributions in both the spatial and the 
temporal domains. Moreover, they identify several research 
challenges related to service capability with energy 
harvesting, low complexity operation, trade-off between 
system and user performance, etc. They present a 
comprehensive case study with realistic configurations and 
show a considerable optimization from the energy 
consumption perspective. However, no context information 
is analyzed and no network-related Key Performance 
Indicators (KPIs) are thoroughly discussed. 

The work in [22] presents a context-aware framework, 
which uses a multi-attribute decision making scheme for 
optimal RAT selection in an ultra-dense network. The 
authors categorize the decision criteria between network- and 
user- oriented ones. The network-oriented criteria include the 
received signal strength and the communication data rate. 
The user-related criteria include the type of the application, 
jitter, packet loss and delay. In the performance evaluation of 
the proposed scheme, they target at the minimization of the 
number of handovers, while they also focus on the ranking 
abnormality, i.e., the condition to investigate the ranking 
order of the access network due to the inclusion or exclusion 
of a RAT. Nevertheless, the evaluation is carried out based 
on numerous assumptions (e.g., the results are analyzed at 
thirty pre-defined decision points), without deploying a 
realistic network environment.  
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In [23] the authors attempt to identify the impact of 
different aspects of network models, including network 
topology and bandwidth allocation of the performance of 
several RAT selection algorithms. They carry out a detailed 
survey of different solutions, categorizing them in 
reinforcement learning-based algorithms, regret matching-
based, RAT selection games-based, partially/fully distributed 
algorithms, etc. They conclude that the performance of 
adaptive RAT selection algorithms is most significantly 
affected by the number of base stations that a user can 
connect to. However, they do not use any realistic/simulated 
environment to carry out the evaluation, they provide no 
details in relation to the actual evaluation environment, while 
the comparison is based only on “numerical tests”. 

Last but not least, in [24], the authors present a 
comprehensive survey of the main traffic steering and 
handover decision criteria in the literature. According to this 
work, some researchers focus on evaluating the 
RSRP/RSRQ, the user location or speed, the mobility 
patterns, the battery level, the mean UE transmit power and 
the UE power consumption, the load of the cell and the 
service type. Apart from the case of RSRP, typically 
researchers are using multiple criteria (e.g., battery lifetime, 
traffic type, cell load, speed) and are using different tools 
(e.g., cost-based functions, fuzzy logic, etc.) to reach a 
decision. 

As it can be inferred from the above analysis, numerous 
efforts have attempted to provide a solution towards the 
heterogeneous RAT selection in dense network deployments. 
However, all of the reviewed papers make numerous 
assumptions, either on the design and architectural aspect of 
the solution (e.g., in relation to the available interfaces), or 
on the actual evaluation of the mechanism (e.g., by not 
implementing vital parts of the signaling procedures, 
simplistic network environment, etc.).  

To the best of our knowledge, there is no previous work, 
which makes a comprehensive discussion on the specific 
context information to be acquired and processed and the 
burden this information imposes on the network. 
Furthermore, the work presented in the following sections 
combines complementary functionalities (i.e., data analytics 
with RAT selection schemes) and maps them into the latest 
5G architecture focusing on how to acquire contextual 
information and minimize any related control signaling 
exchange.  

IV. MAPPING THE PROPOSED FRAMEWORK INTO THE 5G 
ARCHITECTURE 

In this section, we briefly describe the key points of 
CEPE and Compass presented in [4] and [5]. Furthermore, 
we present a novel mechanism, named CIP that aims to 
minimize the amount of contextual information that needs to 
be collected for CEPE’s operations. Also, we provide a 
detailed description about how these schemes can 
interoperate and map their functionality into the latest 5G 
architecture. 

A. CEPE: A Context Extraction and Profiling Engine  
The work presented in [5], is able to automatically build 

a user profile that can be used to predict the future behavior 
of a subscriber. This information is used to improve the 
performance of network control operations. More 
specifically, static and dynamic information is collected 
about: 

1. User profile related information (static): gender, 
device type characteristics (e.g., cpu, memory, os, 
device type)  

2. UE and device dynamic characteristics (dynamic): 
location, transmission power, amount of transmitted 
and received data, experienced delay, loss of 
packets, associated cells identifiers 

3. Network related measurements (static and dynamic): 
type of cell (e.g., macro, femto, etc.), power 
transmission level, available resource blocks, 
amount of transmitted and received, data, delay, 
packet loss, number of connected devices 

Based on these measurements, data analytics are used to 
build a knowledge model, the outcome of which is 
essentially a dynamic profile for end users. This profile 
predicts their future behavior based on their location, time 
and day, the battery level of their devices and their monetary 
charging status. This way the network can use this 
information to place users to the appropriate cells and radio 
access technologies during the execution of a handover or a 
new session establishment. Also, this information is used by 
the end devices to select the most suitable cell to camp on, 
when they are in an idle state. Extensive simulations 
demonstrate significant performance improvements both for 
the network operator as well the end users [5]. Note here that 
this is exactly the information (i.e., the dynamic profile of 
users that captures their future behavior in terms of mobility 
and service consumption), that the newly introduced 
NWDAF can report to the PCF and other network 
components to improve the performance of a 5G network. 
Thus, CEPE is essentially a potential future evolution of 
NWDAF. The introduction of NWDAF in the 5G 
architecture and its interfacing with the PCF (Figure 4) 
clearly indicates that in the future, its output will be used to 
select the most appropriate policies for UEs or types of UEs 
(e.g., high/low moving terminals, terminals involved in 
high/low data rate exchange, etc.). 

 

 
Figure 4. Provision of information to NWDAF 
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In the state of art research efforts (e.g., [17]), it has been 
identified that users tend to have the same behavior that is 
dependent on the terminal they use, their monetary charging 
status and preferences, the status of their battery and 
obviously their location (e.g., home office, on the road, etc.) 
during specific dates and hours. Their behavior also depends 
on the status of network components (e.g., the load of the 
network, the received signal strength, the experienced delay 
or packets losses). All this information is required for a data 
mining function like NWDAF/CEPE to create a realistic 
model and enable the selection of appropriate policies or fine 
tune network control functions. In Figure 3, the network 
components that have to feed information to the 
NDWAF/CEPE as well as the type of this information are 
illustrated. These 5G network components can potentially be 
UDR, PCF, RCAF and UE. Additional entities not included 
in Figure 1 are: 

• Network Management System (NMS): reports 
performance indicators (e.g., bandwidth utilization, 
packet loss, latency, alerts, etc.). 

• Access Network Discovery and Selection Function 
(ANDSF): reports the current policy rules shared 
with a UE to help it decide, to which available WiFi 
it may connect to. 

• Offline Charging System (OFCS): passes 
information contained in CDRs, related to the 
resource usage of a UE. 

• Online Charging System (OCS): informs about the 
current credit management status of a UE. 

Based on this information, the NWDAF/CEPE can 
collect information that is related to the current behavior of 
users and create their dynamic profile that essentially is a 
prediction of their future actions. Table I presents some 
examples of behavioral profiles that can characterize a single 
user or a set of users that have the same behavior. To create 
such a list, the NWDAF/CEPE requires mainly information 
from the UE, the OFCS the OCS, the UDR and the AF 
(optionally). It also requires information from the NMS and 
the RCAF. 

At the same time, the NWDAF/CEPE should have the 
information about the current policies being used by the 
operator as it receives the related information from the PCF 
and ANDSF. This way it is able to correlate the received 
input and identify a) the best policies to be used, b) the 
estimated bandwidth required for a future period of time in 
an area and c) what is the optimum placement of UEs in cells 
and radio access technologies. This is doable since the 
network is aware of the type of users in an area, their number 
(from those that are connected or those that have recently 
performed a location update process) and the available 
capacity of the network. Thus, NWDAF/CEPE can provide 
rules to PCF in the form of  

• Profile (Home C) ^ # of users (high) ^ Network load 
(high) à place users in femto cells 

• Profile (On the road) ^ # of users (any) ^ Network 
load (any) à place users in macro cells 

 

The behavioral profiles of users can be communicated to 
any network functions that are responsible for managing the 
user mobility or the establishment and management of user 
sessions. Such entities are AMF, SMF, TSSF and 5G Base 
Stations (gNBs). 

B. CIP: A Context Information Preprocessing module  
One of the most critical aspects of network context-based 

systems is the vast volumes of data, that need to be 
aggregated and transmitted towards a specific network 
analytics function deployed in the core network. The CIP 
mechanism performs context data aggregation, filtering and 
preprocessing techniques. The module comprises 
aggregating and compressing mobile network-related context 
information, as well as techniques related to identifying and 
discarding user profile-redundant or unnecessary context 
data, before any transmission to the network data analytics 
function, i.e., CEPE.  

TABLE I.  EXAMPLES OF BEHAVIORAL PROFILES 

 
 

CIP operates in a distributed manner, is deployed on 
every context-generating network entity (UE, gNB, UPF, 
etc.) and performs the preprocessing locally, on the 
respective entity, before transmitting it “upwards” towards 
the core network. Each CIP aggregates context information 
per a unique user identifier and in the aggregated information 
it identifies redundant or unnecessary data and discards it. 
The aforementioned unique identifier may be the user IMSI 
(International Mobile Subscriber Identity) or any other 
unique identifier for the user, so as to indicate that this 
context information refers to a certain user. Any information 
item, acquired at a specific network entity is in line with the 
already generated user profile (in other words, any 
user/device behavior, in line with the predicted, profiled 
behavior by CEPE) is considered redundant and is discarded, 
as it provides no additional gain to the knowledge extraction 
information base. Nevertheless, we define a Consistency 
Index (CI), which is utilized by the system as a metric of the 
consistency of the latest generated profiles towards the next 
phases of the system training. Each time context information 
is acquired and identified as consistent with the existing 
profiles, CI is updated accordingly for the specific profile. 

Figure 5 details the CIP process, when deployed in a 
network entity acting as contextual information source.  
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Figure 5. CIP operation 

 
The steps it follows are: 

1) Aggregation of profiles and context information: via the 
respective interfaces, context information is pulled/ 
pushed to CIP.  

2) Linking of context information with the profiles 
provided by CEPE: for each connected IMSI, CIP 
makes an association with the respective profile that has 
already been acquired by CEPE and stored in CIP. 

3) Context information comparison with the respective 
profile so as to identify any redundant information. If 
the information item that is evaluated is consistent with 
the respective profile, the item is identified as 
redundant. 

4) Redundant information removal: Redundant 
information is discarded since it offers no additional 
insight to the CEPE data-mining phase. 

5) Consistency Index update: every time an information 
item is identified as redundant, the CI is updated 
accordingly 

6) Aggregation per unique identifier (e.g., IMSI): the 
filtered context information items are aggregated per 
identifier in order to be transmitted to CEPE. 

Each user may have more than one behavioral profiles 
related to specific context information items (e.g., location, 
time periods, date, battery level, etc.); at the same time, each 
CIP entity may have more than one user profiles that refer to 
one or more users, the CIP when it has to provide context 
information to the CEPE (Step 1 – Figure 5), then it links the 
context information with the respective user behavioral 
profile (Step 2 – Figure 5) for the identification of the active 
behavioral profile. This implies that the CIP will map the 
context information to be transmitted with the predicted 
behavior of the user under certain preconditions that refer to 
the process that produced the context information. Then, by 
comparing the context information of the user, which is the 
actual behavior of the user with his predicted one 
(represented by the user behavioral profile), the CIP 
identifies the redundant information (Step 3 - Figure 5). 
Specifically, when a user complies with his predicted 
behavior, this information is considered redundant and may 
be discarded (Step 4 - Figure 5). When the user does not 

comply with his predicted behavior, then this information is 
not redundant and has to be collected by the CEPE so as to 
be considered in the user behavioral profile extraction 
process from the “User Behavioral Profiles Extraction 
Function”. Each time redundant data is discarded, a 
consistency index (CI) is updated for the associated user 
identifier. Only not redundant data and the Consistency 
Index are transmitted to the CEPE either directly or through 
other CIPs (Step 5 & 6 – Figure 5).  

As it will be shown in the Evaluation section, CIP’s 
operation becomes of utmost importance in large scale 
scenarios, with thousands of coexisting UEs and base 
stations. The context information escalates proportionally to 
the number of the users, while simultaneously, the RAT 
selection processing becomes even more complicated, as 
more UEs contend for the available attachment points. 

C. Compass: A UE-oriented RAT selection scheme  
The third component of the proposed framework is 

Compass, a light-weight RAT selection mechanism, which 
operates on the UE-side. Compass aggregates and processes 
context information in the vicinity of the UE using Fuzzy 
Logic. Compass’ objective is to construct a Suitability list of 
the available RAT and cell layer options. 

Compass assesses the user preferences along with five 
different types of context information items (Figure 6), 
available in the network, i.e., the Received Signal Strength or 
RSRQ (for non-3GPP and 3GPP networks respectively), the 
base station’s load in terms of utilized capacity, as well as 
the respective load of the backhaul, the UE mobility type 
(static UE, low/high mobility, etc.), and finally the traffic 
flow characteristics (critical delay requirements, etc.). In 
order to avoid any signaling overhead to the network, the 
afore-mentioned information items have been carefully 
selected, as they are already available either in the UE or 
received from the network (e.g., in the form of broadcast 
messages). This approach considerably minimizes the 
signaling overhead of the proposed scheme. 

 
Figure 6. Compass Fuzzy Inference System 

 
Although initially designed as a standalone scheme, 

Compass fits nicely with CEPE and CIP as it kicks in when 
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the dynamic profile of user is not yet formed or when the 
expected behavior of a user deviates from what is already 
captured by the existing profile.  

D. CEPE – CIP – Compass interworking  
This section highlights the complementary nature of the 

network-operated CEPE with the UE-oriented Compass and 
discusses how the assets and shortcomings of each one can 
provide a holistic context-based traffic steering and RAT 
selection framework. CIP –on the other hand- operates -with 
both Compass and CEPE- in a distributed manner in all 
involved network entities independently, towards the 
preprocessing of the context information before its 
transmission; thus, in this section we will mainly focus on 
CEPE and Compass. 

As already mentioned earlier, the core network-based 
CEPE with the UE-controlled Compass are able to operate 
independently –and with a different approach- with regard to 
the RAT selection and traffic steering policies. Compass 
operates on the UE side, and -based on a multi-criteria fuzzy 
logic based scheme- calculates the suitability of the available 
RATs and cells/APs for each one of its active sessions 
(applications/services/etc.) in almost real-time. On the other 
hand, CEPE operates as standalone Core Network 
function/entity, which builds upon historical context 
information and patterns in relation to the UEs, the network, 
the consumed applications and services, etc. and generates 
User Profiles, on which, prediction for future situations is 
based. 

The two mechanisms target the same objective (applying 
optimized radio resource management and traffic steering) 
from divergent perspectives, which however, are 
complementary and can be combined. The complementarity 
of the two schemes is federated by the fact, that -as happens 
in the majority of context-based mechanisms-, the benefits 
have always to confront numerous shortcomings and 
limitations as well. 
Compass operation provides knowledge of the current 
situation of the network status – in the vicinity of the UE- 
and, based on the respective service requirements, it triggers 
a session setup (or a handover in case of an on-going 
session) to the most appropriate access technology and 
specific cell/AP; besides, Compass minimizes unnecessary 
execution of control functions based on the mobility of the 
user, the requirements of a particular service/application, as 
well as the load of the network. 

Nevertheless, certain limitations refrain Compass from 
being capable of globally supporting the overall traffic 
steering and RAT selection operations in a holistic manner. 
The UE-assisted nature of the specific scheme, results in a 
solution, which on the one hand optimizes the resources 
provided for specific UEs, however, on the other hand, lacks 
any capability of an overall planning or overview of the 
status of the network, leading requests from the UE side 
impossible to address in very demanding situations, such as 
dense deployments. Novel traffic engineering approaches in 
forthcoming, challenging 5G environments will require 
solutions, which will act also partially from the UE side for 

an efficient, real-time network probing, however, the final 
network-side decision making will be of utmost importance. 

Furthermore, Compass acts in a reactive manner; the 
context acquired and processed by Compass refers to recent 
real-time behavior of the UE; this translates to slow 
convergence in cases of diverse UE behaviors in small time 
frames, consecutive calculations from the UE side every time 
the context is modified (such as mobility changes), etc. Last 
but not least, a context-based scheme on the UE side –no 
matter its efficiency- implies additional signaling 
information, -specifically for ultra-dense environments, 
where hundreds/thousands of UEs coexist among numerous 
base stations/Aps -, which makes the solution inefficient in 
terms of energy consumption – one of the most crucial 
aspects of UE-based solutions-, even if several energy-
related optimizations have taken place in Compass design 
and implementation. 

Contrary to Compass’ reactive nature, CEPE, on the 
other side, is a proactive Core Network based entity/function, 
which aggregates context information related both to the 
UEs (device characteristics, behavior profile, app usage, 
etc.), as well as the network status, and builds prediction 
models and user profiles, based on patterns, which are 
identified in this aggregated context over a certain amount of 
time. The network traffic demands prediction is directly 
linked to one of the strongest CEPE advantages: via the 
holistic picture of the network over long-time frames: this 
provides the network administrator a framework of utmost 
importance, facilitating traffic engineering operations, load 
balancing, etc. 

As already highlighted, CEPE’s longer term context 
processing differs considerably from Compass’s, which 
applies real-time monitoring and decision-making. One the 
one hand, this provides the ability to predict user future 
behavior, in terms of both mobility, as well as service usage; 
on the other hand, however, this operation implies certain 
weaknesses for specific/examples: a new UE connects to the 
network, which CEPE is not trained for, or there is a 
deviation from the existing profile (a UE enters a new area, 
in which CEPE is still not trained or an event occurs (e.g., 
new type of application/service launched), which deviates 
considerably from the profile that CEPE has built for the 
particular UE, etc.). Another shortcoming identified relates 
to the limited ability of CEPE operation to perform micro 
monitoring in real-time and identify the specific cell/AP, 
which should be selected for a specific UE –in case of 
multiple options-. This information is however acquired by 
Compass, which scans when required the UE’s environment 
in real-time; thus, the two schemes may as well combine 
context information towards the optimal selection. 

To sum up, certain capabilities and shortcomings of the 
operation of the two, primary context-based schemes (i.e. 
CEPE and Compass) prove that a solution, which combines 
their operation in a parallel and coordinated manner, would 
provide considerable gains (Figure 7). 

• Compass operates as long as no valid user profile is 
currently available 

• CEPΕ provides the main policies for UE to RAT 
mapping and traffic steering to the relevant network 
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entities, which are responsible for forwarding them 
down to the UEs. 

• Whenever, an event occurs, which shows that a UE 
behavior deviates from CEPE’s profiles (e.g., 
unexpected use of a service different mobility or 
location for a UE, etc.), Compass’ resumes its 
operation and the current profile is ignored. In this 
case CIP will update CEPE with new and detailed 
information. 

• Last but not least, CEPE can be exploited to fine-
tune the load information request rate of Compass to 
ANDSF, and/or other relevant context-aware 
components (not shown in the figure).  

 

 
Figure 7. CEPE – Compass interworking MSC 

 

E. The three mechanisms in 3GPP’s 5G architecture 
 

As already mentioned in the first Section of this paper, 
the three mechanisms we present in this work are designed in 
such a way, to be fully compatible with the 3GPP 5G 
architecture. In Section II we presented in detail the latest 
status in 3GPP with regard to the 5G system architecture, 
along with the primary system components. 

One of the novel core network functions, which are 
introduced in [6] is a dedicated data analytics function 
(NWDAF). CEPE, as a network data analytics and 
prediction engine is essentially a module, capable of 
supporting fully this functionality by serving as NWDAF 
instance in the forthcoming 5G architecture. Apparently, 
different data mining engines may be deployed by different 
operators, focusing on specific context information items or 
particular verticals/business scenarios. The diverse 
information items aggregated and processed by CEPE have 
been analyzed in the respective previous section. Mapping 
this information, with the afore- presented 5G architecture, 
several 5G network components, which generate valuable 
context information, will forward it to CEPE/NWDAF: 
Unified Data Repository, Access Network Discovery and 
Selection Function (ANDSF), PCF, RAN Congestion 
Awareness Function (RCAF), etc. 

Moreover, the Radio Congestion Awareness Function 
(RCAF) is also a vital component for Compass context 

information acquisition related to one of its five core context 
parameters, i.e. the real-time AP/cell load information. 
Compass will be receiving information related to the 
potential congestions related to specific APs/cells –besides 
the ANDSF, which has already been described in previous 
section- and will calculate the respective Suitability of each 
AP/cell. 

With regard to the ATSSS, UDR-AT3SF holds UE 
ATSSS subscription data for operator service and user 
profiles. This functional element is directly linked with the 
output of NWDAF-CEPE profiles, which receives and 
provides them –as will be described below- to other ATSSS 
functional elements. UE-AT3SF implements ATSSS policy 
rule enforcement at the UE for UE-initiated traffic (UL). It 
may also generate traffic reports to be sent to the CP-AT3SF. 
The traffic usage reports from UE-AT3SF are directly linked 
to Compass operation and fine-tuning role, described in the 
previous section regarding the CEPE-Compass 
complementarity. 

Thus, it becomes clear that ATSSS’ functional elements 
will be the responsible component/function, which will 
select the access technology per each active UE data flow. 
3GPP is currently defining the context parameters, on which 
these decisions will be made, as well as the negotiation 
details between the UE and the network, as far as the 
mapping between the data flows and the available access 
network resources are concerned. Compass, as already 
described in the respective sections, could operate as an 
ATSSS instance for this UE flow – RAT mapping 
optimization, providing optimal selection with an energy- 
and signaling-efficient approach. CEPE-NWDAF and 
Compass are capable of providing this context information to 
the ATSSS elements. The following figure illustrates the 
proposed architecture, which integrates CEPE, Compass 
(and CIP) and maps them with the NWDA and ATSSS 
functionalities. 

 

 
Figure 8. Logical interfaces of CEPE (as NWDAF instance) and Compass 

(as UE-AT3SF instance) in the 5G architecture 
 

To sum up, according to the above analysis, the Policy 
Control Access Traffic Steering Switching and Splitting 
Function (PC-AT3SF) defines ATSSS policies according to 
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Information gathering/processing for CEPE
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the application-specific information provided by the 
Application Function (AF), access information/notification 
provided by the Access and Mobility Function (AMF), and 
UE ATSSS subscription and user profiles provided by the 
User Data Repository ATSSS (UDR-AT3SF). In our 
proposed architecture (Figure 8) this information, –on which 
the ATSSS policies are generated- is federated by the 
NWDAF-CEPE function and is also linked to the NSSF, via 
the PC-AT3SF. Compass module is considered part of the 
UE-AT3SF instance- and is responsible for sending traffic 
usage and access technologies Suitability reports to UP-
AT3SF, which relays them “upwards” via CP-AT3SF 
ultimately to NWDAF-CEPE for feedback-based fine-tuning 
of policies. A Compass instance is additionally deployed on 
the CP-AT3S function, in order to coordinate the scheme’s 
reporting with the Control Plane.  

V. CIP EVALUATION AND OVERALL SYSTEM 
OVERHEAD QUANTIFICATION USING AN ANALYTICAL 

APPROACH 
For the analysis of CIP, we consider an ultra-dense 

network with a high number of base stations (macro, as well 
femto cells) and UEs within a geographically limited area. 
We are assuming a network area serving a million active 
UEs. We assume that the operator is performing profile-
based data analytics using CEPE. Various parameters related 
to context information should be aggregated from numerous 
network entities, each of which is characterized by a 
different payload as well. For this reason, we provide Table 
II that shows the payload that we used in our evaluation 
schema; for each context item we also provide a reference, in 
which detailed insights are presented. 

 
 
 

TABLE II. PAYLOAD PER CONTEXT INFORMATION PARAMETER 

Parameter Payload Source 
Network Entity 

Reference 

IMSI 64 bits gNB, MME [25] 

Cell ID (+MCC+ MNC) 32 bits gNB, MME [26] 

Timestamp (TS) 32 bits All [27] 

Mobility (Mobility State 
Estimation based on 
Handover counters as in 
LTE) 

8 bits MME [28] 

User Charging Data Record 
(CDR) 

64 KB to 
100 MB 

OFCS (Offline 
Charging System) 
– CGF 

[29] 

Contract type (in SPR – 
Subscription Profile 
Repository) 

4 bits PCRF – PGW [30] 

Charging status (enough 
credit/no credit) 

1 bit Online Charging 
System (OCS) – 
PGW 

[31] 

UE Battery Status 
(normal/low) 

2 bits UE [32] 

 
The signaling overhead estimation depends on the 

network entities where CIP and CEPE are deployed as the 

number of hops and the interface types between the source 
and destination of the context information transmission 
varies. In the evaluation example, the key assumption for 
CEPE and CIP is illustrated in the following figure (Figure 
9). 

 

 
Figure 9. CEPE and CIP deployment in the network during the evaluation 

The particular example (Figure 9) shows that the CIPUE 
and the CIPgNB are one hop away in terms on direct, 
implemented network interfaces, the CIPUE and the CEPE 
two logical hops, etc. A similar scenario may of course be 
applied in the same way for N hops between the network 
entities, in case CEPE and CIP are deployed in different 
entities as well. 

We compare the proposed approach against two 
mechanisms by quantifying the overhead induced to the 
basic daily signaling due to their application (Table III). 

TABLE III. JUXTAPOSED SCHEMES 

Proposed scheme Pre-processing Redundant 
information 

identification/discard 
Standard None – all information 

is aggregated to be 
transmitted 

None 

Semi-optimized Basic pre-filtering (pre-
aggregation per IMSI 

and location) 

None 

 
The format of the transmitted context information 

comprises all the required information items, as discussed 
earlier and is described as follows: 

 
{(IMSI, location, TS), Mobility State Estimation (MSE) / 

Bearer ID / contract type / charging status / battery status} 
 
The IMSI-location-TS triplet comprises a key and is 

always transmitted along with one or more of the remaining 
context parameters (e.g., MSE, bearer ID, etc.). We define 
equation (1) in order to calculate the overall signaling cost 
imposed by the transmission of the afore-described context 
information parameters. 
 

 

 
O is the overall signaling overhead, N the number of 

users connected to the system, M the number of the different 
profiles/behaviors that the UE exhibits, Pc the consistency 
percentage that describes the portion of the acquired context 
information, which is consistent with the existing user 

O =
N

∑
i= 1

M

∑
j= 1

[(1 − Pc)x (S(Im)x Fr (Im) + Scdr) + S(Istatic) + Scc] (1)
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profile, S(Im) the payload of each one of the mth context 
parameter {TS / MSE / contract type / charging status / UE 
battery status}, Fr(Im) the transmission frequency of each one 
of the mth parameter {TS / MSE / CDR / contract type / 
charging status}, Scdr the message of the varying CDR file 
sizes (1/10/100 MB), S(Istatic) the payload of the static tuple 
{IMSI, location}, which equals (64 + 32 bits = 96 bits) and 
Scc the size of the Consistency Counter. 
 

 
Figure 10. System overhead with varying profile consistency 

 The evaluation that follows illustrates the system 
overhead imposed during the context data acquisition and for 
varying scenarios of UE profile consistency. We assume that 
the consistency percentage - Pc - varies from 10 up to 90%, 
as shown in the first chart (Figure 10). The second evaluation 
chart (Figure 11) illustrates the gain of the proposed scheme 
–CIP- against the two afore-mentioned standard 
mechanisms. As it can be seen on the X-axis of Figure 11, 
we attempt to assess the CIP’s gain for different cases, in 
terms of the CDR file sizes, which often may vary; in our 
evaluation we use varying sizes, from very small to 
considerably large: 1, 10 or 100 MB according to respective 
references [32]. For the evaluation, we consider some of the 
most challenging 5G use cases (Figure 12), which follow the 
METIS project specifications [33] and correspond to varying 
number of UEs in the network environment; traffic jam, 
shopping mall, stadium, open-air festival are some indicative 
examples. The results of the initial 3-fold evaluation that was 
described above are illustrated in the following charts. 

As depicted in the graphs, the gains of applying CIP 
during the context information acquisition and transmission 
between the different network entities may vary from small 
to huge. The most important parameter that influences the 
extent of the signaling overhead minimization is the data 
consistency in terms of the already available user profiles. 

In other words, as one would expect, the more consistent 
the context data is with the CEPE-produced user profiles, the 
more the overhead approaches zero when CIP is applied 
(Figure 10, Figure 11). 

 

 
Figure 11. CIP’s gain over the two selected schemes 

In all cases, the semi-optimized scheme performs better 
already than the standard scheme, which transmits all the 
information towards the Knowledge Extraction engine 
(CEPE), while both of these schemes our outperformed by 
CIP. 

As already discussed earlier, the number of devices to be 
managed by the network is one of the most challenging 5G 
use cases. Figure 12 illustrates the great gain that results 
from the application of CIP, particularly in selected, 
established use cases, as these have been identified and 
thoroughly defined in one of the first 5G EU projects, i.e. 
FP7 METIS 2020 [33], such as an Open Air Festival, or a 
Dense Urban Information Society, where the numbers of 
users peak. 

VI. CONCLUSIONS 
In this paper, a context based framework towards radio 

resource management was introduced, comprised of three 
mechanisms: Compass, CEPE and CIP. Each one of the 
individual mechanisms performs a complementary operation 
towards optimizing the RAT selection and traffic steering 
and switching operations in 5G network environments. The 
core policy extraction component, CEPE, is based upon 
extensive data analytics on user- and network- related 
information in order to generate UE profiles, while it is 
federated by the real-time operated, UE-oriented Compass 
scheme; CIP performs context information pre-processing 
and filtering towards the reduction of the transmitted 
information among the network entities.  

The second part of this work presented the latest 5G 
system architecture, as this has been described so far by 
3GPP and performed a comprehensive mapping between the 
former and the proposed framework. 

Future directions of this work will focus on –but will not 
be limited to- the real deployment and evaluation of the 
proposed system, using customized, open source software 
and components, based on the Open Air Interface [34] 
system, as well as custom Ettus Research-based Universal 
Software Radio Peripheral (USRP) [35] nodes for the 
hardware (access) part. 
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Figure 12. Signaling overhead for different  

5G use cases 

REFERENCES 
[1] A. Kaloxylos, “Application of Data Mining in the 5G Network 

Architecture”, the Thirteen International Conference on Digital 
Communications, ICDT 2018, Athens, Greece, March 2018. 

[2] M. Gramaglia, A. Kaloxylos, P. Spapis, et. al, “E2E Architecture, in 
5G System Design: Architectural and Functional Consideration and 
Long Term Research”, ISBN 978-1-119-42512-0, Wiley, pp. 81-112, 
June 2018. 

[3] K.R. Rao, Z.S. Bojkovic, and B.M. Bakmaz, “Network Selection in 
heterogeneous environment: a step toward always best connected and 
served”, in Telsiks 2013, October 2013, pp. 83-92. 

[4] S. Barmpounakis, A. Kaloxylos, P. Spapis., and N. Alonistioti, 
“Context-aware, user-driven, network-controlled RAT selection for 
5G networks”, Computer Networks, Elsevier, Vol. 113, pp. 124-147, 
2017. 

[5] P. Magdalinos, S. Barmpounakis, P. Spapis, A. Kaloxylos, G. 
Kyprianidis, A. Kousaridas, et al., “A context extraction and profiling 
engine for 5G network resource mapping”, Computer 
Communications, Elsevier, Vol. 109, pp. 184-201, 2017. 

[6] 3GPP TS 23.501, “System Architecture for the 5G System”, LTE Rel. 
15, v 15.1.0, March 2018. 

[7] 3GPP TS 23.793, “Study on Access Traffic Steering, Switching and 
Splitting support in the 5G system architecture”, Rel 16, v. 0.4, April 
2018. 

[8] 3GPP TS 23.402, “Architecture enhancements for non-3GPP accesses 
(Release 15)”, June 2017. 

[9] Y. He, F. R. Yu, N. Zhao, H. Yin, H. Yao, and R. Qiu, “Big Data 
Analytics in Mobile Cellular Networks”, IEEE Access, Vol. 4, 2016. 

[10] S. Robitsch, F. Zaman, S. van der Meer, J. Keeney, and G. Muntean, 
“Magnet: Real-Time Trace Stream Analytics Framework for 5G 
Operations Support”, IEEE Network Magazine September/October 
2017. 

[11] L. I. B. Lopez, J. M. Vidal, and L. J. G. Villalba, “An Approach to 
Data Analysis in 5G Networks”, Entropy Vol. 19, Issue 2, 2017. 

[12] A. Imran, A. Zoha, and A. Abu-Dayya, “Challenges in 5G: How to 
Empower SON with Big Data for Enabling 5G”, IEEE Network 
Magazine, November/December 2014. 

[13] K. Zheng, Z. Yang, K. Zhang, P. Chatzimisios, K. Yang, and W. 
Xiang, “Big Data-Driven Optimization for Mobile Networks toward 
5G”, IEEE Network Magazine, January/February 2016. 

[14] Z. Feng, X. Li, Q. Zhang, and W. Li, “Proactive Radio Resource 
Optimization with Margin Prediction: A Data Mining Approach”, 
IEEE Transactions on Vehicular Technology, Vol. 66, Issue 10, 
October 2017. 

[15] S. Han, C. Lin, G. Li, S. Wang, and Q. Sun, “Big Data Enabled 
Mobile Network Design for 5G and Beyond”, IEEE Communications 
Magazine, Vol 55, Issue 9, July 2017. 

[16] J. Liu, F. Liu, and N. Ansari, “Monitoring and Analyzing Big Traffic 
Data of a Large-Scale Cellular Network with Hadoop”, IEEE 
Network Magazine, July/August 2017. 

[17] V. Kolar et. al., “People In Motion: Spatio-temporal Analytics on Call 
Detail Records“, Sixth International Conference on Communication 
Systems and Networks (COMSNETS), 2014. 

[18] Y. Wang et. al., “A Data-Driven Architecture for Personalized QoE 
Management in 5G Wireless Networks”, IEEE Wireless 
Communications, Vol. 24, Issue 1, February 2017. 

[19] J. S. Perez, S. K. Jayaweera, and S. Lane, “Machine learning aided 
cognitive RAT selection for 5G heterogeneous networks”, IEEE 
International Black Sea Conference on Communications and 
Networking, June 2017. 

[20] A. Prasad, F. S. Moya, M. Ericson, R. Fantini, and O. Bulakci, 
“Enabling RAN moderation and dynamic traffic steering in 5G”, 
IEEE 84th Vehicular Technology Conference, September 2016. 

[21] S. Zhang, N. Zhang, S. Zhou, J. Gong, Z. Niu, and Z. Shen, “Energy-
sustainable traffic steering for 5G mobile networks”, IEEE 
Communications Magazine, Vol. 55, pp 54-60, November 2017. 

[22] A. Habbal, S. I. Goudar, and S. Hassan, “Context-aware Radio 
Access Technology selection in 5G Ultra Dense Networks”, IEEE 
Access, Vol.5, April 2017. 

[23] D. D. Nguyen, H. X. Nguyen, and L. B. White, “Performance of 
adaptive RAT selection algorithms in 5G heterogeneous wireless 
networks”, International Telecommunication Networks and 
Applications Conference (ITNAC), December 2016. 

[24] D. Xenakis, N. Passas, L. Merakos, and C. Verikoukis, “Mobility 
Management for Femtocells in LTE-Advanced: Key Aspects and 
Survey of Handover Decision Algorithms”, Communications Surveys 
& Tutorials, IEEE, vol. 16, iss. 1, pp. 64-91,1st Quarter 2014. 

[25] 3GPP “Current Capacity of IMSI, MDISDN and IPv6 Identifiers”, 
April 2010. 

[26] 3GPP TS 23.003, “Numbering, addressing and identification”, v. 
13.3.0, Rel.13, September 2013. 

[27] http://www.unixtimestamp.com/, Epoch Unix Time Stamp Converter 
(accessed November 2018). 

[28] 3GPP TS 36.331, “Evolved Universal Terrestrial Radio Access (E-
UTRA); Radio Resource Control (RRC); Protocol specification”, v. 
12.7.0, Rel.12, September 2015. 

[29] “eLTE2.2”, Offline Charging Whitepaper, Huawei Technologies, 
February 2014. 

[30] 3GPP TR 23.803, “Technical Specification Group Services and 
System Aspects: Evolution of policy control and charging”, v. 7.0.0, 
Rel. 7, October 2010. 

[31] 3GPP TS 29.212, “Policy and Charging Control (PCC)”, v.11.6.0, 
Rel.11, October 2010. 

[32] 3GPP TS 25.331, “Radio Resource Control (RRC); Protocol 
Specification”, v. 13.0.0, Rel.13, September 2015. 

[33] The METIS 2020 Project – Laying the foundation of 5G, 
www.metis2020.com, (accessed November 2018). 

[34] OpenAirInterface, 5G software alliance for democratising wireless 
innovation, http://www.openairinterface.org , (accessed November 
2018). 

[35] Ettus Research X310, 
https://www.ettus.com/product/category/USRP-X-Series (accessed 
November 2018). 

 
  



114

International Journal on Advances in Telecommunications, vol 11 no 3 & 4, year 2018, http://www.iariajournals.org/telecommunications/

2018, © Copyright by authors, Published under agreement with IARIA - www.iaria.org

APPENDIX – LIST OF ABBREVIATIONS 
 

5G 5th Generation of Cellular Mobile Communications 
3GPP 3rd Generation Partnership Project (3GPP) 
RAT Radio Access Technology 

eMBB Mobile BroadBand 
UE User Equipment 
QoS Quality of Service 

CEPE Context Extraction and Profiling Engine 
NWDAF Network Data Analytics Function 

PCF Policy Control Function 
ATSSS Access Traffic Steering, Switching and Splitting 

CIP Context Information Processing 
AN/CN Access/Core Network 

NF Network Function 
UDM Unified Data Management 
ARPF Authentication Credential Repository and Processing Function 
AUSF Authentication Server Function 
AMF Core Access and Mobility Management Function 
SMF Session Management Function 
UP User Plane 

UPF User Plane Function 
NEF Network Exposure Function 
NRF Network Function Repository Function 

RCAF Radio Congestion Awareness Function 
NSSF Network Slice Selection Function 
TSSF Traffic Steering Support Function 

N3IWF Non-3GPP Inter Working Function 
IPsec Internet Protocol Security 
LWA LTE-WLAN Aggregation 
PDCP Packet Data Convergence Protocol 

RCLWI LTE-WLAN Interworking 
NR New Radio 

UDR-AT3SF User Data Repository for Access Traffic Steering Switching and Splitting Function 
PC-AT3SF Policy Control Access Traffic Steering Switching and Splitting Function 
CP-AT3SF Control Plane Access Traffic Steering Switching and Splitting Function 
UP-AT3SF User Plane Access Traffic Steering Switching and Splitting Function 
UE-AT3SF UE Access Traffic Steering Switching and Splitting Function 

BSON Big Data SON 
RSRP/RSRQ Reference Signal Received Power/Quality 

CDR Call Detail Records 
QoE Quality of Experience 
LTE Long Term Evolution 
AIV Air Interface Variants 
RAN Radio Access Network 
KPI Key Performance Indicator 

NMS Network Management System 
ANDSF Access Network Discovery and Selection Function 
OFCS Offline Charging System 
OCS Online Charging System 
IMSI International Mobile Subscriber Identity 

CI Consistency Index 
MSE Mobility State Estimation 
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Abstract— In this paper, we address the problem of Direction of 

Departure (DOD) and Direction of Arrival (DOA) estimation for 

Multiple Input Multiple Output (MIMO) radar. The presented work 

studies the effect of Radar Cross Section (RCS), Signal to Noise Ratio 

(SNR) and speed of targets on the performance of the MIMO radar 

with widely and closely separated antennas.  Since the information 

on the targets is obtained from the echoes of the transmitted signals, 

it is straightforward that RCS and speed of targets play an important 

role in system accuracy.  Analysis can be used to find the direction 

of multiple types of targets such as Capon, Multiple Signal 

Classification (MUSIC) and parallel factor (PARAFAC). To 

differentiate the meaning of targets, varying targets of different 

types, such as bicycle, bird, man, ship and jet have been considered. 

After defining suitable values for each type of target in 2D space, the 

performance of each type is discussed by using the MATLAB 

program. Finally, we present an experimental platform of MIMO 

radar with Bistatic antennas which has been developed in order to 

evaluate the performance of the above techniques under more 

realistic conditions.    

 

Keywords- MIMO Radar; Target Localization; Parallel   Factor 

(PARAFC); Direction of Arrival; Signal to Noise Ratio (SNR). 

I. INTRODUCTION 

     Radar is an electronic device for detection and localization of 

the target. It works by transmitting a special type of waveform, 

and detects the echo signal. Radar can be designed to see through 

conditions impervious to normal human vision, such as darkness, 

haze, fog, rain, snow. In addition, radar has the advantage of being 

able to measure target parameters like range and velocity.     

     Radar is used for a large range of civilian, military and 

scientific applications like air surveillance, surface search, 

tracking and guidance, weather radar, Earth observation. 

     In [1], the author selected a number of different moving 

targets: simple and complex targets with different RCS and 

speeds. From the existing work on the application of Capon, 

MUSIC and PARAFAC to the localization of different targets, he 

noticed the importance of the types of targets and the effect of 

changing the speed of targets.  

      This paper focuses on comparing the performance criterion 

for different types of targets as well as the impact of the number 

of antennas on the performance of three different techniques 

mentioned above. 

     The radar system can be classified into monostatic and bistatic. 

The transmitter and receiver of the monostatic radar are located 

in the same location, while the transmitter and receiver of the 

biostatic radar are far apart relative to the wavelength used in the 

radar. According to the characteristics of the transmitted signals 

the radar system can be further classified into continuous wave 

for radar and pulse radar. The continuous waveform radar 

transmits a single continuous waveform while the pulse radar 

transmits multiple short pulses.  Most of the modern radars are 

monostatic pulse radars [2]. Recently, a new field of radar 

research called Multiple Input Multiple Output (MIMO) radar has 

been developed, which can be thought as a generalization of the 

multi-static radar concept. MIMO radar has multiple transmit and 

multiple receive antennas as its name indicates [3]. 

     In  [4], the transmit and receive antennas may be in the form 

of an array and the transmit and receive arrays can be co-located 

or widely separated like phased array systems. Although some 

types of MIMO radar systems look likes phased array systems, 

there is a fundamental difference between MIMO radar and 

phased array radar. The difference is that MIMO radar always 

transmits multiple probing signals, via its transmit antennas, that 

may be correlated or uncorrelated with each other, whereas 

phased array radars transmit scaled versions of a single waveform 

which are fully correlated. The multiple transmit and receive 

antennas of a MIMO radar system may also be widely separated 

as radar networks. The fundamental difference between a multi-

static radar network and MIMO radar is that independent radars 

that form the network perform a significant amount of local 

processing and there exists a central processing unit that fuses the 

outcomes of central processing in a reasonable way. For example, 

every radar makes detection decisions locally then the central 

processing unit fuses the local detection decisions. Whereas 

MIMO radar uses all of the available data and jointly processes 

signals received at multiple receivers to make a single decision 

about the existence of the target. The key ideas of MIMO radar 

concept has been picked up from MIMO communications. MIMO 

is a technique used in communications to increase data throughput 

and link range without additional bandwidth or transmit power. 

This is achieved by higher spectral efficiency and link reliability 

or diversity. Using MIMO systems in communications made 

significant improvements when there is serious fading in the 

communication channel. Radar systems also suffer from fading 

when there are complex and extended targets. Researchers took 

the idea of using multiple transmit and receive antennas to reduce 

the effects of fading from communications and applied it in the 

field of radar to achieve performance enhancements. Some of the 

most important radar applications are the detection performance 
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and high resolution of the moving target localization. Radar Cross 

Section (RCS), range, location and velocity are utility parameters 

of the moving target [5][6]. In [7] and [8], to improve the accuracy 

of target detection and estimation, antenna arrays have been used. 

MIMO radar uses multiple transmitter and multiple receiver 

elements. Generally, unlike the phased-array systems, MIMO 

radar has several advantages compared to the conventional 

phased array systems: higher resolution, more degrees of 

freedom, improved parameter specification, better spatial 

coverage and detection diversity gain. MIMO radars can be 

classified into two categories: (1) MIMO radar with widely 

separated antennas scheme and (2) MIMO radar using collocated 

antennas, which is similar to phase array radar. In the literature, 

there are many configurations of MIMO radar according to the 

location of the transmitting and receiving elements. Widely 

separated antennas represent one of these configurations. In this 

scheme, the separation between transmitter and receiver should 

be large enough to receive the uncorrelated echoes from the 

different targets. The main advantage of this scheme is that the 

spatial diversity of the targets RCS enhances the radar 

performance. 

      In [9], a bistatic MIMO radar technique with transmission 

spatial diversity is proposed, and the estimation performance is 

analyzed. Moreover, the angles with respect to receiver can be 

determined using the proposed technique. In addition, the 

maximum number of targets that can be identified with this 

technique is discussed in this paper. In [10], MIMO radar can deal 

with multiple targets. Linearly independent waveforms are 

transmitted at the same time via multiple antennas. These 

independent waveforms are linearly combined at the targets with 

different phases, after which the signal waveforms reflected from 

different targets are linearly independent of each other, which 

allow for the application of Capon, MUSIC and PARAFAC 

algorithms. 

      In this work, we focus on the application of MIMO radar to 

the estimation of DOA and the DOD of multiple targets exist in 

the same range bin for bistatic MIMO radar system. We are 

particularly interested to optimize the average angular error for 

different types of targets. 

     The paper is organized as follows: in Section II, the previous 

work on the subject is summarized. The MIMO radar signal 

model is presented in Sections III and IV. The performance of 

MIMO radar is evaluated through simulations via MATLAB in 

Section V. Some concluding remarks are given in Section IV. 

 

II. RELATED WORK 

    In [11], the author reviews some recent work on MIMO radar 

with widely separated antennas, widely separated transmit/ 

receive antennas capture the spatial diversity of the target's radar 

cross section (RCS). Unique features of MIMO radar are 

explained and illustrated by examples. It is shown that with no 

coherent processing, a target's RCS spatial variations can be 

exploited to obtain a diversity gain for target detection and for 

estimation of various parameters, such as angle of arrival and 

Doppler. For target location, it is shown that coherent processing 

can provide a resolution for exceeding that supported by the 

radar's waveform. 

      In [12], the authors discussed the velocity estimation 

performance for multiple input multiple output (MIMO) radar 

with widely spaced antennas. He derived the Cramer-Rao bound 

(CRB) for velocity estimation and he discussed the optimized 

configuration design based on CRB. General results were 

presented for an extended target with reflectively varying with 

look angle. Also, the analysis was provided for a simplified case, 

assuming an isotopic scattered. For given transmitted signals, 

optimal antenna placement was analyzed in the sense of 

minimizing the CRB of the velocity estimation error.  The authors 

shown that when all antennas are located at approximately the 

same distance from the target, symmetrical placement is optimal 

and relative position of transmitters and receivers can be arbitrary 

under the orthogonal received signal assumption.  

     In [13], the authors presented compressive sensing in the 

spatial domain to achieve target localization, specifically 

direction of arrival (DOA), using multiple input multiple- output 

(MIMO) radar. A sparse localization framework was proposed for 

MIMO array in which transmit and receive elements are placed at 

random. This allows for dramatic reduction in the number of 

elements needed, while still attaining performance comparable to 

that of a filled (Nyquist) array. The authors developed a bound on 

the coherence of the resulting measurement matrix, and obtained 

conditions under which the measurement matrix satisfies the so- 

called isotropy property. The coherence and isotropy concepts are 

used to establish uniform and non-uniform recovery guarantees 

within the proposed spatial compressive sensing framework. In 

the proposed framework, compressive sensing recovery 

algorithms are capable of better performance than classical 

methods, such as beamforming and MUSIC. 

     There are many existing methods to localize the moving target. 

The Angle of Arrival (AOA), the Angle of Departure (AOD), the 

speed of the target, and the RCS are the most used parameters to 

localize a moving target.  In [10], the author proposed a Capon 

technique. In [14], the author proposed a MUSIC (Multiple Signal 

Classification) technique.  In [15], the author proposed parallel 

factor analysis (PARFAC). 

      In this paper, we compare between three well-known 

techniques (Capon, MUSIC and PARFAC) by selecting a number 

of different moving targets: simple and complex targets with 

different RCS and speeds. Moreover, two cases of localizations 

are taken: widely and closely separated MIMO radar antennas. 

The performance of the three different techniques were noticed 

and the impact of the number of antennas are discussed. 

 

III. MIMO RADAR SIGNAL MODEL 

     Let us consider a bistatic MIMO radar of  𝑀𝑡 transmit and  𝑀𝑟 

receive antennas. If  𝑋𝑖  (𝑛) is the baseband signal transmitted 
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λc/2 

from antenna at frequency   𝑓𝑐 =  𝑐 λc⁄  ,  the signal received by a 

target located at an angle  𝜃𝑡   in the far field is: 

 

𝑅(𝑚, 𝜃𝑡) =  𝑎𝑇
𝑡  ( 𝜃𝑡)𝑋(𝑛)   

𝑛 = 1, 2, … … … . 𝑁 
Where N denotes the total number of symbols transmitted from 

each antenna, 𝑋(𝑛)  is the vector of transmitted symbols at time 

index n. 

𝑋(𝑛) = [ 𝑋1(𝑛), 𝑋2(𝑛), … 𝑋𝑇(𝑛) ]                     (2) 

 

 

and aT( θ ) is the transmit steering vector which take into account 

the relative delay at each antenna 

 

aT(θ) =  [e
j
2π

λc
T1(θ)   

, e
j
2π

λc
2(θ)   

, … , e
j
2π

λc
Tn(θ)   

  ]             (3) 

 

Using equation (1), the transmitted power at specific direction 𝜃  

is defined as  

P(θ) = E{aT
T(θ) x(n)xH(n)aT

∗ (θ)}               (4) 

                                  =  aT
T(θ) 𝑅 aT

∗ (θ)
     

 R is the covariance matrix of the transmitted waveforms.  If the 

waveforms are orthogonal, i.e.,   𝑅 =  𝐼𝑛𝑇,  the power is equally 

transmitted in all directions and adaptive detection techniques can 

be applied without the need for scanning. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
 
                                   Uniform Linear Array  

 

 

Figure 1.   Diagram of a Uniform Linear Array Radar. 

 

If a Uniform Linear Array (ULA) radar with half-wavelength 

inter-element spacing is considered (see Fig. 1), the expression of 

the excess distance  𝑑𝑖  (𝜃 )
 
 traveled by the signal transmitted 

from antenna  𝑖  becomes 

di(θ) = ( 𝑖 − 1)
𝜆𝑐

2
sin (𝜃)                            (5) 

and the expression of the steering vector 𝑎𝑇 
 becomes  

 

aT ( 𝜃 ) =  [1     𝑒𝑗 2𝜋 sin (𝜃) … 𝑒𝑗 (𝑛𝑟−1)𝜋 sin (𝜃)]
 

Assuming that the target has a reflection coefficient 𝛽𝑡 and moves 

with a radial velocity 𝑉𝑟 , it produces a normalized Doppler shift  

fdt such that 

fdt =  
Vr

c
  fc

                            

By defining the receive steering vector aR as 

 

aR ( 𝜃 ) =  [1     𝑒𝑗 2𝜋 sin (𝜃) … 𝑒𝑗 (𝑛𝑅−1)𝜋 sin (𝜃)]
 

the reflected echo from the target are denoted by 

Yi  (n) =  β t e
j2πnfdt    aR

T(θ) x(n)


Moreover, let L be the number of static interferers located at the 

angles  𝜃1  to 𝜃𝐿  and with reflection  coefficients    𝛽1 to 𝛽𝐿. In 

the presence of a centered white Gaussian noise w, the received 

signals after matched filter can be expressed in a vector form as 

 

Y(n) =  β t e
j2πnfdt    aR

T(θ) x(n) + ∑ β taR(θi) aT  
T

𝐿

𝑖=1
(θi) 𝑥(𝑛)

+ 𝑤(𝑛)2                                                           (10)
 

𝑛 = 1, 2, … … … . 𝑁 
     To take advantage of the virtual array concept, the inter-

element spacing of the transmit antenna should be  𝑀𝑡 times 

higher than the inter-element spacing at the receiver (see Fig. 2).  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
 

Figure 2.   Radar with multiple receive antennas. 

 

     In this section, we consider that the Coherent Processing 

Interval (CPI) consists of Q consecutive pulse periods. The 

Swerlling II target model as in  [16] was assumed, where RCS 

X1 X2 

2drsinϴ        

Target 

 

ϴ 

(Mr-1)drsinϴ        drsinϴ        

dr 

Target 

ϴ 

XMt X3 
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coefficient is varying from pulse to pulse. The targets are located 

in the far-field. The RCS coefficients are assumed to vary 

independently from pulse to pulse, and the propagation medium 

is non dispersive.   

    The baseband received signal at the output of the receive 

array after synchronization can be written as: 

Xq = B (∅) ∑ AT
q  (𝜃) 𝑆 + 𝑊𝑞                     (11) 

          

                                  𝑞 = 1, 2, . . 𝑄   
 

Xq  ∈  RMr×Lcollects the L samples received by   𝑀𝑟 antennas for 

the 𝑞𝑡ℎ pulse period.∑ 𝑑𝑖𝑎𝑔 (𝐶𝑞𝑞 ),with cq =  [δ1q, … δkq] δkq =

 αkq ej(q−1)x, i.e., 𝑥𝑞
  

is the Doppler frequency of the   𝑘𝑡ℎ  

 target [9]. The RCS coefficients δkq  , k = 1, …K,  are varying 

independently from pulse to pulse, and Wq  ∈  RMr×L  is the noise 

interference term. MIMO radar transmits mutually orthogonal 

waveforms. We assume that  1 𝑆𝐿𝑆𝐻 =  𝐼𝑀⁄ .  After right 

multiplication of (11) by  (1 𝐿) 𝑆 ∗ 𝑆𝐻⁄ , the matched filter output 

is: 

Yq  =  B (∅) ∑ AT
q  (𝜃)   + 𝑍𝑞                (12) 

𝑞 = 1, 2, . . 𝑄 

 

Yq  =
1

LXSH ϵҪMr × Mt
2Zq =  

1

LWSH

 

Let us factorize (12): 

 

Yq =  (A(φ)ʘ B(θ) Cq
T   + Zq                  (13)

              
         Yq = vec (Yq)Zq = vec (Zq)

  
 which can be written in the compact form:   

  
Y =  (A(φ)ʘ B(θ) CT  + Z             (14)

  

Y =  [Yq, … , YQ]and Z =  [Zq, … , ZQ] are of size

MtMr × 𝑄 and𝐶𝑇 =  [𝐶1
𝑇 , … , 𝐶𝑄

𝑇] is of size𝐾 × 𝑄


In [17], the Capon estimator can be written as: 

P ( φ, θ ) =  
1

a(φ)ʘb(θ)H 𝑅𝑌𝑌
−1   (a(φ)ʘb(θ)

   (15)

 

where   Ryy = ( 1 Q ⁄ ) Y YH    

The MUSIC estimator can be written as: 

 PMUSIC(φ, θ) =  
1

a(φ)ʘ𝑏(𝜃) 𝐸𝑌𝐸𝑌
𝐻   (a(φ)ʘb(θ)

   (16)



𝐸𝑦 =  𝑀𝑡  𝑀𝑟  ×  (𝑀𝑡  𝑀𝑟  − 𝑘)   is the   matrix contains the noise 

eigenvectors of Ryy . In [18], the third Estimator PARAFAC was 

derived. PARAFAC implies the transmit and receive angles 

relative to the same target are automatically paired.   

 

IV.  DATA MODEL 

     In this section, we consider the multiple pulses, multiple arrays 

case. The MIMO radar system has the following parameters: 

 transmit array   𝑀𝑡   . 

 receive array  𝑀𝑟 . 

 K targets in a far field. 

 Q transmitted pulses, and the RCS is varying 

independently from pulse to pulse. 

   δkq  is the reflection coefficient of the kth   target during 

the  qth   pulse. 

  {θ}k =1
K  ,   {φ}k =1

K   are the DODs and DOAs with respect 

to transmit and receive array, respectively.  

 𝐴 (𝜃 ) =  [𝑎(𝜃1), … , 𝑎(𝜃𝑘)] is the transmit steering 

vector relative to K targets, 𝐵 (𝜑 ) =

 [𝑏(𝜑1), … , 𝑏(𝜑𝑘)]    is receiving steering, vector relative 

to K targets.  

V.  SIMULATION RESULTS 

     In this section, MATLAB program simulation results are 

presented to verify the above analysis and compare the 

performance of the three techniques (Capon, MUSIC and 

PARAFAC). Bistatic radar (see Fig. 3) and Localization of the 

multiple targets for a Uniform Linear Array (ULA) configuration 

at the transmitter and receiver can be achieved by the algorithms 

[15]. 

 

 

 

 

 

 

 

 

 

 

 

 

 
Figure. 3. Schematic of a bistatic radar design  
 

We generate the matrices S, A and B as explained in the 

previous section [𝑆]𝑚 is generated by: 

[S]m =  (1 +  𝑗 2⁄ )[HN]m                                     (17)
      

 HN is the   𝑁 × 𝑁 Hadamard matrix, and N is fixed to 256. 

The Signal to Noise Ratio (SNR) at the receiver is defined as: 

SNR = 10 log(∑ |B ∑ AT Sq |F/|W|2Q
q=1  F)            (18)  
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where Additive White Gaussian Noise (AWGN) is assumed, and   

‖. ‖F is the Frobenis norm. We consider ULA transmit and receive 

arrays with   λ 2⁄    inter-element spacing for both arrays. For the 

Swerlling II target model, each column of the matrix   C ∈  RQ ×k  

is generated from a complex Gaussian distribution with zero 

mean and variance  σδk
2  . 

  
The Doppler   Xk  is  generated by:




       Xk =  
2π Vk     Tp    

 

λ
                                          (19) 

 

 𝑉𝑘  is the target  velocity, 𝑇𝑝 = 5 × 10−6  is the pulse duration in 

seconds, λ = 3 × 108 fc⁄     with   𝑓𝑐 = 1 𝐺𝐻𝑧.  
 

     This subsection analyzes the impact of the number of targets 

on the performance detection. The performance criterion is the 

absolute value of the difference between the true angle and 

estimated angle, averaged over transmit and receive angles and 

over all targets.  

     In a first experiment (Fig. 4), we consider seven types of 

targets. The variance and speed of each target was given in Table 

I. We simulate the presence of two to six targets,  starting from K 

= 2 with  DODs = [10°, 20°] and   DOAs = [0°, 30°]  until K = 6, 

DODs = [10°, 20°, 30°, 40° , 50°, 60°] and DOAs = 

[0°, 30°, 5° , 15°, 25°, 30°]. The number of pulses is Q = 100, 

number of samples for each transmitted pulses is L = 512, SNR 

=10 dB, and Swerlling II model is chosen. We plotted the 

performance of the Capon method, and we compared the 

performance of the different types of targets via Monte Carlo 

simulation. 

      From Fig. 4, it is clear that a better angular resolution is 

achieved when the target is "Man" and the worst angular 

resolution is achieved when the target is "Car". From Fig. 4, we 

observe that the global performance of all types of targets 

seriously degrade when the number of targets is increased. 

 

       In Fig. 5, we simulate the presence of two to six targets. The 

other parameters are the same as in Fig. 4, but, in this case we 

have plotted the performance of the MUSIC technique. We 

compare the performance of the different types of targets via 

Monte Carlo simulation. From Fig. 5, it is clear that a better 

angular resolution is achieved when the target is "Boat" and the 

worst angular resolution is achieved when the target is "Fighter".  

From Fig. 5, we observe that the global performance of all types 

of targets seriously degrades when the number of targets is 

increased. In Fig. 6, we simulate the presence of two to six targets. 

The other parameters are the same as in Fig.  4, but, in this case, 

we have plotted the performance of the parallel factor (PARAFC) 

technique, and we compared the performance of the different 

types of targets via Monte Carlo simulation.  

     From Fig. 6, it is clear that the best angular resolution is 

achieved when the target is "Car" and the worst angular resolution 

is achieved when the target is "Jet". From Fig. 6, we observe that 

the global performance of all types of targets seriously degrades 

when the number of targets is increased. 

 

 
Table I. RCS AND SPEED FOR DIFFERENT TYPES OF TARGETS 

 
Target Type Radar cross  section 

fot target  (
2m  ) 

Speed of target 

 2/m s  

Bicycle 2 10 

Man 1 6.5 

Car 100 100 

Fighter 40 125 

Boat 0.02 20 

Jumbo Jet 100 40 

Bird 0.01 150 

 

 

 
 
Figure 4.  Average angular error with number of targets (2-D Capon case) 

 

      

     This subsection analyzes the impact of signal to noise ratio on 

the performance detection. In a second experiment, we simulate 

the presence of three targets ( K = 3)  characterized by DODs = 

[10°, 20°, 30°] and DOAs = [−10°, −20°, 0°]. The number of 

pulses Q = 100, the number of samples for each transmitted pulse 
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L = 512, the number of transmit and receive sub arrays is fixed to 

5, SNR ∈  (0, 2, 4, 6, 8, 10) dB, and the Swerling II model is 

chosen. We plotted the performance of the Capon method, and we 

compared the performance of the different types of targets via 

Monte Carlo simulation.    
 

 
Figure 5. Average angular error with number of targets(2-D MUSIC case) 
 

 

 
Figure 6.  Average angular error with number of targets (PARAFAC case) 

 
 

     From Fig. 7, it is clear that the best angular resolution is 

achieved when the target is "Bird" and the worst angular 

resolution is achieved when the target is "Bicycle". As expected, 

from Fig. 7, we observe that the performance of all types of targets 

improves when the signal to noise ratio increases.  In Fig. 8, we 

simulate the presence of three targets. The other parameters are 

the same as in Fig. 4, but, in this case, we have plotted the 

performance of the MUSIC technique, and we compared the 

performance of the different types of targets via Monte Carlo 

simulation. From Fig.  8, it is clear that a better angular resolution 

is achieved when the target is "Bird" and the worst angular 

resolution is achieved when the target is "Bicycle". 

 
 
Figure 7. Average angular error with signal to noise ratio for each target (2-D 

Capon case) 

 

 

 
 

Figure 8.  Average angular error with signal to noise ratio for each target (2-D 

MUSIC case) 

 

     In Fig. 9, we simulate the presence of three targets. The other 

parameters are the same as in Fig. 7, but, in this case, we have 

plotted the performance of the parallel factor (PARAFAC) 

technique and we compared the performance of the different types 

of targets via Monte Carlo simulation. From Fig. 9, it is clear that 

the best angular resolution is achieved when the target    

is "Bird" and the worst angular resolution is achieved when the 

target is "Jet".   

Case 1: performance of the seven target for closed spaced, SNR 

= 0 dB. 

      In Fig. 10, we plot the true angles for the seven targets ( K = 

7) for closely spaced (θ, φ) Car = (−80, 70), bicycle =  
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(−75, 65 ), man = (−40, 50), fighter = (−35, 45), boat = 

(0, −10),  jumbo jet = (5, −15),  bird = (15, −5).  The other 

parameters are: the speeds and RCS for each target as shown in 

Table I, the number of pulses Q = 100, the number of samples for 

each transmitted pulse L = 512, the number of transmit and 

receive sub arrays is fixed to 8, SNR = 0 dB, and the Swerlling II 

model is chosen. In Figs. 11-13, we compare the performance of 

different localization techniques via Monte Carlo simulations. 

 
 

Figure 9.  Average angular error with signal to noise ratio for each target  

(PARAFAC case) 
 

 
 

 
Figure 10. True angles for the targets 

 

    In Figs. 11- 13, we have plotted the 2-way Capon, 2-way music 

and PARFAC.  For the comparison between all methods to be fair, 

the angular resolution of the two latter techniques is fixed to 

0.0001 degree. 

    Case 2.  performance of the seven target for closed spaced, 

SNR = 30 dB 

     In Fig. 11, we can see from seven targets, 2-way Capon 

technique can detect 3 targets which are: car, boat and bird 

respectively, the average angular error is 57.1 degree.  

From Fig. 12, we can also see that the 2-way music technique can 

detect 3 targets from seven which are: car, man and bird 

respectively, the average angular error is 57.2 degree.  
 

 
 

 
 

Figure 11. Localization of the seven closely spaced targets by    
using 2-way Capon technique (SNR = 0 dB). 

 

     In Fig. 12, we can see that the PARAFC technique can detect 

6 targets from seven which are all the targets except car target, the 

average angular error is 5. 6 degrees.  From these results we can 

conclude that none of the above techniques can be detected all the 

targets, because   we need to change some parameters, i.e., the 

angles of arrival and departure (widely spaced or closely spaced), 

the other parameter is signal to noise ratio. The other conclusion 

is the superiority of PARFAC among the other techniques.   
 

     We plot the true angles for the seven targets for closely spaced   

(𝜃, 𝜑) Car = (−80, 70), bicycle = (−75, 65 ), man = (−40, 50), 

fighter = (−35, 45), boat = (0, −10), jumbo jet = (5, −15), bird 

= (15, −5).  The other parameters are: the speeds and RCS for 

each target as shown in table 1. The number of pulses Q = 100, 

the number of samples for each transmitted pulse L = 512, the 

number of transmit and receive sub arrays is fixed to 8, SNR = 30 

dB, and the Swerlling II model is chosen. 

From the comparison between Figs. 14 and 16, it is clear that a 

better detection and angular resolution (regardless of the 

technique used) is achieved when the signal to noise ratio 

increases from 0 to 30 dB. For instance, six targets were detected 

in 2-way Capon technique (car, man, jumbo jet, bird, fighter and 

boat), five targets were detected in 2-way music technique (car, 

man, boat, bird and jumbo jet), and all targets were detected in 

PARAFAC technique.  
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Figure 12. Localization of the seven closely spaced targets by    

using 2-way Music technique (SNR = 0 dB). 
 

 

 
 
Figure 13. Localization of the seven closely spaced targets by    

using PARAFAC technique (SNR = 0 dB). 

 

    In this section, we illustrate the performance of estimator via 

Monte Carlo simulation consisting of 100 runs for each value of 

the SNR. Number of pulses is fixed to 100, 512 samples per pulse 

and the number of targets to K = 4 for closely spaced (𝜃, 𝜑) = 
(−80, 70), (−75, 65 ), (−40, 50), (−35, 45).  The RCS 

coefficient of the car is (100 𝑚2), and the speed of target is  

100 m s2⁄ . Fig. 17 shows the evolution of the error for the cases   

𝑀𝑡 = 𝑀𝑟 , with either 3 to 7 antennas. Fig. 17 shows that 

increasing the number of transmit and receive arrays from 3 to 7 

improves the global performance.  Fig. 15 shows the evolution of 

the error for the cases 𝑀𝑡 = 𝑀𝑟 ,  with either 3 to 7 antennas. Fig. 

18 shows that increasing the number of transmit and receive 

arrays from 3 to 7 improves the global performance. From the 

comparison between Figs. 17 and 18, it is clear that a better 

angular resolution is achieved when the targets are widely spaced.    
 

 
Figure 14. Localization of the seven closely spaced targets by    

 using 2-way Capon technique (SNR = 30 dB).  

 

 
 

 

 
Figure 15. Localization of the seven closely spaced targets by    

using 2-way Music technique (SNR = 30 dB). 

 

     In this section, we illustrate the performance of estimator via 

Monte Carlo simulation consisting of 100 runs for each value of 

the SNR. Number of pulses is fixed to 100, 512 samples per pulse 

and the number of targets to K = 4 for widely spaced  (𝜃, 𝜑) = 

(−80, 70), (−40, 10 ), (0, 50), (40, −30). The RCS coefficient 

of the car is (100 𝑚2), and the speed of target is  100 m s2⁄ .  

     In Fig. 19, we have plotted the two-way MUSIC spectrum, for 

K = 5 targets with DODs =  [40°, 35°, 30°, 40°, 65°]   and DOAs 

= [20°, 25°, 30°, 50°, −45°], i.e., for the three closely spaced 

targets and two targets widely spaced from the others. The 

number of pulses is Q = 100, number of samples for each 
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transmitted pulses is L = 512, SNR =10 dB, and Swerlling II 

model is chosen. With Mt  = 4  transmit and  𝑀𝑟 = 4 receive 

antennas. Two-way MUSIC does not allow accurate localization 

of the three closely spaced targets, since one cannot clearly 

distinguish three peaks in the spectra, while the two other targets 

well localized.  
 
 

 
Figure 16. Localization of the seven closely spaced targets by    
using PARAFAC technique (SNR = 30 dB). 

 

 

 

 
 
Figure 17. Signal to noise ratio verses the average angular error (closely spaced) 
 

     In Fig. 20, we have plotted the two-way MUSIC spectrum, for 

K = 5 targets with DODs = [40°, 35°, 30°, −40°, 65°], and DOAs 

=[20°, 25°, 30°, 50°, −45°], i.e., for the three closely spaced 

targets and two targets widely spaced from the others. The 

number of pulses is Q = 100, number of samples for each 

transmitted pulses is L = 512, SNR =10 dB, and Swerlling II 

model is chosen. With 𝑀𝑡 = 10
 
 transmit and 𝑀𝑟 = 10 receive 

antennas. In this case, the spatial resolution significantly 

improves when the number of transmit and receive antennas 

increases from 4 to 10, the three closely spaced targets now 

become distinguishable. 

 

 
Figure 18. Signal to noise ratio verses the average angular error (widely spaced). 

 
 

 
Figure 19. Two-way MUSIC spectrum for 𝑀𝑡 =  𝑀𝑟 =4 , K = 5 targets. 

 

 

VI.   CONCLUSION  

     In this paper, we have considered the detection and 

localization of moving target in bistatic MIMO radar with widely 

separated antennas, where multiple antennas transmit linearly 

independent waveforms and multiple antenna receive the 

reflected signal. We can significantly improve the estimation 

accuracy of the bistatic MIMO radar techniques as well as 

enhance their performance. The main problems encountered in 

MIMO radar detection are radar cross section and speed of the 

target. To illustrate the impact of these two parameters on the 

performance of MIMO radar, several types of targets and three 

popular techniques (Capon, MUSIC and PARAFC) were 
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considered for comparison. From the simulation results, we have 

shown that irrespective of the radar cross section and speed of 

target a high performance (low angular error) can be obtained 

when the signal to noise ratio increases. On the contrary, low 

performance can be obtained when the number of targets 

increases.  

 

 

 
Figure 20. Two-way MUSIC spectrum for 𝑀𝑇 =  𝑀𝑟  = 10, K = 5 targets. 
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Abstract— 5G standard is targeting much higher data rates
as compared to existing wireless technologies to accommodate
the ever-increasing demand for faster wireless applications. A
transmitter is required to implement a 5G system. In this
paper, we are presenting a 28 GHz novel monolithic transmitter
architecture on GaN substrate that offers size, weight, area,
power, and cost advantages. The transmitter contains a Yagi
antenna, which consists of three directors, two drivers, a strip
line feed, a substrate, and a ground plane. Optimization is
obtained by modifying components design parameters. According
to simulation results, the designed Yagi antenna has a compact
size, and low loss at the selected frequency of 28 GHz. At
this frequency, its return loss, gain, and beam width are -
38 dB, 8.69 dB, and 57.2 degrees, respectively. The second
component in the monolithic chain is a bandpass filter, which
offers enhanced selectivity and stopband suppression on GaN
substrate. The Bandpass filter has a minimum insertion loss of
0.6 dB at 28 GHz. The rejection level is higher than 10 dB in
the stop band. Further, a collaborative simulation of 28 GHz
mixer for upconversion with CLASS-E power amplifier with the
integrated octature structure to achieve robust load insensitivity
is presented. In this paper, to design high-efficiency PA, we
implemented harmonic load pull at both the input and output of
the active device to obtain optimum impedances at fundamental
and second-harmonic frequencies. After an iterative process, the
optimum input and output impedances are obtained. In addition,
we also implemented a cascaded octature power cell structure.
The proposed balanced PA achieves a saturated output power of
13.5 dBm and a maximum Power Added Efficiency of 55 %. It
consumes 210 mW power. Each power cell is based on class-E.
The circuit is implemented using GaN HEMT transistor taking
an advantage of its high frequency and high power performance.
The presented transmitter configuration is designed at 28 GHz
for 5G Application on a GaN substrate with a thickness of 0.8
mm, a permittivity of 9.7, and loss tangent of 0.025.

Keywords–Yagi antenna; Filter; Mixer; Power amplifier; 5G.

I. INTRODUCTION

Fifth generation wireless network (5G) has become re-
search focus since it could support the explosive growth
of data traffic, massively interconnected devices, and new
applications. It is expected that 5G will utilize spectrum at
millimeter wave (mmw) frequencies to satisfy the demand for
massive bandwidth since the spectrum resources in the lower
frequency bands are running out. mmw frequency is attractive
because of the rich spectrum resources and advantages of size,
weight, and power. Further, there are several motivations to
use mmw frequencies in radio links such as availability of

wider bandwidth, relatively narrow beam widths, better spatial
resolution and small wavelength allowing modest size antennas
to have a small beam width. Resources have been invested to
develop prototype millimeter wave 5G mobile communication
systems, especially for frequency band such as 28 GHz [1].
Therefore, 27.5 to the 29.5 GHz band is a strong candidate
for the new 5G radio interface and much of the research
undertaken to date has considered this band. For example,
Samsung Electronics has built a prototype system including
beamforming antenna that works at 28 GHz [2][3]. However,
to our knowledge single chip transmitter on gallium nitride
(GaN) does not exist for the 5G application.

An overview of the architecture and components for our
transmitter module on a GaN chip is shown in Fig. 1. The
Integrated chip consists of a chain of various individual
components such as yagi antenna, power amplifier, bandpass
filter, upconverter, mixer and matching circuitry. The presented
transmitter configuration is designed on a GaN substrate with
a thickness of 0.8 mm, a permittivity (Er) of 9.7, and loss
tangent (TanD) of 0.025. The goal is to ultimately fabricate
the proposed transmitter module on GaN substrate.

The Yagi antenna is designed using High-Frequency Struc-
ture Simulator (HFSS) simulation software. Rest of the blocks
of the transmitter, bandpass filter (BPF), Mixer, Power am-
plifier (PA), and matching network circuitry are designed
using Advanced Design System (ADS) simulation software.
The proposed transmitter design and results are mentioned in
Section II and concluded in Section III.

II. DESIGN AND RESULT & DISCUSSION OF
TRANSMITTER MODULE ON GAN CHIP

Designing of the transmitter blocks are mentioned here.

A. Yagi Antenna

Yagi antenna was proposed by researchers from Japan
[4][5] usually for radio application [6]. Such antenna was
developed for X-band, Ku-band, and K-band, etc. Generally, a
design of Yagi antenna places a driver and director’s elements
on one side of a printed circuit board (PCB) and places a
reflector on the reverse side. A driver is utilized for radiating
electromagnetic wave whilst directors and a reflector is utilized
to focus the electromagnetic wave radiation from its driver.
But, the design of Yagi antenna is more challenging if it is
being designed at 28 GHz on GaN substrate instead of PCB.
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Figure 1. Transmitter architecture for 5G application

(a)

(b)

(c)

Figure 2. (a) 3D view of Antenna in HFSS (b) Dimensions of yagiguda
antenna (c) Bottom view of yagiguda antenna

In this paper, we present the design of novel structure Yagi
antenna, which shows good radiation efficiency and gain. The

design of the proposed Yagi antenna is shown in Fig. 2. It is
composed of three directors, two drivers, a strip line for feed
and a reflector. This antenna can be configured in multiple
input and multiple output (MIMO) formats if needed. The
antenna is made from gold with a thickness of 0.035 mm and
electric conductivity of 4.1 x 107 Siemens/m considering GaN
as substrate.

In order to match antenna impedance with another device,
the impedance was optimized for 50 Ω. To fulfill such require-
ment, its feed- width was set to be 1.8 mm. Details of the
Yagi antenna design parameters that showed best performance
is shown in Table I.

TABLE I. DIMENSIONS OF PROPOSED ANTENNA

L1 L2 L3 L4 L5 L6 L7 L8 L9 g
1.8 0.9 2.5 1.2 2 0.8 0.5 0.3 2 0.1
W1 W2 W3 W4 W5 W6 W7 W8 W9
1.5 0.7 0.5 1.5 0.5 1.5 1.8 2.5 0.3

Fig. 3a shows simulated return loss of -38 dB for 27.4
GHz to 28.4 GHz with a center frequency of 28 GHz. Fig. 3b
shows simulated radiation pattern, which is unidirectional with
the main lobe at 342 degrees. At its main lobe, the gain is 8.69
dB. Its beam width is 57.2 degree, which its half power beam
width occurring at -26.44 degree and 30.7 degrees. The front
to back ratio of the antenna is nearly 17.4 dB. The antenna 3D
radiation pattern and voltage standing wave ratio (VSWR) are
shown in Fig. 3c and Fig. 3d, respectively. Usually for a good
antenna VSWR should be below 2. Our simulation shows that
during the passband frequency antennas VSWR is below 1.8.
The simulated results of the antenna are listed in Table II.

TABLE II. ANTENNA RESULTS

Content Units
Antenna type Yagi guda
Antenna array size (L*W) mm*mm 8*12
Peak Directivity dB 8.9
Antenna bandwidth GHz 27.4-28.4
Radiated power W 0.8
Accepted power W 0.9
Radiation Efficiency At 28 GHz % 96
VSWR At 28 GHz <1
GaN substrate details
Assumed during simulation Thickness mm 0.8

Er 9.7
Tan D 0

A comparison of performances of proposed work antenna
with previously published works is highlighted in Table III.
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(a)

(b) (c)

(d)

Figure 3. (a) S11 response or return loss of antenna (b) Radiation pttern of antenna (c) 3D gain of antenn (d) VSWR of the antenna
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TABLE III. DESIGN SPECIFICATION COMPARISON OF PROPOSED WORK AND PREVIOUSLY PUBLISHED WORKS

Key Parameter Contents Units Proposed Published

Year 2018 [7]
2017

[8]
2017

[9]
2018

Antenna

Bandwidth GHz 27.4-28.4 26.43 to 29.32 27.93 to 28.33 27.9 and 28.5
S11 dB -40 -35 -14 -22
Gain dB 8.69 12.5 2.03 4.5
Efficiency % 96 68 73.4 50

TABLE IV. DESIGN SPECIFICATION COMPARISON OF PROPOSED WORK AND PREVIOUSLY PUBLISHED WORKS

Key parameter Contents Units Proposed Published

Band Pass Filter

Year 2018 [10]
2016

[11]
2015

[12]
2015

Bandwidth GHz 27.6 to 29.2 58 to 62 38 to 42 21.4 to 38.9
S11 dB -40 -20 -40 -30
S21 dB 0.6 0.008 0.97 1

Return loss and efficiency of antenna are better than recently
published works.

B. Bandpass Filter Design

Filters are an essential part of wireless communications
systems as they are required to suppress undesired signals in
the transceiver pass-band. The size, weight, cost, and loss of
such filters must be kept as low as possible. Currently, separate
filters (low pass, band pass, and high pass) are used to suppress
unwanted signals depending upon system requirements and
they are designed and integrated separately. Hence, there is a
critical need for a multifunction filter, which can be integrated
on-chip to support multiband operation [13] of a transceiver.

Figure 4. Band pass filter structure with dimensions

In this paper, the design of a core circuit using a microstrip
line has been conceived and designed as shown in Fig. 4. Small
size, low cost, and good performance multifunction filters are
the with high selectivity and good stopband performances
are extensively studied [14]. On the other hand, the GaN
substrate has attractive characteristics, such as wide frequency
range, static dielectric constant, low thermal expansion co-
efficient and very low water absorption [15]. Moreover, the
combination of excellent electrical performance, multilayer
integration capabilities and low cost makes GaN extremely
attractive for designing radio frequency (RF) circuits with
high integration [15]. In this paper, a bandpass filter based on
broadside coupling H-shape resonators and a half wavelength

resonators are implemented on two-layer GaN substrate, which
has relatively small sizes and good selectivity.

The dimensions of the BPF filter are listed in Table V.

TABLE V. BPF DIMENSIONS

L1 L2 L3 L4 L5 L6 L7 L8 L9 g
8.8 13.5 5 6 2 5 4 5 6.5 0.5
W1 W2 W3 W4 W5 W6 W7 W8 W9
3 2.2 3.5 1.5 1 1 0.6 3.5 0.1

Fig. 5 shows the simulated results of the designed bandpass
filter. The 3 dB bandwidth is from 27.6 GHz to 29.2 GHz. This
filter has a minimum insertion loss of 0.6 dB at 28 GHz. The
rejection level is higher than 10 dB in the stop band. The return
loss of bandpass filter is more than -40 dB at 28 GHz.

Figure 5. S11 response of antenna

A comparison of performances of proposed work BPF with
previously published works is highlighted in Table IV. Return
loss is better than recently published works.

C. Impedance Matching Network
At 28 GHz frequency, the reflected power occurs when the

load impedance is not matched to the characteristic impedance
of source (mixer) and load (PA). Impedance matching using the
passive network is critical in the design of microwave circuits
to achieve maximum power transfer, minimum reflection, and
adequate harmonic rejection. Traditionally spiral inductors are
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preferred instead of resistors and transmission lines to enhance
the thermal noise performance; however, they cannot be used
at high frequency because of the self-resonance and stray
impedances. In addition, they also occupy large on chip space.

(a)

(b)

(c)

Figure 6. : (a) The topology of the matching networks between the filter and
Rectifier (b) Optimization of transducer gain (c) The topology of the

matching networks between the Rectifier and load

In order to overcome such problems, we adopted a new
design strategy in this paper. The proposed approach is based
on closed-form and recursive relationships [16] . The proposed
matching network approach is based on a closed analysis,
allowing the direct synthesis of multi-frequency matching
network through micro-strip lines. Through Smith chart, we
can get a matching network at a certain frequency easily,
maybe an L or Π network is enough.

Theoretical approach: In a resonance circuit, we define the
loads Q value

QL =
f0
BW

(1)

f0 is the resonance frequency; BW is the bandwidth. There
is equal serial input impedance at every circuit node of the
matching networks.

Zin = Rs + jXs (2)

The Q value of every circuit node is:

Qn =
|Xs|
Rs

(3)

In the Smith chart, the equal Qn curve is a cycle, the center
coordinate is (0, -1/Qn), the radius is

(a)

(b)

(c)

(d)

Figure 7. : (a) Network Response of impedance Schematic of Fig. 6a (b)
Smith Chart Response- impedance matching of Fig. 6a. (c) Network

Response of impedance Schematic of Fig. 6c (d) Smith Chart Response-
impedance matching of Fig. 6c.

√(
1 +

1

Q2
n

)
(4)
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The value of QL is decided by the value of Qn. Therefore, in
order to increase the bandwidth, we should reduce the value
of Qn. While the least Qn is the maximum of the source and
load impedances Q value. When utilizing the Smith chart to
design matching networks at the center frequency, the the next
steps should be followed:

1) Find out the output impedance Zout of the previous
stage transistor and the input impedance Zin of next
stage transistor.

2) Find out the points of Zout, Zin in the Smith chart.
3) Describe the maximum equal Q curve Qmax from the

points of Zou, Zin.
4) In the extension of the Smith chart constructed by

Qmax, add appropriate micro strips and capacitances
to make Zout and Zin conjugate match.

Then consider the network composed of microstrips as the
initial matching network. We designed such matching network
using ADS. This network is designed to operate at 28 GHz
frequency with the normalized impedance of 50 Ω. Where ZS
is antenna output impedance, ZL is Filter input impedance.

We calculated the stub values mentioned in Fig. 6 using
ADS. Fig. 6 shows the objective function to optimize the whole
matching networks. During 27 GHz to 29 GHz, the maximum
transducer gain limit to 64 dB and the minimum transducer
gain is 63 dB. As a result, we can get a good transducer curve,
whose flatness is less than 0.2 dB at the desired frequency of
28 GHz.

Traditionally Network Response is calculated to check loss
value of circuit. So, we plotted S11 to find the loss of the
network schematic, the S11 value at 28 GHz is lower than
-10 dB. To investigate circuit stability and perfect match we
plotted impedance (Fig. 7) on Smith chart as shown in Fig. 7.

D. Mixer Design
Transmit Signal coming from baseband is almost at direct

current (DC), hence it must be upconverted to high frequency
at which the antenna is working. In order to do that signal
must be up-converted using mmw mixer. Doubly-balanced
Mixers (DBM) are usually the desirable mixer because of
their superior suppression of spurious mixing products and
good port-to-port isolation [2]. The mixers based on the ring
or star configurations balun were used widely, but most of
them are designed for narrow-band only. An ultra-wideband
balanced microstrip balun was reported [17][18], but this type
of balun was difficult to fabricate. A 28 GHz mixer based on
the Marchand balun was fabricated in 0.15m GaAs PHEMT
technology, similar to our proposed design in GaN technology.

In this paper, a 28 GHz doubly-balance mixer based on the
[19] Marchand balun in the 27 GHz to 30 GHz RF/LO range
and DC to 5 GHz IF is presented. The collaborative simulation
of HFSS and ADS has been adopted in mixer design, the balun
in LO port and RF port are simulated by the full-wave the
electromagnetic simulator in HFSS, then the S parameter data
of the balun are exported to the mixer circuit in ADS. The
mixer offers about 10 dB typical conversion loss, high gain
compression, higher than 20 dB LO-to-RF isolations and about
10 dB return loss across 27 GHz to 30 GHz.

1) The Balun Design: The balun was simulated by using
Ansoft HFSS and Agilent ADS. The Marchand balun was
compensated by two open-circuited stubs at the output ports,

the coupled line model in the circuit initially was used to
predict the performance, and then simulated by using the full-
wave electromagnetic simulator to improve the accuracy of
the simulation finally. The 3D structure of the balun used in
the mixer was drawn by HFSS and shown in Fig. 8, which
is designed for GaN substrate with thickness 0.8 mm and
dielectric constant 9.7. 1 is the input port and 2 3 are output
ports. Impedances of three ports are all set to be 50 Ω and
the microstrip line width is 0.25 mm, and l. w2 and w3 stand
for the length the width and the gap width of the microstrip
lines, the hole is metallization and connected to ground. The
Marchand balun is simulated by optimizing w2 and w3.

Figure 8. Structure of mixers balun

Dimensions of mixers balun are mentioned in Table VI.

TABLE VI. DIMENSIONS OF MIXERS BALUN STRUCTURE

L1 L2 L3 L4 L5 L6 L7 L8
1.2 1.5 2.5 1.8 1.2 1.2 1.4 1.4
W1 W2 W3 W4
1.2 0.2 0.5 0.3

2) The Mixer Design: Then the terminal S parameter data
of the balun in HFSS are exported to the mixer circuit in ADS
in Fig. 9, the three ports network are set up to substitute
the balun. RF port and LO port is power source port, the
IF port is load port, all the port is set to 50 Ω. Two gold
lines are set to near the real condition, the line is set to 5
mm length and the diameter is 0.1 mm.The capacitances are
used in LO port to make the minimal frequency of the IF
port extend to DC. C1=C2=0.5 pF. The simulated result of the
mixer circuit conversion gain was obtained using the harmonic
balance method in Fig. 10. The type conversion gain is about
9.3 dB.

Figure 9. Double balanced mixer circuit in ADS

Fig.11 shows the results of the conversion loss and the
isolation are obtained when the LO power is about 12 dBm
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TABLE VII. DESIGN SPECIFICATION COMPARISON OF PROPOSED WORK AND PREVIOUSLY PUBLISHED WORKS

Key Parameter Contents Units Proposed Published

Mixer
Year 2018 [20]

2013
[21]
2017

[22]
2017

Frequency GHz 28 130 60 2.4
Conversion Gain dB 9.3 3 4 10

and IF output is at 400 MHz across the bandwidth from 27
GHz to 30 GHz.

Figure 10. Conversion Gain vs available source power

Figure 11. Conversion loss (dB)

A comparison of performances of proposed work Mixer
with previously published works is highlighted in Table VII.
Conversion gain of the mixer is better than recently published
works.

E. Power Amplifier Design
For wireless communication systems, power amplifiers

(PAs) with high efficiency is critical as they consume the
majority of the power of the systems and closely related
to the thermal problem. As a result, many categories of
high-efficiency PAs have been widely studied in recent years
[23][24]. The Class-E amplifier is well known for its high effi-
ciency and simple structure. However, the very high breakdown
voltage of three times the dc supply voltage of the transistor
is required [25]. Moreover, the inherent output capacitor of a
transistor deteriorates the performance of a Class-E amplifier
at high frequency. To address the above problems, the Class-
E amplifier was designed by modifying the device output
impedances at odd and even harmonics, so as to shape the
output voltage and current that minimize the overlap to achieve

high efficiency [26]. However, since the openshort impedance
is derived in the infinite harmonic condition, the matching
network of a Class-E amplifier should be able to tune high-
order (beyond third order [27]) harmonics, which make the
circuit implementation more complex.

In this paper, a simple method of designing high-efficiency
PA is presented. Compared with other works, this method is
easier to design harmonic tuned PA and thus achieves relatively
high efficiency with fewer harmonics to control. The simulated
results indicate a high-efficiency Class-E PA is realized with
55% PAE and 13.5 dBm output power at 28 GHz.

However, the challenge of the MMW PA design is to
deliver maximum output power with a maximum Power Added
Efficiency (PAE) and high linearity [28][29]. For this pur-
pose, to achieve high efficiency, we have implemented two
techniques. Technique one is harmonic load pull conducted
at both the input and output of the active device to obtain
optimum impedances at fundamental and second-harmonic
frequencies. After an iterative process, the optimum input and
output impedances are obtained. Technique two is cascaded
octature power cells structure is implemented. The presented
circuit is implemented in GaN HEMT technology (as shown in
Fig. 12) taking, the advantage of high-frequency performance
and high power performance [15].

Figure 12. GaN HEMT transistor structure

1) Design Process: The design of each PA commenced
with the selection of the transistor size and bias. Increasing
the total gate width of the selected transistor also increases
the available RF output power. However, the higher parasitic
of the physically larger transistor results in a reduction in
available gain. The proven design approach to address this is to
use multiple power-combined transistors. To achieve the target
output power, a total of eight stages were power-combined
in the output stage. This output stage was driven by a pair
of devices, and this, in turn, was driven by an input stage
realized using a single transistor. The transistor sizes in each
stage needed to be identical, and the basic power-combining
topology needed to be similar.

The individual PA structure is shown in Fig. 13 is com-
posed of three series transmission lines with one parallel open-
circuit stub located between the first two lines are used as
the impedance matching circuit, which is a simplified method
of the distributed multi-frequency matching approach, as in-
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Figure 13. Single stage PA design

Figure 14. Octature structure PA design

troduced previously [30]. The single transmission line before
the open stub is used to tune the impedance of the second
harmonic, while the two series transmission lines after the open
stub are used to tune the impedance of the fundamental mode.
Therefore, optimum impedance control at fundamental and
second-harmonic frequencies can be realized simultaneously.

Figure 15. Transducer power gain of PA for single stage

Figure 16. Power added efficiency of PA

Fig. 15 shows the simulated power gain plots of the PA.
The PA response is clearly evident at the 28 GHz band in
blue. The amplifier shows good input and output return loss
in each band and has a small signal gain of 13.5 dB. The
simulated large-signal performance is plotted in Fig. 16 and 17.
As with the small-signal case, the performance of the amplifier
operating in the 28 GHz band is plotted in red. Power added
efficiency is around 55 %. The balanced topology offers a
very good VSWR robustness. DC power consumption of PA
is plotted in Fig. 18; our PA consumes 210 milli watts at 28
GHz.

Figure 17. input and output waveforms of PA

A comparison of performances of proposed work power
amplifier with previously published works is highlighted in
Table VIII. Power efficiency of the power amplifier is better

Figure 18. DC Power consumption, milli-watts
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TABLE VIII. DESIGN SPECIFICATION COMPARISON OF PROPOSED WORK AND PREVIOUSLY PUBLISHED WORKS

Key Parameter Contents Units Proposed Published

Power Amplifier
year 2018 [31]

2018
[32]
2017

[33]
2017

Frequency GHz 28 28 29-57 37-40
Efficiency % 55 40 24.2 28

than recently published works.

F. End to End Module Performance
To investigate the loss of proposed the transmitter archi-

tecture, we have simulated S11 of transmitter module chain
(with Yagi antenna, bandpass filter, mixer, matching network
and power amplifier) in ADS. The results are shown in Fig. 19.
We plotted S11 to find the loss of the whole module and the
S11 value at 28 GHz is lower than -30 dB, which is excellent.

Figure 19. Simulated transmitter architecture end to end S11 response

III. CONCLUSION

The design of a novel transmitter module on a single a
chip using GaN/Si as the substrate is presented in this paper.
The transmitter module consists of Yagi antenna, bandpass
filter, impedance matching network, upconversion mixer, and
power amplifier. We investigated innovative designs for the
transmitter components with potential for integration on a GaN
substrate. To validate our designs, we selected 28 GHz but
module design can be easily scaled to higher millimeter wave
frequencies such as 60 GHz for the 5G system. Designed
transmitter module shows loss of less than -10 dB at 28 GHz,
which can be further improved with design refinement. To
our knowledge, this is first reported the design of monolithic
transmitter module on GaN chip. Our proposed module will
offer significant SWAP-C advantages.
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Abstract—Named Data Networking (NDN) is a widely adopted 

future Internet architecture that focuses on large scale content 

retrieval.  The congestion control is one of the hot research 

topics in NDN, and the rate-based congestion control method is 

considered to be well suited.  From the viewpoint of 

implementation, however, the rate-based method has an issue 

that it requires the fine-grained clock management, which is 

hard to implement in off-the-shelf computers.  We focused this 

issue in our previous paper, and evaluated the performance in 

the case that consumers use a coarse-grained clock system.  In 

this evaluation, we used the Stateful Forwarding as a target, 

which is a rate-based method proposed by the group proposing 

NDN.  The simulation results showed that a coarse-grained 

clock system increases congestion.  We also proposed a smooth 

Interest sending scheme under a coarse-grained clock system, 

which relieves congestion.  However, our previous paper 

discussed only results with limited evaluation conditions, such 

as one consumer/producer pair configuration and a relatively 

low link speed.  In this paper, we revisit the impact of system 

clock granularity of the performance of NDN rate based 

congestion control with practical evaluation conditions and with 

detailed analysis.   

Keywords- NDN; Congestion Control; Rate Control; Clock 

Management. 

I. INTRODUCTION 

This paper is an extension of our previous paper [1], which 
is presented in an IARIA conference.   

Resulting from a drastic increase in Internet traffic forecast 
[2], there are many studies on the future Internet architecture 
called Information Centric Network (ICN), which is well 
suited for large scale content retrieval.  Named Data 
Networking (NDN) [3] is a widely adopted platform for the 
ICN researches.  The fundamental concept adopted in NDN is 
the name of required content, not the address of hosts 
containing the content.  NDN uses two types of packets in all 
communications: an Interest packet and a Data packet.  A user 
called a consumer that requests a specific content sends an 
Interest packet containing the content name.  A server called 
a producer that provides the corresponding content data 
returns a Data packet to the consumer.  NDN routers 
transferring the Data packet cache the packet for future 
redistribution [4].   

The congestion control is one of the hot research topics in 
NDN [5].  Although it has been a hot topic in TCP, the 
mechanisms in TCP congestion control are limited to the 
congestion window management at data senders [6] and the 

simple explicit congestion notification at intermediate routers, 
which is recently introduced [7].  In contrast, various 
techniques can be introduced to the NDN congestion control.  
The receiver-driven window-based congestion control 
approach is similar to that in TCP.  In this approach, 
congestion is detected by timeout [8][9] or the congestion 
notification [10], and the window for Interest packets are 
managed heuristically, e.g., through an Additive Increase and 
Multiplicative Decrease (AIMD) mechanism.  In NDN, the 
rate-based congestion control approach is also studied actively.  
In this approach, a consumer and routers maintain a rate, in 
which Interest packets are transmitted contiguously.  The rate 
is determined heuristically by use of congestion notification 
[11]-[13] or by the explicit rate reporting [14]-[16].   

In NDN, the Round-Trip Time (RTT) between an Interest 
packet and the corresponding Data packet changes largely 
because of the Data packet caching at routers.  The window-
based congestion control approach needs to determine a 
window size corresponding to the delay and bandwidth 
product, but the delay changes in NDN.  Therefore, it is 
pointed that the window-based approach is not suited to NDN 
and that the rate-based approach is more appropriate for NDN 
congestion control.   

From the viewpoint of implementation, however, the rate-
based congestion control approach has some problems.  Since 
the transmission speed in recent data links becomes high, such 
as 1 Gbps, the fine-grained clock management is required in 
the rate-based congestion control.  For example, if the Data 
packet size is 10,000 bits and the link speed is 1 Gbps, the 
interval of Interest packet transmission is 10 micro seconds 
(corresponding to 100 MHz) when Interest packets are 
transmitted in a line speed.  If the rate is 0.5 Gbps or 0.3 Gbps, 
the Interest transmission interval will be 20 micro seconds (50 
MHz) or 33.33 micro seconds (30 MHz), respectively.  In 
order to handle these cases, it is supposed that higher precision 
clock with shorter tick, such as 1 micro second (1 GHz), will 
be required to control the Interest packet sending timing.   

On the other hand, the fine-grained clock management is 
hard to implement in off-the-shelf computers.  TCP 
implementation uses 200 msec and 500 msec clocks for the 
delayed acknowledgement and retransmission, respectively 
[17].  So, it is considered that implementing rate-based 
mechanism with micro second order clock is extremely hard.   

We pointed out this issue and discussed how a coarse-
grained clock system influences the NDN rate-based 
congestion control, in our previous paper [1].  We adopted the 
Stateful Forwarding [11] as a target system of evaluation, 
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because it is implemented in ndnSIM [18], which is a widely 
used network simulator of NDN.  Moreover, we proposed a 
method to send Interest packets more smoothly even in the 
coarse-grained clock environment.   

Although our previous paper gave some level of steady 
discussions and proposals, it has some problems in terms of 
the details of performance evaluation.  The performance 
evaluation in our previous paper used a simple network 
configuration where one pair of consumer and producer 
connected via two routers using 10 Mbps links.  The coarse-
grained clock system used 50 msec through 200 msec tick 
intervals.  This means that our previous paper provides only a 
trivial performance evaluation.  In this paper, we revisit the 
issue of the impact of system clock granularity on the 
performance of NDN rate-based congestion control, with 
practical evaluation conditions.  We add some evaluations on 
the maximum depth of token bucket used for rate control [19] 
in the evaluation described in our previous paper.  We also 
provide some results of performance evaluation using a 
dumbbell network configuration with 100 Mbps links.  The 
tick interval is 1 msec through 10 msec.  Those evaluation 
results also show that the coarse-grained system clock gives 
some performance degradation of the rate-based congestion 
control and the proposed smoothening method improves the 
performance.   

The rest of this paper is organized as follows.  Section II 
explains the related work on NDN congestion control and 
discusses the system clock management.  Section III describes 
the simulator-based performance evaluation of the Stateful 
Forwarding over a coarse-grained clock system.  Section IV 
gives our proposal of smooth Interest packet sending even if 
the coarse-grained clock management is used.  Section V 
provides the performance evaluation results using a dumbbell 
network configuration.  In the end, Section VI concludes this 
paper.   

II. RELATED WORK 

A. Related work on NDN congestion control 

As described above, the congestion control methods in 
NDN are categorized as the window-based and the rate-based 
methods.  The Interest Control Protocol (ICP) [8] and the 
Content Centric TCP (CCTCP) [9] are examples of the 
traditional TCP like window-based methods, where a 
consumer sends Interest packets with the limitation of window 
size, and the window size is changed according to the AIMD 
mechanism triggered by Data packet reception and congestion 
detected by timeout.  The Chunk-switched Hop Pull Control 
Protocol (CHoPCoP) [10] is another window-based method.  
It introduces the explicit congestion notification with random 
early marking instead of the timeout-based congestion 
detection, and the Interest sending control is done at a 
consumer with the window size changing according to the 
AIMD mechanism.  Although the window-based methods are 
simple, the window size itself may not be optimum when 
many Data packets are cached in different routers.   

On the other hand, the rate-based methods are classified 
into the non-deterministic scheme, which uses the AIMD 
mechanism in determining the Interest sending rate, and the 

explicit rate notification scheme, in which intermediate 
routers report the optimum Interest rate to a consumer.  The 
Stateful Forwarding (SF) [11] is an example of the former 
scheme.  SF introduces a negative acknowledgment (NACK) 
packet, which has a similar packet structure with Interest, as a 
response to an Interest packet.  NACK packets are generated 
when a router detects congestion.  A consumer and a router 
manage the Interest sending rate locally by AIMD, and it 
decreases the rate when a NACK packet is received.  The 
Stateful Forwarding with NACK suppressing [12] is a 
modification of SF.  It resolves a problem that SF suffers from 
excessive rate reduction invoked by continuous NACK 
packets generated within one congestion event.  The Practical 
Congestion Control (PCON) scheme [13] uses the CoDel 
active queue management scheme [20], which watches out the 
delay of packets in sending queues, to detecting congestion.  
When congestion is detected, a router signals it to consumers 
and downstream routers by explicitly marking Data packets.  
In respond to this reporting, the alternative path forwarding or 
the rate reducing is performed by downstream routers or 
consumers, respectively.   

In contrast with those non-deterministic methods, new 
methods have emerged that enable routers to report a 
maximum allowed Interest sending rate.   In the Explicit 
Congestion Notification (ECN) based Interest sending rate 
control method proposed in [14], a consumer uses a minimum 
rate among the reported rates from all intermediate routers.  In 
the Hop-By-Hop Interest Shaping (HoBHIS) [15], routers 
decide the maximum allowed Interest sending rate 
independently and accordingly shape Interest packet.  The 
maximum allowed rate is also reported to a consumer and this 
allow a consumer to send Interest packets without invoking 
congestion.  The Multipath-aware ICN Rate-based 
Congestion Control (MIRCC) [16] introduces a similar per-
link Interest shaper at every router and rate reporting to 
consumer.  It takes account of the case that a flow uses 
multipath transfer.  In those methods, the maximum allowed 
rate is calculated from the parameters including link capacity 
and utilization, queue size, inflated Interest rate, and average 
RTT.  They are able to control Interest transmission so as to 
suppress congestion, and as a result they can provide higher 
throughput compared with other rate-based methods.   

B. Discussions on clock management 

Although the rate-based congestion control methods are 
capable to provide better performance than the window-based 
method, they have implementation issues.  In order to control 
the timing to send Interest packets, timers need to be 
implemented that expire when Interest packets are sent out.  If 
the link speed is high and there are a lot of content retrieval 
flows, the timeout values of those timers become small and 
the timeout timing will be random.  In order to implement 
those timers over off-the-shelf computers, the fine-grained 
clock mechanism and multiple timers realized by timer 
interrupt handler are required.  However, they will introduce 
large processing overhead and reduce processing throughput 
drastically.   

In order to avoid this problem, TCP protocol processing 
uses very rough clock mechanism, as described above.  The 
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Asynchronous Transfer Mode (ATM) [21], a legacy scheme 
standardized in the framework of broadband integrated 
services digital network, uses rate-based control for sending 
ATM cells.  However, they do not use clock mechanism but 
adopt a way that null cells are inserted between user data cells 
in order to pace user data cell flows.   

Yamamoto [22] tackled a similar issue for high speed TCP 
data transfer.  He pointed out that the TCP over Gigabit link 
requires the rate control as well as the window control but the 
clock-based rate control provides large processing overhead 
for terminals.  So, he introduced pause packets over Gigabit 
Ethernet, corresponding to null cells in ATM, that are used 
only between end nodes and switching hubs.  This method can 
be adopted only over the dedicated link and cannot be applied 
to the shared media type link like high speed wireless LAN.    

Kato and Bandai mentioned a similar issue on the 
processing overhead of fine-grained clock management for 
the rate-based congestion control, but they took a method that 
exploits a hop-by-hop window control [23].   

III. FUNDAMENTAL PERFORMANCE EVALUATION WITH 

COARSE-GRAINED CLOCK 

Based on the discussions in Section II.B, we evaluate how 
the rate-based NDN congestion control works when the clock 
granularity is coarse.  We adopt SF [11] as a target rate-base 
scheme because it is implemented by its proposer over 
ndnSIM version 1.0 [18], which uses C++ as a programming 
language.  This section discusses the fundamental 
performance evaluation when the clock management becomes 
coarse-grained.   

A. Software implementation 

Currently, ndnSIM has several versions; 1.0, and 2.0 
through 2.6.  Although SF is proposed by the research group 
who is maintaining ndnSIM, we believe that SF is 
implemented only in ndnSIM 1.0.  Moreover, there are some 
bugs and problems in ndnSIM 1.0.  For evaluating the 
influence by coarse-grained clock system, we added the 
followings to the current ndnSIM software.   
 Support of AIMD like rate control 

SF mentions the rate control using AIMD as one 
possible candidate, but ndnSIM does not implement it.  So, 
we implemented it in the module managing Interest and 

Data packets (the ForwardingStrategy class) in the 
following way.  The start value of Interest sending rate is 
given manually.  When a router receives a Data packet, it 
increases the rate by one, under the limitation that it does 
not exceed the link speed at the outgoing interface.  When 
receiving a NACK packet, it halves the current rate, under 
the limitation that the minimum value of Interest sending 
rate is 1 packet/s.   

It should be noted that the intermediate routers do not 
provide a shaping function that transmits Interest packets in 
a fixed rate.  Instead, it provides a policing function that 
checks whether the Interest sending rate exceeds the limit 
or not.  In order to handle a variable sending rate, the 
policing is performed by use of a token bucket as described 
above.   

 

 Use of constant bit rate (CBR) type consumer 
ndnSIM 1.0 provides three types of consumers: rate-

based (the ConsumerCbr class), window-based (the 

ConsumerWindow class) and batch-type (the 

ConsumerBatches class).  We decided to use the 

ConsumerCbr class and added the AIMD like rate 
control on it.  This class uses a protected static variable 

m_frequency as the Interest sending rate.  We changed 
the variable in the same way described above in the 

OnData() and OnNack()methods, which are the 
methods called when a Data packet and a NACK packet is 
received, respectively.   

 Emulation of coarse-grained clock system 
In NDN, the rate control is implemented in the classes 

Consumer and ConsumerCbr; the Consumer class is 

the superclass of ConsumerCbr.  The sending of Interest 

packets with a specific rate is implemented in the 

ScheduleNextPacket() method of the 

ConsumerCbr class.  In this method, the 

SendPacket() method of the Consumer class is 

invoked periodically, every 1.0/m_frequency seconds.  

The SendPacket() method sends one Interest packet 
actually.   
We emulated a course-grained clock system in the 

Consumer class in the following way (see Figure 1).   
 A clock system with longer tick, such as 100 msec, 

is implemented in the Consumer class.  It calls itself 

periodically with the Schedule() method of the 

Simulator class.   
 We also introduced a queue storing Interest packets 

temporarily.  This queue is implemented using the 

list class.   

 In the SendPacket() method, Interest packets are 
stored in the queue, instead of being sent actually.   

 When the longer clock tick is invoked, all the queued 
Interest packets are transmitted actually.   

 Specifying bucket maximum depth explicitly 
In ndnSIM 1.0, a token bucket is implemented in the 

LimitsRate class.  We introduce a constant which 
manages the maximum depth of the bucket.   

time

1/m_frequency sec

queuing Interest packets

long term clock

sending queued 
Interest packets

sending queued 
Interest packets  

Figure 1.  Implementation scheme of coarse-grained clock system.  
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B. Performace evaluation with simple network 

As a fundamental performance evaluation, we conducted 
the evaluation described in this section.   

 (1) Experimental setting 
The network configuration used in this evaluation is 

shown in Figure 2, which is a linear configuration where one 
consumer (C), two routers (R1 and R2), and one producer (P) 
are connected via 10 Mbps link with 50 msec propagation 
delay.  The length of a Data packet is 1250 bytes, and the link 
speed corresponds 1,000 packets/sec.  As described above, a 
consumer and routers maintain a token bucket for policing the 
Interest packet flow.  The arriving Interest packet is thrown 
into the token bucket conceptually, and, if the depth of the 
bucket becomes larger than the maximum value, a NACK 
packet is replied for the Interest packet.  In our experiment, 
the maximum depth is set to 50 packets.   

Under these conditions, we evaluated the cases that the 
coarse-grained clock has 50 msec, 100 msec, and 200 msec 
tick intervals.  In all the evaluation runs, the consumer starts 
from 200 packets/sec as the Interest sending rate.  Each 
evaluation run takes 10 sec.   

Figure 3 shows the time variation of the sequence number 
contained in the name of requested content.  It corresponds to 
the number of content request in a content retrieval flow.  Each 
value is plotted when the corresponding Interest packet is sent.  
Figure 4 shows the time variation of the Interest sending rate 
at the consumer.  In this figure, each value is plotted when the 
consumer receives a Data or NACK packet and it changes the 
value of Interest sending rate.   

The orange lines in Figures 3 and 4 show the results of the 
original SF implementation.  The sequence number is 
increasing steadily.  The Interest sending rate starts from 200 
packets/sec and goes to 1,000 packets/sec, the maximum 
value corresponding to the link speed.  These results show that 
the rate-based congestion control works well.   

The gray line in Figures 3 and 4 show the results when the 
coarse-grained clock system is used and the tick interval is 50 
msec.  The sequence number is also increasing steadily, but 
there are several drops in the Interest sending rate.  The rate 
starts from 200 packets/sec and goes to 1,000 packets/sec, but 
it drops to 500 packets/sec at 3.2 sec.   This is triggered by a 
NACK packet generated locally inside the consumer.  That is, 
the consumer also maintains the token bucket for policing the 
Interest packet flow.  When the Interest sending rate is 1,000 
packets/sec and the tick interval is 50 msec, fifty Interest 
packets are generated in one moment by the application, and 
rush into the bucket.  Since the maximum depth of the bucket 
is 50 packets, all of them are stored in the bucket and leaked 
in 1,000 packets/sec (actually they are transmitted to R1 in a 
line speed).  But in some timing, fifty Interest packets are 

generated in the situation that there are some packets 
remaining in the bucket.  Then, a NACK packet is generated.   

The yellow lines and the black lines in Figures 3 and 4 
show the results when the tick interval is 100 msec and 200 
msec, respectively.  In these cases, the increase of the 
sequence number is suppressed, and the Interest sending rate 
is limited up to 600 and 300 packets/sec, respectively.  This is 
because the number of Interest packets transmitted back to 
back is increasing.  These results show that, when the tick 
interval becomes large in the coarse-grained clock system, the 
rate-based congestion control does not work correctly.   

Table I gives a summary of the results.  The Data packet 
throughput is the total content size transferred during an 
evaluation run divided by ten seconds.  In the case of the fine-
grained clock (Original in the table), the throughput is 8.75 
Mbps and there are no NACK packets transferred.  In the case 
of the coarse-grained clock with 50 msec tick, the Data packet 
throughput decreases slightly, because the rate goes to 1,000 
packets/sec and there are no contiguous NACK receiving.  
However, the cases with 100 msec tick and 200 msec tick, the 

TABLE I.  SUMMARY OF RESULTS WITH COARSE-GRAINED 

CLOCK. 

Data packet 
throughput (Mbps)

Number of NACK 
packets

Original Tick = 50 
msec

Tick = 100 
msec

Tick = 200 
msec

8.75 7.72 3.12 1.50

0 7 20 27
 

C R1 R2 P

speed: 
10Mbps
delay:

50 msec

10Mbps

50 msec
10Mbps

50 msec

 Data packet: 1250 Bytes --- 10Mbps => 1000 packets/sec
 Max. depth of token bucket = 50 packets  

Figure 2.  Network configuration and conditions in fundamental evaluation.  

 
Figure 3.  Time variation of Interest sequence number. 

 
Figure 4.  Time variation of Interest sending rate. 
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number of NACK packets increases and the Data packet 
throughput decreases largely.   

We also investigated how the token bucket depth changes.  
Figure 5 shows the time variation of the token bucket depth at 
the consumer.  Figure 5 (a) is the result for the tick interval of 
50 msec.  In this case, the bucket depth increases up to 50 
packets, which is the maximum depth, and then it keeps the 
value for around 0.5 sec.  In the case that the tick interval is 
50 msec, fifty Interest packets are transmitted in a group when 
the rate is 1,000 packets/s, the maximum value corresponding 
to the line speed.  This is the same as the maximum bucket 
depth.  Therefore, a group of Interest packets transmitted in 
the line speed pile fifty tokens in the bucket, which are 
released from the bucket just before the next group are 

generated.  This procedure is repeated for around 0.5 sec, and 
in some timing, a token exceeds the maximum depth.  This 
generates a NACK packet and the Interest sending rate is 
halved.   

Figure 5 (b) shows the result for the tick interval of 100 
msec.  In this case, it is possible to send up to 100 Interest 
packet in a group, but when the rate becomes 510 packet/s, the 
Interest packet burst contains fifty one packets and the bucket 
overflows.  Since multiple NACK packets are generated, the 
rate is reduced to 1 packet/s.   

Figure 5 (c) shows the result for the tick interval of 200 
msec.  In this case, when the rate becomes 255 packets/s, the 
generated Interest burst will make the bucket overflow.  
Although the frequency of the bucket overflow is similar with 
the case of 100 msec tick, the throughput will be lower since 
the number of Interest packets sent is smaller than the case of 
100 msec tick.   

IV. PROPOSAL TO SMOOTHEN INTERST PACKET SENDING 

A. Proposed method 

In the SF mechanism with the coarse-grained clock system 
described in Section III, we supposed that Interest packets are 
transmitted only in response to ticks.  As a result, Interest 
packets were sent in a burst and this triggered the overflow in 
the token bucket.   

Here, we propose an Interest control method that utilizes 
the Data and NACK packet receiving timing.  When a 
consumer receives a Data or a NACK packet, the receiving 
processing is triggered by a hardware interrupt mechanism, 
and it does not give large overhead to computers, different 
from the software based timeout mechanism.  So, the 
receiving timing is a good chance to proceed the Interest 
packet sending.  So, we have added the following mechanism 
in the coarse-grained clock system described in Section III.A.   

 When a consumer receives a Data or a NACK packet, 
it processes the received packet and then tries to send 
the Interest packets stored in the Interest queue.   

 This procedure is implemented in the OnData() 

and OnNack() methods in the Consumer class.   

B. Perforamce evaluation results in simple configuration 

We have conducted the performance evaluation of the 
proposed method in the same configuration and conditions as 
the previous section.  Figure 6 shows the time variation of the 
Interest sending rate at the consumer implementing the 
proposed method.   

Different from the results given in Figure 4, all the cases 
when the tick interval is 50 msec, 100 msec, and 200 msec 
give the similar results with the fine-grained clock system.  
That is, the Interest sending rate starts from 200 packets/sec, 
goes to 1,000 packets/sec straightly, and keeps in this level.  
This means that there are no NACK packets generated.  These 
results mean that the proposed method is effective for 
smoothening the bursty Interest packet sending caused by the 
coarse-grained clock system.   

Table II shows a summary of the results.  There are no 
NACK packets in all the cases of three tick interval values.  

 
(a) tick = 50 msec. 

 
(b) tick = 100 msec. 

 
(c) tick = 200 msec. 

Figure 5.  Time variation of token bucket depth in consumer. 
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The Data throughput are also similar for three cases, and the 
value is close to that of the fine-grained clock based SF.   

V. PERFORMANCE EVALUATION WITH REALISTIC  

ENVIRONMENTS 

The performance evaluation conditions described in 
Sections III and IV are too simple because of linear network 
configuration, relatively low link speed and relatively long 
tick intervals.  In this section, we provide the results of 
performance evaluation in more practical conditions.   

A. Evaluation conditions 

Figure 7 shows the network configuration used by the 
performance evaluation described in this section.  It is a 
dumbbell network.  Ten consumers (C1 through C10) are 
connected to router R1, which is connected to another router 
R2.  Ten producers (R1 through R10) are connected to router 
R2.  All the links have the link speed of 100 Mbps and the one 
way transmission delay of 50 msec.  The size of a Data packet 
is 1,250 bytes, i.e. 1Kbit.  The line speed corresponds to 10 

Kpackets/sec in terms of Data packets.  The detailed 
evaluation conditions are as follows.   

 One consumer is supposed to retrieve a dedicated 
content from the corresponding producer, e.g., C1 
from R1.  This means that no Data packet caching is 
used.   

 In the evaluation, we changed the number of 
consumer/producer pairs from 1 to 10.  In the case of 
the number of pairs is one, it is a linear network 
configuration.  In this case, the token bucket in the 
consumer will overflow, as in the evaluation 
described in Section III.  When it is more than one, 
the link between R1 and R2 becomes the bottleneck 
link and the token bucket in router R1 will overflow.   

 The initial value of Interest sending rate is set to the 
maximum rate (10 Kpackets/sec) divided by the 
number of consumer/producer pairs.  For example, 
when the number of pairs is two, the initial Interest 
sending rate is 5 Kpackets/sec for two consumers.   

 The sending of Interest packets will start at the same 
time among the consumers.  That is, the Interest 
sending will be synchronized at least in the beginning 
of the evaluation runs.  This is a very heavy condition, 
but, since the token buckets are prepared for 
individual consumer/producer pairs, the overflow 
will occur independently and at different timings for 
different pairs.  So, the impact of this condition 
seems to be not large.   

 The maximum value of token bucket depth is set to 
50 packets, 100 packets, or 500 packets.  Since the 
congestion is invoked by the overflow at the token 
bucket, we tested for different maximum values.   

 The tick interval vales are selected from 1 msec, 5 
msec, and 10 msec.  We believe that these values are 
reasonably small to be implemented in off-the-shelf 
computers.   

In the case of the evaluations in Sections III and IV, there 
was only one Interest packet flow.  So, we used the Interest 
sending rate limit assigned for individual outgoing interface.  

This is called PerOutFaceLimits implemented in the 

LimitsRate class in ndnSIM 1.0.  In the case of this 
evaluation, however, the rate limit needs to be prepared for 
individual Interest flow as well as for outgoing interface.  This 

is realized by PerFibLimits implemented in the same 
class.   It should be mentioned that there is a bug for 

PerFibLimits in ndnSIM 1.0.  In the method 

NotifyNewAggregate() in the LimitsRate class, 
which is called just after the instance is created, the 

LeakBucket () method needs to be scheduled in order to 
start the periodical token release.  However, this is done only 

for PerOutFaceLimits, and not for 

PerOutFaceLimits.  So, we modified this part of 
program in ndnSIM 1.0.   

B. Performance evaluation results of SF under coarse-

grained clock 

We conducted performance evaluation of SF under the 
conditions described above.  The execution time of one 

 
Figure 6.  Time variation of Interest sending rate in proposed method.  

TABLE II.  SUMMARY OF RESULTS WITH PROPOSED METHOD. 
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Figure 7.  Network configuration and conditions in practical evaluation.  
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evaluation run is 10 sec similarly with the evaluation 
described in Sections III and IV.  Figure 8 shows the results 
of Data packet throughput.  The graph indicates the sum of 
Data packet throughput of individual consumer/producer pairs.  
So, the limit is 100 Mbps.  The horizontal axis of the graph is 
the number of consumer/producer pairs; 1, 2, 5, and 10.  The 
figure shows the three cases with different maximum values 
of token bucket depth; 50 packets, 100 packets, and 500 
packets.  Figure 9 shows the total number of NACK packets 
generated in individual consumer/producer pairs.  We can 
discuss the following from those results.   

 Figure 8 shows that, when there are multiple Interest/ 
Data packet flows, the total Data packet throughput 
decreases.  This is because SF itself has some 

performance problem in the case of multiple flows 
[12].  In the dumbbell network, the Interest sending 
rate of individual flow increases to the maximum 
value corresponding to the line speed between a 
consumer and the bottleneck router.  This triggers 
network congestion at the bottleneck router, and 
generates a number of NACK packets.  So, the Data 
throughput degradation and the increase of NACK 
packets in the case of multiple flows come from 
factors other than the coarse-grained system clock.   

 In the case of a single Interest/Data flow between one 
pair of consumer/producer, the coarse-grained clock 
degrades the Data throughput.  When the maximum 
bucket depth is 50 packets (Figure 8 (a)), the tick 

   
 (a) max. bucket depth = 50 packets. (a) max. bucket depth = 50 packets. 

   
 (b) max. bucket depth = 100 packets. (b) max. bucket depth = 100 packets. 

   
 (c) max. bucket depth = 500 packets. (c) max. bucket depth = 500 packets. 

 Figure 8.  Data throughput under practical evaluation conditions.   Figure 9.  Number of NACK packets under practical evaluation conditions.   
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interval of 5 msec degrades the throughput slightly, 
and the tick interval 10 msec induces a heavy 
throughput degradation.  When the maximum bucket 
depth is 100 packets, a slight throughput degradation 
is observed for the tick interval of 10 msec.  There 
are no throughput degradations for a single flow 
when the maximum bucket depth is 500 packets.   

 When there are multiple Interest/Data flows, the 
affects by the coarse-grained clock is clearly given in 
the case that the maximum bucket depth is 50 packets 
(Figure 8 (a)).  According to the tick interval’s 
increasing, the total Data packet throughput is 
decreasing.  In the case that the maximum bucket 
depth is 100 packets or 500 packets (Figure 8 (b) or 
8 (c)), the Data throughput of SF with fine-grained 
clock is higher than that under coarse-grained clock, 
except the case of tick interval = 10 msec and 
maximum bucket depth = 100 packets.     

 As for the fairness among multiple Interest/Data 
flows, Figure 10 shows the Data packet throughput 
of individual flows in the case of tick interval = 1 
msec and maximum bucket depth = 50 packets.  For 
individual cases of consumer/producer pairs, the 
Data throughput of individual flow is similar with 
each other.   

C. Performance evaluation results of SF with smoothening 

Inerest packet sending under coarse-grained clock 

Figure 11 shows the evaluation results when the proposed 
smoothening Interest sending rate method is used under the 
coarse-grained clock.  In this case, the results are different for 
the case of single Interest/Data flow and for the case of 
multiple flows.   

When there is only a single flow, the total Data packet 
throughput is improved by the proposed method.  For example, 
in the case of tick interval = 5 msec and maximum bucket 
depth = 50 packets, the total Data throughput increased to 91 
Mbps from 74 Mbps.  In the case of tick interval = 10 msec 
and maximum bucket depth = 50 packets, the throughput 
becomes 30 Mbps, which was 16 Mbps without the 
smoothening method.  In the case of tick interval = 10 msec 
and maximum bucket depth = 100 packets, the throughput 
increased to 91 Mbps from 75 Mbps.  That is, it can be 

concluded that in the single Interest/Data flow case, the 
proposed smoothening method is effective to increase Data 
throughput when a coarse-grained clock is adopted.   

However, when there are multiple Interest/Data flows, the 
proposed method does not improve the total Data packet 
throughput.  The throughput in Figure 11 is similar with the 
corresponding results in Figure 8.  The reason for this result 
will be that SF has other performance problems, such as the 
excessive rate reduction by continuously transmitted NACK 
packets [12], and they cancel the effects of the Interest sending 
smoothening.   

 
Figure 10.  Individual Data packet throughput at tick interval = 1 msec and 

max. bucket depth = 50 packets.   
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(a) max. bucket depth = 50 packets. 

 
(b) max. bucket depth = 100 packets. 

 
(c) max. bucket depth = 500 packets. 

Figure 11.  Data throughput with Interest sending smoothening. 
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VI. CONCLUSIONS 

This paper revisited an issue on how the coarse-grained 
clock system influences the NDN rate-based congestion 
control, which was pointed out in our previous paper [1].  
Currently, the rate-based congestion control is considered to 
be effective in NDN.  However, the rate-based control over 
high speed links requires highly precious clock management 
and this gives a serious processing overhead to off-the-shelf 
computers.  So, we think that commodity based consumers 
need to use a coarse-grained clock system.   

In the fundamental performance evaluation using Stateful 
Forwarding as a target system, we showed the following.  
Even if the network does not cause any congestion, the tick 
intervals such as 50 msec, 100 msec, and 200 msec generate 
some NACK packets.  Especially, in the cases of 100 msec 
and 200 msec ticks, the Data throughput decreases largely.  
These results mean the NDN rate-based congestion control 
has some problems when it is used with a coarse-grained clock 
system.   

This paper also proposed a scheme to smoothen Interest 
sending, which allows a queued Interest packets for sending 
to be transmitted when any Data or NACK packets are 
received.  As the result of fundamental simulation evaluation, 
the proposed method did not generate any NACK packets 
even if 50 msec, 100 msec, and 200 msec are used as tick 
intervals.   

This paper also showed the evaluation results using more 
practical network configuration, with higher link speed, 
multiple Interest/Data flows, and shorter tick intervals such as 
1msec through 10 msec.  In this evaluation, the results were a 
little different in a single flow case and a multiple flow case.  
When there is only one Interest/Data flow, the coarse-grained 
clock induced the Data packet throughput, even the tick 
interval is 1 msec.  The proposed smoothening method also 
recovered the Data throughput, as in the fundamental 
evaluation.   

However, when there are multiple Interest/Data flows, the 
situation changed.  In this case, the link between intermediate 
routers in a dumbbell network becomes the bottleneck.  
Stateful Forwarding itself degrades the Data throughput in this 
case.  Although the coarse-grained clock degrade the 
throughput in some conditions, the issue of Stateful 
Forwarding has a larger impact.  The proposed smoothening 
method did not increase the throughput, either.   

Recently, several rate control methods with explicit rate 
reporting are proposed.  They will resolve the non-
deterministic rate selection which Stateful Forwarding relies 
on.  It is considered that we need to apply our methodology to 
those new types of rate-based congestion control methods in 
the future.   
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