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FPGAs and the Cloud – An Endless Tale of Virtualization, Elasticity and Efficiency
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Abstract—Field Programmable Gate Arrays (FPGAs) provide
a promising opportunity to improve performance, security and
energy efficiency of computing architectures, which are essential
in modern data centers. Especially the background acceleration
of complex and computationally intensive tasks is an important
field of application. The flexible use of reconfigurable devices
within a cloud context requires abstraction from the actual
hardware through virtualization to offer these resources to service
providers. In this paper, we present our Reconfigurable Common
Computing Frame (RC2F) approach – inspired by system virtual
machines – for the profound virtualization of reconfigurable
hardware in cloud services. Using partial reconfiguration, our
framework abstracts a single physical FPGA into multiple inde-
pendent virtual FPGAs (vFPGAs). A user can request vFPGAs of
different size for optimal resource utilization and energy efficiency
of the whole cloud system. To enable such flexibility, we create
homogeneous partitions on top of an inhomogeneous FPGA fabric
abstracting from physical locations and static areas. The RC2FSEC
extension combines this virtualization with a security system
to allow for processing of sensitive data. On the host side our
Reconfigurable Common Cloud Computing Environment (RC3E)
offers different service models and manages the allocation of
the dynamic vFPGAs. We demonstrate the possibilities and the
resource trade-off of our approach in a basic scenario. Moreover,
we present future perspectives for the use of FPGAs in cloud-
based environments.

Keywords–Cloud Computing; Virtualization; Reconfigurable
Hardware; Partial Reconfiguration.

I. MOTIVATION

The idea of FPGAs as virtualized resources in Cloud
environments in the projects RC3E and RC2F was temporarily
completed with introducing homogeneous virtualized FPGAs
in 2017 by Knodel et al. in [1]. This article henceforth describes
the two parts of out project – RC3E and RC2F – beginning
with first considerations related to FPGA-Clusters in [2]. First
cloud approaches with service models were introduced in [3]
and [4], the overall RC3E-Cloud description in [5], a hardware
migration in [6] and additional security considerations by
Genssler et al. in [7].

Cloud computing itself is based on the idea of computing
as a utility [8]. The user gains access to a shared pool of
computing resources or services that can rapidly be allocated
and released “with minimal management effort or service
provider interaction“ [9]. An essential advantage, compared
to traditional models in which the user has access to a fixed
number of computing resources, is the elasticity within a cloud.
Even in peak load situations, a sufficient amount of resources
are available [8].

With the theoretically unlimited number of resources, their
enormous energy consumption arises as a major problem
for data centers housing clouds. One possibility to enhance
computation performance by simultaneously lowering energy
consumption is the use of heterogeneous systems, offloading
computationally intensive applications to special hardware
coprocessors or dedicated accelerators. Especially reconfig-
urable hardware, such as FPGAs, provide an opportunity to
improve computing performance [10], security [11] and energy
efficiency [12].

A profound and flexible integration of FPGAs into scalable
data center infrastructures, which satisfies the cloud char-
acteristics, is a task of growing importance in the field of
energy-efficient cloud computing. In order to achieve such an
integration, the virtualization of FPGA resources is necessary.
Provisioning vFPGAs makes reconfigurable resources avail-
able to customers of the data center provider. These customers
are usually service providers themselves – nevertheless, they
will be called users throughout this paper. Those users can
accelerate their specific services, reduce energy consumption
and thereby service costs.

The virtualization of reconfigurable hardware devices is a
recurring challenge. Decades ago, the virtualization of FPGA
devices started due to the limitation of logical resources [13].
Nowadays, FPGAs have grown in size and full utilization
of the devices cannot always be achieved in practice. One
possibility to increase utilization is our virtualization approach,
which allows for flexible design sizes and multiple hardware
designs on the same physical FPGA. One challenge of this
approach are the unsteady load situations of elastic clouds,
which process short- and long-running acceleration tasks.

In this paper, we introduce our virtualization concept for
FPGAs, which is inspired by traditional virtual machines
(VMs). One physical FPGA can consist of multiple vFPGAs
belonging to different services with different runtimes. Each
vFPGA can be configured using partial reconfiguration [14]
and the internal configuration access port (ICAP). The vFPGAs
are, therefore, flexible in their physical size and location.
This vertical scalability of vFPGAs from a small design
up to a full physical FPGA enables an efficient utilization
of the reconfigurable resources. Moreover, the vFPGAs are
fully homogeneous among each other and thereby become a
wholesome virtualized cloud component, which also supports
an efficient migration of a whole vFPGA context.

The paper is structured as follows: Section II introduces
similar concepts and related research in the field of vir-
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tualization of reconfigurable hardware, cloud architectures
and bitstream relocation. The requirements for a profound
provision of FPGAs in a cloud environment are discussed
in Section III. Section IV introduces the prototypical cloud
management system RC3E followed by definitions necessary
for the virtualization of the FPGAs themselves in Section V.
In Section VI, we give an overview on our FPGA related
virtualization concept RC2F. Our prototype, which implements
our concept with homogeneous and in their size flexible
vFPGAs, is presented in detail in Section VII. The additional
security extension RC2FSEC is introduced in Section VIII,
followed by device utilization, vFPGA sizes and performance
results of the simulation of our FPGA-Cloud in Section IX.
Section X concludes and gives an outlook.

II. RELATED WORK

The provisioning of reconfigurable hardware in data centers
and cloud environments has gained more and more importance
in the last years as shown by the overview from Kachris et al.
[15]. Initially used mainly on the network infrastructure level,
FPGAs are now also employed on the application level of data
centers [12]. Typical use cases in this field are background
accelerations of specific functions with static hardware designs.
The FPGAs’ special feature to reconfigure hardware at runtime
is still used rather rarely. Examples are the anonymization of
user requests [16] and increasing security [11] by outsourcing
critical parts to attack-safe hardware implementations. In most
cases, the FPGAs are not directly usable or configurable by the
user, because the devices are, due to a missing provisioning or
virtualization, hidden deeply in the data center.

The development of methods for the deployment of FPGA
related projects in a cloud infrastructure is performed by
Kulanov et al. in [17]. A comparable contribution with stronger
focus on the transfer of applications into an FPGA grid for high
performance computing is shown in [18]. The application focus
on a single cloud service model with background acceleration
of services using FPGAs. An approach, which places multiple
user designs on a single FPGA, is introduced by Fahmy et al.
[19], using tightly attached FPGAs to offload computationally
intensive tasks. The FPGAs are partially reconfigurable and
can hold up to four individual user designs. The approach was
extended by Asiatici et al. in [20] with additional memory vir-
tualization. A cloud integration model with network-attached
FPGAs and multiple user designs on one FPGA was introduced
by Weerasinghe et al. [21].

The term virtualization itself is used for a wide range of
concepts as shown by Vaishnav et al. in [22]. An example for
abstractions on the hardware description level is VirtualRC
[23], which uses a uniform hardware / software interface to
realize communication on different FPGA platforms. BORPH
[24] provides a similar approach, employing a homogeneous
UNIX interface for hardware and software. The FPGA par-
avirtualization pvFPGA [25], which integrates FPGA device
drivers into a paravirtualized Xen virtual machine, presents a
more sophisticated concept. A framework for the integration
of reconfigurable hardware into cloud architecture is devel-
oped by Chen et al. [26] and Byma et al. [27]. The framework
of Byma et al. allows user-specific acceleration cores on the
reconfigurable hardware devices, which are accessible via an
Ethernet connection. In [28] Chen et al. use FPGAs for process-
ing network streams on virtualized FPGA resources similar

to our approach. A virtualized execution runtime for FPGA
accelerators in the cloud is shown by Asiatici et al. in [29].
They demonstrated a complete methodology and a resource
management framework that allows a dynamic mapping of the
FPGA resources in a simple cloud environment.

Approaches more closely related to the context-save-and-
restore mechanism required by our migration concept can
be found in the field of bitstream readback, manipulation
and hardware preemption. In ReconOS [30], hardware task
preemption is used to capture and restore the states of all flip-
flops and block RAMs on a Virtex-6 to allow multitasking
with hardware threads. In combination with homogeneous bit-
streams for different physical vFPGA positions, methods like
relocation of designs as shown in [31], provide an opportunity
for an efficient context migration of virtualized FPGAs. A
preemption of the reconfiguration process itself is shown by
Rossi et al. in [32].

The outlined systems virtualize FPGAs and makes them
easily available in the cloud. But not every user can utilize such
a service, because their sensitive data is at risk in a data center.
Security audits are well established in traditional systems, but
new cloud environments provide new challenges [33, 34]. In
[35] the idea of securing FPGAs in the cloud is outlined, but
no prototype realized or protocol described. A secure cloud
featuring FPGAs was proposed in [16] relying on a third party,
called trusted authority, to establish any trust in the hardware
in the cloud. In [36] a simple public key based systems was
implemented, however, their protocols fail to protect against,
e.g., replay attacks. But none of these proposals virtualizes the
FPGA to increase their flexibility and utilization.

Visibility of the hardware

FPGA-Prototyping Productive cloud for
acceleration- and security-tasks

Hardware accessibility

physical
FPGA

physical
FPGA

Compute Node

CPU user-modifiable

static

FPGA

Bitstream

User
App

Design Tools

Driver

RC2F Host-Hypervisor

User VM

RSaaS

vFPGA
partial 
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Design Flow
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Compute VM
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Service
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✘ !✔RC2F       :SEC

Figure 1. The three service models provided in our cloud environment. In
the RSaaS model, users can allocate full physical FPGAs. The RAaaS and
BAaaS model allow concurrent user designs on a single physical FPGA.

III. POSSIBILITIES AND REQUIREMENTS FOR FPGAS IN
THE CLOUD

The overall motivation is to build a system providing the
FPGA for a wide range of service providers with various
requirements. The particularity hereby is that we have a data



232

International Journal on Advances in Systems and Measurements, vol 11 no 3 & 4, year 2018, http://www.iariajournals.org/systems_and_measurements/

2018, © Copyright by authors, Published under agreement with IARIA - www.iaria.org

center provider with physical FPGAs, a cloud provider offering
a virtual infrastructure and a service provider who offers only
a background acceleration, which requires a virtualized FPGA
as shown in Section VII. In the following we introduce three
key service perspectives as shown in Figure 1. The figure gives
also an overview on modifiable and fixed components for each
of the service models and shows also the different levels of
visibility, accessibility, flexibility and security.

A. Reconfigurable Silicon as a Service – RSaaS

This model provides full access to the reconfigurable
resource and is primarily intended for a cloud provider to
develop special acceleration cores without the use of a virtu-
alized FPGA or with a dedicated secured access to the cloud.
A cloud provider can allocate a full physical FPGA from the
data center operator to implement the hardware of their choice.
The FPGA is forwarded and passed through to a VM by
the management environment. This model allows developers
to reconfigure the full physical FPGA, thus, the RC2FSEC
extension cannot protect the users’ data. It also opens new
attack vectors that do not exist in current cloud environments
and so this model should be limited to cloud providers. The
concept can be compared to bare-metal cloud services and is
related to the traditional cloud service models Platform as a
Service (PaaS) and Infrastructure as a Service (IaaS).

B. Reconfigurable Accelerators as a Service – RAaaS

A model with less freedom for the developer (service
provider) and typically used by service providers is the Re-
configurable Accelerators as a Service (RAaaS) model. Only
vFPGAs of different sizes are visible, allocatable and usable.
The model allows the development of hardware designs, which
can be used for background acceleration of a specific service
and the communication is performed via the framework in-
troduced in Section VII. Such restrictions have the advantage
that the RC2FSEC extension can be used, which significantly
increases the security of the system compared to the RSaaS
model. The RAaaS model can be compared to the PaaS model.

C. Background Acceleration as a Service – BAaaS

The third model is suitable for applications and services
using background acceleration running in common data cen-
ters. The vFPGA is not visible or accessible by the service
users. Instead, services are using vFPGAs in the background
to accelerate specific tasks. The pre-build configuration files
and host applications are used by the cloud service provider.
Resource allocation and vFPGAs reconfiguration occurs in the
background using the RC3E resource management system.
Because this model provides concrete service applications to
the user, it is similar to the PaaS model. Especially the BAaaS
service model demands resource pooling and a rapid elastic-
ity for typical workloads. FPGAs allow a higher flexibility
than virtual machines due to faster booting times. From a
security perspective, this model is similar to current cloud
environments, because of the limited reconfigurability of the
FPGA. The RC2FSEC extension cannot be used in this model.
In Section IX we demonstrate the cloud’s performance with a
workload using our background acceleration service model.

FPGA
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Passthrough

Datacenter 
Operator

physical architecture

CPU FPGA

visibility of the hardware
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virtual architecture

Cloud 
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access-rights

abstraction from the hardware

Service 
Provider

virtual infrastructure
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application/ 
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execution

Figure 2. Involved stakeholders and the visibility of resources in a flexible
environment. Background acceleration is primarily used in systems were

service provider and datacenter operator are the same.

D. Chaining it all together: RSaaS – RAaaS – BAaaS
Figure 2 illustrates how a physical FPGA is abstracted

by multiple layers into a transparent background accelerator.
First, the datacenter operator makes the FPGAs available
to the cloud providers (RSaaS). Their developers implement
applications for the vFPGAs (RAaaS) and package them in
Virtual Reconfigurable Acceleration Images (vRAIs), which
are described in Section IV-C. Such a vRAI is used by the
service provider as a black box in the BAaaS model (see
Section IV-C and Section VII-F). At this point a virtual FPGA
infrastructure is provided, which can be used to accelerate
services executed by end users. Combined with the classic
Software as a Service (SaaS) model, this allows for a seamless
integration of vFPGAs to accelerate the service, reduce energy
consumption and thus, saving operating costs. At this highest
level of abstraction, the FPGA is transparent to the end user.

IV. RECONFIGURABLE COMMON CLOUD COMPUTING
ENVIRONMENT – RC3E

In this section, we will present the Reconfigurable
Common Cloud Computing Environment – RC3E – and ex-
plain the components depicted in Figure 3 in detail. In contrast
to other cloud architectures with FPGA integration presented
in Section II, the RC3E environment is designed especially for
an integration of virtualized FPGA resources and the service
models described in Section III. The system is a proof-of-
concept to study different approaches for the virtualization and
the flexible integration of reconfigurable hardware into a cloud
management system. The evaluation results will be used for
future integrations of specific RC3E components into a cloud
management system such as OpenStack [37].

A. Overall System Architecture
The overall system design is a distributed three tier client-

server architecture to provide a high degree of scalability and
flexibility. RC3E offers three access possibilities to use and
administer the RC3E system. The most common way is a login
shell either on a local computer with our RC3E client or via
secure shell login to the remote login server. Additionally, it is
possible to connect a web frontend (see Section IV-B) to the
core system’s API.

The RC3E core system running on the management node,
which itself is a three tier architecture, orchestrating the
connected clients and all registered compute nodes. It uses
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Figure 3. Architecture of the resource management and hypervisor RC3E consisting of core system (management, monitoring and job scheduling) and compute
node providing VMs and vFPGAs.

a centralized database to store all required information and
manages a distributed file system, which is shared between all
compute nodes and the management nodes.

B. Web-based User Interaction and Database Backend
In a cloud environment it is common that the majority of

users does not have administrative access to the system. A
web-based frontend allows these users a fast and comfortable
way to reserve FPGA slices on the server, upload and run their
designs. The Django framework was used as a foundation of
such a web frontend. All data required for the frontend is stored
in a MySQL database, which interacts directly with Django’s
web-server. The RC3E tools discussed in the other sections
have to be present on the same machine as the web-UI in
current implementations. Separating the cloud systems control
instance from the web-server is desirable and expected to be
done with a reasonable effort in the future.

In Figure 5 the modeled entities and their reference rela-
tions are shown. Data types and classes provided by Django
itself are printed in italics for distinction. Attributes that only
serve framework-internal purposes and are added by Django
automatically have been omitted for clarity.

The models focus points and their synergies will be ex-
amined in the following. Words in bold typeface thereby
correspond with the entities in the model.

To avoid ambiguity, the term user refers to any human
interacting with the system, while administrators refers to
users with the privileges to access and modify the system’s
internal state. Persons without such privileges will be called
consumers. Django’s integrated user group and permission
management system is used to reflect user categories and
facilitate access control across the web-UI.

It was decided to use a fine-grained modeling approach to
retain flexibility and changeability in an attempt to create a
future-proof software base for future development iterations.
This also includes the avoidance of unmanaged data redun-
dancy by preferred usage of foreign references.

Entities are represented on the database level as separate
tables with each of the entity’s attributes as a table column
and each instance of the entity as a table row, containing the
actual attribute values within the respective cells.

The modeling is heavily influenced by the operation prin-
ciples of foreign key references in SQL-based data storage
systems. Thus, in situations where two entities A and B form
a [A]1:n[B]-relationship, the foreign key has been placed on
the B side referencing A to avoid creating a separate associative
entity each time such a relation shows up. In [A]m:n[B]
scenarios such a separate entity can not be avoided though.
The UML-style B contains A symbolization should therefore
be read as B contains a reference to A. Foreign key references
are set up to execute cascading deletions and modifications,
since the entity containing the reference would enter an invalid
state if not deleted/modified as well.

1) Nodes, FPGAs and Regions: A node represents the
physical cloud server in which FPGAs are installed. Each
node is named and identified by an unique IP-address. An
optional comment allows the node’s administrator to easily
convey additional information to the consumer aside from the
installed FPGAs.

Installed FPGAs are initialized by the RC3E management
system, which provides PCI-addresses for the node and the
device itself. The latter are queried during the registration
of the FPGA with the web-frontend and associated database
entries are created automatically.
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Figure 4. Sequence diagram showing interaction of levels in the RC3E system via cloud management nodes, the compute node with a (free) vFPGA resource
up to the physical FPGA for three exemplary scenarios.

To offer a uniform description of an FPGA, the FPGA
model has been introduced as an abstraction of generic and
structural information. The producer entity has been exter-
nalized with the prospect of providing additional information
about it in future implementations. An FPGA model references
a region type and holds the amount of regions an FPGA of
this model has. With this approach only homogeneous FPGA
architectures can be modeled. For heterogeneous architectures
the region type and -count would have to be externalized and
act as associative entity between the FPGA model and the
region type.

One or multiple region instances are created alongside with
an FPGA instance, the amount depending on the FPGAs region
count. Its region type is determined by the associated FPGA
model and an region index is determined. These indices are
unique per FPGA, 0-based and continuous, with the purpose
of identifying regions on an FPGA and determine whether
they are neighbors and can therefore be reserved together. For
programming purposes the RC3E-system provides a file path
to a memory device, which is also stored.

2) Reservations and Virtual FPGAs: The most common
interactions of customers with the system are the reservation
of vFPGAs and the programming of such. For the first step,
the customer provides points in time for the start and end of
the reservation period and selects a region type suitable for
his use case along with the required amount of consecutive
regions. The database-backend will then be queried for match-
ing FPGA regions. Already existing reservations are taken
into account when selecting a sufficient amount of consecutive
FPGA regions to reserve. On success, a new vFPGA instance

is created, alongside with a region reservation for each
affected region. The latter is an association entity to facilitate
the [vFPGA]n:m[Region]-relation. While region reservation
database entries are removed after the reservation period has
passed, vFPGA entries are retained for bookkeeping purposes.

3) Programming the Virtual FPGA: The administrators
provide information about the installed programmers and the
programming script for the available FPGA models. Both en-
tities are used to determine which programmer-FPGA model-
combinations are supported and thus, which programmers are
offered to the customer for usage with his reserved vFPGA.
Upon programming, the script’s template gets parsed and
placeholders within it matched against the available device
variables and runtime variables. If a match occurs, it is
replaced by the variables’ value. Device variables are bound to
specific FPGAs and are set by the administrator while runtime
variables may be python expressions or fixed values and will
be evaluated at the point of replacement. Within the reservation
period the user may upload a bitfile, which will then be passed
on to the programmer alongside with the appropriate script and
variables. In case of a reservation spanning multiple regions,
the memory device path of the region with the lowest index is
the one used by the programmer for the whole reserved section.
Uploaded bitfiles are currently not stored in the database
backend.

C. Description of vFPGAs (RCFG and vRAI)

All necessary information for the execution of a back-
ground accelerator is combined in a so called vRAI. The
vRAI can be delivered as fully encapsulated accelerators to
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Figure 5. Overview over the entities involved in modeling a database backend. Italic text represents primitives provided by the Django framework.

the higher-level cloud service developers. From the point of
view of the provider of a service, there is the requirement to
process a request in the form of a function call as compact, safe
or energy-efficient as possible, without having any knowledge
of the physical hardware in the background. The execution
of a vRAI requires allocation of a vFPGA, which fulfills
all requirements described in the Reconfigurable (Device)
Configuration (RCFG). In order to allocate and execute an
accelerator from a VM, several components are required within
the vRAI package (see Figure 6):

• The required vFPGA-Images for all possible vFPGA-
Slots (necessary for a migration of a vFPGA-Instance).

• The RCFG file describing the required vFPGA suitable
for the vFPGA image.

• The host application for initialization and interaction with
the vFPGA-Instance, which is embedded directly into the
user’s offloading service (BAaaS).

• Virtual Context Bit Mask (VCBM) to read the relevant
bits within the vFPGA instances that identify the current
state (see Section VII-E).

Since different RCFGs are required depending on the dif-
ferent service models, these are outlined below and explained
accordingly. Figure 7 shows an exemplary RCFG, which
describes a complete physical FPGA in the model RSaaS
service=’rs’ with the name name=’fpga0’ gets and
in the VM instance vm=’vm1-hvm’ via hardware virtualiza-
tion and PCI passthrough at a certain address in the PCI tree
pci =’01:00.0’ is displayed. The virtual network address
is sent to the system via vif=’10.0.0.43’. The VM must

have its own configuration file depending on the virtualization,
and the embedding of the VM configuration in the RCFG
for the FPGA is also possible. Since different FPGAs are
to be provided in this model, there is a corresponding entry
with the name of the FPGA board board=’vc707’. The
configuration of the FPGA is done using the JTAG interface
config= ’jtag’, where an initial design is additionally
specified: design =’led.bit’. Using a RCFG file, the
RSaaS model can allocate only one FPGA and its associated
VM, otherwise the requested system may become too complex
and it may not necessarily be mapped to the physical hardware
resources.
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vFPGA

vFPGA 
Bereich

vFPGA

vFPGA 
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vFPGA-Image

vFPGA-Slots
(FARs)
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Figure 6. Virtual Reconfigurable Acceleration Image (vRAI) package with
all the files required to run a vFPGA-Instance, such as vFPGA-Image

(partial bitstreams), RCFG, host program and optional bitstream masks for
the bitstream relocation.
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service = ’rs’ #Service Model RSaaS
name = ’fpga0’ #FPGA-Instance Name
vm = ’vm1-hvm’ #VM-Instance Name

board = ’vc707’ #FPGA-Board
vif = ’ip=10.0.0.43’ #FPGA-IP
vpci = ’01:00.0’ #PCI Node in VM-Instance
design = ’led.bit’ #Initial Design
config = ’jtag’ #Configuration Method

Figure 7. Configuration file for the allocation of a physical FPGA in the
Service Model RSaaS.

More complex is the description of the vFPGAs in the
model RAaaS service=ra as shown in Figure 8. In ad-
dition to the already known parameters, in this example two
vFPGAs with different number of vFPGA slots size=[2,
1] are allocated via vfpga=[2], where both are passed
to the same VM vm=[’vm1-pvm’]. The number of front-
end interfaces is determined by frontends=[2, 1] for
each vFPGA, where the number must be less than or equal
to the number of vFPGA slots. At this point, the cloud
management must try to map the desired virtual system to
a physical system, where in the model RAaaS additionally the
position of the vFPGA on the physical FPGA can be specified
by the field loc=[0,2]. Via debug=[’csp’] in the
resource management model RAaaS it is communicated which
debug / tracing interface is to be additionally instantiated. The
capacity of the external DDR memory can also be specified
(memory=[2000,1000]), as well as the desired state of
vFPGAs boot=[’paused’]. The location of the values
within the lists, such as size, loc, vif, or design, decides
how to map the entries. Furthermore, if there is only one entry
in a list, such as key, it will be applied equally to all vFPGAs.
If no clear assignment is possible or if this is not permitted,
an error message is output.

service = ’ra’ #Service Model RAaaS
name = [’vfpga-bsmc’] #vFPGA/User Design Name
vm = [’vm1-pvm’] #VM-Instance Name

vfpga = [2] #Number of vFPGAs
size = [2, 1] #vFPGA-Slots
frontends = [2, 1] #Frontend-Interfaces
loc = [0,2] #vFPGA-Slot on device
memory = [2000,1000] #DDR-Memory Size in MByte
vif = [’ip=10.0.0.42’, ...] #vFPGA-IPs

boot= [’paused’] #Initial vFPGA-State
design = [’bsmc-2.bit’, ...] #Initial Designs

Figure 8. Configuration file for the allocation of a vFPGA-Cluster in the
Service Model RAaaS.

In the model BAaaS, the actual user has no knowledge
of the vFPGA resources. The RCFG file, which is stored
together with all the required vFPGA images in the vRAI,
is reduced. For example, as shown in Figure 9, there are no
locations of the vFPGA slots (loc) or information about the
debug / tracing interface (debug) required. The RCFGs must
be checked by the resource manager for the rights of the users
within the service model before the global allocation of the
appropriate resource is first performed and assigned to the user.
The concrete processing of the content then happens within the
Dom0 of the assigned node as introduced in Section IV-B1.

service = ’ba’ #Service Model BAaaS
name = [’vfpga-kmeans’] #vFPGA/User Design Name
vm = [’vm1-pvm’] #VM-Instance Name

vfpga = [1] #Number of vFPGAs
size = [4] #vFPGA-Slots
frontends = [2] #Frontend-Interfaces
memory = [4000] #DDR-Memory Size
vif = [’ip=10.0.0.151’] #vFPGA-IP

key = [’AAAABC1yc2 ... BuHNE’] #User AES-Key
boot= [’booting’] #Initial vFPGA-State
design = [’kmeans-quad.vrai’] #Initial Design

Figure 9. Configuration file for the allocation of a single vFPGA in the
service model BAaaS
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V. DEFINITIONS FOR FPGA VIRTUALIZATION IN THE
CLOUD-CONTEXT

In order to establish a common name for the following
chapters with regard to the virtualized FPGAs, the necessary
terms are defined in order to better distinguish the vFPGAs
(see Definition 1) according to their life cycle based on the
requirements analysis in this chapter to be able to. The terms
are based on those of system virtualization after [38].

Definition 1: vFPGA A virtual FPGA (vFPGA) is
located within a physical FPGA on one or more vFPGA
slots (see Definition 2). A vFPGA is perceived by the
user as a stand-alone resource with a dynamic number
of hardware resources (slices, LUTs, registers, etc.).

Definition 2: vFPGA-Slots A vFPGA is mapped to
individual physical regions with a fixed number of hard-
ware resources, and thus fixed size within the physical
FPGA, called vFPGA-Slots.

Definition 3: vFPGA-Design The vFPGA-Design is
the hardware design / the user’s hardware design, which
is placed and wired from a netlist (RTL level) within a
vFPGA with its frontend interfaces.

Definition 4: vFPGA-Instance A vFPGA-Image (see
Definition 5) within a vFPGAs that is directly associated
with a user and can contain user-specific data (context)
is called a vFPGA-Instance and can be detached from
vFPGA-Slots (see Definition 2).

Definition 5: vFPGA-Image A partial bitstream, which
forms the basis for a vFPGA-Instance, is called vFPGA-
Image, the specific vFPGA slots is assigned.
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In addition to the definitions just made, which relate to the
specific vFPGAs and their life cycle, furthermore, the different
hypervisors in the overall system are to be differentiated and
defined. The term hypervisor, is defined as a system for
managing and allocating guest-to-host resources, forms the
basis for the following definitions.

Definition 6: System-Hypervisor The System-
Hypervisor corresponds to the classic hypervisor
(VMM), which provides the VMs within the system
virtualization on the host system.

Definition 7: RC2F Host-Hypervisor The manage-
ment structure for the vFPGAs on their host system is
called RC2F Host-Hypervisor, or just Host-Hypervisor.

Definition 8: FPGA-Hypervisor The FPGA-
Hypervisor is the management structure on the FPGA
that monitors the accesses of the vFPGAs within the
physical FPGA.

VI. FPGA VIRTUALIZATION

As the cloud itself is based on virtualization, the integration
of FPGAs requires a profound virtualization of the reconfig-
urable devices in order to provide the vFPGAs as good as other
resources in the cloud. Furthermore, it is necessary to abstract
from the underlying physical hardware.

A. Requirements for Virtual FPGAs in a Cloud Environment
As discussed in Section II, the term virtualization is used

for a wide range of concepts. The application areas of FPGAs
in clouds require a direct use of the FPGA resources to be
efficient. Thus, an abstraction from the physical FPGA infras-
tructure is only possible in size and location. Our approach
is related to traditional system virtualization with VMs that
corresponds to a Type-1 bare-metal virtualization with use of
a hypervisor [39]. This kind of virtualization is designed for
the efficient utilization of the physical hardware with multiple
users. Therefore, it is necessary to adapt the required FPGA
resources closely to the requirements of the users’ hardware
design capsuled by vFPGAs. By this, an efficient utilization
of the physical hardware with multiple concurrent vFPGAs on
the same hardware can be achieved.

Furthermore, the vFPGA has to appear as a fully us-
able physical FPGA with separated interfaces and its own
infrastructure management like clocking and resetting. For an
efficient cloud architecture, which requires elasticity [9], it is
necessary to migrate vFPGAs with their complete context (reg-
isters and BlockRAM), which requires to enclose a complete
state management of the vFPGA as described in [6] and [1].
An extraction of internal DSP registers is not supported in
recent Xilinx FPGAs and must be considered in the design.

One of the first virtualized systems was the IBM Virtual
Machine Facility/370 (VM/370) [40] in 1960 with a first
abstraction and partitioning in host and guest. Nowadays a
common definition is that

“Virtualization provides a way of relaxing the forgoing con-
straints and increasing flexibility. When a system device (...),
is virtualized, its interface and all resources visible through
the interface are mapped onto the interface and resources of
a real system actually implementing it.” [38, p. 3]

The two classic approaches are either the use of a VMM,
a small operating system controlling the guest system’s access
to the hardware, or multiple guest systems embedded into a
standard host operating system [41]:

• Type 1: Bare metal (VMM or Hypervisor)
• Type 2: Host operating system

Another distinction can be made on the level of code
execution and driver access, where the relevant approaches are
[38]:

• Hardware virtualization (full virtualization)
• Paravirtualization
• Hardware-assisted virtualization

An interesting starting point for FPGA virtualization is
especially the VMM concept with paravirtualization in which
the interfaces to the VMs are similar to those of the underlying
hardware. The VM interfaces are modified to reduce the
time spent on performing operations, which are substantially
more difficult to run in a virtualized than in a non-virtualized
environment. This kind of paravirtualized system is introduced
in Section VII-C. The unprivileged guests (DomU) run on a
hypervisor, which forwards calls from frontend driver to the
backend driver of the management VM (Dom0).

B. FPGA Virtualization Approach

We decided to virtualize the FPGA similar to a paravirtu-
alized system VM executed by a hypervisor to provide access
to the interfaces. Figure 10 shows an FPGA virtualization
inspired by the paravirtualization introduced before. The virtu-
alization is limited to the interfaces and the designs inside the
reconfigurable regions, which constitute the actual vFPGAs
as unprivileged Domain (DomU). Each vFPGA design is
generated using the traditional design flow with predefined
regions for dynamic partial reconfiguration [14] and static
interfaces. The vFPGAs can have different sizes (Figure 10)
and operate completely independent from each other. The
infrastructure encapsulating the vFPGAs has to be located in
the static region corresponding to a privileged domain (Dom0)
or hypervisor.

The interface providing access to the vFPGAs is a so-called
frontend interface, which is connected inside the hypervisor to
the backend interface in the static FPGA region. There, all
frontends are mapped to the static PCIe-Endpoint and the on-
board memory controller inside the Dom0, which also manages
the states of the vFPGAs.

VII. FPGA PROTOTYPE RC2F

Our prototype RC2F introduced in [4] provides multiple
concurrent vFPGAs allocated by different users on a single
physical FPGA. The main part of the FPGA frame(work)
consists of a hypervisor managing configuration and user cores,
as well as monitoring of status information. The controller’s
memory space is accessible from the host through an API.
Input- and output-FIFOs are providing high throughput for
streaming applications. The vFPGAs appear to the user as
individual devices inside the System VM on the host.
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Figure 11. Virtualization frame RC2F with hypervisor, I/O components and
partial reconfigurable areas housing the vFPGAs. The vFPGAs have access

to the host using PCIe (FIFO interface and config space), to the Cloud
network using Ethernet and the virtualized DDR3 memory.

A. System Architecture
The physical FPGAs are located inside a host system

and are accessible via PCIe. On both hardware components
(host and FPGA), there are hypervisors managing access,
assignment and configuration of the (v)FPGAs. Based on
our concept, we transform the FPGAs into vFPGAs with an
additional state management and a static frontend interface
as shown in Figure 10. Our architecture, designed to provide
the vFPGAs, is shown in Figure 11. The hypervisors manage
the on-chip communication between backend and frontend
interfaces for PCIe (Our prototype uses a PCIe-Core from
Xillybus for DMA access [42]), Ethernet and a DDR3 RAM.
The RAM is virtualized using page tables, managed by the
host hypervisor, which also manages the vFPGA states we
introduced in [6]. The number of frontends and their locations
are defined by the physical FPGA architecture as shown in
Figure 16. The Hypervisor Control Unit manages the ICAP
controller and the vControl units, which maintain and monitor
the vFPGAs.

1) vFPGAs: To exchange large amounts of data between
the host (VM) and the vFPGAs a FIFO interface is used. To
exchange state and control information the vFPGAs can be
controlled by the user via a memory interface as shown in
Figure 13. The memory is mainly intended for simple transfers
and configuration tasks like resets, state management (pause,
run, readback, migrate) and the selection of a vFPGA system
clock. In addition to these static fields, there is also a user-
describable memory region, which can be used as virtual I/O.
The communication using Ethernet is also provided but out of
the scope of this paper.

2) Components of the RC2F infrastructure: The RC2F
infrastructure is exemplarily implemented within the static
area with the components as shown in Figure 11. For the
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4 Virtualisierung der FPGAs für den Einsatz in einer dynamischen Cloud-Architektur
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vorhanden.

Kennung zu ermöglichen. Der Nutzer kann den Zustand seines vFPGAs einsehen und ändern, wobei der
Hypervisor eine höhere Priorität hat. Der Nutzer kann ebenfalls auf Basis des Systemtaktes eine eige-
nen Takt für seinen vFPGA auswählen und diesen auch zurücksetzten. Die Möglichkeiten entsprechen
im Wesentlichen denen eines einfachen vollwertigen physischen FPGAs. Der hintere Teil des Konfigura-
tionsspeicher liegt in der rekonfigurierbaren Region und kann völlig frei vom Nutzer beschrieben werden.
Der Beriech kann als einfache I/O-Ports des vFPGAs angesehen werden, wodurch der Nutzer in seinen
Gestaltungsmöglichkeiten Freiheiten wie auf einem physischen FPGA hat.

4.4.2 Zustände der vFPGAs und deren Verwaltung

Um die vFPGAs wie Virtuelle Maschinen nutzen zu können sind entsprechende Zustandsübergänge und
deren Verwaltung erforderlich. Die Steuerung erfolgt dabei vom Host-Hypervisor aus über den zuvor er-
läuterten Konfigurationsspeicher des FPGA-Hypervisors. Ein direkter Zugriff der Nutzer selbst auf die
Zustände ist ebenso auch vom Konfigurationsspeicher der vFPGAs möglich. Abbildung 4.10 gibt einen
Überblick über die möglichen Zustände und deren Übergänge. Um den kompletten Lebenszyklus abzu-
decken ist dabei neben den Zuständen auf dem FPGA noch weitere Zustände auf dem Host-Systems
innerhalb des Hypervisors erforderlich um analog zu Betriebssystemen die vFPGA-Designs als Instan-
zen anzusehen, welche direkt Nutzern zugeordnet sind und auch Nutzerspezifische Daten enthalten
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Figure 13. Register and memory interface for the management of vFPGAs
accessible by the user VM (rc2f_cs).

infrastructure, as shown in Figure 16, both the right side of
the physical FPGA and the lower clock region are provided.
The constant components of the static infrastructure within the
RC2F infrastructure are:

FPGA-Hypervisor: At the heart of the implementation is the
FPGA hypervisor, which provides the frontends to the
vFPGAs as shown in Figure 11. Essential components
are the configuration memory of the FPGA hypervisor
explained in Figure 14, which transmits all control com-
mands and signals to the FPGA, and the ICAP controller
for reconfiguring the vFPGA slots and to read out a
partially reconfigurable vFPGA instance for migration.
The memories are built from components of the Pile of
Cores (PoC) library [43] and constructed as shown in
Figure 14. The internal clock rate (system clock) of the
FPGA hypervisor and device virtualization is 250 MHz.
To decouple the FPGA hypervisor from the internal logic
of the vFPGAs as well as the I/O components, there are
cross-clocking FIFOs at the interfaces between the clock
domains.

PCIe-Controller: The PCIe controller is Xilinx’s provided
Intellectual Property Core (IP-Core) 7 Series FPGAs In-
tegrated Block for PCI Express v3.3 [44] with a Xillybus
controller [42], which provides both FIFO and memory
interfaces on the FPGA, as well as a driver within the
host hypervisor.
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DDR3-Controller and Memory-Virtualization: The used
DDR3 controller is the IP Core Xilinx MIG V1.4 [45],
which is the hardware endpoint to the backend interface
as introduced in Section VI-B and illustrated in Figure 11.
The resulting storage virtualization managed by the host
hypervisor organizes the specific translation from the
virtual to the physical addresses, thus, separating the
user areas in the memory from each other.

Ethernet-Controller: The Ethernet controller used is based
on the IP Core LogiCORE IP Tri-Mode Ethernet MAC
v5.2 [46], which is an interface on the Media-Access-
Control (MAC) layer of Open Systems Interconnection
(OSI) Reference Model [47] offers. Based on this, parts of
the PoC library [43] are used to implement the interfaces
to the vFPGAs.

In addition to the previously discussed components of
the RC2F infrastructure, additional components are required
whose hardware resources depend on the number of physical
vFPGA-Slots. These components are also in the static region:

Device-Virtualization: Device-Virtualization provides the
concurrent communication channels for the vFPGAs. The
realization of the PCIe-Virtualization is done by means
of the Xillybus-Controller [42] provided components.
The provided FIFOs are passed on to the vFPGAs
and decoupled (cross-clocking) to allow different clock
domains for the FPGA hypervisor and the vFPGA
design. Memory virtualization requires one page table
per user. The prototypical implementation uses page
sizes of 8 MByte.

vFPGA-Frontends: The frontends are implemented as out-
lined in Figure 12 and Figure 15. The configuration
memories are constructed according to Figure 13 and
consist on the one hand of a part located in the static area
of the FPGA and on the other hand of a user area, which
can be used freely. In addition to the stores, the states of
each vFPGAs are managed as outlined in Section VII-E.

B. Configuration of the FPGA Hypervisor
The tasks of the FPGA hypervisor are the management

of its local vFPGAs and their encapsulation, the state man-
agement, as well as the reconfiguration using the ICAP. The
interaction between host and FPGA hypervisor is based on
the configuration memory shown in Figure 14, which includes
configuration of the FPGA hypervisor (system status, reconfig-
uration data and status) and the administration of the vFPGAs.
Other important vFPGA-related entries are an AES-key for
encryption of the vFPGA-bitsteam and the allocated vFPGA
region(s) for additional validation during reconfiguration.

C. The Role of the Host-Hypervisor
Our virtualization concept on the host-system includes

passing through the vFPGAs’ FIFO channels and the config-
uration memories from the host-hypervisor to the user VMs
(DomU) and the FPGA hypervisor memory to the management
VM (Dom0). The overall system architecture is shown in
Figure 15. The frontend FIFOs and the FPGA memories are
mapped to device files inside the host hypervisor. There, the
system forwards the user devices to the assigned VM using
inter-domain communication based on vChan from Zhang et al.
[48] in our Xen virtualized environment, similar to the FPGA
device virtualization pvFPGA [25].

4.4 Virtualisierung von FPGAs im Cloud-Einsatz – RC2F
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Abbildung 4.7: Prototypischer Aufbau des Hypervisor Configuration Space (HCS), innerhalb der Hypervisor Control
Unit (HCU) des FPGA-Hypervisors zur Administration des physischen FPGAs einschließlich der Be-
reiche für die Verwaltung von bis zu 30 vFPGAs.

über den HCS die Kommunikationskanäle global konfiguriert und entsprechend vom FPGA-Hypervisor
zusammen mit der Einheit zur Speicher-Virtualisierung (nachfolgend in Abschnitt 4.4.7 erläutert) gesteu-
ert.

Ein partieller Bitstream kann auf dem FPGA direkt ver- und entschlüsselt sowie verifiziert werden (siehe
Abschnitt 2.1.4.3). Dafür wird für jeden vFPGA entsprechend der private AES-Schlüssel des jeweiligen
Nutzers hinterlegt (siehe Abschnitt 4.4.8). Die vollständige Überprüfung des Inhalts des Bitstreams er-
folgt vor dessen Signatur durch den Anbieter der Cloud. Lediglich die Validierung der Bereiche innerhalb
der vFPGA-Images wird vom FPGA-Hypervisor mit den zuvor vom Host-Hypervisor an den HCS über-
mittelten Daten abgeglichen, um Schäden an vFPGAs anderer Nutzer zu vermeiden.

Neben den Aufgaben der Konfiguration übernimmt der FPGA-Hypervisor ebenfalls die Verwaltung der
Zustände der einzelnen vFPGAs (siehe nachfolgend Abschnitt 4.4.2) sowie die Validierung der vom Host-
Hypervisor übermittelten Daten zu Regionen und den Datenraten der Nutzerkanäle. Um dies zu errei-
chen, ist im HCS in Abbildung 4.7 für jeden vFPGA ein separater Bereich reserviert. Eine Zuordnung der
vFPGAs zu den realen Nutzern erfolgt dabei lediglich innerhalb des Host-Hypervisors.
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Figure 14. Register and memory interface for the management of the FPGA
hypervisor accessible by the host hypervisor (rc2f_gcs).

The management VM thereby accesses the FPGA hypervi-
sor’s configuration memory and the ICAP on the FPGA via a
dedicated FIFO interface for the configuration stream (read and
write). Thus, only the hypervisors can configure the vFPGA
regions on the physical FPGA whereby a sufficient level of
security can be guaranteed.

D. Mapping vFPGAs onto physical FPGAs

In our example we use six frontends on a Xilinx Virtex-7.
Depending on the resources required, the utilization of up to
six different-sized vFPGAs is possible with the same static
without reprogramming. If one of the vFPGAs covers more
than one region, only one frontend connection is used as
shown in Figure 10. Among the vFPGAs, the partition pins
(PP) between the static and the reconfigurable regions are
placed with identical column offset as shown in Figure 16. The
regions forming the vFPGAs are not free from static routes as
for example the region vFPGA 5 shows.

To reduce migration times, all components, which hold
the context of the current vFPGA design as registers, FIFOs
or BlockRAM, are placed at the same positions inside each
vFPGA. Therefore, it is necessary that all of these positions
exist in each region. Hardmacros like PCIe-Endpoints or
parts of the FPGA infrastructure interrupt the homogeneous
structures. Thus, we establish homogeneous vFPGAs, which
are identical among each other by excluding these areas in
all vFPGAs as shown in Figure 16. The advantage of this
approach is that only one mask file is necessary to extract
the content of the different vFPGAs. Furthermore, it allows
the provision of almost identical vFPGAs. Figure 17 shows
the breakdown of the FPGA resources to the three different
areas: static infrastructure, partial reconfigurable vFPGAs and
unusable due to the homogeneity.
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Figure 16. Layout of a Xilinx Virtex-7 XC7VX485T with six vFPGA
regions configurable using dynamic partial reconfiguration. The regions and

their number are determined by the height of the configuration frames,
which consist of one complete column inside a clock region. Regions are

homogeneous to allow migration of vFPGAs.

E. vFPGA States
Our FPGA virtualization includes states and transitions

similar to traditional VMs. The virtualization of an FPGA
requires off-chip monitoring and administration of the vFPGA
bitstream database, connected to our cloud management system
[3] as well as additional on-chip state transitions. Figure 18
gives an overview of these two parts in our FPGA virtualiza-
tion. A state with a control flow transition between host and
FPGA is called transition state.

The global design database and the scheduling of the
acceleration tasks (vFPGAs), the allocation to a node and a free
region are performed by the cloud system, which also sends
commands triggering state transitions on hosts and FPGA
devices. In the following, the most important states on host
and FPGA – as introduced in Figure 18 – are in detail:

Ready/Shelved: The vFPGA design is located in the global
database on a management node.

Booting: First, the node containing the selected vFPGA has
to verify if the actual vFPGAs is marked free. In a second
step the boot process starts, where the partial bitstream is
loaded from the database and written into the respective
vFPGA location using PCIe and ICAP.

Active: After initialization the vFPGA accelerator is Active
and the corresponding host application can send/receive
application data until a state transition occurs. In case
of a reboot or stop command, the design is halted and
reconfigured using the initial or an empty vFPGA design.

Wait for Idle: When a migration or pause command is re-
ceived during the active state by the host, it forwards the
command to the FPGA and both stop the computation
and the transmission of further data. Host and vFPGA
both wait a limited duration (timeout) until the last data
packages are received and stored in the vFPGA’s input
FIFO and the application’s memory.

Snapshot: After the timeout the context of the vFPGA is
stable and the actual readback of the vFPGA design is
performed by the host using the ICAP. Moreover, the
context extraction is performed (see Figure 19) and it is
stored in the virtual register content file (.vrc). At the
same time the context of the host application is stored on
disk.

Paused: In case of a pause command the software and
hardware context are stored on disk. If an abort com-
mand follows, the vFPGA’s context in the .vrc file
becomes invalid (also the host application’s context) and
the vFPGA gets into the initial Ready state. In case of a
resume command, the initial vFPGA’s context is restored
by modifying the bitstream using the .vrc file as shown
in Section VII-F2.

Context Relocation: If the state transition is triggered by a
migration command, the next vFPGA region is known
and the context relocation (bitstream modification) can
be performed immediately with the bit positions provided
by the .vrc file. The modified bitstream and the host
application are transferred to the new vFPGA/Node.

Resuming: The modified bitstream with the context from the
previous run is used to boot or restore the old context on
a different vFPGA.
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Table 1

---inhomogen--- homogen leer 15 x vFPGA infra komplett

CLB LUTs 68.160 63.360 4.800 950.400 188.640 1.182.240

LUT as Logic 68.160 63.360 4.800 950.400 188.640 1.182.240

LUT as Memory 35.040 30.240 4.800 453.600 95.040 591.840

CLB Registers 136.320 126.720 9.600 1.900.800 377.280 2.364.480

Register as Flip Flop 136.320 126.720 9.600 1.900.800 377.280 2.364.480

Register as Latch 136.320 126.720 9.600 1.900.800 377.280 2.364.480

CARRY8 8.520 7.920 600 118.800 23.580 147.780

F7 Muxes 34.080 31.680 2.400 475.200 94.320 591.120

F8 Muxes 17.040 15.840 1.200 237.600 47.160 295.560

F9 Muxes 8.520 7.920 600 118.800 23.580 147.780

CLB 8.520 7.920 600 118.800 23.580 147.780

CLBL 4.140 4.140 0 62.100 11.700 73.800

CLBM 4.380 3.780 600 56.700 11.880 73.980

LUT Flip Flop Pairs 68.160 63.360 4.800 950.400 188.640 1.182.240

Block RAM Tile 120 120 0 1.800 360 2.160

RAMB36/FIFO 120 120 0 1.800 360 2.160

RAMB18 240 240 0 3.600 720 4.320

URAM 64 64 0 960 720 960

DSPs 408 408 0 6.120 360 6.840

Bonded IOB 52 52 0 780 360 832

HPIOB_M 24 24 0 360 28 384

HPIOB_S 24 24 0 360 7 384

HPIOB_SNGL 4 4 0 60 6 64

HPIOBDIFFINBUF 48 48 0 720 14 720

HPIOBDIFFOUTBUF 48 48 0 720 14 720

BITSLICE_CONTROL 16 16 0 240 3 240

BITSLICE_RX_TX 104 104 0 1.560 3 1.560

BITSLICE_TX 16 16 0 240 11.520 240

RIU_OR 8 8 0 120 12 120

GLOBAL CLOCK 
BUFFERs

80 80 0 1.200 3 1.560

BUFGCE 48 48 0 720 3 720

BUFGCE_DIV 8 8 0 120 6 120

BUFG_GT 24 24 0 360 3 720

0

Summe 735.136 680.632 54.000 10.209.480 2.031.120 12.726.240

0,004243201448346090,802238524497416 0,159600950477124

V7-485 2.794.220

Diff 4,55448747772187

16,52 %

83,04 %

0,44 %

62,34 %
6,59 %

31,07 %

Statischer Bereich der RC2F-Infrastruktur und Frontends
Aufgrund der Inhomogenität nicht nutzbare Bereiche
Rekonfigurierbarer Bereiche für homogene vFPGAs

30.191 6.709
92.424

RC2F-Prototyp 
Virtex-7 XC7VX485T

Prognostische Abschätzung für die Cloud 
Virtex-7  UltraScale+ XCVU9P

x 4,55

Table 2

infra inhomogen homogen

Slice LUTs 90560 32600 28400

LUT as Logic 90560 32600 28400

LUT as Memory 36744 14400 13200

Slice Registers 181120 65200 56800

Register as Flip 
Flop

181120 65200 56800

Register as Latch 181120 65200 56800

F7 Muxes 45280 16300 14200

F8 Muxes 22640 8150 7100

Slice 22640 8150 7100

SLICEL 13454 4550 3800

SLICEM 9186 3600 3300

LUT Flip Flop Pairs 90560 32600 28400

Block RAM Tile 358 100 100

RAMB36/FIFO 358 100 100

RAMB18 716 210 200

DSPs 692 340 340
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2

GTXE2_CHANNEL 
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The context of the vFPGA’s DDR3 memory also needs to
be saved and restored in the snapshot or resuming stage using
the PCIe connection.

F. Virtualization and Migration Process
Our extended design flow, which generates partial bit-

streams and supports vFPGA snapshots as well as the context

resumption, is shown in Figure 19. In the following, the
components, all additional design flow steps and the generated
metadata are described in detail.

For our virtualization we extend the Xilinx Vivado design
flow to generate vFPGA bitstreams from user-netlists for
every possible vFPGA position. First, directly after synthesis
the required region size (single, double, etc.) is chosen (see
Table III for appropriate vFPGAs). Afterwards, the design is
placed at a first vFPGA region. Before the routing step, the
vFPGA region is expanded over the full width of the vFPGA
for unlimited routing of the design inside the uninterrupted
region. The placements of the same design for all the other
vFPGA positions are created by setting the LOC (Location)
and BEL (Basic Element Location) information accordingly
to the initial placed design. Only the routing is carried out for
the additional vFPGA designs to allow static routes inside the
different vFPGAs, resulting in designs with identical register
and BlockRAM positions for each vFPGA locations on the
physical FPGA. After generation of the first bitstream, a
mask for extracting the context bits is generated to allow an
efficient migration in significantly less time compared to our
first approach in [6]. This allows flexible placement of the
vFPGA designs at various positions in a cloud system, as
well as the migration between vFPGAs on the same or to
other physical FPGAs. The bitstreams required for all possible
vFPGA positions belonging to a single user design are stored
as vRAI as shown in Figure 19.

1) vFPGAs Bitstream Generation and Boot: In the initial
step, the full bitstream containing the static design is generated
with the traditional Xilinx flow as shown in Figure 19. The bit-
stream produced contains the basic components, such as PCIe
endpoint, memory controller, virtualization layer including the
ICAP controller and the static frontend interfaces as well as the
local state management for the vFPGAs. The vFPGAs regions
themselves are completely empty. The corresponding netlist
(.ngc) of the static part and all bit positions are stored in the
global database and are accessible for the production of partial
bitstreams.
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The following step includes the generation of a partial
bitstream based on the static design and a netlist containing
the vFPGA design. To achieve an efficient load-balancing
and placement on the vFPGA, all possible bitstreams are
produced in a single design flow run. For designs which require
more than one vFPGA slots, additional partial bitstreams are
generated in separate runs. The overall runtime will be reduced
in the future by using relocation of placed vFPGAs using
homogeneous regions [49]. For the context resumption it is
essential to set the option RESET_AFTER_RECONFIG for
each vFPGA region.

A significant step is the generation of metadata out of
these files, which is required to find the register and memory
locations in all vFPGA bitstreams. We store the metadata in
our virtual context content file (.vcc) as shown in Figure 19.
The information required is extracted from the additional Logic
Location files (.ll) and the Xilinx Design Language files
(.xdl), which are generated during the design flow. The
result of this step are partial bitstreams and the corresponding
metadata for every possible region. Everything together is
stored in the global vFPGA database.

In case of a pause or migration command, the FPGA is
stopped as explained in Section VII-E. After the state became
stable, the clock of the corresponding vFPGA is deactivated
and the whole context (flip-flops and block RAMs) is frozen.
At this point a readback for the CLB/IO/CLK and the BRAM
block is performed and the context is extracted from the
bitstream using the .vcc file. By the use of the location
metadata we only save the registers and the memory used in
the design. The readback itself is performed on configuration
frame level. In case of a migration the location of the new

vFPGA is known and the context is written directly into a new
bitstream. In case of pause, the extracted content is stored in
the database as a copy of the .vrc file.

2) vFPGA Migration and Context Resumption: In this final
step, the relocation and the context resumption are performed.
The initial vFPGA bitstream and the corresponding .vrc file
are used to generate a new bitstream by modifying certain
configuration bits. The old flip-flop values are written into the
positions of the register initialization bits using the information
in the .vrc file. To load the values into the flip-flops, the
global set/reset (GSR) is triggered for the single vFPGA (not
global). The Cyclic Redundancy Check (CRC) at the end of the
readback bitstream is replaced by a nop command to ignore
the old CRC.

VIII. RC2FSEC EXTENSION

Security is now more important than ever. Therefore our
RC2FSEC extension provides a high level of security for
client’s data and algorithms. To achieve this, we propose
a novel combination of existing security features, a subset
of the Transport Layer Security (TLS) protocol and a filter
for the partial bitstreams. However, due to various degrees
of flexibility show in Figure 1, the extension is only fully
available to the production-ready service model RAaaS. But
with changes to current FPGA architectures, which will be
described later, it would also be available in the BAaaS service
model.

A. Security Model
Various adversaries challenge the system’s security through

multiple vectors. But before these challenges are formalized
as requirements for the design, a few assumptions have to be
made.

Assumption §A1: The selected cryptographic algo-
rithms cannot be computationally broken by state-of-
the-art attackers. Encrypted data cannot be decrypted
or messages signed without access to the keys.

Assumption §A2: Naive implementations of crypto-
graphic algorithms are susceptible to side channel at-
tacks, but hardened implementations can withstand bet-
ter and protect the keys, both shown in [50]. Providing
such implementations is not within the scope of this
paper. Hence, it is assumed that any cryptographic keys
and sensitive intermediate values are secure inside the
chip.

Assumption §A3: The client’s workplace can be trusted
and is inaccessible to an attacker.

Assumption §A4: The FPGA vendor can be trusted and
tries to detect backdoors introduced by manufacturers,
tools suppliers or IP vendors, e.g., through analyzing
the hardware to find unwanted modifications as shown
in [51, 52]. This is the same level of trust the client has
to have into hardware in general: CPUs, hard drives
and other components might be modified as well.

Assumption §A5: Denial of service attacks, interrup-
tions or even physical destruction are secondary and
more a concern of the providers, because quality-of-
service is an important business factor. The security of
data and algorithms has the highest priority.
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Figure 20. The TLS protocol was adapted to enable the secure and authentic transfers of vFPGA bitstreams. The configuration is protected by symmetric
encryption with the key “sym”, which is created during the TLS handshake.

Based on theses assumptions, the requirements for the system’s
design can be defined.

Requirement §R1: A dedicated third party or trusted
authority offering special services only for this system
should be avoided.

Requirement §R2: A client must be able to establish
an authenticated and secured connection from a trusted
workplace to the system.

Requirement §R3: The FPGA cannot rely on soft-
ware running on the host machine. The untrusted IaaS
provider has direct access and can manipulate anything
but the chip.

Requirement §R4: The allocation of a vFPGA by an
attacker should not interfere with a legitimate client. A
strict separation of clients’ data is mandatory and the
reconfigurable partitions have to be isolated to prevent
any interference.

B. Design
The RC2FSEC extension has to provide two fundamental

capabilities:

• Authentication: The FPGA can prove its genuineness to
a client.

• Confidentiality: Tamper-proof and secure data transfer.

Microsemi FPGAs already offer similar features, but they
do not allow partial reconfiguration preventing virtualization
and thus, an efficient cloud deployment. Furthermore, their
reputation got a big hit when a backdoor was discovered, which
reveals sensitive private keys [51]. The impact of this backdoor
could have been minimized, if a more sophisticated protocol
offering perfect forward secrecy would have been used. Thus,
the RC2FSEC extension implements the well established and
thoroughly researched TLS protocol for bitstream and data
transfers.

Hence, an embedded TLS processor is required, which
is implemented as part of the RC2FSEC extension shown in
Figure 11. It does not feature all possible algorithms due
to resource constraints, only efficient primitives in terms of
performance per logic gate were selected. The initial key
exchange follows the Diffie-Hellman algorithm using ellip-
tic curves (ECDH). An advantage over RSA is the cheap

generation of new key pairs, making perfect forward secrecy
available. Thus, every connection is encrypted with a unique
key, compromising one does not affect other connections
to the same FPGA. The device’s permanent private key is
only used to authenticate it through the elliptic curve digital
signature algorithm (ECDSA). It reuses the elliptic curve
primitives, saving a significant number of resources. Resources
can also be saved by combining encryption with authentication.
AES128-GCM is an authenticated encryption scheme with
high performance hardware implementation, which are also
available for CPUs. Finally, SHA256 computes hashes during
the handshake.

C. Transfer Protocol
Figure 20 shows the handshake procedure. The client

initiated it with a vFPGA request, a key share (CKS) and some
random data (CR). The unencrypted request can be used by
the cloud provider for billing and scheduling. If the request
is unjustly blocked by a cloud provider or evicts another
legitimate client, only their quality of service suffers, but not
the security of clients’ data. Through a complete reset of the
vFPGA previous configurations are no longer accessible, and
even if data remains in buffers or external memory it is still
encrypted.

After the vFPGA reset, a TRNG, which is part of the
RC2FSEC extension, generates the session random (SR) and
an ephemeral session private key (SPK). With the SPK the
public session key share (SKS) is calculated. This new key pair
is used to complete the ECDHE key exchange. The resulting
shared secret is along with the CR and SR feed into a well
defined PRNG. Its output is used to derive various symmetric
keys and nonces ("sym"), which are right away utilized to
encrypt the FPGA’s certificate. Additionally, a hash over the
transaction so far is calculated, signed through ECDSA with
the device’s private key, encrypted and then appended to the
certificate. Finally, a second hash over the whole handshake
including the CR, CKS, SR, SKS, the encrypted certificate and
first hash is calculated, then encrypted and the package is send
to the client. Upon receiving it, the unencrypted SR and SKS
are used in the same way to derive the symmetric keys and
nonces ("sym") through ECDHE and the PRNG. With them,
the rest can be decrypted, the certificate and public key verified
and the hashes checked. At last, the client also calculates a hash
over the whole transaction, now including the second hash, and
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prepends it to the bitstream. Together they are encrypted with
"sym" and transferred to the FPGA. There, after the hash was
compared to a locally computed one, the vFPGA bitstream is
programmed and the partition ready for use.

If any errors occur or the client uses standardized but not
implemented functionalities, the handshake aborts, resets and
returns the system into a safe state in which it accepts new
connections.

D. Configuration Filter
The configuration filter protects the RC2F as well as other

clients’ vFPGAs from unwanted modifications, thus, satisfying
§R 4. This is possible due to the frame based structure of
a bitstream, which is a sequence of commands and data.
After a synchronization pattern and some set up, the actual
configuration is represented by a repeating series of addresses
and data. On a Xilinx 7 Series FPGA each frame consists
of 101words and a full bitstream of a XC7VX485T contains
50 176 frames [53]. A vFPGA is smaller and constraint to a
specific area on the chip, which is described by a certain set
of frames. The addresses of those frames are extracted during
the design phase and do not change later on. They determine
the allowed area a client’s bitstream can influence.

The configuration filter, shown in Figure 21, acts as a
proxy and is located before the ICAP. It receives the decrypted
bitstream, scans for interrupting commands like global reset
or shut down and blocks them. Its analyzer also detects the
command to set the frame address. The address is passed to a
set of six detectors, one for each vFPGA slot.

Each checker uses a set of predefined ranges, in Figure 21
five ranges are illustrated, to determine if the current address
is within the enabled area. Their results are masked by the slot
signal so that the check is only valid for the newly allocated
vFPGA. If there is a match, i.e., the address is within the
allowed ranges of the current slot, the configuration is passed
on to the ICAP. Otherwise, this part of the bitstream is replaced
with no-operation (NOP) commands.

The bitstream format is designed as a continuous stream
with implicit addresses, in other words not each frame has
to have a header specifying its address. A modified bitstream
could start at a valid location and write a continuous sequence
until the implicit address is outside of the allowed ranges.
Thus, the configuration filter cannot only scan for commands
to set the frame address. Through an internal counter the end
of a 101-word frame is detected and, if another one follows
directly afterwards, its address is calculated based on the start
address and the current offset. This implicit address is than
passed to the range checkers for verification.

E. Implementation
The RC2FSEC extension comprises an elliptic curve multi-

plier [54], which is shared by the ECDH and ECDSA cores.
Furthermore, SHA3 and AES cores, developed by Hsing [55,
56], are used. A so called CMD Decoder handles the hand-
shake and manages the other modules. The resource utilization
is shown in Table I.

IX. IMPLEMENTATION RESULTS AND SCENARIO

The resources required for the implementation described in
the previous section are shown in the following with a real-
world scenario based on our motivation from Section I.

Configuration Filter
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frame counter

loadinc f#

word
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NOP

n range checker

A..B C..D E..F G..H I..K
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valid
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n
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Figure 21. Only if a configuration frame is within the ranges (A..B, ...) of
the newly allocated vFPGA slot, it is passed onto the ICAP, otherwise a

NOP command is sent instead.

TABLE I. THE RC2FSEC EXTENSION’S RESOURCE UTILIZATION OF A
XILINX VIRTEX-7 XC7VX485T.

Submodule Slice LUTs Slice Register BRAM Tile

EC Key Processora, b 30,766 15,158 0
CMD Decoder 7,279 8,714 87
Key Store 269 4,379 0
Configuration Filter 119 99 0
AES De-/Encryptionc 9,207 11,640 172
Cross clock FIFOs 1,358 3,000 50

Overall 48,878 42,891 309
a EC processor by [57] b SHA3 core by [55] c provided by [56]

A. Implementation
The resource consumption of our prototype introduced

in Figure 11 is shown in Table III. Furthermore, the table
introduces the size of homogeneous vFPGA regions as outlined
in Figure 16. The FPGA resources of every vFPGA can be
described with the vector #»ρ , which can be defined as shown
in Equation (1):

#»ρ =

(
SliceLUTs

SliceRegister
BlockRAM

DSP

)
(1)

The vector #»ρ is used in the following to calculate the
FPGA resources inside a vFPGA. The aggregated FPGA
resources of the homogeneous vFPGAs #»ρ vFPGA can be
calculated using Equation (2):

−→ρ vFPGA(NvFPGA−Slots, NFrontends) = NvFPGA−Slots

·−→ρ vFPGA−Slot +NFrontends · −→ρ PPR
(2)

In Equation (2), the vector −→ρ vFPGA−Slot describes the
resources of a single vFPGA region, NvFPGA−Slots is the
number of aggregated vFPGAs, NFrontends is the number of
used frontends for the vFPGA and #     »ρppr represents the partition

TABLE II. SIZE OF A SINGLE BITSTREAM FOR A VFPGA REGION, NUMBER
OF POSSIBLE POSITIONS INSIDE THE FPGA AND SIZE OF THE VRAIS.

Single Dual Triple Quad Quint Hexa

Bitstream (MB) 4.8 9.0 13.0 17.3 21.3 25.3
Locations 6 5 4 3 2 1
vRAI (MB) 33.6 54.0 65.0 69.2 63.9 50.6
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TABLE III. NUMBER OF AVAILABLE RESOURCES INSIDE THE STATIC AND THE AGGREGATED VFPGA REGIONS AND UTILIZATION OF STATIC CONTAINING
INFRASTRUCTURE AND HYPERVISOR. THE PARTITION PIN REGION (PPR) IS NECESSARY TO EXCLUDE AND ISOLATE UNUSED PARTITION PINS (PP).

FPGA-Ressource Static Utilization of static region PPR Into aggregated vFPGA regions and maximal number of frontends

region HFa Pb Ec Md Total Single Dual Triple Quad Quint Hexae

Slice LUTs 94,824 26% 3% 2% 11% 42% 1,200 28,400 56,800 85,200 113,600 142,000 188,400
Slice Register 189,648 11% 2% 1% 4% 18% 2,400 59,000 118,000 177,000 236,000 295,000 376,800
Block RAM Tile 369 23% 2% 2% 3% 30% 0 105 210 315 420 525 630
DSPs 726 – – – – – 20 340 680 1,020 1,360 1,700 2,040
aHF: Hypervisor and Frontends bP: PCIe-Endpoint cE: Ethernet dM: DDR3 Memory eLargest region without considering homogeneity

TABLE IV. RECONFIGURATION AND MIGRATION TIMES IN SECONDS FOR
DIFFERENT SIZED VFPGA-INSTANCES.

Operation Size of the vFPGAs

Single Dual Triple Quad Quint Hexa

(1) Readback (s) 0.76 1.43 2.07 2.76 3.39 4.04
(2) Relocate (s) 0.05 0.07 0.10 0.13 0.15 0.18
(3) Configuration (s) 0.04 0.06 0.09 0.11 0.13 0.15

Migration (s) 1.72 3.15 4.51 5.98 7.34 8.79

pin region (PPR) necessary to exclude the unused frontend
interfaces from the grouped vFPGAs. When a frontend is used
by a vFPGA, the resources inside the PPR are available to the
user design inside the vFPGA. The open frontends, which are
not used by the vFPGA are therefore treated as stubs and are
securely sealed using a partial vFPGA bitstream. The resources
of the corresponding PPR are not available inside a vFPGA.
All regions except the largest one (Hexa), which has only one
possible position, are homogeneous.

The throughput between vFPGAs and host (PCIe Gen2 8x
on a Xilinx VC707) with different numbers of concurrently
active vFPGAs is shown in Figure 22. The throughput of a
single design is limited by a user clock of 100 MHz and a 64-
bit data interface. Starting from three vFPGAs, a limitation
due to the concurrent users occurs. The throughput shown
in Figure 22 is the minimal guaranteed throughput for each
vFPGA.

The size of the vRAI packages and the number of possible
locations on the physical device are shown in Table II. With
69.2 MByte, a quad vFPGA with bitstreams for three possible
positions and a mask file for context migration is the largest
vRAI package. Table IV shows the times for configuration, de-
sign readback and relocation, as well as a complete migration
process for different sized vFPGAs.

B. Scenario

In the following, we show a scenario based on a typical
real-world application for our virtualization approach. The goal
is to migrate vFPGA designs to achieve a high utilization as
shown in Figure 23(e). In a system with jobs arriving and
being finished at different points in time, situations as shown
in Figure 23(c) can occur. The fragmentation of the physical
FPGA restricts only one small vFPGA and one aggregated
double sized vFPGA. By migrating the design from user 3 from
vFPGA 5 to vFPGA 0 as shown in Figure 23(d), an area for a
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Mean std

0.5 688.3617884015840679.183660250612 663.789445311988 685.218706246179 675.3144199830440671.825548648674 674.8449959587550673.4199356396930668.913417181503 678.5291360575810675.94010536796106.9245854588828

1 719.0131107472770732.7200097719490739.1197637827530728.700374787284 739.9941172173390723.5786156041460737.5745301125040 738.6479176505350730.8853387879290732.7832661396960732.3017044601410 6.6467872641011

2 763.1805656321630766.1097056047190764.814234378617 764.777872804452 763.8209149097020766.7515597130850765.6901346983110766.0689849035990761.912678997624 764.8338465505460764.79604981928201.4087603127583

4 784.1534608223810781.7523409747550780.3917752803430779.0620793860330781.1233505009000782.4752085553700783.0205033520190782.6661357738370782.1714713212690783.0613329482720781.9877658915180 1.3982248593214

8 792.1075053910290791.9719608443870791.4184336668830792.6591811325380792.0159201022270790.8749636035930790.6521735368640792.5137229316790793.0785954720410793.1026496847230792.03951063659600.8059270532933

16 796.3234045077900795.4000886660250796.9151256663080796.2905732777260795.7848458390200796.8842601218870796.1475610959860798.2477994700770796.959284185946 797.2549340211990796.62078768519600.7700823304090

32 799.3901408969590799.4628845424520799.3543226315620799.539967075736 799.5054469224690799.9750964645540799.0790606028520799.2541378028600799.5227856944880799.3932374865330799.44770801204700.2200507351250

64 801.1798551654690800.5890658040060800.8800089929530800.7391225150270801.0789927954330800.5477262503640800.8875833834980801.183666195989 800.7929674553260800.3112705350860800.81902590931500.2702825201301

128 801.9569618560420801.6485310843900801.8368918091750801.4583730305550801.8399161615840801.6807184117210 801.7176901504480 801.6891754078440801.7299711712760 801.6109532478750801.7169182330910 0.1312041000567

256 802.3407481346790802.3332176608980802.3010270939640802.2469920448380802.2486720057400802.3483782846300802.2485092775120802.3303031677810802.2182265865060802.3017635654040802.29178378219500.0448712141281

512 802.4924439190780802.5527987669010802.4464695489650802.5289118336600802.5016033447530802.4892260454040802.4675128083170802.5535421444230802.5377065678640802.421475706819 802.49916906861800.0426239141019

1024 802.3407481346790802.3332176608980802.3010270939640802.2469920448380802.2486720057400802.3483782846300802.2485092775120802.3303031677810802.2182265865060802.3017635654040802.29178378219500.0448712141281

Single Total

Mean std

0.5 721.579250014436 716.193650249308 696.340303827524 715.759338979524 704.725094708091 698.610601051237 703.899234242015 707.403861808604 698.417554414334 709.000567642021 707.192945693709 8.0626069103406

1 768.500576807489 791.376052298518 789.277585150507 784.423002430568 802.626514597275 772.749834365874 788.12274879619 793.845236472085 776.500594888796 790.47849384965 785.790063965695 9.88067702195953

2 878.150461251819 885.738483566697 848.631577608938 873.971746541661 880.654022536256 865.078878993479 871.40311426631 856.826589001251 844.261264267875 877.005592072157 868.172173010644 13.3337862858238

4 890.552046659215 962.454772900907 954.2257852425850955.819782834515 888.804847818131 954.331338151004 975.516572771963 980.957735417509 939.089592612337 979.865177337884 948.161765174605 31.7665962932475

8 1052.13517787378 1032.09585990531001062.89865916848001037.63764316943 1047.48911335469 1077.91473654171 1038.7325816591 1079.82567760655001063.90884681089 1045.18773324481001053.78260293348 15.8742445550638

16 1154.90101697405001166.62109666795 1162.68047550772 1146.92914054620001169.98424109509001185.77345247845001155.93862611109 1214.58292669317 1169.31732355856 1179.84568806176001170.6573987694 18.3097782607925

32 1265.26075843506 1225.81844752634 1284.60490337084 1265.78666341931 1277.32921908368 1356.55723893967001259.24938971507 1278.70154405916001268.49542496587001329.99099172525001281.17945812402 35.0629019730244

64 1472.25690532403001460.02181656888001462.21098173912001455.02765216707 1474.16777461148001448.57297060923001429.88195446342 1475.49257572975 1433.52859388993001465.15412742142001457.63153525243 15.2625961534979

128 1548.05036634474001579.12299575260001572.10519590028001575.85376944475001587.42595713332001587.38881636955001576.79089059973001557.94525349025001575.55791685777001588.90460302636001574.91457649194 12.4415666028133

256 1604.76335581882001604.54127521724001604.75898124955001604.72201969187001604.73363414471001604.81168891225001604.74712544806001604.84122429605001604.71869597388001604.77697160310001604.74149723555 0.0761550464931

512 1605.08928534739001605.14738111908001605.01586546954001605.13012205604 1605.09048943666001605.09359528059001605.07053043761001605.14853284007001605.14413866590001605.0198339338 1605.09497745867 0.0467157954049

1024 1604.76335581882001604.54127521724001604.75898124955001604.72201969187 1604.73363414471001604.81168891225001604.74712544806001604.84122429605001604.71869597388001604.7769716031 1604.74149723555 0.0761550464931

Dual Write

package size (MB) MB/s

0.5 580.1670375081180 575.420950894716 637.9764652477680 632.3631178875170 618.7857725732460 587.6793148441670 595.0227864291100 596.8631159410220 613.4682510979670 596.4493421092830 604.9672337673170 601.8526406888550 589.3495419642020 606.0773719043250 588.0719876792850

1 639.4241559760190 636.3152070269880 662.9979926212930 635.8336510305170 643.6936420568500 627.0453654351860 627.8015284269820 625.7725393474780 637.9207481033040 658.7506520070650 624.4438548732000 647.4920078224260 641.3282054559450 656.8736881161390 617.3289354839640

2 662.8311107359240 667.2778578586350 673.9988406190100 664.189475601792 666.8407601638870 672.0566115383060 655.7285070940590 671.3781718366050 652.5475217742860 670.3856777682030 663.6794881145610 659.9717256432850 691.6714865558650 662.307784095579 677.4517110478470

4 688.1224665444970 666.1021369556740 672.8201531770160 678.5238835116490 683.4336950494040 669.0530982184440 682.9692638433720 674.2518821700150 670.6928264366480 671.3140546724210 703.2215234251910 662.1694247762100 667.9708858901080 685.3017446447330 677.9483651967540

8 681.7475228427830 674.143828229042 681.278733595502 676.0539392837550 676.4675612434210 677.8281850286180 674.2978235243190 678.540150588875 676.2128009868530 671.5959572899250 681.7108940492180 675.8354601135040 676.8743824262210 678.8213431748160 677.627827949221

16 679.6910865154430 678.6883857558260 686.0856002135590 679.7054464919380 686.8941824657530 680.7715381280240 682.6259789876750 679.8450441688950 686.78641789165 676.6978306115540 685.8936682249970 676.6253116271230 683.2161809093870 683.1483023466420 687.1920735670720

32 685.8216495443650 681.397397418916 682.2149868187660 680.5229812984190 682.223987872999 680.5814957138140 685.6347836747920 680.6703986481740 685.3275444921030 680.8677560759220 684.9105495825090 679.4337921876400 684.8732934495920 677.9219275211300 680.0823101416080

64 689.3217212299840 679.8273794736740 688.0924458839760 687.4691913117880 688.8274986241260 682.4367704260160 684.6957613467580 680.5118012161570 687.9120773599860 684.3076937293870 682.1897323071870 679.5556646755690 684.9784032898270 684.7394594196890 682.8007499359480

128 691.8620061861510 685.451569768488 691.8656196149180 685.0824953198360 683.2206980224340 678.083292653083 681.4944817319460 681.0634223882900 680.6440179126430 675.6057140732170 688.7042486711100 686.391310295755 690.7248531401310 686.2960506714650 689.4782884247400

256 690.7955321634470 685.932316647948 594.876668446798 582.0235541843230 627.8143960956230 619.1390327422300 692.2465350949870 686.9674163522670 690.9770643904220 686.6707680385710 600.2035697440260 613.82591304983 688.5808746355590 684.6491621845330 689.4321159097110

512 581.2327277088570 579.323765147584 690.260459101332 685.3372276249020 690.7929142281990 685.6223986601450 590.0381085221900 581.8292163496330 691.6032344057310 687.4543140176220 588.3406580333870 585.1098187475980 688.6972577061740 684.404685576521 691.7298424553280

1025 690.7955321634470 685.932316647948 594.876668446798 582.0235541843230 627.8143960956230 619.1390327422300 692.2465350949870 686.9674163522670 690.9770643904220 686.6707680385710 600.2035697440260 613.82591304983 688.5808746355590 684.6491621845330 689.4321159097110

Triple Write

package size (MB) MB/s

0.5 421.6135677555340 380.3337271005470 412.66828212236300 403.3748215557630 416.5795961154890 416.2320792070000 477.5120992147620 392.6716665715840 431.5925429887530 524.7856238679450 488.4110152703810 503.22527041973600 446.7097053336820 382.9809373019320 450.79025823813700

1 445.63199460796700 435.133536457984 458.8711849565170 485.72053271112400 453.19081430620900 490.1098945439800 516.8033102617100 479.67130773131100 411.1643109341050 418.5573971788140 430.1115310224440 435.5761530838220 426.69454120897200 450.15497145712800 439.17778911207100

2 461.2317328559830 437.1755876442960 455.42005912129000 467.92961369855600 448.7765282759580 458.492628727456 439.05477646166000 454.99597820748700 455.94292379155900 434.4229555894980 470.30371295289800 459.34221437359600 445.42023577688200 441.6696758706050 452.0262132996910

4 461.78531281435500 440.9343687037080 456.1170914057120 454.06387844654400 455.5553860129430 456.5563690364200 457.5799436336060 457.38658560656800 448.21267921403900 447.9310404130220 456.9738594598380 453.7715566638210 453.88264111828700 437.065946935516 453.06635120209300

8 448.9799566555940 453.14218739465900 454.9587701465120 454.0609502442140 456.6050276370400 457.5212196788350 456.4106130674650 453.4731951748180 455.6484684021290 510.00443612242300 503.51238270350900 529.2488682675370 454.0096888202360 455.36843003116700 454.73964564765300

16 453.15284306315200 448.2126032056190 453.66105966286500 454.90143971576700 454.8256999338990 456.4659292152790 454.9965746945530 451.0987905996600 454.5484756489670 457.1793629154410 450.3318092316500 455.3840189236560 473.5449973573070 438.1136138747300 475.4605071829540

32 453.3149929521250 454.7264598752790 454.56968242807100 451.96723846592000 456.46457085925800 455.86154774386400 451.7633428911720 454.8593335211560 451.3862131228880 455.2840012003640 455.8004614550520 456.6398473503560 456.1501956316440 458.10289013261100 456.3908254756960

64 457.86022323081200 458.69613280438200 458.39984547164800 457.7654803690270 458.33673658177100 458.86609249296400 457.4576916463180 458.36037572977200 458.54228535064800 454.99599327027200 455.9977665494620 455.21704607654600 455.11701728102500 457.0080197038990 455.4848730959740

128 457.19629046720500 457.7095653039150 457.6769034335940 453.54027358820900 454.3422367519620 454.155790239711 455.72621118916600 456.47948668809700 456.4239368607460 455.2066579673970 456.42457499152000 455.7884119765600 455.9771857323680 459.07143101644300 457.20465319054800

256 454.9251794501560 455.73481829805400 455.25156996822600 456.50718555055500 457.54626599654700 457.41730500569900 453.71708404683900 454.53939617141400 454.6491585491150 455.3284208608260 456.1071015129660 456.34148559677000 456.18837409415000 456.99493112734400 457.23328397514500

512 455.8385628737450 456.58589039633000 456.77010159753300 456.06712550861900 456.72922118840900 456.80745717162800 455.9219373033600 456.5686413485650 456.6957972684540 456.0448265813670 456.8399155281810 456.8819286480710 454.64172767828300 455.37372937292800 455.37205519835500

1024 454.9251794501560 455.73481829805400 455.25156996822600 456.50718555055500 457.54626599654700 457.41730500569900 453.71708404683900 454.53939617141400 454.6491585491150 455.3284208608260 456.1071015129660 456.34148559677000 456.18837409415000 456.99493112734400 457.23328397514500

Dual Read

0.5 34.51671819327300 34.02895730234180 33.21555343008770 32.936605102941200 31.21429530549990 30.852226264752600 35.7520442417061 35.299436476984500 37.05293158988080 36.59217858932130 36.78656387888570 36.36017760359220 29.252954203078800 23.506556589540600 23.097409643697500

1 61.5816598527248 60.842109599416700 67.3402450821021 66.61557152935190 65.56436627260270 64.93168236987240 57.91851510845980 57.209481858502100 55.74563970380320 55.147568389732900 60.356195834820200 48.37811659663180 63.3226578333319 62.607045685853400 68.25350731144450

2 111.45417420988400 110.34516245051200 118.48046409165000 116.91942586816400 106.04128847146100 105.41164421966500 118.53697204589900 79.82978368751910 104.08962895387900 103.6823894784390 112.33549351293500 91.21077364802780 100.64587482810400 100.00835456829200 104.43685918258900

4 141.08288048367600 140.0872479808770 175.1457588172340 173.82250377500200 170.66664971245800 168.9904890090820 175.27422906655300 173.8976433511540 182.98162871760700 181.24015102082400 186.585333203758 185.45857652916800 144.56851275162900 201.68112220269200 172.43356809703400

8 259.79562372905400 258.47285019174200 273.2954954164430 272.18223154246600 243.10038475244700 274.5043307062900 235.4441240312100 265.38171687707400 234.33413481310000 263.09510631259600 269.31361616588800 267.4013481364190 270.73913297953300 269.11918693430500 292.8516462777240

16 365.28063970439900 399.5068397928860 385.58914427668300 351.44008188902700 408.0759846119500 408.752129821807 377.5840444691020 344.52547329045900 297.9752253047210 297.7211014998660 386.67598891505400 351.6004030582880 371.8455130729040 341.2448010720330 368.4245764009930

32 486.4472012544090 434.0939088972200 531.6366830371580 497.42803956615600 449.2651956545210 426.73541275822000 475.65644679077000 448.54333161960500 438.2781081237010 463.79999776737200 479.7422693206620 480.91289114106000 482.70835344896900 455.4332217643780 492.2182737926980

64 589.5865527221350 644.2698293280880 686.4045235601160 647.5305978770350 679.9209795203020 639.6203613523280 649.9354467982010 660.0932114616390 688.4624470329710 645.0530667055520 617.2229954698660 663.3166162116200 629.570638954476 684.8926070198570 683.0015001399360

128 691.7825150783900 686.7582929762120 691.2734187855180 685.8351951026360 682.3708371409680 677.3554496040050 682.8706867685370 681.6294199211110 680.683864533321 675.6584915078300 688.8588384896980 685.8790062243170 689.49942262763 686.7541613420520 689.9958850047030

256 690.9156955657590 686.4305136449090 542.7665964842080 537.1516120103100 563.5384374422090 560.2265637715630 692.2525854044770 687.4633309255300 691.6245491119540 686.3686703296470 536.2193463215770 541.9960782574280 688.2749546773080 684.6869482134640 690.1999990978220

512 557.7408046549080 557.3665400103840 690.2527115490580 685.5893963713770 690.6849629471290 685.9144467415530 554.0768137796780 550.4001739764760 691.813612517017 687.8577629340040 559.0578283851180 558.0018366901850 688.9218483621950 684.51884074604 691.4790735964100

1024 690.9156955657590 686.4305136449090 542.7665964842080 537.1516120103100 563.5384374422090 560.2265637715630 692.2525854044770 687.4633309255300 691.6245491119540 686.3686703296470 536.2193463215770 541.9960782574280 688.2749546773080 684.6869482134640 690.1999990978220
Dual Total

0.5 614.683755701391 609.449908197058 671.192018677856 665.299722990458 650.000067878746 618.53154110892 630.774830670816 632.162552418006 650.521182687847 633.041520698604 641.753797646202 638.212818292448 618.602496167281 629.583928493866 611.169397322982

1 701.005815828744 697.157316626405 730.338237703395 702.449222559869 709.258008329453 691.977047805058 685.720043535442 682.98202120598 693.666387807107 713.898220396798 684.80005070802 695.870124419058 704.650863289277 719.480733801993 685.582442795408

2 774.285284945808 777.623020309147 792.47930471066 781.108901469956 772.882048635349 777.468255757971 774.265479139958 751.207955524124 756.637150728165 774.0680672466410 776.014981627497 751.182499291313 792.317361383969 762.316138663871 781.888570230436

4 829.205347028173 806.1893849365520 847.9659119942500 852.346387286652 854.100344761862 838.0435872275250 858.243492909924 848.1495255211690 853.674455154255 852.554205693245 889.806856628949 847.628001305378 812.539398641737 886.982866847425 850.381933293788

8 941.543146571837 932.616678420784 954.574229011945 948.236170826221 919.567945995868 952.3325157349080 909.7419475555280 943.921867465949 910.546935799953 934.69106360252 951.024510215105 943.2368082499240 947.613515405755 947.940530109121 970.479474226945

16 1044.97172621984 1078.1952255487100 1071.67474449024 1031.14552838096 1094.9701670777000 1089.52366794983 1060.2100234567800 1024.37051745935 984.761643196371 974.4189321114200 1072.56965714005 1028.2257146854100 1055.0616939822900 1024.3931034186800 1055.6166499680600

32 1172.2688507987700 1115.49130631614 1213.8516698559200 1177.95102086457 1131.48918352752 1107.31690847203 1161.29123046556 1129.21373026778 1123.6056526158000 1144.66775384329 1164.6528189031700 1160.3466833287 1167.58164689856 1133.3551492855100 1172.3005839343100

64 1278.9082739521200 1324.0972088017600 1374.4969694440900 1334.9997891888200 1368.7484781444300 1322.0571317783400 1334.6312081449600 1340.6050126778000 1376.3745243929600 1329.3607604349400 1299.4127277770500 1342.8722808871900 1314.5490422443 1369.6320664395500 1365.8022500758800

128 1383.6445212645400 1372.2098627447 1383.1390384004400 1370.9176904224700 1365.5915351634000 1355.43874225709 1364.3651685004800 1362.6928423094000 1361.32788244596 1351.2642055810500 1377.5630871608100 1372.27031652007 1380.22427576776 1373.0502120135200 1379.4741734294400
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1024 1381.7112277292100 1372.3628302928600 1137.6432649310100 1119.1751661946300 1191.3528335378300 1179.3655965137900 1384.4991204994600 1374.4307472778000 1382.6016135023800 1373.0394383682200 1136.4229160656000 1155.8219913072600 1376.8558293128700 1369.3361103980000 1379.6321150075300

Triple Read
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8 211.9595232695450 237.1642327881580 137.65768382276400 245.65674964646900 246.23912994309800 243.9385104427490 256.8037776691360 229.72572083178200 256.0343368803250 249.78870933351100 250.08892831143400 248.15679249096700 246.68872691421800 198.02229757270100 196.85899551967100

16 321.67510918593900 323.9096865043190 320.28151400909100 271.9834073026710 314.5944293270820 313.33487765926200 319.972680755443 322.6520120938330 318.2683473512340 270.3720571152570 315.444133555583 269.7460170237100 273.7041148046790 340.585173477031 274.30155329786000

32 380.19899450431800 380.5390490526990 379.3930936073740 376.69444715815400 372.94531581458200 373.680596122969 369.9660577568680 311.8724941532770 370.4632647996590 376.3171349842760 376.7926524566250 375.68145324664200 386.19741040076000 323.4969873336930 322.8805491446850
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Figure 22. Throughput between host and FPGA with different numbers of
concurrent vFPGAs. The diagram shows for each number of vFPGAs the

average throughput of one representative vFPGA. The aggregated throughput
is thereby the average throughput of all vFPGA compositions on the device.

group of three vFPGAs (triple) becomes available and makes
higher utilization of the physical device possible.

C. RC3E Large-Scale Datacenter Simulation

To evaluate the behavior of resource management, and in
particular the benefits of virtualized FPGAs as well as their
migration in a cloud, the RC3E simulator was developed.
The results of the simulation are shown in Figure 24. In
addition to the average number of allocated compute nodes,
the table shows their energy requirements and the utilization
of the FPGA resources available to the user. The Service Level
Agreement (SLA) also specifies what proportion of the work
packages will be processed within a certain time period (2.5 s)
in order to be able to assess the system behavior with regard
to the quality of the provision of the resources.

The energy requirement of the cloud is reduced to 69.35 %
in the RC3E simulation in the reference scenario in load
scenario (I) through the use of FPGAs and the utilization of
the physical FPGAs is 27.34 %. RC2F virtualization reduces
energy consumption to 24.43 % and increases the physical
FPGA utilization to 78.14 %. An additional migration of the
vFPGA instances to defragment the system increases utiliza-
tion to 85.07 % and reduces energy consumption to 22.99 %.
The SLA increases slightly by 0.04, or 0.02, as the virtualized
resources are available faster than a re-allocating compute
node. The additional migration contributes only marginally to
saving resources and energy. However, the process of migration
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(a) Single userdesign in the classic RSaaS model, which allocates a full
physical FPGA without utilizing the entire FPGA.
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(b) Approximate full utilization of the FPGA with six independent users
and designs.
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(c) Fragmentation of the physical FPGA caused by dynamic de- and
allocation.
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(d) Defragmentation providing aggregated vFPGA regions for larger
designs.
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(e) Utilization of the free region with a design using three aggregated
vFPGAs (Triple).

vFPGA-Slot 3:    I 7 - k-Means-vFPGA 
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(f) Example of a k-Means design using the largest vFPGAs with six
Slots (Hexa).

Figure 23. Scenario with different users and designs on a Xilinx Virtex-7 XC7VX485T with six (vertically) scalable vFPGAs.
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Table 1

Last I Last II

Basis +FPGA +RC2F +Migration Cloud RC2F Migration

Rechenknotena 357 132 26 24 376 128 25 24

Auslastung — 27,34 % 78,14 % 85,07 % —% 26,74 % 94,24 % 97,82 %

Rechenknoten (%) 100,00 % 36,97 % 7,28 % 6,72 % 100,00 % 34,04 % 6,65 % 6,38 %

Energiebedarf 35,37 24,53 8,64 8,13 287,37 225,12 89,48 83,06

Energie (%) 100,00 % 69,35 % 24,43 % 22,99 % 100,00 % 78,34 % 31,14 % 28,90 %

SLA 0,91 0,87 0,91 0,85 0,96 0,94 0,92 0,91
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Figure 24. Comparison of the different system configurations within the
RC3E simulation.

TABLE V. RESULTS OF THE RC3E SIMULATION FOR THE SYSTEM
CONFIGURATIONS WITH (1) SIMPLE COMPUTE NODES WITHOUT FPGAS,
(2) ADDITIONAL FPGAS WITHOUT VIRTUALIZATION, (3) RC2F FPGA

VIRTUALIZATION, AND (4) ADDITIONAL MIGRATION. THE SCENARIOS ARE
THE LOAD DATA OF A REAL WEB SERVER [58] WITH 47,748 WORK

PACKAGES OVER 1,440 MINUTES.

Cloud (1) +FPGA (2) +RC2F (3) +Mig(4)
Compute Nodea 376 128 25 24
FPGA Utilization ( %) — 26.74 94.24 97.82
Energy Demand ( kWh) 287.37 225.12 89.48 83.06
Energy Demand (%) 100.00 78.34 31.14 28.90

SLAb 0.96 0.90 0.92 0.91
a Average number of allocated compute nodes.
b SLA: Share of work packages being processed within 2.5 s.

adversely affects the SLA because migration is a high priority
and new resources are delayed.

Based on the results of the RC3E simulation, it can be
expected that both virtualization and the associated migration
of vFPGAs can result in resource savings and thus energy
without significantly reducing the SLA. The high savings
can be explained by the chosen demonstrators and the work
packages based on them. If the vFPGA designs completely
expose the physical FPGA, virtualization can not save compute
nodes and reduce power consumption. However, the migration
allows the migration of the vFPGA images to other compute
nodes, providing the ability to move parts of the system locally
for maintenance, for example.

In addition to evaluating how virtualization and migration
affect the optimization of utilization and energy consumption,
the RC3E simulator also validated the mapping of vFPGAs to
physical FPGAs and compute nodes.

X. CONCLUSION AND OUTLOOK

This paper presented a comprehensive virtualization con-
cept for reconfigurable hardware and its integration into a
cloud environment. Our definition of the term virtualization
is inspired by traditional VMs whose functionalities are trans-
ferred to reconfigurable hardware. We develop a paravirtual-
ized infrastructure on a physical FPGA device with multiple
vFPGAs. The concept is integrated into a framework, which
allows for interaction with the vFPGAs similar to traditional
VMs. We create homogeneous regions for the vFPGAs on the

Table 1

---inhomogen--- homogen leer 15 x vFPGA infra komplett

CLB LUTs 68.160 63.360 4.800 950.400 188.640 1.182.240

LUT as Logic 68.160 63.360 4.800 950.400 188.640 1.182.240

LUT as Memory 35.040 30.240 4.800 453.600 95.040 591.840

CLB Registers 136.320 126.720 9.600 1.900.800 377.280 2.364.480

Register as Flip Flop 136.320 126.720 9.600 1.900.800 377.280 2.364.480

Register as Latch 136.320 126.720 9.600 1.900.800 377.280 2.364.480

CARRY8 8.520 7.920 600 118.800 23.580 147.780

F7 Muxes 34.080 31.680 2.400 475.200 94.320 591.120

F8 Muxes 17.040 15.840 1.200 237.600 47.160 295.560

F9 Muxes 8.520 7.920 600 118.800 23.580 147.780

CLB 8.520 7.920 600 118.800 23.580 147.780

CLBL 4.140 4.140 0 62.100 11.700 73.800

CLBM 4.380 3.780 600 56.700 11.880 73.980

LUT Flip Flop Pairs 68.160 63.360 4.800 950.400 188.640 1.182.240

Block RAM Tile 120 120 0 1.800 360 2.160

RAMB36/FIFO 120 120 0 1.800 360 2.160

RAMB18 240 240 0 3.600 720 4.320

URAM 64 64 0 960 720 960

DSPs 408 408 0 6.120 360 6.840

Bonded IOB 52 52 0 780 360 832

HPIOB_M 24 24 0 360 28 384

HPIOB_S 24 24 0 360 7 384

HPIOB_SNGL 4 4 0 60 6 64

HPIOBDIFFINBUF 48 48 0 720 14 720

HPIOBDIFFOUTBUF 48 48 0 720 14 720

BITSLICE_CONTROL 16 16 0 240 3 240

BITSLICE_RX_TX 104 104 0 1.560 3 1.560

BITSLICE_TX 16 16 0 240 11.520 240

RIU_OR 8 8 0 120 12 120

GLOBAL CLOCK 
BUFFERs

80 80 0 1.200 3 1.560

BUFGCE 48 48 0 720 3 720

BUFGCE_DIV 8 8 0 120 6 120

BUFG_GT 24 24 0 360 3 720

0

Summe 735.136 680.632 54.000 10.209.480 2.031.120 12.726.240

0,004243201448346090,802238524497416 0,159600950477124

V7-485 2.794.220

Diff 4,55448747772187

16,52 %

83,04 %

0,44 %

62,34 %
6,59 %

31,07 %

Statischer Bereich der RC2F-Infrastruktur und Frontends
Aufgrund der Inhomogenität nicht nutzbare Bereiche
Rekonfigurierbarer Bereiche für homogene vFPGAs

30.191 6.709
92.424

RC2F-Prototyp 
Virtex-7 XC7VX485T

Prognostische Abschätzung für die Cloud 
Virtex-7  UltraScale+ XCVU9P

x 4,55

Table 2

infra inhomogen homogen

Slice LUTs 90560 32600 28400

LUT as Logic 90560 32600 28400

LUT as Memory 36744 14400 13200

Slice Registers 181120 65200 56800

Register as Flip 
Flop

181120 65200 56800

Register as Latch 181120 65200 56800

F7 Muxes 45280 16300 14200

F8 Muxes 22640 8150 7100

Slice 22640 8150 7100

SLICEL 13454 4550 3800

SLICEM 9186 3600 3300

LUT Flip Flop Pairs 90560 32600 28400

Block RAM Tile 358 100 100

RAMB36/FIFO 358 100 100

RAMB18 716 210 200

DSPs 692 340 340

GTXE2_COMMON 
2

GTXE2_CHANNEL 
8

IBUFDS_GTE2 1

BUFGCTRL 7

MMCME2_ADV 2

ICAPE2 1

PCIE_2_1 1
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Figure 25. Size of the different regions of the RC2F virtualization
transferred to a Xilinx Ultrascale+ FPGA.

physical FPGA to optimize the process of vFPGA migration
between different physical FPGAs. Implementation details
are described, the necessary resources and the virtualization
overhead are presented.

The hardware accelerators used by Amazon in the EC2-F1
instances are Virtex-7 UltraScale+ FPGAs [59] on a VCU1525
Acceleration Development Kit with an XCVU9P [60]. A
prognostic transfer of RC2F virtualization to an UltraScale+
(XCVU9P) FPGA provides the partitioning of FPGA resources
into the different domains shown in Figure 25. The usable
range for the vFPGAs is therefore 83.04 % and does not
scale linearly with the size of the FPGA, which is 4.55 times
larger than the Virtex-7 XC7VX485T. Due to the homogeneous
structure of the UltraScale+ FPGAs, the unusable area has
dropped to 0.44 % but still exists, so homogenization is still
required.

One significant result of this paper is that the provision of
homogeneous FPGA resources is possible with state-of-the-
art FPGAs. We think that such approaches are necessary for
establishing FPGAs in modern data centers housing clouds.
Certainly, when cloud providers like Amazon expand their
cloud architectures with high-end FPGAs, such as Xilinx
Virtex-7 UltraScale devices [59] it is necessary to utilize the
hardware efficiently with multiple designs in a scalable frame
inside one physical FPGA. Such kind of flexible approach
allows for adaption the individual resources to the users’
requirements.

In the future, we plan to establish a productive cloud
environment based on RC3E and RC2F at the Helmholtz-
Zentrum Dresden-Rossendorf. The system should serve for
background acceleration (BAaaS) of scientific applications like
[61] and also for FPGA-prototyping (RSaaS) in combination
with continuous integration (CI) [62] to optimize the process
of hardware design and to satisfy the demands for automated
tested FPGA designs for advanced research applications such
as [63]. Other promising application areas are the mapping
of applications and their distribution on a scalable FPGA
cluster [64] and the evaluation of dynamic task offloading
from CPUs to (virtualized) FPGAs during run-time, which
will be developed on a similar system located at the chair of
adaptive dynamic systems at Technische Universität Dresden.
Furthermore, the systems are used to investigate economic
impacts on hybrid (FPGA) cloud systems.
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Abstract—Critical infrastructures (CIs) are essential for the
welfare and prosperity of a society, and failure of one infras-
tructure has a significant impact on our everyday life. However,
a problem in one critical infrastructure is rarely local but often
affects other infrastructures, e.g., limited availability of electricity
affects hospitals, water providers and food suppliers. Even a par-
tial failure of critical infrastructures has consequences that are
hard to predict unless under stringent assumptions. Among other
things, the damage on another infrastructure depends on the
availability of substitutes. While such factors are mostly known,
many external factors such as weather, temporary demand or
load peaks are not precisely predictable so that a stochastic model
is required to describe the state of an infrastructure. The state
of each infrastructure is described by a random variable and
changes its state according to a transition regime that depends
on the state of other CIs but also the type of dependency.
This yields a model of complex interdependencies with unknown
dynamics where the state of a CI is determined by several Markov
chains. Several ways exist to determine the actual state of the
CI under several influences; the most conservative one is to
assume the worst case (by applying the maximum principle).
In this work, we provide a more general view that allows
incorporating dependencies between input providers. Further,
we discuss practical issues such as assessments from several
experts and investigate chances for healing and total failure.
An implementation of the model in R is used to illustrate how
the model may be used in practice to estimate the states of a
dependent CI due to limited availability of a provider. This paper
describes a stochastic model of dependencies between CIs and
discusses issues that arise when applying it.

Keywords-critical infrastructure; stochastic dependencies;
Markov chain; risk propagation; copula.

I. INTRODUCTION

Many Critical infrastructures (CIs) are supply networks
satisfying the basic needs of society, such as power, water,
food, health care or transportation. These CIs naturally depend
on one another, and recent developments such as the increased
use of control systems increase these interdependencies. The
type of dependency is manifold. For example, a hospital
depends on water supply as it needs drinking water for staff
and patients but also cooling water is necessary for smooth
operation. A water provider needs electricity to keep its pumps
running but also for the operation of a Supervisory Control and

Data Acquisition (SCADA) system. These complex interde-
pendencies are not exactly predictable a can thus be regarded
as stochastic [1]. A core characteristic of today’s CIs is the
fact that a failure or limited availability of one CI often has a
considerable impact on CIs depending on it. This has shown in
recent years, for example, the disruption of electric power in
California in 2001 [2] affected several other CIs, a significant
power outage in Italy of about 12 hours [3] resulted in a
financial damage of over one billion euros or the most recent
hacking of the Ukrainian power grid caused a power outage of
several hours [4]. Generally, such dependencies between CIs
can be either continuous, as it is the case of electricity where
a stable supply is required, or instantaneous, for example, if
the CI’s support is just required in an emergency (e.g., police
or fire brigade).

In this work, we consider structures that mutually and
continuously depend on input from several providers, such as
water or electricity (see [5][6] for a more detailed discussion).
Reduced or even missing supply from a critical provider may
cause significant problems for an infrastructure. The actual
damage naturally depends on the degree of failure of the
provider but is also influenced by many other factors such
as availability of substitutes (see [7] for work related to water
supply). Especially consequences of reduced support are usu-
ally not precisely predictable, which is why we use a stochastic
model to describe the condition (state) of a CI based on the
states of its providers. These dependencies may be grouped
depending on nature or importance of the relation. Such an
abstract model can be applied to any infrastructure, as long
as the dependency structure is known and can be classified
qualitatively in terms of “how severe” a provider’s outage is on
a finite scale (say, from 1 to 5; see [8] for a discussion of this
requirement in light of compliance, auditing, and monitoring).
The model thus speaks about different “degrees of failure,”
where the particular meaning of such a “degree” is up to the
specific characteristics of the CI (e.g., status 3 may represent
different things or problems for a water provider than for a
hospital). The basic model is not too complex by considering
only dependencies between two infrastructures at a time and
by grouping infrastructures into different classes with different
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characteristics. However, it is also possible to take into account
dependencies between providers of the same type that could
be used as a substitute in case of limited availability. Making
such a dependence among providers explicit is, for instance,
doable with help of copulas that give the joint probability
distribution as a function of the individual distributions. This
method keeps the complexity still manageable while allowing
for higher flexibility and more accuracy of the model.

Paper Outline

The remainder of this article is organized as follows. After a
recap of selected related work in Section II, Section III intro-
duces a stochastic model for dependencies between critical
infrastructures and its use in practice. Section IV analyzes
the chances of total failure or normal functionality based on
this model, and Section V extends the basic model towards
dependencies between providers of a CI. Section VI shows a
small example, and Section VII provides concluding remarks.

II. RELATED WORK

Several models exist on dependencies among critical in-
frastructures. In [9], a framework for addressing infrastructure
interdependencies is presented that distinguishes five different
classes of critical infrastructure interdependencies (including
dependencies of information and communication technolo-
gies). Recent models consider random failure and stochastic
dependencies, for example, a multi-graph model that analyze
random failures and their effects on critical infrastructures
[10]. Other models explicitly look at interdependencies of
higher order to identify and assess the effect of failures not
only for “consumers” but also for subsequent infrastructures
in the dependency chain [11][12]. Cascading effects have
been investigated in [13] using an Input-Output Inoperability
Model (IIM) based on financial data and Hierarchical Holo-
graphic Modeling (HHM) [14] has been used to describe
the diverse nature of CI networks and to analyze failures
therein. Interdependency graphs are another popular tool for
development of methodologies to describe the propagation of
failures and cascading effects. Examples include the Cross
Impact Analysis (CIA) [15], [16] or the Cross Impact Anal-
ysis and Interpretative Structural Model (CIS-ISM) [17]. The
Input-Output Inoperability Model (IIM) [18], [19], [20] also
provides a detailed view on interdependencies between CIs
where linear equations model the consequences. However,
these effects are in general measured according to economic
aspects, which is only one (and not always the most im-
portant) point of view, especially when looking at critical
infrastructures. Models that include a more detailed description
of the infrastructures are based on Bayesian networks [21]
as, for example, the Hierarchical Coordinated Bayes Model
(HCBM) [22], [23], [24] or other approaches (cf. [25] and
references therein). These models take into account effects
of extreme events as well as events with only spars data but
can also focus on technical dependencies, see, e.g., [26]. Our
basic model is related to various approaches by simulation
and co-simulation [27][28][29][30][31]. Typically, these are

applicable when the analyst is much more informed about
the infrastructure in question since the simulation depicts the
internal dynamics (even up to the level of actual network
packets to be exchanged). Our perspective is much more high-
level and assumes the absence of this detailed information
but rather assumes categorical valuations of interdependencies
(cf. [5][32][33][34] for more comprehensive overviews), as it
is often done in risk management. The stochastic dependency
model used here can also be understood as a part of a classical
risk management analysis [35].

More formal models include coupled complex systems [36]
that are more exposed to large-scale failures or models as
described in [37] that describe the increase and the decrease
of random failures. Most popular among the stochastic models
are Markov chain models. The Interdependent Markov Chain
(IDMC) model describes cascading failures in interdependent
infrastructures [38]. Conditional Markov transition models are
applied in electric power grids [39] and a model including
higher orders by adding memory to the Markov chain is
presented in [40].

III. STOCHASTIC DEPENDENCIES BETWEEN CRITICAL
INFRASTRUCTURES

We first describe a basic probabilistic model of dependen-
cies between critical infrastructures in Section III-A and then
show some issues when applying it. Potential application to the
problem of measuring the resilience of critical infrastructures
is given in [41]. Here we show that this model is capable of
incorporating assessments from several experts, see Section
III-B, and how it can be of use when applying risk man-
agement best practices to increase security in Section III-C.
Finally, we sketch how the model can be implemented in
Section III-D.

A. The Model

Dependencies are often modeled through a directed graph
where the nodes represent the various components, and a
directed edge describes that the target node depends on the
start node. This simple model can also be used to describe
interdependencies between critical infrastructures. A high-
level view on a system of CIs lets nodes represent the different
CIs and a directed edge from CI 1 to CI 2 indicates that
CI 2 depends on CI 1, e.g., a hospital depends on a water
provider for drinking, but also waste management and fire
extinguishing. A more detailed analysis lets nodes represent
components of a CI, e.g., a pump or a well as parts of a water
utility, and investigates how these depend on one another and
other CIs. In either case, the visualization of dependencies
provides a basis to understand how limitations in one provider
affect dependent CIs and how this effect changes over time. A
simulation tool for these cascading effects that is also able to
distinguish between short- medium and longtime dependencies
is presented in [42]. CIs that support other CIs are called
provider in the following. In the basic model of stochastic
dependencies among CIs [1] we represent the CIs as directed
graphs whose nodes, also called components, can be in various
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states that represents their degree of functionality. Whenever
one component changes its change from 1 (“working prop-
erly”) into a state that represents limited functionality (up to
state k that represents total failure), this may cause a state
change in every CI depending on it.

More formally, suppose that a CI S depends on a set of
n providers, enumerated as P1, . . . , Pn (all being perhaps
themselves CIs). We assume that S will not endogenously
experience any state changes since keeping S up and running
is a matter of S’s business continuity management. The model
we describe thus centers on exogenous triggers for S to change
its state, namely upon problems with one of S’s providers
P1, . . . , Pn, drawn as the lower layer of nodes in the bipartite
right graph shown in Figure 1. Specifically, we let each of them
maintain its own state of functionality, which is communicated
(or generally observed) by S, and S can react on a change.
This change is governed probabilistically by the state of the
provider, or more formally, let Si be the condition, i.e., state,
that Pi can cause for S. This is a random variable distributed
over the state space {1, 2, . . . , k} ' {ok, . . . , total failure},
and described as a conditional distribution Pr(Si = x|Pi = y),
where Pi = y ∈ {1, . . . , k} is the current state of provider Pi,
and x ∈ {1, 2, . . . , k} is the state that Pi may drive S into.
The exact way in which S now depends on the provider Pi can
then be specified by a value pi,x,y , which can, for example,
be set following considerations like these:

• Pi is of vital importance for S, so if i is in a bad
condition, S is highly likely to be in trouble as well. Thus,
Pr(Si = 5|Pi = 5) ≈ 1, indicating that Si will become
unavailable if Pi becomes unavailable, since there may
be no compensation for Pi’s service.

• Pi may only be of minor importance, and an outage of
Pi can be bridged by backup resources that S maintains.
In that case, we could define Pr(Si = 5, Pi = 5) ≈ 0,
modeling that an outage of S is very unlikely even if Pi

no longer provides its service.

More fine-grained considerations like the above examples are
possible and in a practical instance depend on the application
at hand. We leave the two examples here only for illustration
and now turn back to the formal description of the model.

Since the dependence of S on two providers may be quite
individually different, we internally let S’s state be a vector of
random states (S1, . . . , Sn), each Si determined by the cor-
responding provider Pi. These nodes S1, . . . , Sn correspond
to the colored upper layer in the bipartite graph shown in
Figure 1, and the actual state of S that it communicates as
a provider to other CIs is a single value in {1, 2, . . . , k}
compiled (aggregated) from the vector, i.e., node states, Si.

This aggregation follows the maximum principle of system
security, defining the risk in a system by the highest indi-
vidual risk therein. Likewise, we compute the state of S as
max {S1, . . . , Sn}, corresponding to S being in trouble if at
least one of its providers reports a bad condition (by having
a state close or equal to k). In terms of Boolean or fuzzy
logic, we would thus define S’s state as the (logical) OR
of its provider’s states. Adopting this view but changing the

perspective, any more complex aggregation function to define
the state of S from the variables S1, . . . , Sn is imaginable,
including the use of copulas [43] or triangular norms (from
multivalued- and fuzzy logic [44]); we postpone this discus-
sion until Section V. The simulation model studied in this
work uses the max-aggregation hereafter.

...

...

Status nodes 

(color represents 

state)

Input nodes, getting 

states from parent 

nodes

Fig. 1. Model of the inner structure of a critical infrastructure [1]

With k states for each of the n providers, and k states of S
itself, the overall specification of the state transition is a set
of n stochastic (k × k) transition matrices with entries being
the conditional likelihoods as described above. According to
these transition matrices, provider i yields a state Si of the
dependent CI. In case different providers yield different states,
the final state S is determined by S = max{S1, . . . , Sn}, i.e.,
we consider the worst case.

While a stochastic model is convenient (actually natural) to
describe uncertain consequences, it is often challenging to put
it in practice. The main issue in this regard is estimation of
transmission probabilities since experts often feel uncomfort-
able or feel unable to provide concrete and reliable values.
Several aids exist, however:

1) allow an expert to give qualitative values, e.g., on a 5-tier
scale

2) ask an expert to tell a level of confidence with every
estimate (also qualitative, such as “very sure”, “somewhat
unsure” or “’just guessing’)

3) ask several experts for their individual (subjective) as-
sessments

The last point may allow experts assess only some transitions
(depending on their expertise) but also raises the question
of how to deal with several expert opinions. We will focus
on this below. The second point seems to blow up the data
needed but can be put into practice in a way that actually in
most cases reduced the amount of input data. For each state
of the provider, it is necessary to find an entire distribution
over all possible states of the dependent CI. This can be
done by determining the most likely value as a subjective
prediction, and interpreting the level of confidence in the told
opinion as some kind of variance. Practically, that means that
for confidence “very high” we choose a distribution that puts
mass 1 on the predicted value and 0 elsewhere, while we
choose a uniform distribution over all state for a confidence
“just guessing”. Intermediate assessments such as “somewhat
unsure” put some probability mass on states close to the
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specified one but no positive probability on values that are
too far from the opinion. For the case of three different states
of a CI this mapping is illustrated in [45], including a short
discussion on the interpretation of “totally sure” assessments.
For the case of five possible states (as used in our example later
on) we get the mapping given in Table I, where the resulting
vectors make up one row of the corresponding transitions
matrix.

TABLE I. DISTRIBUTION OVER STATES OF DEPENDENT CI BASED
ON EXPERT ASSESSMENT (PREDICTION, CONFIDENCE)

prediction very sure somewhat unsure just guessing
1 (1,0,0,0,0) (2/3, 1/3, 0, 0, 0) (1/5,1/5,1/5,1/5,1/5)
2 (0,1,0,0,0) (1/4, 2/4, 1/4, 0, 0) (1/5,1/5,1/5,1/5,1/5)
3 (0,0,1,0,0) (0, 1/4, 2/4, 1/4, 0) (1/5,1/5,1/5,1/5,1/5)
4 (0,0,0,1,0) (0, 0, 1/4, 2/4, 1/4) (1/5,1/5,1/5,1/5,1/5)
5 (0,0,0,0,1) (0, 0, 0, 1/3, 2/3) (1/5,1/5,1/5,1/5,1/5)

Assessments of this kind yield an entire row of the trans-
mission matrix (i.e., a discrete distribution) and we will denote
it by F to represent this fact.

B. Several Expert Opinions

So far we have assumed that each dependency has been
assessed by one expert only. We stress that, however, not nec-
essarily the same person is required to rate all dependencies.
In case we have more than one expert assessment for a connec-
tion, all opinions should be taken into account to increase the
data quality underlying the subjective assessments, as well as
to reduce the pressure on each expert to be responsible solely
for the given assessment. In our setting, a number of K experts
opinions yield to multiple distributions over the possible states
of the dependent CI. We denoted these as F1, . . . , FK and
aggregate the distribution to find the estimate

F = α1 · F1 + . . .+ αK · FK

for one edge in the bipartite graph in Figure 1, where
α1, . . . , αK satisfy

α1 + . . .+ αK = 1.

The parameter αi can be interpreted as the weight (influence)
of expert i’s opinion in the overall assessment. In case we do
not distinguish between different expertise, we choose uniform
weights, i.e., αi = 1/K for all i.

C. Impact Estimation as a Part of Risk Management

One step in risk analysis and risk management [46][35]
is to estimate the impact due to a security incident. There
exist several ways to do that, and the choice of a specific
method depends on the situation at hand, see, e.g., [47] for
co-simulation applied to power distribution grids, [48] for an
application of agent-based simulation or [49] for the spreading
of ransomware. This impact estimation is not only needed
for an analysis of effects of an incident (such as a malware
attack) but can also help to test the use of countermeasures
(such as patching a computer). Whenever actions are taken to
reduce the damage on a CI due to a problem in a provider,

this changes the dependency between the two, in particular, it
reduced the probability that the dependent CI changes into a
severe state (if the countermeasure is effective). The network
itself does not change but the effect of reduced availability of a
provider on the dependent CI changes, which yields a different
transitions matrix. The simulation is then be rerun with a
different set of transition matrices to see if the resulting losses
reduce. These estimates of damages for various scenarios build
up a generalized payoff matrix that allows finding an optimal
way to protect the system at hand. The important point is that
the assessment as we outline here is exactly the same as what is
done along a conventional risk management process anyway:
following standard frameworks like the IT Grundschutz (by
the German federal office for information security (BSI) [50]),
or the ISO 27k standard, a typical step is an assessment
of how assets or components depend on one another. The
pure information of a dependence then naturally defines the
dependency graph topology. Our method then goes further
in asking what would happen to one component if another
component fails. That is, we propose a mere “additional use”
of the artifacts from risk management in the here proposed
simulation framework to aid the impact assessment to gain
some “objectivity.”

D. Simulation

The stochastic dependency model between critical infras-
tructures has a straightforward implementation in software
such as the freeware R. This makes it handy to use in any
field due to the high interoperability of R with other systems.

The simulation starts with an incident affecting one node,
which subsequently (directly and indirectly) triggers descen-
dant CIs to change their status according to the likelihoods
in their inner bipartite graphs. In that way, the simulation
reveals how far an incident will propagate through the network
of CIs (within the runtime of the simulation), and can thus
be used to estimate the effect a problem in one component
has on a specific critical infrastructure or generally on other
components. Further, it allows an empirical estimation of the
number of components that are in a critical state (i.e., reach
the highest status k) or the relative frequency of one specific
CI being in a critical state.

More explicitly, we model the network of infrastructures as
a graph G = (V,E) with vertices v ∈ V that represent the
infrastructures and edges e ∈ E representing the dependencies
between them. A common difficulty in specifying such prob-
abilistic models is the issue of where to get the conditional
probabilities from (that we already mentioned in Section III-A,
along with hints on how to think about these values). To relieve
this practical challenge, we let the conditional likelihood
specification be discrete and replace the poll for probabilities
by the question to specify, resp. assign, a certain edge class c
instead (the edge again being one in the bipartite inner graph
modeling a CI; cf. Figure 1). An edge classification is hereby
chosen from a set of candidates {1, 2, . . . , C}. Each edge class
represents a fixed type of inner or mutual dependency which
carries the sought probabilities with them. The information in
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the edge class can also include different levels of importance of
a CI for its successor CI (provider consumer dependency), and
other explanatory information or data useful for the simulation.
Each edge v → w is then associated with a representative
number for its class c that carries an attribute being the
probability for the simulation.

This allows the model parameterization to be done upfront
and independently of the concrete CI, and eases matters of
model parameterization in the absence of empirical data to
estimate conditional probabilities. Depending on this class c
the state i of v influences the state of w through a multinomial
distribution MN(pi,c). That is, the j-th component of the vector
pi,c gives the probability that w will be in state j in this
situation. Figure 2 shows an algorithm in pseudo-code, which
simulates T time steps.

1: t← 0
2: while t < T
3: for each node v, set N(v) = {w ∈ V : (v, w) ∈ E}
4: for each neighboring node w ∈ N(v)
5: let c be the class of v → w,
6: let i be the current state of node v,
7: draw the status of w from MN(pi,c)
8: t← t+ 1.
9: endfor
10: endfor
11:endwhile

Fig. 2. Simulation algorithm

Just as the input, the result of this simulation is a network
of connected critical infrastructures where each CI is in
one specific state. For a better understanding of the results,
visualization with use color codes (e.g., ranging from green
to indicate a working state to red, alerting about a critical
condition) is helpful. Numerically, the results of the simulation
can be summarized as a table that lists how many components
are on average in any of the possible states.

An implementation of the dependency model in the event
simulation tool OMNeT++ is presented in [42]. The prototype
described therein enables modeling the network of CIs as
a directed graph whose nodes are colored to represent its
state (ranging from green to red to represent several levels
of functionality). External events can trigger the simulation
by changing the states of one or more components. The
propagation through the network is implemented as a message
exchange over a fictitious communication channel. After a
predefined running time, the tool yields a chronological record
of the state changes for each component of the network. An
illustrative example is included.

IV. CHANCES OF HEALING AND TOTAL FAILURE

Technically speaking, the changes between the states of the
CIs based on the state of its provider is described by a Markov
chain, whose states correspond to the states of the CI. We
adopt an ordered numeric representation for the nominal scale
of health, ranging from “good” ' state 1, up to state “failure”

' state k. The rich theory related to Markov chains then
enables us to compute the chances that a CI fails completely
(i.e., is in state k) or remaining in good shape (i.e., is in state
1) for a certain period. We will denote the i-th unit vector by
ui to represent the situation where an asset is in state i with
likelihood 1.

As before, let Si denote the state of the dependent CI due
to the state of its i-th provider. In the classical model from
Section III-A, we assumed a worst case scenario, i.e., the
overall state S of the dependent CI is S = max{S1, . . . , Sn}.
Under this assumption, a CI is in state 1 only if every provider
causes a switch to state 1 (or a stay in state 1). That is:

Pr(S = 1) = FS1,...,Sn(1, . . . , 1), (1)

where F is the joint distribution over all CI states. Unfortu-
nately, this only simplifies in the case of i.i.d. variables (where
we get a product). However, it can generally be decomposed
into the individual, i.e., marginal, distributions uncondition-
ally describing the state of each CI, plus an outer function
capturing the interdependence. This outer function is a copula
and essentially is the mathematical function describing the
dependencies visualized in the graph G = (V,E). Formally,
we have FS1,...,Sn

(1, . . . , 1) = C(FS1
(1), . . . , FSn

(1)). In
case of stochastic independence, the last term simplifies to∏n

i=1 Pr(Si = 1), i.e., we have C(x1, . . . , xn) = x1·x2 · · ·xn.

Since we assume that at the beginning every asset is working
properly (i.e., in state 1) we know that the likelihood of
returning to that state after t time steps is u1P

t. Further,
the Markov Chain returns to the starting distribution if it is a
limiting distribution, i.e., if u1 = u1P holds. So, equation (1)
is fulfilled if the vector u1 is a stationary distribution of each
of the involved Markov chains.

In case k is an absorbing state (i.e., if there is no recovery
from a failure, say, if the CI is irreparably destroyed) for all
involved Markov chains, we find that Pr(Si = k) = 1 and
thus Pr(S = k) = 1. Otherwise, the probabilities Pr(Si = k)
can be determined by the law of total probability

Pr(Si = k) =

k∑
j=1

Pr(Si = k|vi = j) · Pr(vi = j)

where vi is the i-th provider that yields to state Si according
to the transition probability pjk = Pr(Si = k|vi = j). The
probabilities Pr(vi = j) depend in turn on the providers of
the provider vi, which makes an explicit analysis challenging.

V. DEPENDENCIES BETWEEN PROVIDERS

The basic model introduced in Section III assumes that
providers are independent and the effect of a limited avail-
ability is in not influenced by the state of other providers.
However, the effect of a problem in one provider might be
limited as long as there is another one of the same type that is
fully working. The basic model can be extended to capture
a certain degree of dependency between providers, e.g., if
they are of the same or very similar kind and can be used
as substitutes. This particularly applies to the situation where
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a CI has contracts with several providers to reduce the damage
in case the provider is not available.

Let S1, . . . , Sn denote the states of a CI due to the state of
the corresponding providers according to the transition matri-
ces. Until now we have assumed that the state S communicated
to other CIs is determined by the maximum principle, yielding

S = max{S1, . . . , Sn}. (2)

However, this is a very conservative view, as it ignores the fact
that due to dependencies between providers the overall state
may be better than caused by a single provider. For example,
some critical infrastructures use several providers of the same
type to avoid this strong dependency, e.g., they have contracts
with more than one telecommunication provider. In that case,
we may replace the relation given in (2) by the more general
form

S = f(S1, . . . , Sn)

where f is any function that aggregates the n values into
one “overall” state. If we know about dependencies between
providers of the same type (e.g., one may be a substitute) we
can reformulate this as

S = f(C(St1 , . . . , Sty ), Sr1 , . . . , Srm) (3)

where providers t1, . . . , ty are of the same type and thus
assumed to be dependent to some extent (while providers
r1, . . . , rm are not of this type). We model their joint dis-
tribution with a suitable copula or a more general function.
Possibilities include the following here at least:

• min-operator: this is a copula, and in setting the overall
state of a CI to the minimum state of all its providers,
our convention that “healthy” has a state representation
number less than that for “failure”, we end up with the
following semantic:
A CI will not change into failure state unless all its
providers have failed. This is an “OR-aggregation” since
the CI remains intact if any of its providers is intact.

• max-operator: this provides the reverse semantic as above
since a CI will go into failure state if at least one of its
providers fails. Logically, they are in that sense “AND-
connected”.

• Combinations of the two, where a complex Boolean term
can have each its connectives represented by an artificial
intermediate node with min or max aggregations to model
AND or OR operations therein. We leave this as a simple
extension and not go into formal details at this point1.

The decomposition in equation (3) can be further refined by
using several copulas for several types of providers, i.e.,

S = f(Ct(St1 , . . . , Sty ), . . . , Cs(Ss1 , . . . , Ssz ))

for copulas Ct, . . . , Cs.

1Extending this Boolean approach further, we can even model a logical
negation by setting the conditional probabilities for a state change accordingly:
suppose that S has only a single provider P , then we can have S to “invert”
the state of P by specifying that Pr(S = 5|P = 1) = 1 and Pr(S =
1|P = 5) = 1, meaning that S is in a good/bad condition if and only if P
is in a bad/good condition. Intermediate states k = 2, . . . , 4 would herein be
triggered with the likewise defined conditional probabilities.

VI. AN ILLUSTRATIVE EXAMPLE

To illustrate the application of the presented model, we
evaluate a small example of high-level dependencies between
a few critical infrastructures. When applying the model to
real use cases, one needs to decide on the granularity of the
network representation that corresponds to the degree of detail
in the description. If the aim of the analysis is getting an
overview of dependencies between critical infrastructures (as
we do in this small example), then each node represents a
single CI. Dependencies are assessed on a general level, and
the results are accordingly general. If more data on a CI are
available, then this CI can, in turn, be represented as an entire
network where components represent significant components
of the network (this approach has been illustrated in [45]).

Let us consider a subnetwork of dependent CIs, which
consists of a hospital that depends on a water provider, an
electricity provider as well as transportation infrastructures
(roads). The dependencies between the different components
in the network are classified as either “minor”, “normal” or
“critical” depending on how important the service provisioning
is for the CI. In this small example, we classified input from
the electricity provider as “normal” (as we assume existence
of an emergency power system), input from a water provider
as “critical” (substitution by bottled water is usually just
possible for a limited period of time, but substituting water
for waste management or fire extinguishing systems is even
more problematic to replace; we do not cover these details
hereafter), and the transport connection as “minor”, since
even if roads are temporarily congested or blocked, aerial
transportation remains possible for critical patients.

The effects of an outage of each provider may be different,
and to ease matters as before with the edge classes, we
propose specifying transition matrices per dependency criti-
cality level, i.e., transitions from working into a failure state
become more likely the more critical the dependency on the
respective provider is. Consequently, we will below specify
three transition matrices for dependencies of levels “minor”,
“normal” and “critical”.

In [1], we considered transmission matrices that are esti-
mated with certainty. Dropping this assumption now, we show
a case where experts are not certain about their assessments,
i.e., they provide information as described in Section III-B.
Further, we assume that two experts do the assessment for the
critical dependency on water with potentially different back-
grounds. For this example, we consider 5 possible states for
each node, where 1 represents the situation where everything
works smoothly, while 5 stands for serious problems including
total failure.

Suppose for example that data, as shown in Table II, has
been collected, where we represent the confidence levels by
numbers ranging from 1 (”totally unsure”) to 3 (”totally sure”).

We assign the same weight (importance) to both experts
doing assessments of the dependency on water, that is we
chose α1 = α2 = 0.5. This yields individual transmission
matrices Tdependency-criticality-level = (tij)

5
i,j=1, in which the ij-th
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(a) EXPERT ASSESSMENT FOR ELECTRICITY

State of Provider Predicted Value Confidence Level
1 1 2
2 1 1
3 1 1
4 4 1
5 4 1

(b) EXPERT ASSESSMENT FOR TRANSPORT

State of Provider Predicted Value Confidence Level
1 1 2
2 1 2
3 1 2
4 1 1
5 1 1

(c) FIRST EXPERT ASSESSMENT FOR WATER

State of Provider Predicted Value Confidence Level
1 1 1
2 2 1
3 4 1
4 4 2
5 5 2

(d) SECOND EXPERT ASSESSMENT FOR WATER

State of Provider Predicted Value Confidence Level
1 1 2
2 2 1
3 4 2
4 5 2
5 5 3

TABLE II. ASSESSMENTS FOR ELECTRICITY AND TRANSPORT

entry corresponds to the conditional likelihood tij := Pr(CI
gets into state j | provider is in state i and given the respective
criticality of the dependency). We choose

Tminor =


2/3 1/3 0 0 0
2/3 1/3 0 0 0
2/3 1/3 0 0 0
1/5 1/5 1/5 1/5 1/5
1/5 1/5 1/5 1/5 1/5

 ,

Tnormal =


2/3 1/3 0 0 0
1/5 1/5 1/5 1/5 1/5
1/5 1/5 1/5 1/5 1/5
1/5 1/5 1/5 1/5 1/5
1/5 1/5 1/5 1/5 1/5


and

Tcritical =


13/30 8/30 3/30 3/30 3/30
1/5 1/5 1/5 1/5 1/5
8/80 8/80 18/80 28/80 18/80
0 0 3/24 10/24 11/24
0 0 0 1/6 5/6,

 ,

where Tcritical is the linear combinations of the two matrices
induced by the two expert assessments.

Figure 3 (left side) displays the dependencies graphically,
with arrows annotated according to the criticality of the
dependency. The right part of Figure 3 shows how the inner
model of Figure 1 corresponds to a dependency and is instan-
tiated according to the matrices above. For example, if the
dependency’s criticality is “minor” and the respective provider
is in state 4 (i.e., it has rather serious problems), this will yield

to a state 5 of the critical infrastructure that depends on it with
a likelihood of 1/5 = 0.2.

Hospital

Electricity Water Transport

Tcritical TminorTnormal

State j of 

the hospital

State i of 

the transport

1 3 4

2 3 5

2

1

5

4

Fig. 3. Example instance

The results of our analysis can be interpreted in (at least)
two ways. On one hand, it provides information on a specific
node in the network (such as it frequency of failure), including
information about which node caused the failure. On the other
hand, it provides an overview on the average number of nodes
in a specific state, so in particular on the expected number of
failing components.

Initially, we assumed that all components are in state 1
(i.e., operate smoothly) except for the water provider that
is in state 2 facing some (maybe temporary) problems. This
scenario yielded to a critical state for the hospital in 201 out
of 1000 cases. Note that in this example, this critical state
can only be caused by the state of the water provider since
a CI of normal or even minor importance will never cause a
critical level while being in state 1 (i.e., both entries in the
transition matrices are zero). In a more elaborated example
with numerous dependencies and other components facing
problems state changes may be caused by other components
as well. The simulation may then be used to track which
provider caused the worse state (if this information is stored as
well). This information may help providers to identify critical
dependencies and indicates where future investments may be
useful (e.g., it might make sense to have a substitute for a
provider that often causes problems).

Table III shows the average number of nodes (CIs) that are
in each of the 5 possible states. This gives a general overview
on the situation of the entire network, e.g., it can be seen that
on average 1.921 nodes are in a state worst than 1 (indicating
that they have a problem). Further, it gives an estimate of the
number of components in the worst case, which might help
planing resources needed to fix problems. Additionally, such
information may be used to measure resilience of a component
[41].

TABLE III. AVERAGE NUMBER OF AFFECTED NODES DUE TO
INCREASED LEVEL OF CRITICALITY

Criticality 1 2 3 4 5
Nodes 2.079 1.313 0.201 0.206 0.201

VII. CONCLUSION

A basic stochastic model of dependencies between critical
infrastructures can capture issues such as the impossibility
of exact predictions in a network of interdependent critical
infrastructures. It describes the degree of availability of a
provider by different states and let this potentially cause a
state change in the dependent CI. In the simplest case, the
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actual state of a CI depending on many providers is assumed
to be the worst of all states caused by any supporting CI,
corresponding to a worst-case view.

In this work, we addressed practical issues when apply-
ing the model by describing how experts assessment can
be incorporated without the need of an agreement between
several experts. Instead, opinions of different experts might
be combined, and each expert is asked to rate the confidence
in his prediction. Further, we illustrated how to implement the
simulation either in the statistical software R or in the event
simulation tool OMNeT++ and exemplified the approach with
a small example.

The basic model can be extended to take into account
dependencies between providers. Further, we explained how
the model fits into a risk analysis as a tool to estimate the
impact of an incident affecting parts of a network of CIs and
how it can be used to compare the current situation with a
scenario in which countermeasures have been implemented
before.
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[17] V. A. Bañuls and M. Turoff, “Scenario construction via Delphi and
cross-impact analysis,” Technological Forecasting and Social Change,
vol. 78, no. 9, pp. 1579–1602, 2011.

[18] Y. Y. Haimes and J. Pu, “Leontief-Based Model of Risk in Complex
Interconnected Infrastructures,” Journal of Infrastructure Systems, vol. 7,
no. 1, pp. 1–12, 2001.

[19] J. R. Santos and Y. Y. Haimes, “Modeling the demand reduction input-
output (I-O) inoperability due to terrorism of interconnected infrastruc-
tures,” Risk Analysis: An Official Publication of the Society for Risk
Analysis, vol. 24, no. 6, pp. 1437–1451, 2004.

[20] R. Setola, S. De Porcellinis, and M. Sforna, “Critical Infrastructure
Dependency Assessment Using the Input-Output Inoperability Model,”
International Journal of Critical Infrastructure Protection, vol. 2, pp.
170–178, dec 2009.

[21] M. I. Jordan, Ed., Learning in graphical models. Dordrecht, The
Netherlands: Kluwer Academic Publishers, 1999.

[22] Y. Y. Haimes, J. Santos, K. Crowther, M. Henry, C. Lian, and Z. Yan,
“Risk Analysis in Interdependent Infrastructures,” in Critical Infras-
tructure Protection, ser. IFIP International Federation for Information
Processing. Springer, Boston, MA, 2007, pp. 297–310.

[23] Z. Yan, Y. Y. Haimes, and M. G. Wallner, “Hierarchical coordinated
Bayesian model for risk analysis with sparse data,” Baltimore, USA,
2006.

[24] Y. Y. Haimes, J. Santos, K. Crowther, M. Henry, C. Lian, and Z. Yan,
“Risk Analysis in Interdependent Infrastructures,” in Critical Infrastruc-
ture Protection. Boston, MA: Springer US, 2007, vol. 253, pp. 297–310.

[25] T. Schaberreiter, S. Varrette, P. Bouvry, J. Röning, and D. Khadraoui,
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Abstract—There is a need for a multi-functional probe for small-
scale measurements of different soil properties measured within
identical soil volumes. Dual Probe Heat Pulse (DPHP) sensors are
an economical solution for this since they measure simultaneously
temperature, volumetric water content, and soil thermal proper-
ties: diffusivity and volumetric heat capacity. However, all DPHP
sensors to date have very complex manufacturing processes. This
paper aims to design and build a DPHP sensor based only on a
Printed Circuit Board (PCB) board, which comprises the probes
and all supporting electronics leading to a low cost and simple
manufacturing process. The proposed system includes signal-
processing circuits, a microcontroller, and communicates by a
Serial Digital Interface at 1200 baud protocol (SDI-12). The
sensor needs a one-time two calibrations: distance from heater to
temperature sensor calibration using agar solution; and sensor
calibration in soil using Tottori Dune sand. Both calibration
processes showed a reasonably good agreement between measured
and fitted data. In conclusion, results also show that it is possible
to build the multi-functional DPHP sensor in a low cost process,
and this was the first time that a multi-functional probe was build
using a Printed Circuit Board (PCB) as support.

Keywords–soil moisture sensor; soil thermal properties; dual-
probe; heat-pulse sensor; thermal conductivity; thermal sensors.

I. INTRODUCTION

The heat pulse-based soil moisture sensors, of which stand
out Dual Probe Heat Pulse (DPHP) sensors, are an economical
solution for soil moisture measurements. This paper is an
extension of [1] and focuses the construction and calibration of
PCB based soil moisture sensor based on the DPHP method.

The DPHP-based sensor has two elements, the heater and
the temperature sensor, separated by a short distance, r, as
depicted on Figure 1. The heater and the temperature sensor
are placed in a physical support, the heater probe and the
temperature sensor probe, respectively. A voltage pulse, with
finite duration t0, is applied to the heater element causing the
heat to flow in all directions around the heater element. Heat

Temperature Probe

Heater Probe

DPHP
Sensor

x-y plane (Soil)

r

Heater
Temperature

Sensor

Heater

Temperature
Sensor

Figure 1. Dual Probe Heat Pulse method.

‘traverses’ the surrounding soil and the temperature rise will
be measured by a sensor on the temperature probe.

Most sensors use needles as heating element and tem-
perature sensing element. There are very few cases where
the sensor is not directly connected to a data-logger, that
is, all the inspection, control and processing is not done in
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the sensor itself, but in an external element - the data-logger
(which implies, almost always, a dedicated data-logger for
each sensor).

The use of needles, and the control, acquisition and pro-
cessing, external to the sensor, has made this method difficult
to use in the field. Therefore, in this work we resolve these
shortcomings.

In particular, we make the following contributions:

• Place all the electronics near the probes (heating and
temperature probes). This contribution (Section IV),
although already achieved by [2], uses only a tem-
perature probe, making the construction of the sensor
simpler at the expense of measuring the flow of water
in the soil.

• We present a new form of sensor construction which
uses the PCB, also used for the rest of electronics,
as a support for the temperature and heating probes
(Section IV). This is a great achievement as it will
enable the industrial production of the sensor at a
reduced cost.

• All calculations of the model used (Section III) are
performed inside of the on-board microcontroller.

• Two calibration types: calibration of the distance be-
tween the heater element and the temperature sensor
(for this calibration process it was used agar); and
calibration of the sensor using Tottori Dune sand as
soil type whose physical characteristics are widely
reported [3]–[5]. The results of the calibrations (Sec-
tion V) showed good results of the model used.

The rest of this paper is organized as follows. Section III
describes the models implemented for the calculation of the
soil thermal properties and volumetric water content. Sec-
tion IV details all the fabrication process of the DPHP sen-
sor, calibration method of the distance between heater and
temperature sensor, and SDI-12 communication commands
implemented. Section V addresses the sensor calibration re-
sults and shows sensor prototypes. The acknowledgement and
conclusions close the article.

II. RELATED WORK

Since Campbell [6], much research has been done and
reported that the heat pulse technique is an economical tech-
nique to measure soil thermal properties and soil moisture
content [2], [4]–[21]. Although it is an economical method,
for several reasons the sensors that use the DPHP method have
not yet left the research laboratories.

Some works mention field use, such the work described
in [11]. However, the sensors developed were prepared for
use in the laboratory and were subsequently used in the
field. This solution leads to some problems such as accidental
and continuous heating of the dual-probe heat-pulse sensors
during a field test, causing the heater element resistance to be
damaged, as reported in [11].

As mentioned, in almost all developed sensors [2], [4]–
[16] uses needles as housings for the heat source and the
temperature sensor. Normally, the heating probe is composed
of a needle where a conductive wire (with a high resistivity,
suitable for producing resistances for heating - 0.062 mm
Evanohm enameled wire) is inserted inside. A single very fine

wire is threaded into the needle four times creating two turns.
The heater wire was spliced onto copper leads to form the
connections to the resistance forming the heater element.

The probe with the temperature sensor is elaborated in the
same way, by inserting inside the needle and the longitudinally
centering the temperature sensor (thermocouple or thermistor).
Both needles are then filled with an epoxy glue of high thermal
conductivity and low electrical conductivity. Therefore, the use
of this process is laborious and difficult, if not impossible, for
industrialization.

Other authors have attempted, without known success, to
develop soil moisture sensors based on the heat pulse without
the use of needles. In this group, there are the works of [17]–
[19], [21] who developed microelectronics to try to improve
the manufacturing process and in other works a button-shaped
sensor was developed [16], [20]. The button-shaped sensor
also use the same kind of wire (very thin) and in one of the
works [16] a needle is used which is folded into a ring type
shape. This needle, which is the heater element, uses the same
assembly method described above.

Most of the work done with DPHP sensors uses data-
loggers to acquire data from temperature probe, to control
heat pulse duration and to perform calculations. A recent
work [2] that presents a novel design of a multifunctional
penta-needle thermo-dielectric sensor with advantage for in-
situ and simultaneous determination of water content (θv),
thermal conductivity (λ), and thermal diffusivity (κ) in porous
media, overcomes this problem but still uses needle type
probes.

In conclusion, of all the literature consulted, no sensor was
found based on the heat pulse method that uses the supporting
PCB for the reading, control and communication electronics, as
well as support of the elements heater and temperature sensor.
This fact allows us to think that this is the first time that this
process is used, being a good basis for industrial production
of this type of sensors.

III. THEORY

There are some models to describe the operation of sensors
based on the DPHP method. The simpler model, described by
Campbell [6], considers that the heat source is an infinite line
and the heat pulse is released instantaneously. Other models [7]
increase the constraints of the model of Campbell, considering
that the heat pulse is finite, that the source line is finite and,
finally, that it is not a source line, but a cylinder. Of these
models the most common is the model which considers the
finite heat pulse generated by an infinite source line [7]. In the
present work, this will be the adopted model due to its pre-
cision and relative ease implementation in a microcontroller-
based system. The solution for conducting radial heat from a
short-duration, t0 , heat pulse away from an infinite source
line, for t > t0 is

∆T (r, T ) =
q′

4πκρc

[
Ei

(
−r2

4κ(t− t0)

)
− Ei

(
−r2

4κt

)]
(1)

where, ∆T is change in temperature (◦C), r is radial distance
from the line source (m), t is time (s), q′ is the energy input
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per unit length of heater per unit time (W m−1), ρc is the volu-
metric heat capacity (J m−3 ◦C−1), κ is the thermal diffusivity
(m2 s−1) of the medium surrounding the heater, and −Ei(−x)
is the exponential integral [22]. The thermal diffusivity (κ) and
volumetric heat capacity (ρc) can be determined from heat-
pulse measurements using the single-point method [8], or a
nonlinear curve fitting where (1) is fitted to measured ∆T (r, t)
data [10]. It was showed that accuracy in ρc will be limited
by the accuracy of r, and accuracy in κ will be limited by the
accuracy of both r and time of maximum temperature change,
tM [8]. The single-point method makes use of the fact that
the temperature response at some distance r from the heater
displays a maximum, so that we can take the derivative of (1)
with respect to time, set the result equal to zero, and obtain the
time, tM, to the maximum temperature change (∆TM). This
yields an expression for estimating κ where

κ =
r2

4

 1
(tM−t0) −

1
tM

ln
(

tM
tM−t0

)
 (2)

which is a function of r, tM and t0. Rearrangement of (1)
yields an expression for estimating ρc, for t > t0,

ρc =
q′

4πκ∆TM

[
Ei

(
−r2

4κ(tM − t0)

)
− Ei

(
−r2

4κtM

)]
(3)

where κ is obtained from (2). To minimize errors, the single-
point method requires an accurate measurement of r and times
tM and t0. For ρc estimation, in addition to κ from (2) and r,
are needed accurate measurements of q′ and ∆TM. Volumetric
heat capacity ρc of soil can be determined as the sum of the
heat capacities of the individual constituents and considering
that the air is ignored and solids defined to include the mineral
and organic matter fractions then soil water content θv can be
defined as a function of volumetric heat capacity [23],

θv =
ρc− ρbcs

(ρc)w
(4)

where ρ is density, c specific heat, θv volumetric water content,
and the subscripts b, s and w indicates bulk, average properties
of the solids (minerals+organic matter), and water, respectively.
Since (ρc)w is known, measurements of ρc obtained with
the sensor can be used together with estimates (or preferably
measurements) of soil bulk density (ρb) and specific heat (ρs)
to obtain θv.

IV. MATERIALS AND METHODS

The developed sensor is a complete solution and this
approach, together with the non-use of needles for the heating
and temperature probes, is new. Next, all details of the sensor
construction, as well as its firmware, the communication pro-
tocol and as referred to in the previous section the knowledge
of the true value of r (reff ) through calibration in agar, will be
explained in detail.

A. Sensor System Description
In Figure 2 is depicted the electronic layout of the

sensor system, the core unit is on-board 16 bit microcon-
troller (PIC24F32KA301) with very low power consumption,
12-channel 12 bit Analog-to-Digital Converter (ADC), serial
communications modules (UART - Universal Asynchronous
Receiver-Transmitter, SPI - Serial Peripheral Interface, and
I2C - Inter-Integrated Circuit), and hardware Real-Time Clock
(RTC) Calendar with alarms. The temperature sensor probe
consists of a 10 kΩ (NCP15XH103F03RC) thermistor, a pre-
cision (0.1 %) voltage reference of 2.048 V (LM4128) and
a 24 bit ADC (MCP3421). The heating probe consists of a
series of 15 resistors of 1 Ω, controlled by an electronic switch
composed of transistors. The system power is from the SDI-
12 power (6 V to 12 V) that feeds a dual DC regulator: 2 V
to 5 V for powering the heat pulse (LM1117), and 3.3 V for
the rest of the system (MIC5219). The voltage control of the
first DC-DC converter is achieved with a pulse (Pulse With
Modulation - PWM pulse) controlled by the microcontroller.

The microcontroller controls the heat pulse through the
transistors switch to enable/disable the power to the heater.
To determine accurately the value of q′ (heat input per unit
length per unit time), average current through the heater was
determined by sampling the voltage across a 0.18 Ω resistor
(1 %) in series with the heater 15 Ω resistor (15 × 1 Ω), and
the voltage across resistance series of the heater and current
measure resistor. The value q′ is determined by

q′ = Vheater × Iheater ×
1

lheater
(5)

where Vheater is the measured voltage across the heater,
Iheater is the current through the heater given by Iheater =
VR=0.18/0.18 Ω (VR=0.18 is the measured voltage across
the 0.18 Ω resistor), and lheater is the length of the heater
(0.0353 m). All voltages measured for q′ calculations, are per-
formed by microcontroller internal ADC (12 bit). Temperature
from the temperature probe was measured by sampling the
voltage drop across the thermistor in series with a 10 kΩ
(0.1 %) resistor. This was done on the 24 bit ADC to ensure
sufficient sampling accuracy for determining temperature.

B. Sensor Construction
The prototype of the developed sensor, as shown in Fig-

ure 3, is based on the printed circuit board (PCB) as substrate.
In the PCB are welded all the components necessary for
the operation of the sensor. The design of the PCB was
made in the form of a fork with two ‘rods’ that form the
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Figure 2. Sensor overview
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heating probe and the temperature probe. The thermistor in
the temperature probe is placed in a thermally insulated tab.
The distance between these two elements were designed to
be 6× 10−3 m. However, this distance has to be calibrated
because as previously described an error in this parameter
contributed significantly to the error in the determination of
κ and ρc [9].

The process of mounting the sensor is as follows:

• Manufacture of PCB board;
• Assembly of all electric components, except for the

first resistance of the heating element due to the mold;
• Sealing, using a mold as depicted on Figure 4, with

thermoplastic molding resin to achieve high quality
sealing and protection of components of the main
circuit. Overtec 820 15 Hotmelt Glue Gun, from
Techsil Limited, UK, was used with the respective
polyamide resin OverTec 5 FR;

• Missing resistor placement;
• Placement of an epoxy adhesive in the heating element

(in all resistors forming it) and in the thermistor.

As can be seen from the description of the process used
for the elaboration of the prototype, it can be turned into an
industrial process.

C. Firmware
The developed firmware, after all the initialization, enters

into sleep mode waiting for a SDI-12 command. After a aM!
command the firmware will perform a complete measurement
as presented on Figure 5.

For the implementation of the exponential integral in (3)
in order to obtain the ρc value, the Chebyshev approximations
for the Exponential Integral Ei(x) were used [24]. The im-
plementation was elaborated in C and can be executed in the
microcontroller used (16 bit with 32 kB of program memory
and 2 kB of SRAM).

Heater Element

Temperature Sensor

(Thermistor)

Main Circuit

Figure 3. Sensor 3D view.

Placed after

Molding

Low Pressure

Injection Mold

Temperature Sensor

(Thermistor)

Heater Element

Main Circuit

Figure 4. 3D view of the construction details.

1: repeat . Read soil temperature before applying heat
2: StartTemperature← temperature
3: until time < 12 s
4: HeatPulse ON (5 V)
5: repeat . Read heat power
6: HeatV oltage← voltage
7: HeatCurrent← current
8: until time < 8 s
9: HeatPulse OFF

10: Calculate q′ using (5)
11: repeat . Read Temperature Increase
12: . (3 samples/second)
13: ∆T ← temperature− StartTemperature
14: DetectMaxTemperature (∆TM, tM)
15: until time < 120 s
16: Calculate κ using (2)
17: Calculate ρc using (3)
18: Calculate θv using (4)
19: Enter SLEEP mode (760 s)

Figure 5. Firmware algorithm

The presented values for the heater voltage (5 V), the
heating duration (8 s) and the time allowed for the next
measurement are the defaults. These values can be change as
described next.

D. Digital Communications
The sensor uses SDI-12 protocol for digital communication

of sensor data and change sensor parameters. SDI-12 is a
standard to interface battery powered data recorders with
micro-processor based sensors designed for environmental data
acquisition. All SDI-12 communications are transmitted using
American Standard Code for Information Interchange (ASCII)
at 1200 baud with 7 data bits and an even parity bit. The
standard also specifies a communications protocol that allows
sensors to remain in a low-power sleep state until awoken by
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TABLE I. SDI-12 SENSOR COMMANDS

Command Description Command Description

?! Return address of the sensor aI! Return sensor identification

aAb! Change actual address to new ’b’ address aXGQ! Return heating power, q′, value

aM! Start all measurements aXGV! Return heater applied voltage

aM1! Start soil temperature measurement aXSVn.n! Assign heater voltage (from 2.0 to 5.0 V)

aD0! Read measurements data aXGT! Return maximum temperature rise, ∆TM

aHB! Raw data of temperature curve aXGH! Return heat duration, t0

aXGP1! Return soil volumetric water content, θv aXGI! Return heater current

aXGP2! Return soil thermal diffusivity, κ aXGR! Return spacing, r, value

aXGP3! Return soil volumetric heat capacity ρc aXSRn.nnn! Assign new spacing value (from 5.500 to 6.500 mm)

aXGB! Return soil bulk density, ρb aXSHnn! Change heat duration (from 6 to 30 s)

aXSBm.nn! Set soil bulk density (from 0.90 to 2.00 103 kg m−3)

a serial break signal sent by the master. The first character of
each command is a unique sensor address, a, that specifies
with which sensor the recorder wants to communicate.

Table I lists all the commands that the sensor will respond
to. In addition to the standard commands it was necessary to
implement a set of extended commands (with an X after the
address) in order to configure the sensor and obtain individual
readings of some parameters. These extended commands use
letter G after the X to get extra data from the sensor (heater
voltage, heating power, heater current, spacing between heater
and temperature sensor, maximum temperature rise, time of the
maximum temperature rise, soil bulk density, and individual
sensor parameters readings: soil volumetric water content,
soil thermal diffusivity, and volumetric heat capacity), and a
letter S to set new values for heater applied voltage and heat
duration, to new spacing value, and to set new bulk density.

Access to metadata is also available as presented in version
1.4 of the SDI-12 specification [25]. For calibration and
whenever necessary, the raw values (16 bit unsigned floating
point format) of the temperature curve can be requested using
the High Volume Binary Command (aHB!).

E. Probe Distance Calibration

The measurement of κ and ρc are highly sensitive to
effective separation distances, r, between the heater element
on heater probe and the thermistor on temperature sensor
probe [9]. Thus, calibration of this distance was crucial for ac-
curate measurements. The calibration was performed by insert-
ing the sensor in a gel that was made from a 4× 10−3 kg L−1

agar solution, Figure 6. The agar has equal thermal properties
as water, yet does not create heat convection as would occur
by heating liquid water [6].

The measured temperature response in agar solution was
used to calibrate the sensor separation distance for each ther-
mistor by fitting the measured temperature change to (1) using
known values of volumetric heat capacity (4174 kJ m−3 K)
and thermal diffusivity (1.436× 107 m2 s−1) of water, as
showed on Table II.

TABLE II. THERMAL PROPERTIES OF WATER AT 20 ◦C.

Physical Parameter Value

ρw (kg m3) 998.2

cw (J kg1 K−1) 4181.6

Cw (kJ m3 K−1) 4174

κw (m2 s−1) 1.4×10−7

F. Sensor Calibration
In this study, the developed soil moisture sensor has

calibrated in laboratory conditions with a constant temperature
of 20 ◦C using Tottori Dune sand because it allows for rapid
saturation and drainage across a wide water content range.
Physical properties are listed in Table III. In this study the
method used for water content determination was the gravimet-
ric method. The mass of water present in the sample is given

Figure 6. Probe distance calibration in agar solution
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Figure 7. Sensor calibration with Tottori sand.

by the difference in mass between the wet and dry sample.

Water content by mass is defined as the mass of water
divided by the mass of dry soil. The conversion into volumetric
equivalent can be done by multiplying the gravimetric water
content by the dry bulk density of the sample (ρs), with a
knowledge of water density (ρw). The volumetric water content
was calculated using

θ =
mw −md

md
ρb (6)

where ρb (kg L−3) is the dry bulk density to which the material
is packed, and mw (kg) and md (kg) are the wet and dry soil.

TABLE III. PHYSICAL PROPERTIES OF TOTTORI DUNE SAND. AFTER [4]

Physical Parameter Value

ρb (kg m3) 1630

cs (J kg−1 K−1) 795.0

The soil, Tottori Dune sand, is oven dried (105 ◦C) for
24 hours in order to get the dry soil. Then, soil was
packed uniformly into a plastic container and was weighted
(md=0.600 kg) and a measure was taken (dry soil measure-
ment, θv =0.00 m3 m−3), as shown in Figure 7. After that,
water is applied until saturation was achieved (weight of the
wet soil was 0.732 kg). For this type of soil, saturation was
achieved with θv = 0.36 m3 m−3 using (6) and data from
Table III. With the soil sample at saturation a measurement
was made, followed by three more measurements as the soil
sample was drying in the air.

The values of sample weight, soil gravimetric water content
(θG), and soil volumetric water content (θv) are summarized
on Table IV.

TABLE IV. SOIL WEIGHT VALUES AND CALCULATED VOLUMETRIC
WATER CONTENT

Soil Weight (kg) θG (kg kg−1) θv (m3 m−3)

0.600 0.000 0.000

0.630 0.050 0.082

0.650 0.083 0.136

0.700 0.167 0.273

0.732 0.220 0.359

V. RESULTS AND DISCUSSION

Since this work is only about a description of the design
and the construction of the sensor, only the results about the
sensor assembly and the calibration of the distance between
the probes will be discussed.

A. Printed Circuit Board
The developed Printed Circuit Board (PCB) is shown in

Figure 8. In order to optimize the space provided by the
supplier (Seeed Studio, China) that is 100 mm × 100 mm,
it was possible to place three sensors with mechanical joints
that after welding all components will be cut. This process also
reduces costs by 1/3 of PCB production, with the production
of 30 PCB for about 15 e.

B. Assembled Sensor
Figure 9 shows the assembled sensor without the thermo-

plastic molding resin and the final version of the sensor. The
sensor is small in size, compact, robust and easy to use. The
final product is comparable to commercial versions of other
soil moisture sensors using other measuring methods, such as
the EC-5, 5TE and 5TM probes from Decagon Devices Inc.,
USA.

This type of sensor (DPHP sensor) compares with capac-
itive type of sensor in terms of accuracy (±3 % [26]), and is
very different from very low-cost resistive sensor. Resistive
sensors give only qualitative estimation of the moisture con-
tent [26].

C. Probe Distance Calibration
The probe distance calibration was determined by obtaining

five sensor readings in agar solution with an interval of 1 h be-
tween readings and with heating power of q′ = 51.65 W m−1.
Figure 10 presents the measured temperature response as
a function of measurement time of one of these readings.
The measured temperature data was fitted using the non-
linear least-squares Marquardt-Levenberg algorithm. There is
a good agreement between measured and fitted data. The
fitted values of effective separation distance, reff , for all 5
readings are presented in Table V. The average value of reff is
5.534× 10−3 m. The differences between the designed PCB
layout value (6× 10−3 m) and effective distances are likely
caused by unprecise placement of the components (heater
and/or thermistor) because they are hand welded. In an in-
dustrial process this error could be minimized and lead to two
kinds of sensors: agar calibrated and uncalibrated lowering the
costs.

It can also be observed in Figure 10 that, compared to
other works [4], [8], [27], just to mention a few, which uses
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Figure 8. Developed Printed Circuit Board

data-logger for reading and control of the DPHP sensor, this
prototype presents a better resolution (18 bit against 13 bit
of must data-loggers) and a better sampling rate (1 sample/s
against 3 samples/s). This will give a better precision on
calculating ∆TM and tM. We can also observe a good signal
to noise ratio (∆TM = 0.3728 ◦C for a value of 100 % of
θv, agar ⇒ water) even for a lower heat power (51.65 W m−1

against 60 W m−1 - minimum found in literature [8]). This
low power (could be less and adjusted depending on θv values
- lower values less power) is very important in order to use
the sensor in wireless systems (Internet of Things - IoT).

a

b

c

d

Figure 9. Developed prototypes of the DPHP sensor. a) Diapason; b)
Prototype for debug without protective resin; c) Final prototype with

protective resin; d) Decagon 5TE.

TABLE V. CALIBRATION OF THE EFFECTIVE SPACING, reff

Sensor Readings r(m) reff (m)

#1

0.006

0.005566

#2 0.005522

#3 0.005521

#4 0.005512

#5 0.005551

Average 0.005534

D. Sensor Calibration
For sensor calibration the sensor was connected to an

Arduino development board according to the wiring diagram
of Figure 11. The SDI-12 listed commands from Table I can
be sent through the serial port (USB) and the Arduino software
(using the Arduino library for SDI-12 communications [28])
is responsible for converting to the SDI-12 protocol for the
sensor.

The calibration of the sensor was done according to the
method described in Section IV-F. When the values indicated
on the scale were in accordance with the desired values, three
sensor readings were taken with half an hour interval between
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Figure 11. Sensor to Arduino connections for SDI-12 protocol conversion.
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TABLE VI. OBTAINED AND CALCULATED VALUES FROM FIRMWARE IN THE SENSOR

Obtained Values Calculated Values

θv from calibration (m3 m−3) ∆TM (◦C) tM (s) κ (m2 s−1) ρc (J m−3 ◦C−1) θv from sensor (m3 m−3)

0.000 1.130410

17.8317 6.8981

1.3150 0.0042

0.082 0.908076 1.6370 0.0816

0.136 0.788853 1.8844 0.1396

0.265 0.613252 2.4239 0.2684

0.359 0.525757 2.8273 0.3668

each one. Readings are made by sending the command 0M!
followed by the command 0XGP2!, sent after the time indi-
cated in the response to the command 0M1 (130 s).

The results obtained for the five calibration points presented
in Table IV, are represented in Figure 12.

As can be seen, for the Tottori Dune sand measurement
range (0 m3 m−3 to 36 m3 m−3), the temperature rise value
is only 0.65 ◦C. In order to obtain, in comparative terms, a
precision close to commercial capacity-based sensors (3 %),
the accuracy of the temperature reading should be better than
0.05 ◦C which is the accuracy achieved by the developed
sensor.

During the acquisition of temperature, and according to
the algorithm presented in Figure 5, the maximum value
of the temperature rise, ∆TM, and the time at which this
maximum happens, tM, were obtained from temperature reads
and microcontroller timer. With these values and using the
equations (2), (3) and (4), the values presented in Table VI

were calculated o microcontroller firmware.

It is important to note that the values of tM, and conse-
quently the value of κ (by (2)), can be verified that κ is only
dependent on tM since t0, the time of the heat pulse, and r, the
distance between the heater element and sensor are constant
and this last was subjected to a calibration process to minimize
errors) are constant for the same type of soil. In this way, the
firmware obtains the tM value through a sliding average.

To verify the accuracy of the water content measurements,
Figure 13 compares the results of water content from the
sensor and calibration samples obtained with the method
explained on Section IV-F. It is possible verify that the values
for the sensor tted a linear relationship with R2 = 0.9995
and RMSE = 0.003 m3 m−3 over the entire range of θv
from dry to saturation. With the mention two-step calibration
the developed sensor achieved high-accuracy water content
measurements.
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Figure 12. Measured temperature rise after the heat pulse in Tottori sand for five moisture contents.
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and the calibration water content.

VI. CONCLUSION AND FUTURE WORK

This paper presents a novel design and an industrial process
to build a DPHP sensor based on PCB board as substrate. The
process is based on four steps and two-step calibration process:
in agar for probe distance determination, and using Tottori
Dume sand for sensor validation. The prediction accuracy of
soil volumetric water content, θv by the developed sensor
was validated as 0.003 m3 m−3 for Tottoti Dune sand with
θv varying from dry to saturation.

Results also show that it is possible to build the multi-
functional DPHP sensor in a low cost industrial process (PCB
and assembly). This was the first time that a soil moisture
sensor, based on heat-pulse method, was build using a PCB
as support. Further work must be done to find out the sensor
accuracy, test sensor readings variations with soil type, and
perform in-field and long-term stability tests.

Future work must needed to study the thermal properties
determined under various thermal conditions to find any impact
of the ambient temperature on the performance of the sensor.
Also, the use of several sensors connected on the same data-
logger must be evaluated on power consumption and commu-
nications stability.

The authors are producing about 48 sensors for use in the
field and connected through SDI-12 to two data loggers with
battery and solar support. The results of this study will be
published in future work.

In addition, as the sensor has a PCB as substrate, pads can
be placed to measure soil moisture using the capacitive method
and to measure soil Electrical Conductivity (EC). This process
may lead to a system with sensory fusion. The capacitive
method, with lower energy consumption, would be the main
method to be used and once or twice a day an acquisition by
the heat pulse method would be made. By using, for example,
a complementary filter, sensory fusion would be performed. In
this way, it could have a precise sensor, of low cost and with
less energy consumption.
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Abstract—The transfer of historically grown monolithic software
architectures into modern service-oriented architectures creates
a lot of loose coupling points. This can lead to an unforeseen
system behavior and can significantly impede those continuous
modernization processes, since it is not clear where bottlenecks
in a system arise. It is therefore necessary to monitor such
modernization processes with an adaptive monitoring concept to
be able to correctly record and interpret unpredictable system
dynamics. This contribution presents a generic QoS measurement
framework for service-based systems. The framework consists of
an XML-based specification for the measurement to be performed
– the Information Model (IM) – and the QoS System, which
provides an execution platform for the IM. The framework will be
applied to a standard business process of the German insurance
industry, and the concepts of the IM and their mapping to
artifacts of the QoS System will be presented. Furthermore,
design and implementation of the QoS System’s parser and
generator module and the generated artifacts are explained
in detail, e.g., event model, agents, measurement module and
analyzer module.

Keywords–Quality of Service (QoS); Indicator Measurement;
XML-Model; Service-orientation; SOA; Complex Event Processing
(CEP)

I. INTRODUCTION

The background of this work is a cooperation with a partner
from the German insurance industry and its IT-Architecture
department. Many IT-driven and data-driven companies face
the challenge of continually modernizing their infrastructure,
technologies, systems and processes. The insurance industry
in particular is characterized by the fact that extensive dig-
itization of processes took place very early. This was done
well before researching modern service-based approaches,
such as ’traditional’ service-oriented architectures (SOA) or
even microservices (MS) and without the use of distributed
infrastructures such as cloud computing. Historically grown
software monoliths were state of the art. The modernization of
such monoliths in the direction of service-based architectures
is a major challenge. This conversion process is the main
motivation of this work and will be explained in more detail
below.

A. Motivation
Systems cannot be abruptly switched off and replaced

by new architectures but must be continuously transformed
into modern architectural forms. In this continuous modern-
ization process, monolithic structures are broken down and
distributed into services. This gives companies more agility
and adaptability to changing business requirements. However,

a decentralized and service-oriented system architecture is
usually quite fine-granular and loosely coupled. Generally,
this provokes an unpredictable dynamic system behavior. This
also applies to our partner in the insurance industry. In order
to remain competitive, the insurance industry has to respond
quickly to customer information portals, such as check24.de,
where different insurance companies competitively can offer,
e.g., car insurances. This scenario motivates the need for a
holistic measurement concept and defines the general applica-
tion scenario of this work.

So, there is a fundamental need for information about
the system behavior. Relevant information is collected in the
’Information Product’, which represents the output of the ’Core
Measurement Process’ (cf. Fig. 1). The ’Information Need’
provides the input for the subprocess ’Plan the Measurement
Process’, the subprocess ’Perform the Measurement Process’
generates the Information Product’. The process goal is to
satisfy the ’Information Need’.

Nowadays it is normal that customers are demanding
online services unpredictably and with high volatility. These
volatile demands may lead to bottlenecks in distributed service-
oriented architectures. Therefore, a reliable measurement of the
whole system behavior is necessary in order to eliminate any
bottlenecks. Such a measurement concept and its prototypical
implementation are the core contributions of our work.

B. Contribution
In order to monitor individual system components with

respect to time behavior, fixed time limits have so far been
used. These fixed time limits are often used in historically
grown software systems of the German insurance industry.
If a system component (service) could not respond within
these time limits, this was interpreted as a bad quality feature.
However, with these static limits, a dynamic system behavior
can be poorly monitored and interpreted. The challenge is
to determine, when dynamic systems are overloaded. In this
respect, a partner company of the insurance industry demands
to integrate a metric, which could replace their static time
limits in the future with a more dynamic metric. The general
requirements lead to the following questions:

• How could static rules and timeouts be supplemented
by a dynamic measurement metric?

• How could the measuring system be built on existing
XML-Standards?

In previous work [1] [2] [3], we have already developed
a framework for dynamically measuring the service response
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time as a Quality of Service (QoS) Parameter within service-
oriented architectures. Especially in [1] we provided initial
implementation details of the dynamic measuring system.
Our measuring system considers existing XML standards and
can flexibly record the load behavior of a software system.
This measuring system should measure the response time as
a particular QoS parameter as an example. The measuring
system should be able to consider both dynamic limits as
well as static limits (optional). Normally, only the dynamic
limits should be considered. But, if a service exceeds a fixed
limit of, e.g., 5 seconds, then this should also be recognized.
Another requirement is that the measuring system should
’inject’ measurement agents into a software system as flexible
and automated as possible.

As a significant extension to our previous articles, here
we contribute in more details in important areas of our work,
namely in Section IV and in Section V we show:

• a detailed design model of our QoS generator includ-
ing an in depth look at its general parser classes as
well as its derived measure parser classes,

• our in-memory model for our base XML model,
• much more implementation details on the measure-

ment module and our event model (EventModel),
• and a comprehensive summary of the overall QoS

platform based on our previous articles.

In total, our additional contributions provide a much deeper
look at our work with respect to design and implementation
of our overall system.

The remainder of this article is organized as follows: In
Section II, related work concerning the topic of measurement
models of service-based systems is explained. The measure-
ment process with its core concepts and the information model
are described in Section III and more implementation details in
Section IV. Some mathematical equation explains the general
measurement concept. After clarifying the general measure-
ment plan, Section VI shows how the planned measurement

Figure 1. The Core Measurement Process

concept can be applied for detecting the so called ’Spikes’,
situations of high system-loads. The final Section VII will sum-
marize this work. The different advantages and disadvantages
of the described measurement model will be discussed. Also,
an outlook to future work will show how the results of this
work will be used in upcoming work in Section VII.

II. PRIOR AND RELATED WORK

In prior work, we already discussed several aspects of
the combination of SOA, Business Process Management
(BPM), Workflow Management Systems (WfMS), Business
Rules Management (BRM), and Business Activity Monitoring
(BAM) [4][5][6] as well as Distributed Event Monitoring
and Distributed Event-Condition-Action (ECA) rule processing
[7][8]. Building on this experience, we now address the area
of QoS measurement for combined BRM, BPM, and SOA
environments, mainly but not limited to, within the (German)
insurance domain.

Work related to our research falls into several categories.
We will discuss these categories in sequence.

General work on (event) monitoring has a long history (cf.
[9][10] or the ACM DEBS conference series for overviews).
Monitoring techniques in such (distributed) event-based sys-
tems are well understood, thus such work can well contribute
general monitoring principles to the work presented here. This
also includes commercial solutions, such as the Dynatrace [11]
system or open source monitoring software like, for example,
the NAGIOS [12] solution. In these systems there is generally
no focus on QoS measurement within SOAs. Also, they usually
do not take application domain specific requirements into
account (as we do with the insurance domain).

Active Database Management Systems (ADBMS) of-
fer some elements for use in our work (see [13][14] for
overviews). Event monitoring techniques in ADBMSs are
partially useful, but concentrate mostly on monitoring ADBMS
internal events, and tend to neglect external and heterogeneous
event sources. A major contribution of ADBMSs is their very
well defined and proven semantics for definition and execution
of Event-Condition-Action (ECA) rules. This leads to general
classifications for parameters and options in ADBMS core
functionality [14]. We may capture options that are relevant
to event monitoring within parts of our general event model.
QoS aspects are handled within ADBMS, for example, within
the context of database transactions. Since ADBMSs mostly do
not concentrate on heterogeneity (and distribution), let alone
SOAs, our research work extends into such directions.

The closest relationship to our research is the work, which
directly combines the aspects QoS and SOA. As many as 2002
several articles fall into this category. However, in almost all
known articles the SOA part focuses on WS-* technologies.
This is in contrast to our work, which takes the operational
environment of our insurance industry partners into account.

Examples of Webservice (WS-*) related QoS work in-
clude QoS-based dynamic service bind [15][16], related WS-
* standards such as WS-Policy [17], and general research
questions for QoS in SOA environments [18]. Design aspects
and models for QoS and SOA are, for example, addressed in
[15][19][20][21][22]. As for WS-* Web services, we also take
XML as foundational modelling language for our work. SOA
performance including QoS is discussed in articles [23], and
monitoring for SOA in articles such as [24][25][26][27].
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Uniqueness of our research is that it takes all the above-
mentioned aspects into account. We provide a detailed XML
based measurement model, as well as a generator-supported,
generic SOA monitoring framework. All of it takes especially
the operational environment of our insurance industry partners
into account, which is a large-scale SOA, but only partially
WS-* technology based. This makes our work highly relevant
in practice. Even more, since we base our modelling on
standards, which are highly relevant for German insurance
businesses (cf. VAA [28], ISO/IEC 9126 [29][30]), our work
is of a quite general nature and thus can be transferable (at
least within the insurance domain).

III. PLAN THE MEASUREMENT PROCESS

The Core Measurement Process can be divided into two
parts. First of all, the planning of the measurements takes
place, which determines how the Information Need can be
answered. In the second part, the planned methods of mea-
surement will be implemented.

A. Core Concepts of the Abstract Information Model
To measure the response time behavior of a dynamic

system, the definition of static response time limits is often
not sufficient. When a system component (service) is deployed
in a different hardware environment or in a different cloud
environment, this will affect the response time of this system
component. Static limits would have to be adapted manually to
the new execution environment of the services. Furthermore,
individual services share hardware resources with many other
services. This can lead to an unpredictable system behavior, es-
pecially in complex business processes. Therefore, static limits
are not sufficient, but a more flexible solution is required. The
approach of this work is the investigation of a measurement
concept, which is more flexible and based on the standard
deviation of system load of a specifiable measuring period.

The insurance industry in particular is characterized by
strong seasonal fluctuations. Towards the end of the year, many
customers switch their insurance contracts and are provoking
high system loads. In times of such high system loads, the
mentioned static limits would be continuously exceeding. The
information would be lost at the time when high loads are
peaking in such a strongly demanded period. It is important to
know when the current system is heavily loaded. Knowledge
about this information represents the so-called Information
Need (Fig. 1) of our partner from the insurance industry.

To answer this Information Need, the average response time
behavior µ of a system component is firstly computed for a
freely definable time period. For example, on the basis of the
last n = 500 measured response times of the services. On the
basis of this, the standard deviation is calculated within this
period, shown in (1):

s =

√√√√√ n∑
i=1

(xi − µ)2

n− 1
(1)

After this calculation, the current response time r of a
service is set in relation to this standard deviation s. If the
response time r of a currently requested service exceeds this
standard deviation by the factor of 2x then this is considered
as an overload situation:

Spike detected: r > µ+ 2 ∗ s (2)

This calculation takes place continuously. As soon as a
service is requested again, its response time is recorded and set
in relation to the last one (e.g., the last 500 measured values).
It is therefore a continuous and rolling measurement. This
measuring system can be applied both for very slow system
components on a daily base and also to very fine-granular
services that interact in the range of milliseconds.

The important fact is that the standard deviation is calcu-
lated continuously over a defined time period, and the current
response time of a service is set in relation to this. Therefore,
the measuring system adapts to seasonal fluctuations, and it
is possible to identify, which user requests (service calls) are
currently very critical with respect to the general response time
behavior, independently of the prevailing current load situation.
This allows fast and more precise analysis of systems and less
misinterpretation due to incorrectly set static time limits. This
dynamic measurement concept can give a more reliable answer
to the Information Need of our project partners.

B. Mapping of the Concepts of the Information Model
In this subsection, a QoS Information Model (QoS IM)

is presented in a more detailed manner. The QoS IM is a
XML document that includes values of the concepts for a
given application scenario. The concepts and their relationships
with each other are introduced in [3]). Here we focus on the
implementation of the concepts.

The QoS IM is created during the planning stage when
executing the subprocess ’Plan the Measurement Process’, cf.
Fig. 1). The XML document is used to automatically generate
the QoS Platform’s artefacts. The measurements results (i.e.,
the output of ’Perform the Measurement Process’) are pro-
duced by the QoS Platform. They are persistently stored for
subsequent analysis, typically in a database system.

We opted for XML as universally accepted standard which
is highly flexible, platform and vendor independent and sup-
ported by a wide variety of tools. Furthermore, XML comes
with a standardized schema definition language, namely XML
Schema. This is a big advantage against other languages such
as JSON for example.

In the QoS IM, we specify the measurement concepts for
the check24.com scenario, or the Proposal Service respectively.
Due to space limitation, the discussion is restricted to the
following concepts (cf. [3]):

• Measurable Concept – outlines in an abstract way, how
the Quality Attributes are determined to satisfy the
Information Need,

• Base Measure – specifies by its Measurement Method
how the value of Quality Attribute is to be determined,

• Derived Measure – uses one or more Base Measures
or other Derived Measures, whilst the Measurement
Function specifies the calculation method and thus the
combination of the Measures used,

• Indicator – is a qualitative evaluation of Quality At-
tributes, which directly addresses the issue raised in
the Information Needs.

The Measurable Concept Processing_Time references
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1 <MeasurableConcept Name="Processing_Time">
2 <SubCharacteristic Name="Performance"/>
3 <BaseMeasure Name="t_inst"/>
4 <BaseMeasure Name="t_term"/>
5 <DerivedMeasure Name="t_proc"/>
6 <DerivedMeasure Name="Count_StdDev_Calls"

y

/>
7 <DerivedMeasure Name="Count_Calls"/>
8 <DerivedMeasure Name="

y

StdDev_Calls_Percentage"/>
9 <DerivedMeasure Name="Failed_Calls"/>

10 </MeasurableConcept>

Listing 1. Calculation of the Proposal Service’s Processing Time

1 <BaseMeasure Name="t_inst">
2 <Scale TypeOfScale="Rational" Type="R"/>
3 <Attribute ServiceID="BAS_001"

y

AttributeName="ServiceCallID"/>
4 <MeasurementMethod Name="

y

recordTimeOfServiceCall">
5 <Implementation>
6 <Agent Class="ServiceAgent">
7 <Method>
8 <Attribute Name="ServiceCallID" Type="

y
xs:integer"/>

9 <Attribute Name="Time" Type="xs:string"
y

Computed="time"/>
10 <Event Name="ServiceStartEvent"/>
11 </Method>
12 </Agent>
13 </Implementation>
14 </MeasurementMethod>
15 </BaseMeasure>

Listing 2. Start Time of a Proposal Service Call

by name all necessary Base and Derived Measures (cf. list-
ing 1).

The definition of the Base Measure t_inst is shown in
listing 2. Its task is to capture the start time of a Proposal
Service call (by a user request). The element Attribute
specifies the attribute of the Proposal Service to be observed.
The element hierarchy of Implementation defines all
platform specific information to automatically generate all
artefacts needed for the measurement, i.e., the agent class with
attributes and the measurement method (cf. subsection IV).

The Derived Measure Count_StdDev_Calls presented
in listing 3 calculates the number of Proposal Service calls that
exceeds twice the standard deviation (cf. subsection IV, (2)).

Count_StdDev_Calls is based on a different Derived
Measure, namely t_proc, which computes the processing
time of a Proposal Service call (cf. Uses element, line 2).
The element Implementation comprises of all informa-
tion that is used to generate the analyzer class (cf. subsec-
tion IV). The analyzer executes the SQL Select statement
(cf. lines 8 to 16), which represents the content of the
element Plain. This is done by the measurement func-
tion calculateNumberOfCallsAboveSTDDEV, shown
in line 3, whenever an event ServiceDurationEvent has
been fired (cf. line 6).

1 <DerivedMeasure Name="Count_StdDev_Calls">
2 <Uses><DerivedMeasure Name="t_proc"/></

y

Uses>
3 <MeasurementFunction Name="

y

calculateNumberOfCallsAboveSTDDEV">
4 <Implementation>
5 <Analyzer>
6 <Query Class="ServiceDuration" Type="

y

xs:long">
7 <Plain>
8 SELECT COUNT(*) FROM serviceduration
9 WHERE

10 TINTS > TIME_SECS(DATEADD(’DAY’,
11 -30,NOW()))
12 AND TPROC > (SELECT AVG(TPROC)
13 + (2 * STDDEV(

y

TPROC))
14 FROM serviceduration
15 WHERE TINTS > TIME_SECS(
16 DATEADD(’DAY’,-30, NOW())))
17 </Plain>
18 </Query>
19 </Analyzer>
20 </Implementation>
21 </MeasurementFunction>
22 <UnitOfMeasurement>ms</UnitOfMeasurement>
23 <TargetValue>1</TargetValue>
24 </DerivedMeasure>

Listing 3. Compute the Number of Proposal Service Calls that Exceed Twice
the Standard Deviation

Finally, the Indicator SLoT_proc, shown in listing 4,
evaluates the adequacy of the processing time of all Proposal
Service calls.

SLoT_proc is based on two different Derived
Measures, namely StdDev_Calls_Percentage, and
Failed_Calls respectively (cf. Uses element, lines 4
to 7). The first measure, StdDev_Calls_Percentage,
takes Count_StdDev_Calls and Count_Calls and
does some basic arithmetic computation.

The element DecisionCriteria specifies a decision
table, so that a value, computed by the Derived Measures, can
be mapped to the entry of the given nominal scale (i.e., high,
medium, low). The element Implementation comprises all
information to generate the analyzer class (cf. subsection IV),
which implements the decision table and the mapping.

IV. DESIGN OF THE QOS GENERATOR

The initial phases of applying an IM (cf. Fig. 2) were
shown in Section III-B. This section discusses subsequent
phases (especially about generators, artefacts, etc.) in detail.
Please note, although its concepts are transferable, our QoS
Generator aims not to be of generic nature but is tailored
specifically towards our XML based IM and needs of our
partner companies. Furthermore, the generated artefacts are
specific to our current QoS Platform. Both offer the flexibility
to tailor each part to the specific needs of each of our partner
companies.

Several different artefacts have to be generated to apply a
specific IM. The basic design of the QoS Generator is given in
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Figure 2. Phase from IM to QoS System.

1 <Indicator Name="SLoT_proc">
2 <AnalysisModel Name="

y

computeAdequacyOfProcessingTime">
3 <Scale TypeOfScale="Nominal" Type=.../>
4 <Uses>
5 <DerivedMeasure Name="

y

StdDev_Calls_Percentage"/>
6 <DerivedMeasure Name="Failed_Calls"/>
7 </Uses>
8 <DecisionCriteria>
9 <Implementation>

10 <Analyzer>
11 <IndicatorTable Class="

y

IndicatorController" Type="HMN">
12 <IndicatorEntry>
13 <Input>devPercentageCount < 5 &&

y

badCount == 0</Input>
14 <Result>low</Result>
15 </IndicatorEntry>
16 <IndicatorEntry>
17 <Input>devPercentageCount >= 5 &&

y
badCount == 0</Input>

18 <Result>mittel</Result>
19 </IndicatorEntry>
20 <IndicatorEntry>
21 <Input></Input>
22 <Result>hoch</Result>
23 </IndicatorEntry>
24 </IndicatorTable>
25 </Analyzer>
26 </Implementation>
27 </DecisionCriteria>
28 </AnalysisModel>
29 </Indicator>

Listing 4. Compute the Adequacy of the Processing Time of all Proposal
Service Calls

Figure 3. Design of the QoS Generator.

Fig. 3. In general, it consists of a parser step and a generator
step. Purpose of the first step (parser) is to build an optimized
in-memory model of an given IM. A specific parser gets the
XML root element and parses an abstract or concrete part.
The second step (generator) consists of different generators
reading the in-memory model to generate specific artefacts
(e.g., classes, rule files, etc.). This distinction is necessary for
the desired flexibility of the QoS Platform itself and follows
the single responsibility principle. Further explanations of the
in-memory model, the QoS-Generator parsers and generators
are given in this section. At the end a brief overview of the
execution of these components is described.

a) In-memory model: The optimized model is part of
the Context class. Furthermore, it contains general con-
figuration information, a TypeMapperRepository and
a GeneratorModel. The TypeMapperRepository contains
mappers to translate XML Schema types into implementation
specific types (e.g., SQL, Java, etc.). The GeneratorModel
contains specific information (package definitions, etc.) for the
generators and is shared between them by the Context class.

An overview of the in-memory model is given in Fig. 6.
The model contains class representations of all IM concepts
like Services or Events. A major part is the representation of
Measure concepts which is combined in the MeasurableCon-
cept class. It contains references to BaseMeasure and Derived-
Measure classes. Also it contains helper methods to access
these (e.g., based on the name) or Measurement Methods
and Measurement Functions directly. Each IM concept
class contains all attributes and elements as shown in the XML.
Instead of accessing the XML directly, this approach offers
helper methods and direct references to other parts of the IM.
Where possible attributes are not represented in simple String
values but instead by more specialized types like enums or else.
Further optimizations can be implemented upon this basis.

b) QoS-IM parsers: A brief overview of all parsers
is given in Fig. 4. As stated before each IM concept has
a corresponding parser class. The Context and XML root
element is given to each parser. The QoS Generator defines the
order in which these parsers have to be executed. Basis for all
parsers is the minimal Parser interface which defines only the
parser(...) method. Thus, all parsers can be implemented
completely independent, which allows to implement more
complex optimizations or more in-depth evaluations of an IM.

An overview of the DerivedMeasureParser class
and its basic dependencies is given in Fig. 5. While the
Context contains the Model (and thus all previously parsed
elements), the XML Element class usually contains the In-
formation Need concept of the given QoS IM. Parsers are
divided into classes for abstract and concrete parts. As shown
before the abstract part is parsed first and thus this parser
calls their concrete part parsers. In this case the concrete
parts are parsed by the DerivedMeasureParser and
MeasurementFunctionParser. The latter one handles
all needed subsequent parsers calls. A Derived Measure can
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Figure 4. Overview of the parser classes.

Figure 5. Overview of the Derived Measure parser class.

contain a concrete part for rule-, query- or computation-
functions. To determine these each parser defines a unique
XML query string based on XPath.

c) QoS-Platform generators: While the parsers are tai-
lored towards the IM model, the generators are tailored towards
implementation artefacts or QoS Platform concepts. There
are generators for the QoS Agent, Indicator implementation
or complex event processing (CEP) rules. An overview of
the different generators is given in Fig. 7. Each generator
has a specific task concluding in the generation of certain
artefacts. This further supports the flexibility of the QoS
Platform itself. All generators implement the Generator
interface and thus get the Context and GeneratorModel ob-
jects. Purpose of the latter is to share certain information
between different generator in a defined and consistent way.
In this case only three Java package definitions are shared.
The Velocity template engine (cf. [31]) was chosen because
of its ease of use and simplicity. It offers access to Java
objects through a template language which can be used to
generate HTML or Java code. To further simplify the generator
implementation several abstract base classes were developed.
While the VelocityShellGenerator only offers basic
initializations, the VelocityGenerator prepares nearly
everything to generate artefacts. Only the file name and the
specific arguments for the template have to be provided. This
differentiation was needed because the QueryGenerator creates
several different artefact types (e.g., SQL files, Java classes)
and thus uses several different templates. The other generators
only have to use one template in the moment.

A detailed view of the QueryGenerator is given in
Fig. 8. Different SQL files and Java query classes are gener-
ated by this generator. To initialize several Velocity Template
classes, direct access to the VelocityEngine is needed. Sev-
eral TypeMapper classes are retrieved from the TypeMap-
perRepository. Actual generation is delegated to several
generate... methods. Each one builds the corresponding
VelocityContext and calls the writeToFile(...)
method to render the template. The VelocityContext is ba-
sically a key value map which can be accessed inside of a
template.

d) QoS-Generator execution: An example of a QoS
Generator parser execution is given in Fig. 9. After the IM
is parsed by a SAX compatible parser, the XMLElements are
given to each one separately. Every IM concept is parsed
from the abstract part to the concrete part. In this case,
the Uses, UnitOfMeasurement and TargetValue el-
ements are parsed by the DerivedMeasureParser. After
the MeasurementFunctionParser parses the relevant
attributes (e.g., the Name attribute) and creates the corre-
sponding Model class, it determines which type of imple-
mentation it contains. This is done by a query string that
each FunctionImplementationParser offers. In this
specific case, the MeasurementFunction contains a query
and thus the QueryFunctionParser is executed. Each
query implementation uses certain events to execute a query.
To parse these, the inherited method parseEvents is given
the Event elements.

A brief overview of the a query generator execution
is given in Fig. 10. The initialization step of each gen-
erator consists of initializing the needed Velocity Tem-
plates. Each template represents a certain type of file that
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Figure 6. Overview of the in-memory model.

Figure 7. Overview of different generators.

can be generated. The QueryGenerator is derived from
VelocityShellGenerator and thus the initialization
step is very complex to offer more flexibility. A query consists
of Java and SQL files, thus several templates are needed.
The generation is started through the generate(Context)
method call. The first step is to determine the needed
TypeMappers. As stated before mappers for Java and SQL
types are needed, which can be loaded by their names
(e.g., ’java’, ’sql’). The second step is to generate the files

Figure 8. QueryGenerator and certain dependencies.

and artefacts by building the needed VelocityContext
classes and calling the derived method writeToFile. Each
VelocityContext object contains all data (e.g., variable
names, data types, etc.) in a simple Map like data structure.
Inside each template certain special codes can be used to access
Context data, execute loops or use conditional statements to
determine what will be rendered.

V. IMPLEMENTED CONCEPTS AND THEIR ARTEFACTS

In the following paragraphs, different concrete parts and
their corresponding artefacts are presented. Note, only excerpts
are shown and currently not all elements of the abstract part
are used. In Fig. 11 an overview of the QoS System and it’s
different components is given. The Measurement Agents (or
QoS Agent) are only design-wise part of the QoS-System. In
general they are placed inside the measured system (e.g., an
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Figure 9. Overview of a parser execution.

Figure 10. Overview of a generator execution.

ESB, process engine, etc.) and send its results to the QoS
Platform. In our current case, this is done via REST but
other technologies (e.g., Sockets, CORBA, SOAP, JMS) can
be implemented too. The QoS Platform consists of two distinct
components.

QoS Measurement is the ’first stage’ and contains logic
to format or filter incoming events. Furthermore, it contains
a CEP engine (JBoss Drools) to further compute and analyze
the event stream. QoS Analyzer module is the ’second stage’
and contains the main computation of Derived Measures and
Indicators. Interfaces to offer these data to downstream systems
(e.g., alerting) are also implemented in this module. While the
QoS Measurement handles incoming events as fast as possible,
the Analyzer module is heavily based on SQL queries and

computations which are only executed when needed.
a) Event Model: The EventModel is a concrete part

inside an IM but part of a specific IM Measure. It is defined
aside of these concepts and defines the different events used
inside QoS Platform, especially by the QoS Agent and the
Measure components. It offers concepts to define events, their
Attributes and dependencies (inheritance) between them.
Currently used is the model shown in Listing 5.

From this model several Java POJOs are generated, which
are shown in Fig. 12. An overview of the generated code is
shown in Listing 6 and Listing 7. Each Attribute is generated
with their mapped type, their name and the needed getters and
setters. Furthermore, abstract keyword is generated if set
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Figure 11. Overview of the QoS System.

<EventModel>
<EventType Name="ServiceBaseEvent" Abstract=

y

"true">
<Attribute Name="id"

Type="xs:positiveInteger"/>
<Attribute Name="t_term"

Type="xs:positiveInteger"/>
</EventType>
<EventType Name="ServiceStartEvent"

Super="ServiceBaseEvent"/>
<EventType Name="ServiceEndEvent"

Super="ServiceBaseEvent"/>
<EventType Name="ServiceDurationEvent">
<Attribute Name="id"

Type="xs:positiveInteger"/>
<Attribute Name="t_inst" Type="xs:long"/>
<Attribute Name="t_proc" Type="xs:long"/>

</EventType>
</EventModel>

Listing 5. EventModel concrete part of an IM.

to true. If a super class is set, the Java extends clauses are
generated too. The ServiceBaseEvent is mainly used by
the QoS Agent and Measurement component. The Service-
DurationEvent is a complex event created through the CEP
rule. While the id attributes are simply integers as defined by
the insurance system, the other attributes are of data type long.
This is necessary to hold timestamps with the needed precision.

b) Measurement Agent: The concrete part of the Base
Measure t_inst is given in Listing 2. It defines Attribute
elements and references the computed QoS Event. The Ser-
viceCallID is parsed from Service Call data. The Time attribute

Figure 12. Detailed view of the generated Event classes.

public abstract class ServiceBaseEvent {
private int id;
public int getid() {
return id;

}
public void setid(int id) {
this.id = id;

}

private long t_term;
public long getT_term() {
return t_term;

}
public void setT_term(long t_term) {
this.t_term = t_term;

}
}

Listing 6. Generated Java POJO ServiceBaseEvent.

will be computed by the Agent itself. Furthermore, a class at-
tribute is given in the Agent element. It is used to structure the
generated code and the corresponding artefacts. The specific
method name is derived from the MeasurementMethod
element. While the QoS Agent is designed as part of the QoS
System, it is actually placed directly into the SOA as part
of the ESB component. The used ESB is a partner specific
implementation.

c) Measurement Module: A brief overview of the Mea-
surement module is given in Fig. 13. The QoS Agent send sev-
eral events to this module. Each event is currently handled and
formatted by EventController and EventFormatter
classes. The formatters are needed because Agents only sent
raw string-based data. After the formatter constructs actual
Event classes, these are given to the Drools CEP Engine.
This is done through the DroolsEndpoint class. These
classes are considered to be part of the QoS Platform core.
Thus, they are not generated and only adjusted if needed.
EventFormatter are written for each Event that a BaseMeasure
uses. In the postConstruct method, the CEP engine is
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public class ServiceDurationEvent {
private int id;
public int getid() {
return id;

}
public void setid(int id) {
this.id = id;

}

private long t_inst;
public long gett_inst() {
return t_inst;

}
public void sett_inst(long t_inst) {
this.t_inst = t_inst;

}

private long t_proc;
public long gett_proc() {
return t_proc;

}
public void sett_proc(long t_proc) {
this.t_proc = t_proc;

}
}

Listing 7. Generated Java POJO ServiceDurationEvent.

Figure 13. Overview of the measurement module.

further initialized with logging capabilities and a Spring Inte-
gration Channel. The ServiceDurationRepository of
the Analyzer module is listening on this channel and persists
every incoming complex event.

The concrete part of the Derived Measure t_proc is
given in Listing 8. It contains the definition of the CEP rule,
which computes the complex event ServiceDurationEvent.
Plain element indicates that this code fragment will be placed
’as is’ into a rule file. Only certain definitions (e.g., for event
classes) will be added. The rule file is loaded on start up by the
CEP engine (JBoss Drools) of the QoS Measurement module.
The generated rule file is shown in Listing 9. Besides the
import definitions, also the package definition is added. This

<Rule>
<Event Name="ServiceDurationEvent"
Handle="output"/>

<Plain>
rule "Service Duration Rule"
when
$start : ServiceStartEvent()
$end : ServiceEndEvent(
this after[ 0s , 2s ] $start &&
this.id == $start.id

)
then
channels["analyzer"].send(
new ServiceDurationEvent(...)

);
end

</Plain>
</Rule>

Listing 8. Concrete Part of a Rule.

package de.hshannover.ccitm.qos.measurement;

import de.hshannover.ccitm.qos.events.*;

declare ServiceEndEvent
@role( event )

end
declare ServiceDurationEvent
@role( event )

end
declare ServiceStartEvent
@role( event )

end

rule "Service Duration Rule"
when
$start : ServiceStartEvent()
$end : ServiceEndEvent( this after[ 0s , 2s

y

] $start && this.id == $start.id )
then
logger.info("Duration rule fired");
ServiceDurationEvent duration = new

y

ServiceDurationEvent();
duration.setid($start.getid());
duration.sett_inst($start.getT_term());
duration.sett_proc($end.getT_term() - $start

y

.getT_term());
channels["analyzer"].send(duration);

end

Listing 9. Generated rule file.

definition is based upon the information of the GeneratorModel
described earlier. Another important and generated part are the
declare statements. These define the Event POJOs as CEP
events in the JBoss Drools sense. As shown, only the actual
needed events of the included rule have declare statements.

d) Analyzer Module: The generated class and rule files
for the DerivedMeasures are part of the QoS Platform (and part
of the QoS Platform.war). For example, the generated classes
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Figure 14. Detailed view into the Analyzer Module.

of the Analyzer module are shown in Fig. 14. Indicator and
*-Duration classes are integrated, if needed manually, into the
QoS Platform. The AnalyzerService class is considered part
of the QoS Platform core and implements the REST interface
for downstream systems (e.g., alerting).

The concrete part of the Derived Measure
COUNT_STDEV_CALLS is given in Listing 3. It contains
the SQL query to get the count of all events with a runtime
above the doubled standard deviation. The generated class is
shown in Listing 10. The QUERY_STDDEV_EVENTQuery
attribute contains the SQL query given in a Plain element.
Again, the class attribute is used to structure the code and
artefacts, but the Type attribute is specific for a query and
specifies the return type (in this case Long) of the query. The
name of method is given in the MeasurementFunction
element. Also, this class contains the SQL queries for other
derived measures. Furthermore, needed imports and Spring
code to integrate the jdbcOperations object are generated.

The concrete part of the Indicator SLoT_proc is given
in Listing 4. Each IndicatorEntry element consists of
an Input where the Indicator condition is defined and a
Result element, which contains the actual Indicator re-
sponse. Each of these results has to be a valid HMN
type. The generated IndicatorController class is given in
Listing 11. The dependencies to other Measure results are
given by the Uses element. This information is also used
for generation and manual modifications. In this case, the
ratio of service calls above the standard deviation is com-
puted by the ServiceDurationComputation class. The
ServiceDurationQuery class provides the number of
failed service calls.

VI. MEASUREMENTS

For the evaluation of the described measurement concept,
it is stressed with an initial load test. The general ’Information
Need’ (Fig. 1) is the information about how volatile a software

public class ServiceDurationQuery {
private String QUERY_STDDEV_EVENTQuery =
"SELECT COUNT(*) FROM serviceduration

WHERE
TINTS > TIME_SECS(DATEADD(’DAY’,-30,NOW()))

AND TPROC > (SELECT AVG(TPROC)
+ (2 * STDDEV(TPROC))

FROM serviceduration
WHERE TINTS >
TIME_SECS(DATEADD(’DAY’,-30, NOW())))";

...

private JdbcOperations jdbcOperations;

public ServiceDurationQuery(DataSource

y

dataSource) {
jdbcOperations =
new JdbcTemplate(dataSource);

}

public Long

y

calculateNumberOfCallsAboveSTDDEV() {
return jdbcOperations.queryForObject(
QUERY_STDDEV_EVENTQuery, Long.class );

}

public Long getNumberOfCals() {
return jdbcOperations.queryForObject(
QUERY_EVENT_COUNTQuery, Long.class );

}

public Long computeFailedCalls() {
return jdbcOperations.queryForObject(
QUERY_FAILED_EVENTQuery, Long.class );

}
}

Listing 10. Generated query class.

system is currently being stressed. Static thresholds cannot
fulfill the desired ’Information Need’ of the partner companies
in the insurance industry. The dynamic approach of measuring
the spikes, which exceed the standard-deviation of a measuring
period, can provide better answers here. For the evaluation,
such spikes are directly provoked. When generating the spikes,
two parameters are randomly influenced:

• Intensity: The intensity of the spikes.
• Frequency: The frequency at which the spikes occur.

In the stress test, the two parameters ’Intensity’ and ’Fre-
quency’ are set. A high intensity means that a spike is gen-
erated with a high level of volatility. The intensity describes,
how long the response time of a service request is and how
’intensive’ the standard deviation is exceeded according to
(1). The frequency determines, how often such a spike should
occur in the stress test. The stress test therefore generates
very volatile measurement events, which must be recorded
dynamically by the measuring system. So, a random variation
of these two parameters will provoke volatile stress situations
with unpredictable intensity and frequency. This allows the
measuring system to be tested as strongly and dynamically as
possible. Some of the preliminary results measured with the
QoS System are shown in Fig. 15. The yellow line shows the
standard deviation barrier. In this case, 3 % of all measured
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public class IndicatorController {
@Autowired
ServiceDurationQuery durationQuery;
@Autowired
ServiceDurationComputation

y

durationComputation;

public String

y

computeAdequacyOfProcessingTime() {
long devPercentageCount =

y

durationComputation.

y

computeRatioOfCallsAboveSTDV();
long badCount = durationQuery.

y

computeFailedCalls();

if(devPercentageCount < 5 &&
badCount == 0) {
return "low";

}
if(devPercentageCount >= 5 &&
badCount == 0) {
return "middle";

} else {
return "high";

}
}}

Listing 11. Generated indicator class.

Figure 15. Preliminary Measurement Results.

requests (6 service calls) are violating the barrier, thus the com-
puted indicator would be low. Above 5 %, the indicator would
be middle. The red line shows the SLA barrier introduced by
service consumers like check24.de. If one request exceeds this
barrier, the indicator switches to high. A more thorough test
and evaluation based on these loads will be given in our future
work. But based on these results, the measurement concept can
be used to even measure very volatile stress situations.

VII. CONCLUSION AND FUTURE WORK

In this article, we presented an approach for monitoring a
distributed SOA environment, which we see as a promising
path to take. Our SOA Quality Model is aimed to follow
the ISO/IEC-Standard 15939 (cf. [32]), which enables a wide
range of use cases. Our Measurement Concept outlines an
execution platform for the specific QoS Information Model,
which should cause minimal impact on the SOA environment.

The separation of Measurement Agents and QoS-Analyzer

on one hand allows lightweight agents and on the other hand
a very capable analyzer component. Furthermore, certain parts
of our QoS Platform can be replaced or complemented with
common tools, e.g., from the microservices eco system. For
example, Netflix’s Hystrix could be used to implement a
BaseMeasure or Prometheus to implement DerivedMeasures.
This flexibility in our architecture with the general concept
given by our SOA Quality Model offers new opportunities for
our partner companies.

Already in previous work [2] [3], we presented our general
measurement concept, an initial business process (the ’check
24’ Proposal Service insurance use case, a basic business
relevant scenario), and our information model and concept. The
core contributions of the present article are implementation
details of our approach.

Therefore, in Section IV, we dive deeply into design and
operation of the QoS Generator. In Section V, implementation
details of the generated artifacts – e.g., event model, agent,
measurement module, and analyzer module – are described in
depth.

Our ongoing work of applying the QoS System to an
application scenario relevant to our partner in the insurance
industry (the so called ’Check 24 process’), will provide
evidence of the practical usability of the created framework.
Furthermore, a more thorough evaluation will be the main part
of our future work.

To this end, we designed and implemented a simulation
environment based on the QoS System and applied to the
partner’s system architecture. The simulation environment will
be feed with real data, i.e., the number of requests per unit of
time over the day, to perform measurement and analysis.

It is expected that our monitoring system will help to
discover potential bottlenecks in the current system design of
our partner’s distributed services. Therefore, it will create value
in the process of solving these issues.

In future work, we have planned to apply our existing work
to the more complex insurance process ’Angebot erstellen’
(’create individual proposal’) of the VAA [28]. Thus, we will
implement a more complex insurance scenario. Moreover, the
actual measurement and analysis of the results are an ongoing
process, which is yet to be finalized.

We also have plans to apply these results onto cloud-based
environments. Furthermore, a deeper subdivision or extraction,
from the current coarse granular SOA services into fine-grained
microservices, will be investigated by us in future work ’where
it makes sense’, for e.g., to allow for a better scalability of
individual microservices.
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Abstract—With today’s requirement of quickly developing dig-
itization solutions, companies often use specialized workflow
languages like the BPEL or BPMN 2.0, which orchestrate
services along the process flow. Because process models are of
critical importance to the functioning of the organization, high
quality and reliability of the implementations are mandatory.
Therefore, testing becomes an even more important activity in the
development process. For judging the quality of developed tests,
Test Coverage Metrics can be used. Current approaches to test
coverage calculation for BPEL either rely on instrumentation,
which is slow, or are limited to vendor-provided unit test
frameworks, in which all dependent services are mocked, which
limits the applicability of such approaches. Our refined approach
relies on analyzing process event logs that are written during
process execution. Within this article we analyze the performance
characteristics of process log analysis versus the instrumentation-
based approach by running an experiment with BPEL processes
and their accompanying test suites developed in an industry
project. According to our findings, the improved version of
process log analysis is significantly faster for all scenarios.

Keywords–Test Coverage; Process Mining; BPEL; Event Log;
Experiment; Performance.

I. INTRODUCTION

This article presents improvements, an extended description
as well as an improved experimental evaluation of using
process log analysis as a method for measuring test coverage
of BPEL processes presented earlier [1].

Having a flexible and fast tool for measuring test coverage
is important due to the rising importance of digital busi-
ness process solutions. Partner networks are being connected
tighter and the integration between different businesses is
often driven by business process needs. For example, offering
fully fledged digital services to customers requires a high
degree of automation, i.e., the implementation of large parts of
business processes in software solutions. Because the failure
of customer- or partner-facing processes can have dramatic
financial and reputational consequences, the required quality,
stability and correctness of process-based software solutions
is an important problem in practice – and as such a relevant
research topic.

Business processes can be digitized by using special work-
flows, which are refered to as executable business processes.
Standards like BPEL or BPMN 2.0 have been developed to
automate business processes in large companies by orches-
trating services. These are software artefacts and can contain
complex orchestration logic. With the increasing demand for
fully digitized solutions, it is likely that more and more

business processes are being implemented in these or similar
orchestration languages.

Because business processes – and as such their software
implementations – are very critical to the functioning and
performance of organizations, it is mandatory to perform good
quality assurance in order to avoid costly problems in pro-
duction [2]. Quality Assurance can include static checking of
process models (e.g., consistency check of service contracts to
executable processes [3]). However, most projects use testing
as their main quality assurance activity. Consequently, they
require an assessment of the adequacy and quality of the tests.
It has been shown by Piwowarski et al. [4] that a) test coverage
measurements are deemed beneficial by testers, although b)
they are rarely applied because of being difficult to use, and
c) that higher coverage values lead to more defects being
found. These findings are supported by Horgan et al. [5], who
linked data-flow testing metrics to reliability, and Braind et
al. [6], who simulated the impact of higher test coverage on
quality. Furthermore, Malaiya et al. [7] and Cai & Lyu [8]
have developed prediction models that can link test coverage
to test effort and software reliability.

Quality Assurance, and thus test coverage measurement,
should be an ongoing activity because executable processes
will evolve over time [9]. One way for continously measuring
test quality is to measure test coverage as part of all testing
activities. Test Coverage then serves as measurement of test
data adequacy [10].

While approaches applicable for developing unit tests for
executable processes have been proposed by academia (e.g.,
[11], [12]) and developed by vendors for their respective pro-
cess engines, there is no practical way to efficiently calculate
test coverage for tests that are not controlled by a unit testing
framework. Also, approaches relying on instrumentation create
significant additional overhead by a factor larger than 2.0
compared with the “plain” test case execution times [13].
This is far more than instrumentation approaches for “normal”
programming languages, e.g., Java, require.

An approach that better guides quality assurance in soft-
ware projects, which develop executable processes, is required.
This approach shall be applicable in several test scenarios,
including unit tests, integration tests and system tests. Ideally,
it is easier to set up than existing methods in order to improve
acceptance by practitioners [4].

Within this article, we evaluate an approach based on
analyzing process event logs, which are automatically written
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by process engines during process execution regardless of
whether testing frameworks are used or not. The evaluation is
done experimentally and compares the execution times of two
test coverage measurement approaches: process log analysis
and process instrumentation. For running the experiment, four
BPEL processes from the commerical Terravis project [14] as
well as two research processes from Schnelle [15] are used.

This article is structured as follows: First, the process
modeling language BPEL is shortly explained in Section II
before related work is presented in Section III. The approach
for mining test coverage metrics is described in detail in
Section IV followed by a short evaluation of its flexibility
in Section V. The main part of this article is presented in
Section VI, which describes the experiment set-up, the gath-
ered results and their interpretation comparing the performance
of our new approach and the existing instrumentation-based
approach. Finally, we conclude and give an outlook on possible
future work.

II. BACKGROUND ON BPEL

BPEL (short for WS-BPEL; Web Services Business Pro-
cess Execution Language) is an OASIS standard that defines
a modeling language for developing executable business pro-
cesses by orchestrating Web services.

BPEL Models consist of Activities, which are divided
into Basic Activities and Structured Activities. Basic Activities
carry out actual work, e.g., performing data transformations
or calling a service, while Structured Activities are controlling
the process-flow, e.g., conditional branching, loops, etc.

Important Basic Activities include the invoke activity
(which calls Web services), the assign activity (which performs
data transformations), and the receive and reply activities
(which offer service others to call a process via service
interfaces). Important Structured Activities are the if, while,
repeatUntil, and forEach activities, which offer the same
control-flow structures like their pendants in general purpose
programming languages, and the flow activity, which allows
process designers to build a graph-based model including par-
allel execution. For building the graph, BPEL defines links that
can also carry conditions for modelling conditional branches.

For handling error conditions and scoped messages, BPEL
provides different kinds of Handlers: Fault Handlers are
comparable to try/catch constructs: Whenever a SOAP Fault is
returned by an invoked service or is thrown within the process,
the Process Engine searches for defined Fault Handlers. These
may trigger Compensation Handlers, which can undo already
executed operations. For receiving events asynchronously out-
side the main process flow, Event Handlers can be defined.
These come in two flavors: onEvent Handlers for receiving
SOAP messages, and onAlarm Handlers for reacting on (pos-
sibly reoccurring) times and time intervals.

BPEL does not define a graphical representation like the
BPMN 2.0 standard does, but standardizes the XML format, in
which it is saved. Vendors have developed their own graphical
representations. Within this article we use the notation of the
Eclipse BPEL Designer. A process that will be used as an
example in this article is shown in Figure 1: A customer places
an order (“receiveInput”). A check is made, whether the cus-
tomer has VIP status or not. In case of a VIP customer, points

are credited to the customer’s account (“SavePointsEarned”).
In both cases appropriate response message to the customer
are prepared (“PrepareReplyFor. . . ”), which is then sent back
to the customer (“reply”). For handling failures while storing
the earned points, a Fault Handler called “catch” is defined,
which prepares (“PrepareTicketCreation”) and creates a help
desk ticket (“CreateHelpDeskTicket”) so that the points can be
manually added later.

BPEL processes are deployed to a Process Engine, which
has the responsibility for executing process instances and
managing all aspects around process versioning, persistence,
etc. The amount of data, which is persisted during process
execution, is vendor-dependent and can be configured in most
engines during the deployment of a process model.

BPEL has been designed to be extensible. Many extensions
by both standard committees and vendors have been made.
For example, BPEL4People allows to interact not only with
services but also with humans during process execution.

III. RELATED WORK

Testing BPEL processes has become subject of many
research projects. For example, Li et al. (BPEL4WS Unit
Testing Framework [11]), Mayer & Lübke (BPELUnit [12]),
and Dong et al. (Petri Net Approach to BPEL Testing [16])
have developed approaches for testing BPEL processes and
published their ideas.

The BPELUnit framework was developed by Mayer &
Lübke [12] and was later extended by Lübke et al. [13]
with test coverage measurement support. First, the coverage
metrics needed to be defined, which is not as straightforward
as for other programming languages due to BPEL’s different
mechanisms for defining the process-flow. Consequently, three
coverage metrics were defined: Activity Coverage, Handler
Coverage, and Link Coverage.

Coverage Measurement was done by instrumenting the
BPEL process: For tracing the execution, the process is
changed prior to deployment. Additional service calls are
inserted for every activity. The service calls send the current
execution position (“markers”) to the test framework. This
enables the test framework to know which activities have been
executed in the test run. However, the test framework needs to
run while the instrumented processes are executed in order to
collect the markers, which makes its use limited in practice.
Even more, the overhead introduced by many new service calls
is considerable: The reported overhead in the original paper
is more than 100%, i.e., the test execution times have more
than doubled. This stems from the instrumentation mechanism,
which requires every execution trace point to be sent out of
the process via a service call, which in turn requires XML
serialization and involves the network stack. This also makes
the BPEL process much larger: The number of basic activities
tripples for instrumenting all measurement points for calculat-
ing activity coverage alone. One advantage of the approach is
that it only slightly depends on the Process Engine being used:
The changes to the BPEL process are completely standards-
compliant. Only the new service for collecting markers needs
to be added to the engine-specific deployment descriptor. One
way to migitate the performance problems is to distribute the
tests, e.g., as described by Kapfhammer [17].
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Figure 1. Sample BPEL Process for processing an Order.

Process Engine vendors have also developed their own
proprietary solutions for measuring test coverage: Test Cases
are developed in the development environment of the process
engine and can be executed from there or on a server. All
services are mocked and the test frameworks simply inject pre-
defined SOAP messages. Such test frameworks use a striped-
down version of the process engine. This results in a mixture
between simulation and test: The process engine uses the same
logic but not all parts of its code are triggered because some
features are disabled. Also, there is no possiblity of calling
“real” services instead of mocks. While test coverage calcula-
tion is very fast, because the algorithms have access to internal
engine data structures, its use is limited to unit test scenarios
only. Examples of such vendor-provided test frameworks are
Informatica’s BUnit [18] and Oracle’s BPELTest [19].

Endo et al. [20] defined coverage criteria for their test
generation approach. For example, one criterion called All-
nodes is that all activities are executed. Other criteria require
certain activity types to be executed (e.g., All-nodes for all
invoke and reply activities). The authors use these criteria to
guide the test case selection of their generation approach.

On a more general level, test metrics and their publication
by services themselves have been researched in the context of
Service-Oriented Architectures (SOA) by Miranda et al. [21],

Bartolini et al. [22], and Eler et al. [23]. Their approaches
are independent of the language used for implementing the
services and thus more abstract.

Schnelle & Lübke proposed an approach to generate unit
test cases from classification trees, which are designed from
a business perspective [24]. Coverage can be specified as
the coverage of different properties (=leafs) of that tree. The
coverage is not code-based but instead requirements-based.

Other approaches try to generate test cases with good
or optimal coverage: Kaschner & Lohmann [25] developed
an approach that generates test suites that cover all service
interactions. Service Interactions are externally observable
behavior and are thus deemed the most important aspect to
test by the authors. Ji et al. [26] describe another way: They
developed an algorithm that tries to choose the most efficient
test cases by analyzing the data-flow of a BPEL process.

Although many coverage metrics have been defined, Weiser
et al. [27] have shown that “[e]mpirically comparing structural
test coverage metrics reveals that test sets that satisfy one
metric are likely to satisfy another metric as well”. This means
that for practical purposes any of the proposed test coverage
metrics will likely behave as well or as badly as another one.

All test approaches available for BPEL claim that they
achieve – or at least help to achieve – a good test coverage.
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However, no empirical studies have been made whether this is
the case and what typical test coverage values constitute for
BPEL processes. In contrast, there is a huge body of knowl-
edge available for general purpose programming languages, as
has been shown in a survey for the Java programming language
by Yang et al. [28].

In a multiple case study approach Mockus et al. [29]
have shown that with increasing test coverage more defects
are found prior to production but that costs to improve test
coverage increase exponentially while the numbers of found
defects only increases linearily. Therefore, Pavlopoulou &
Young [30] propose to monitor the production environment
for execution of previously untested code sections. By leaving
only instrumentation code for these code areas of interest, they
could reduce the overhead imposed by coverage measurements.

All in all, there is currently no approach available for BPEL
processes that can be used to measure test coverage on code
level with acceptable performance and the ability to be used in
conjunction with manual tests and integration & system tests.

IV. TEST COVERAGE MINING

This section presents the different steps of our approach
that are performed for analyzing process logs in order to
calculate test coverage.

A. Metric Calculation Process

For calculating test coverage, we use process mining tech-
niques. Process Mining is concerned with building “a strong
relation between a process model and ‘reality’captured in the
form of an event log” [31, p. 41]. Although process mining
techniques are usually used to help the business (e.g., [32],
[33], [34]), it is used here to guide the development project:
By having the BPEL process model and the event logs of all
test cases available from the process engine’s database, we are
able to replay the event logs generated from the tests on top of
the BPEL process model. Out of the many possible motivations
to do a replay, our goal is to extend our model with frequency
information [31, p. 43].

Accordingly, our approach is divided into four sub-steps,
which are described in the following sections:

1) Build the BPEL Process Model Syntax Tree from its
XML representation (BPEL Analysis),

2) Wait until the whole event log has been written,
3) Fetch the event log from the Process Engine (Data

Gathering),
4) Replay the event logs on top of the BPEL Process

and calculate coverage metrics (Mining).

B. BPEL Analysis

Within this step, the BPEL XML representation is read
and the control-flow graph is being constructed as described
by the block-based structured activities. For example, activities
contained in sequence activity are chained together by control-
flow links. The construction of the control-flow graph is the
same as for the instrumentation approach to measuring BPEL
test coverage [13] and thus takes the same time to build.
All BPEL Models are accessible via the process engine’s

repository and can be extracted as part of the coverage mining.
This guarantees that the event logs match the process model
versions exactly.

C. Wait for the Event Log

Unfortunately, the used BPEL engine writes the event log
asynchronously and delayed during process execution. This
means that there is a delay between process completion and
the event log being written to the database. The persistence
interval can be configured. In the initial version of process
log analysis for test coverage calculation [1], a fixed delay
before reading the event logs was introduced that was a long as
the configured persistence interval. This configuration specific
delay is a fixed cost penality before test coverage calculation
starts. The improved version of our implementation actually
queries the event log as long as the end event for the last
process instance has been written. This should reduce the wait
time on average by half.

D. Data Gathering

The BPEL processes of the industry project, which we
use in our experiment, uses Informatica ActiveVOS [18] as
its BPMS. ActiveVOS is a process engine fully compliant
with the BPEL 2.0 and BPEL4People standards and stores all
data – especially all available process models in all versions,
active and completed process instances, and event logs –
in a relational database. This allows access to and analysis
of the available data that can be mined for calculating test
coverage metrics. For different persistence settings ActiveVOS
stores different lifecycle events for every BPEL activity, which
include ready to execute, executing, completed, faulting and
will not execute. In addition, there are two more event types for
links (edges for graph-based modeling; link evaluated to true
and link evaluated to false and the same for loop and branching
conditions (condition evaluated to true and condition evaluated
to false). Besides the event type, the event timestamp, the
corresponding process instance, and an internal activity or link
identifier is logged.

Figure 2. Conceptual Data Model of the Process Engine being used.

This means that all necessary data is available for recon-
structing the execution of a process instance and thereby cal-
culating the test coverage metrics: For calculating activity and
handler coverage, all completed, and faulting events need to be
fetched for a given test run. For calculating link coverage both
link evaluated events need to be fetched and for calculating
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branch coverage, both condition evaluated events need to be
fetched as well.

All other event types – especially Will not execute events
can be ignored, which allows to use all engine settings except
for “no logging.” The underlying conceptual data model, as it
is implemented in the ActiveVOS engine, is shown in Figure 2.

E. Replay & Metric Calculation

Test Coverage Metrics – as defined by Lübke et al. [13]
– is calculated with the data extracted in the previous steps.
At first, all activities, handlers and conditional links in the
syntax tree are marked as not executed. In the second step, all
events are being applied to the syntax tree and all activities and
handlers that have a corresponding completed or faulting event
are marked as being executed. Also, conditional BPEL links
for graph-based modeling are marked with the link evaluation
events. However, every link can carry two different markers:
one if the condition was evaluated to true and another if
the condition was evaluated to false. Because links without
a condition are excluded from the coverage metric, they are
ignored from further analysis.

Similarily, loops are being marked according to the condi-
tion evaluated events. During this phase, loop activities can be
marked as executed twice for calculating the branch coverage
in later stages. For if or ifElse branches and for most loops
markers can be set, whenever the condition is evaluated to
true; except for the repeatUntil, which follows an inverted
boolean logic, and the markers are set if the condition is
evaluated to false. The only exception is the parallel forEach
loop, in which the activity identifier contains the number of
the currently executed parallel branch. If a counter larger than
one is encountered, the forEach activity is marked as executed
at least twice.

After all events have been replayed on top of the syntax
tree, the coverage metrics can be calculated. The easiest test
coverage metric to compute is Activity Coverage CA: The
syntax tree is traversed and all basic activities are counted,
which are marked (Am) and which are not marked (Au) as
shown in equation (1).

CA :=
|Am|

|Am|+ |Au|
(1)

This metric can be filtered by basic activity type. For
example, the coverage of all executed invoke activities can be
calculated as shown in equation (2).

Cinvoke :=
|AInvoke

m |
|AInvoke

m |+ |AInvoke
u |

(2)

Similarily, Handler Coverage CH can be calculated by
searching the syntax tree for handlers that have been success-
fully executed as shown in equation (3): The coverage is the
proportion of executed handlers in relation to all handlers.

CH :=
|Hm|

|Hm|+ |Hu|
(3)

With the given Process Engine it was important to not mark
event handlers when they are ready to execute because this
event will be triggered by the Process Engine whenever the
context of the handler gets activated and the handler might
be triggered and not when the handler really starts executing
or is completed. We use the completion events of the first
contained basic activity in an event handler. A handler has
been executed, if and only if its first basic activity has been
completed successfully or unsucessfully.

This metric can again be filtered for different handler types,
e.g., fault handlers, as shown in equation (4).

CfaultHandler :=
|Hfault

m |
|Hfault

m |+ |Hfault
u |

(4)

Link Coverage CL as defined in equation (5) determines
what fraction of conditional links in flow activities has been
evaluated to true and false respectively.

CL :=
|L+

m|+ |L−
m|

|L+
m|+ |L−

m|+ |L+
u |+ |L−

u |
(5)

The ActiveVOS BPEL engine logs transition condition
evaluated events, which also contain the evaluation results.
This is very different compared to the instrumentation ap-
proach, which requires heavy model modifications in order
to distinguish between links that have been subject to BPEL’s
dead path elimination [35] or which have been really evaluated
to false. Because of this, link coverage can be easily calculated
by traversing the marked syntax tree. The set L is the set of
all conditional links, L+

m are all conditional links that have
been marked as being executed with the condition evaluated
to true, L−

m are all conditional links that have been marked as
being executed with the condition being evaluated to false, L+

u
are all conditional links that are not marked as being executed
with the condition being true, and L−

u are all conditional links
that are not marked as being executed with the condition being
false.

Branch Coverage CB metric complements Link Coverage:
Branch Coverage includes all edges in the control-flow graph
of structured BPEL activities, i.e., if, parallel and sequential
forEach, while, and repeatUntil activities but does not include
the links in the graph-based flow activity, which are only
covered by link coverage as defined above. The main problem
is that this metric needs to count executions of edges that
are not necessarily part of the BPEL model: an if does not
need to have an else and the loops have no edges returning to
the loop start and can even support parallel execution like the
parallel forEach loop. Thus, no completion events can be used
but instead other events or further analysis of the model are
required. In case of the ActiveVOS BPEL engine, all sequential
loops are handeled by using condition evaluation events similar
to the calculation of link coverage. Parallel forEach loops can
be measured by parsing the activity identifier in the event,
which contains an instance number: If the instance counter is
larger than 1 the forEach “loops” more than once.

Branch Coverage can be calculated according to Equa-
tion (6): The number of forEach (F ), repeatUntil (R) and
while (W ) activities, which have been marked as not executed,



287

International Journal on Advances in Systems and Measurements, vol 11 no 3 & 4, year 2018, http://www.iariajournals.org/systems_and_measurements/

2018, © Copyright by authors, Published under agreement with IARIA - www.iaria.org

executed once or executed more than once are divided by all
possible markers, which are three markers for the forEach and
while activities, which can have arbitrary loop counts, and two
markers for the repeatUntil activitiy, which must be looped at
least once.

CL :=
|F 0,1,∗

m |+ |W 0,1,∗
m ||R1,∗

m |
3 · |Fa|+ 3 · |Wa|+ 2 · |Ra|

(6)

Depending on the BPEL modeler’s choice between using
BPEL’s flow activity or the block-structured activities, link or
branch coverage is more meaningful.

When conducting another research project, we accidentially
found that – in contrast to other programming languages – the
branch coverage is not stricter than the activity coverage. If an
event handler – and consequently its basic child activities – is
not executed, branch coverage can be complete but the basic
activity coverage is not. The problems arises due to the original
split of control-flow related coverage metrics into branch, link
and handler coverage.

Therefore, we define the new coverage metric Conditional
Coverage for BPEL processes that unifies all conditional
control-flow metrics. The measurement of all values follows
the rules as described for the other coverage metrics above.

F. Example

To illustrate the replay of the event log on top of the
process model we assume three test cases for the example
BPEL process as shown in Figure 3. The first test case tests
the VIP Customer, the second one the Non-VIP Customer and
the third the VIP Customer with a problem when booking
bonus points.

The “completed” events generated by the Process Engine
for the first test case are

1) Receiving the start message (receive activity “Re-
ceiveInput”),

2) creating a message for storing the points(assign ac-
tivity “PrepareSavePointsEarned”),

3) calling a service to credit points (invoke activity
“SavePointsEarned”),

4) creating the response message (assign activity “Pre-
pareReplyforVIPCustomer”),

5) completing the sequence within the if (sequence
activity “Sequence”),

6) completing the if (if branch “If and if activity
“Is VIP Customer”),

7) sending the reply (reply activity “Reply”), and
8) finally completing the main sequence (sequence ac-

tivity “main”).

As can be seen in the traces in Figure 3, the completion
events are differently ordered than the definition in the BPEL
process model: structured activities like a sequence or an if are
completed after all their child activities have been completed.
The replay algorithm needs to take this into account when
replaying the event log against the process model.

Taking the event log for the first test case and replaying
it on top of the BPEL process model yields the markings as

illustrated in the left of Figure 4. Additionally replaying the
second and third test case yields the markings as shown on
the right hand side of the same figure. The numbers in the
markers denote how often the activity has been executed. With
these three test cases, all basic activities are covered, i.e., all
basic activities have been executed at least once, all branches
are covered, i.e., both the “if” and “else” branch have been
executed, and all handlers are covered, i.e., the “catch” handler
is executed at least once.

V. COMPARISON TO INSTRUMENTATION

When we compare our approach to instrumentation (see
Figure 5), there are many parts of the calculation that are
similar or even the same. Instrumentation would initially load
the BPEL process model and construct a syntax tree. However,
it would then change the process model by introducing service
calls that signal the internal process state to the test framework.
During run-time these service calls are equivalent to log events.
These events are replayed on the process model in both
approaches. Thus, the main differences are that

• instrumentation needs to change the BPEL process
model while process mining does not,

• as a consequence instrumentation needs to build the
syntax tree prior to the test run and a service receiving
all markers must be active during the whole test while
process mining can perform all activities after the test
run is completed, and

• the events are collected in the instrumentation ap-
proach by signaling service calls instead of extracting
all event logs with one database query like in our
approach. For a test run, the instrumentation approach
requires at least as many service calls for signaling
the process state as the number of executed basic
activities depending on the coverage metrics that shall
be calculated.

Due to these conceptual differences, our approach is more
flexible than instrumentation because it defers the decision
whether to calculate test coverage on a given test run: it is
possible that coverage is calculated without preparation after
testing has completed and if the event logs are still available.

We expect our log analysis approach also to be overall
faster than the instrumentation approach: Making and an-
swering many fine-grained service calls is time-consuming as
outlined above. Being able to fetch all events from the Process
Engine’s event log at once should yield better performance. In
addition, our approach does not slow down the execution of the
executable processes because they behave as they are imple-
mented and are not changed by an instrumentation process and
their run-time behavior is not altered by introducing probes.
This means that no additional error sources (e.g., by defects
in the instrumentation) or different behavior (e.g., in parallel
activities by instrumentation code) can occur. This hypothesis
is tested in an experiment described in the next section.

VI. EXPERIMENT

In order to evaluate the presented approach, we conducted
an experiment that is described in this section.
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Figure 3. Event Traces for Different Test Cases.

Figure 4. Markers for First Test Case (left) and all Test Cases (right).

Figure 5. Comparison of Instrumentation and Mining.

A. Experiment Description & Design

For evaluating the performance implications of our ap-
proach, we conduct an experiment, in which we want to answer
the following research questions:

RQ1: What is the associated overhead for
instrumentation-based coverage calculation?

RQ2: What is the associated overhead for mining pro-
cess coverage?

RQ3: When is the associated overhead for mining pro-

cess coverage less than for instrumentation-based
coverage calculation?

RQ4: Does the size of the test suite influence the over-
head of mining coverage calculation?

RQ5: Does the size of the test suite influence the
overhead of instrumentation-based coverage cal-
culation?

In order to find answers to these questions we define a two
factor/two treatments with-in group experiment design: The
first independent variable is the coverage method (Instrumen-
tation vs. Log Analysis) and the second is the test suite size.
The dependent variable is the execution time of the measured
test suites.

As subjects we used 6 BPEL processes, for which tests
based on classification trees are available [24]. Classification
Trees allow for a generator-based approach for creating test
suites. By randomly selecting a subset of test cases, test
suites of configurable sizes can be generated. This yields the
advantage that test suites of arbitrary sizes can be generated,
so that the test suite size can be controlled in the experiment
and each process can be tested with different test suites. Four
processes have been developed within the industry project
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Terravis, which is an industrial project that develops and runs
a process-integration platform between land registers, notaries,
banks and other parties across whole Switzerland [14]. Two ad-
ditional processes, which had classification trees for automated
testing, are taken from Schnelle [15]. Latter were originally
developed using the Eclipse BPEL Designer and Apache ODE
but the vendor-specific configuration was added for ActiveVOS
as part of this experiment in order to use the same environment
including process engine and test coverage tools.

Process descriptions of all processes that were subjects
in this experiment are are shown according to the process
classification proposed by Lübke et al. [36] in Table I.

B. Data Collection

1) Environment and Measurement Process: For running the
experiment we set up a process engine on a dedicated virtual
server together with the required infrastructure, e.g., the tools
for measuring test coverage.

The experiment was conducted by executing the following
steps for every test suite:

1) Reset database and start BPMS,
2) Instrument the deployment unit,
3) Deploy the instrumented deployment unit,
4) Run the test suite with the marker collector,
5) Deploy the original deployment unit,
6) Run the test suite,
7) Wait for process log and calculate coverage,
8) Shutdown BPMS.

We chose to alternate the deployments of the instrumented
and non-instrumented process versions in order to not allow the
BPMS to optimize the deployment by reusing the old process
definitions.

For every process, we generated random test suites with
the sizes n ∈ {1, 2, 3, 4, 5, 6, 7, 8, 9, 10, 25, 50, 75, 100} if pos-
sible. Some processes had only a smaller number of possible
test cases, thereby the experiment could only use test suites
with max. 25 and respectively 50 test cases for these processes.

We repeated these test runs 20 times in order to build
representative mean values for all time measurements. All in
all, 2920 test suite runs were made.

We used a virtual machine with 2 virtual CPUs and
4 GiByte of RAM running on Kubuntu with Informatica
ActiveVOS 9.2 and MySQL for all our test executions. The
search indexing of both the host and virtual machine operating
system were disabled in order to not have load unrelated to
the experiment and the computer was taken offline in order to
further shield it from unexpected load.

ActiveVOS was configured with all necessary settings
for executing all processes. This especially includes custom
project-specific extensions and service-wide configured set-
tings. The configuration also specified a 1 second write delay
for storing the event log.

2) Sample Implementation: We implemented a tool that
performs the previously defined test coverage calculation.
The tool connects to the database of the process engine and
extracts all relevant information. After the tests have been

completed, the tool extracts the events for all newly created
process instances. It expects that the tested processes have been
configured appropriately to at least store the required events.
The coverage measurement tool, which uses log analysis, is
available as open source1.

The implementation is highly dependent on the process
engine being used. The available process log data and its
format is defined by vendors because it is not specified in any
standard. As outlined in the previous section, post-processing
of the event log data is required in order to properly resolve
the referenced activities.

One additional problem we encountered while develop-
ing the sample implementation was BPEL’s lack of unique
identifiers for activities: The activity labels are not necessarily
unique and can be defined by the designer without uniqueness
constraints. Due to this, BPMS vendors are forced to build
their own ways of identifying activities. We had to reverse-
engineer the way the used process engine creates identifiers
in the process log. Internally, our implementation uses XPath
expressions that evaluate to a single activity by either matching
a unique name – if one exists – or the position of the activity
in BPEL’s XML tree. We wrote a mapper, which rewrites the
event log’s activity identifiers to valid XPath expressions. This
step is highly specific to the process engine being used and
requires reverse-engineering the format and construction rules
for the proprietary identifiers.

In contrast to our first experiment published previously [1],
which used a fixed waiting time, we improved the waiting
process by reading the highest process identifier from the
database and see whether a process completion or failing event
was written for that process instance. Because no other events
can follow, this means that the whole event log is available. In
order to guard against test cases that fail to complete a process,
we added a maximum wait time that equals the write delay of
the process log.

However, we also needed to re-implement the instrumen-
tation tool: Because the original BPELUnit tool for measuring
test coverage [13] did neither support vendor extensions nor
the deployment artefacts of the used process engine, we needed
to re-implement the instrumentation tool with full support for
these features, which are used by the industry project.

C. Results

The mean execution times of our measurements (calculated
in milliseconds) are shown in Table II. T or S indicate the
process set (Terravis or Schnelle), 1 to 4 indicate which process
from this set, and N, I or L indicate normal execution (N) or
the coverage measurement method (I for instrumentation and
L for log analysis.)

For all other chosen test suite sizes, log analysis performs
faster than instrumentation.

By subtracting the normal execution time of a test suite we
derive the absolute overhead (calculated in ms) as shown in
Table III. In general, the numbers for log analysis are much
lower than for instrumentation and do not increase that much.
The highest overhead for log analysis is 4513ms in contrast

1http://www.daniel-luebke.de/net.bpelunit.tools.coveragecalculator.zip
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TABLE I. PROCESS CLASSIFICATION OF SUBJECTS IN THIS EXPERIMENT

Online Shop (S1) Credit
Approval (S2)

Land Register
Notifications (T1)

Depot
Check (T2)

Transfer
Approval (T3)

Register of
Commerce
(T4)

Version - - - - - -
Domain E-Commerce Banking Mortgage Transactions Register of

Commerce
Geography None None Switzerland
Time 2016 2016 2018
Boundaries - - Cross-Organizational Within-Dep. Cross-Organizational
Relationship No call No call Is being called No Call Calls another Calls another/

Is begin called

Scope Core Core Auxilliary Auxilliary Core Core
Purpose Execution
People Involvement None None None None None None
Process Language BPEL 2.0 BPEL 2.0 BPEL 2.0 plus vendor extensions
Execution Engine Apache ODE Informatica ActiveVOS 9.2
Model Maturity Illustrative Illustrative Productive

Basic Activities 19 25 84 46 33 39
Structured Activities 8 12 89 46 34 33
Non-linear Struct.A. 6 14 46 20 9 4

TABLE II. TOTAL MEAN EXECUTION TIME (ms)

#TC S1-N S1-I S1-L S2-N S2-I S2-L T1-N T1-I T1-L T2-N T2-I T2-L T3-N T3-I T3-L T4-N T4-I T4-L

1 1973 3745 2613 1933 3589 2600 4534 7704 5231 2600 5003 3329 3888 6506 4615 4543 8019 5328
2 2244 4958 2941 2181 4473 2808 5190 10123 5927 2975 6675 3731 5421 9759 6196 4825 8535 5533
3 2287 5078 2919 2319 5516 3055 5162 10032 5950 3057 7405 3871 6606 11792 7440 5134 10482 5820
4 2409 5503 3111 2405 5831 3091 5733 11767 6547 3537 10761 4307 8004 14710 8743 5570 13540 6366
5 2471 5645 3107 2389 5890 3050 5499 11863 6427 4035 12886 4968 9405 17883 10132 5562 12774 6317
6 2732 7017 3480 2510 6486 3174 6050 13996 7012 3755 11545 4577 10721 20697 11538 5901 15428 6716
7 2853 7567 3570 3150 10248 3896 6524 15432 7455 4220 14224 5118 12040 23447 12866 5853 15131 6709
8 3156 9411 3795 2706 7668 3373 6827 16618 7828 4288 14442 5176 12967 24095 13740 6452 18699 7294
9 3142 9039 3887 3158 10429 3973 6801 16765 7838 4737 18490 5708 14951 29809 15826 6731 20277 7522
10 3250 9673 3989 3010 9692 3742 7576 18652 8656 5091 19469 6211 15859 30656 16729 7097 21889 7928
25 5164 19569 5914 4725 17369 5522 11187 34880 12874 8060 41445 9368 35033 70271 36183 10623 44380 11731
50 - - - 7193 36245 8113 17349 62530 19976 11727 73215 13571 - - - - - -
75 - - - 7623 37552 8571 23502 90296 27161 15244 105404 17536 - - - - - -
100 - - - - - - 29746 117730 34259 18966 141603 21926 - - - - - -

for up to 122637ms for instrumentation. The overhead is the
largest for the second Terravis process (T2) for process log
analysis while it is the largest for instrumentation with the
first Terravis process (T1).

We calculated the relative overhead for the processes by
dividing the absolute overhead by the normal test suite execu-
tion time as shown in Table IV. While for larger test suites the
relative overhead increases with instrumentation, it decreases
for log analysis. Relative overhead of instrumentation ranges
between 67.3% and 647.3%, while it ranges bwetween 3.3%
and 34.3% for log analysis.

The measurements grouped by coverage calculation
method and process for all test suite runs are shown in Figure 6
side by side for comparison: Test suites with more test cases
expectedly take longer to execute and log analysis is always
faster than instrumentation.

The absolute and relative overhead of both coverage cal-
culation methods are shown in Figure 7. Different colors in
both charts indicate different processes. The absolute overhead
shows clusters of overhead times that are associated with a test
suite. As can be seen the values for both the absolute – and
following from that – the relative overhead is always higher
for the instrumentation approach.

In order to answer RQ3 we performed a paired, two-sided
Wilcoxon hypothesis test with the null hypothesis H0 being
that no difference exists in the test suite execution times when
using instrumentation or log analysis.

We calculcated the effect size as the absolute difference in
execution time between both methods as well as the p-value for
all combinations of test suite size and process (see Table V).

In the next step we analyzed the overhead of test coverage
calculation in relation to the whole test suite size in terms of
test activities, i.e., the activities in a test suite across all test
cases.

Figure 8 shows the relationship between number of test
activities and test execution time. The relationship is nearly
perfectly linear: The more test activities are executed as part
of a test suite the longer test execution takes. However, the
slope of the linear relationship depends on the process under
test.

In the next step we analyzed the relationship between the
number of test activities and the absolute overhead of coverage
calculation as shown in Figure 9 (please note that the y-axis
scale is different for instrumentation and log analysis.) Both
instrumentation and log analysis have a nearly perfectly linear
increase of test duration. However, log analysis has a much
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TABLE III. ABSOLUTE MEAN OVERHEAD OF TEST COVERAGE CALCULATION (ms)

#TC S1-I S1-L S2-I S2-L T1-I T1-L T2-I T2-L T3-I T3-L T4-I T4-L

1 1772 640 1656 666 3170 697 2403 728 727 2617 785 3475
2 2714 697 2291 626 4933 737 3700 757 776 4338 708 3710
3 2791 632 3197 736 4870 788 4348 813 834 5186 686 5348
4 3094 702 3427 687 6034 814 7223 769 739 6705 796 7970
5 3174 636 3502 661 6364 928 8851 933 727 8478 755 7211
6 4284 747 3976 664 7945 962 7790 822 817 9976 815 9527
7 4715 717 7098 746 8908 931 10004 898 827 11408 856 9278
8 6255 639 4962 667 9792 1002 10154 888 773 11128 842 12248
9 5898 746 7272 815 9964 1037 13753 971 875 14857 792 13546
10 6424 739 6681 732 11076 1080 14378 1120 870 14797 831 14792
25 14406 750 12644 797 23693 1687 33385 1309 1151 35238 1108 33757
50 - - 29052 921 45182 2627 61488 1844 - - - -
75 - - 29929 949 66793 3658 90161 2292 - - - -
100 - - - - 87985 4513 122637 2960 - - - -

TABLE IV. RELATIVE MEAN OVERHEAD OF TEST COVERAGE CALCULATION

#TC S1-I S1-L S2-I S2-L T1-I T1-L T2-I T2-L T3-I T3-L T4-I T4-L

1 0.90 0.32 0.86 0.34 0.70 0.15 0.93 0.28 0.19 0.67 0.17 0.77
2 1.21 0.31 1.06 0.29 0.95 0.14 1.25 0.25 0.14 0.80 0.15 0.77
3 1.23 0.28 1.40 0.32 0.95 0.15 1.42 0.27 0.13 0.79 0.13 1.04
4 1.29 0.29 1.43 0.29 1.05 0.14 2.04 0.22 0.09 0.84 0.14 1.43
5 1.29 0.26 1.47 0.28 1.16 0.17 2.20 0.23 0.08 0.90 0.14 1.30
6 1.57 0.27 1.59 0.27 1.31 0.16 2.08 0.22 0.08 0.93 0.14 1.62
7 1.66 0.25 2.26 0.24 1.37 0.14 2.37 0.21 0.07 0.95 0.15 1.59
8 1.99 0.20 1.84 0.25 1.44 0.15 2.37 0.21 0.06 0.86 0.13 1.90
9 1.88 0.24 2.31 0.26 1.47 0.15 2.91 0.21 0.06 0.99 0.12 2.02
10 1.98 0.23 2.22 0.24 1.46 0.14 2.83 0.22 0.05 0.93 0.12 2.09
25 2.79 0.15 2.71 0.17 2.12 0.15 4.15 0.16 0.03 1.01 0.10 3.19
50 - - 4.06 0.13 2.61 0.15 5.25 0.16 - - - -
75 - - 3.92 0.13 2.84 0.16 5.92 0.15 - - - -
100 - - - - 2.96 0.15 6.47 0.16 - - - -

TABLE V. STATISTICAL ANALYSIS OF DIFFERENCES BETWEEN INSTRUMENTATION AND LOG ANALYSIS (EFFECT IN MS, P-VALUES)

#TC S1-delta S1-p S2-delta S2-p T1-delta T1-p T2-delta T2-p T3-delta T3-p T4-delta T4-p

1 1132 1.91 × 10−6 989 1.91 × 10−6 2473 1.91 × 10−6 1674 1.91 × 10−6 1891 1.91 × 10−6 2691 9.56 × 10−5

2 2017 1.91 × 10−6 1665 1.91 × 10−6 4196 1.91 × 10−6 2943 1.91 × 10−6 3563 9.56 × 10−5 3002 1.91 × 10−6

3 2159 1.91 × 10−6 2461 9.56 × 10−5 4082 1.91 × 10−6 3535 1.91 × 10−6 4352 1.91 × 10−6 4662 1.91 × 10−6

4 2392 9.56 × 10−5 2740 1.91 × 10−6 5220 9.56 × 10−5 6454 1.91 × 10−6 5966 1.91 × 10−6 7174 1.91 × 10−6

5 2538 1.91 × 10−6 2841 1.91 × 10−6 5436 1.91 × 10−6 7918 1.91 × 10−6 7751 1.91 × 10−6 6456 1.91 × 10−6

6 3537 1.91 × 10−6 3312 1.91 × 10−6 6984 1.91 × 10−6 6968 1.91 × 10−6 9160 9.56 × 10−5 8712 1.91 × 10−6

7 3998 1.91 × 10−6 6352 1.91 × 10−6 7977 1.91 × 10−6 9106 1.91 × 10−6 10581 1.91 × 10−6 8423 1.91 × 10−6

8 5616 1.91 × 10−6 4295 9.56 × 10−5 8790 1.91 × 10−6 9266 1.91 × 10−6 10355 1.91 × 10−6 11405 1.91 × 10−6

9 5152 9.56 × 10−5 6456 9.56 × 10−5 8927 1.91 × 10−6 12782 1.91 × 10−6 13983 1.91 × 10−6 12754 1.91 × 10−6

10 5685 1.91 × 10−6 5949 1.91 × 10−6 9996 1.91 × 10−6 13258 1.91 × 10−6 13927 1.91 × 10−6 13961 1.91 × 10−6

25 13655 1.91 × 10−6 11847 1.91 × 10−6 22006 1.91 × 10−6 32076 1.91 × 10−6 34087 9.56 × 10−5 32649 1.91 × 10−6

50 - - 28131 1.91 × 10−6 42555 1.91 × 10−6 59645 1.91 × 10−6 - - - -
75 - - 28981 3.81 × 10−6 63135 1.91 × 10−6 87869 1.91 × 10−6 - - - -
100 - - - - 83471 1.91 × 10−6 119677 1.91 × 10−6 - - - -

lower slope, i.e., the overhead increases much less for every
additional test activity than instrumentation does. Again, the
linear increase depends on the process. The initial penality for
log analysis (i.e., test activity count is 0) can be estimated by
the linear fitting to approximately 0.5s, which is the expected
value: Due to the 1s write delay of the event log the average
waiting time for all events to be written to the database is 0.5s.

The different slopes of instrumentation and log analysis
lead to different relative overhead as shown in Figure 10.
Because the the overhead of instrumentation increases more
than the unmeasured test duration, the relative overhead in-
creases when more test activities are executed. In contrast, log
analysis increases slower. This results in a decreasing – or
for one process nearly constant – relative overhead. However,
the relative overhead does not increase or decrease linearly. A
logarithmic regression model provides a good fit.

D. Interpretation

1) RQ1: Overhead of Instrumentation: Our measurements
for the overhead of instrumentation is in line with already
published metrics [13]: The absolute overhead ranges between
1656ms and 122600ms. However, the overhead increases with
larger test suites. Thus, the relative overhead increases from
67% to 647% for large test suites. In practice this overhead is
considerably large. For nightly builds even a 200% increase of
test time would in many environments be deemed impractical.
Also research projects, which execute many test suites, e.g., for
evaluating different test generation approaches, are impacted
heavily.

2) RQ2: Overhead of Log Analysis: Our measurements for
the overhead of log analysis demonstrate that the absolute
overhead increases and the relative overhead decreases with
more test cases. The maximum absolute overhead of 4.5s for
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Figure 6. Overall Execution Times (s)

100 test cases the performance penalty is little. This means
that measuring approx. 130 test suites of such size would only
impose a ten minute overhead (e.g., during nightly builds.)
This overhead is much more tolerable in industry projects and
research projects, which execute many test suites.

3) RQ3: Relationship between Overhead of Instrumentation
and Log Analysis: Our measurements clearly show that log
analysis is significantly faster than instrumentation. In the
improved version presented in this article, this is also true
for trivial test suites, i.e., test suites with only one test case,
which were sometimes slower [1] in the unoptimized original

version.

While the relative overhead of instrumentation increases
with more test cases and reaches 391% (i.e., nearly quintuples
the test suite execution time), log analysis imposes 68%
overhead in the worst case of a small test suite but decreases
to 16% for large test suites. For a further interpretation typical
test case sizes in industry are required in order to evaluate
typical overhead ranges. Unit test suites for an executable
business process in Terravis contain between 1 and 296 test
cases. On average a business process is covered by 27.7
test cases. If we take our measurements for 25 test cases
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as a reference the relative overhead is between 24% and
55% for log analysis while it already is between 144% and
268% for instrumentation. This means log analysis has a huge
performance benefit when measuring test coverage.

4) RQ4: Influence of Test Suite Size on Instrumentation
Overhead: The absolute overhead of an instrumented test run
increases linearly with the number of test activities contained

in the test suite. However, the linear increase is larger than
the linear increase of a normal test run. Therefore, relative
overhead of test suite execution time increases non-linearly
with an increasing number of test activities. As a result, the
instrumentation method does not scale: The larger test suites
are getting, the larger the absolute and relative overhead gets.
Especially when using test coverage to assess the quality of
generated tests, which can easily generate large test suites, the
bad scalability will need to be dealt with. For example, test
execution needs to be parallalized much sooner than would be
otherwise necessary.

5) RQ5: Influence of Test Suite Size on Log Analysis
Overhead: Like with instrumentation, the absolute overhead
of log analysis increases linearly with the number of test
activities. However, the slope is less. The relative increase there
gets not-linearly less with more test activities executed as part
of a test suite run. Therefore, log analysis can better scale with
larger test suites.

E. Threats to Validity

As with every empirical research there are associated
threats to validity. While we could increase the number of
processes from our initial study [1], our sample mainly consists
of processes developed in one project. Thus, the question of
generalizability arises.

Since we research technical effects only, the findings
should be generalizable to all BPEL processes that execute
a minimum threshold number of activities or test cases. The
p-value for rejecting the null hypothesis and accepting that log
analysis is faster than instrumentation for all test suite sizes
is so low that we are confident that replications will find the
same results.
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Figure 9. Relationship between Test Suite Execution Time and Absolute Overhead of a) Instrumentation and b) Log Analysis

However, our sample is also constrained to one process
engine. This poses the threat of non-portability to other process
engines. Therefore, we analyzed Apache ODE, which is an
open-source BPEL engine, and found that it emits all necessary
events as well [37].

As long as the process engine stores all relevant events
that are required for calculating the test coverage metrics, the
log analysis can be implemented for such a process engine.
To our knowledge, all BPEL engines are able to write event
logs that contain the required event types. For every newly
supported BPEL engine, a new interpreter of these events
needs to be developed. The analysis and replay components
can be reused. However, as part of our study we also found
that this is also true for instrumentation tools despite the claim
that this approach is portable: While BPEL is standardized, its
extensions and especially the deployment artefacts are not as
we encountered when we tried to measure industry projects.

The presented numbers are clearly only applicable to
automated unit tests. While we think it is safe to generalize the
absolute overhead to other test scenarios, we expect that the
relative numbers to be much smaller: Manual tests take longer
for executing the same number of processes, because user
interactions require time, which makes the process duration
longer. Thus, we do not think that the relative overhead can be
generalized to other test types. Even automated integration and
system tests are slower because real services usually respond
much slower than mocked services that reply a predefined
message. For example, automated acceptance tests written for
Behavior-Driven Development [38] in the same project take
up to 2 minutes to complete per test case [39].

Another threat is the presence of configuration options that
heavily impact performance: In the case of the used BPMS
- Informatica ActiveVOS - the configurable write delay of
the event log can impose longer waiting times. Therefore,

environments with a higher configured delay will experience
worse log analysis performance because the event log is not
immediately available after unit tests are completed. When
configured extremely enough, this can lead to a worse per-
formance of log analysis compared to instrumentation.

VII. CONCLUSION & FUTURE WORK

Within this article we evaluated a new approach to mine
process event logs – which are usually already written when
using a process execution engine – to calculate test coverage
metrics of BPEL processes. We demonstrated that the new
approach utilizing log analysis is significantly faster than the
instrumentation approach. With the enhanced waiting strategy
for the event log, this is even true for small test suites, which
was not the case in the original version.

Furthermore, the log analysis approach can be used in
more scenarios than the instrumentation approach: Because
all activities for mining test coverage are performed after the
tests are run, it does not matter how the tests are run and
when they were run. In contrast, coverage calculation needs
a marker collection service running the whole time, which in
practice is only feasible during unit tests. Mining the process
logs is completely independent of any test automation and can
be used for automatic unit tests, automatic integration tests but
also manual integration and system tests. The only drawback
is, however, that the Process Engine needs to be configured to
write the event log for all measured processes.

Although we have implemented test coverage mining for
BPEL processes, the approach can be applied to other exe-
cutable process languages as well: Process engine architectures
are the same, e.g., BPMN 2.0 as the successor to BPEL defines
other activities and is completely graph based. However, pro-
cess engines executing BPMN 2.0 are also logging events for
executed activities, which can be replayed on top of BPMN 2.0
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Figure 10. Relationship between Test Suite Execution Time and Relative Overhead of a) Instrumentation and b) Log Analysis

process models. Writing the process mining algorithm should
be even simpler, because BPMN 2.0 defines process-wide
unique identifiers for activities that are hopefully contained
in the event log making reverse-engineering of vendor-specific
identifiers obsolete.

Our research implementation is available as open source
and is free to use for both researchers and practitioners. Being
able to quickly and easily calculate test coverage for many
test types allows further research into executable process test
methods, e.g., experiments on the influence of different testing
approaches on test coverage.
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Abstract—Within recent years, Financial Credit Risk 
Assessment (FCRA) has become an increasingly important issue 
within the financial industry. Therefore, the search for features 
that can predict the credit risk of an organization has increased. 
Using multiple statistical techniques, a variance of features has 
been proposed. Applying a structured literature review, 258 
papers have been selected. From the selected papers, 835 
features have been identified. The features have been analyzed 
with respect to the type of feature, the information sources 
needed and the type of organization that applies the features. 
Based on the results of the analysis, the features have been 
plotted in the FCRA Model. The results show that most features 
focus on hard information from a transactional source, based on 
official information with a high latency. In this paper, we re-
address and -present our earlier work [1]. We extended the 
previous research with more detailed descriptions of the related 
literature, findings, and results, which provides a grounded 
basis from which further research on FCRA can be conducted. 

Keywords-Financial Credit Risk Assessment; Business Failure 
Prediction; Credit Risk Features; DMN Requirements Diagrams 
(DRD). 

I. INTRODUCTION 
Within the field of the Financial Credit Risk Assessment 

(FCRA) there are two main areas of interest. The first main 
interest, credit rating (or scoring), is used to solve the problem 
to label companies as bad/good credit or bankrupt/healthy. 
Credit rating is used not only internally for screening 
borrowers, pricing loans and managing credit risk thereafter, 
but also externally for calibrating regulatory capital 
requirements [2]. The second main interest, bankruptcy 
(failure) prediction (or business failure prediction or going 
concern assessment) is intended to predict the probability that 
the company may belong to a high-risk group or may become 
bankrupt during the following year(s). Both of them are 
strongly related and solved in a similar way, namely as a 
binary classification task. In this paper, both categories of 
problems are collectively called FCRA, which is a business 
decision-making problem that is relevant for creditors, 
auditors, senior management, bankers and other stakeholders.  

FCRA is a domain which has been studied for many 
decades. According to Balcaen and Ooghe [3], there are four 
main areas with reference to FCRA: (1) Classical paradigm 
(arbitrary definition of failure, non-stationarity and data 
instability, sampling selectivity), (2) Neglect of the time 
dimension of failure (use of one single observation, fixed 
score output/concept of resemblance/descriptive nature,  
 

 
failure not seen as a process), (3) Application focus (variable 
selection, selection of modelling method), (4) Other problems 
(use of a linear classification rule, use of annual account 
information, neglect of multidimensional nature of failure). 
The literature on FCRA and business failure dates back to the 
1930’s [27]. Watson and Everett [4] described five categories 
to define failure: 1) ceasing to exist (discontinuance for any 
reason), 2) closing or a change in ownership, 3) filing for 
bankruptcy, 4) closing to limit losses and 5) failing to reach 
financial goals. When the FCRA is negative, it is called 
business failure, which is a general term and, according to a 
widespread definition, it is the situation that a firm cannot pay 
lenders, preferred stock shareholders, suppliers, etc., or a bill 
is overdrawn, or the firm is bankrupt according to the law [5]. 
There is extensive literature in which this topic has been 
researched from the perspective of auditors or bankers. On the 
other hand, rare literature can be found about related literature 
from an information and decision perspective. The features 
(variables) which are relevant in the field of FCRA will be 
analyzed in this paper. In this paper the focus will be on the 
auditor’s, bankers and crediting rating firms, hence forward 
the term financial industry will be used to describe all three. 
A combination will be made between the financial industry 
and an information and decision perspective.  

 

 
Figure 1. DRD-level Elements 

 
To do so, the DRD model will be used. The reason DMN 

(Decision Model and Notation) is used, is because it is 
currently the standard to model decisions. In September 2015, 
the Object Management Group (OMG) [6] released a new 
standard for modelling decisions and underlying business 
logic, DMN The DMN standard is based on two levels; the 
Decision Requirements Diagram (DRD) level and the 
Decision Logic Level (DLL). The DRD level consists of four 
concepts that are used to capture essential information with 
regards to decisions: 1) the decision, 2) business knowledge, 
which represents the collection of business logic required to 
execute the decision, 3) input data, and 4) a knowledge source, 
which enforces how the decision should be taken by 
influencing the underlying business logic. The contents of the 
DLL are represented by the business knowledge container in 
the DRD level. 
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The remainder of this paper is organized as follows. 
Section II contains a description of relevant literature 
regarding features, feature selection, and techniques with 
reference to FCRA, from a combined perspective of both the 
financial industry and information and decision analysts, 
followed by the research method in Section III. In Section IV, 
our data collection and analysis will be reported. 
Subsequently, in Section V, a presentation of the results 
derived from the applied data analysis techniques will be 
given. The conclusion (Section VI) closes the article. 

II. LITERATURE REVIEW 
Feature selection is a critical step in FCRA, which refers 

to the process that reduces the feature space and selects an 
optimum subset of relevant features. Three possible methods 
can be distinguished: 1) human, 2) statistical and 3) hybrid. In 
the human approach, an auditor decides which features are 
important and how they relate to each other. The model in ‘the 
head’ of the auditor is rebuild into the system. For the 
statistical approach several alternative methodologies are 
applied for the feature selection. Tsai [7] compares five well-
known feature selection methods used in bankruptcy 
prediction, which are: 1) t-test, 2) correlation matrix, 3) 
stepwise regression, 4) principle component analysis (PCA) 
and 5) factor analysis. The hybrid approach applies both the 
human and statistical manner. 

 
Statistical techniques: 

1. Linear discriminant analysis (LDA) 
2. Multivariate discriminate analysis (MDA) 
3. Quadratic discriminant analysis (QDA) 
4. Logistic regression (LR) 
5. Factor analysis (FA) 

Intelligent techniques: 
1. Neural networks (NN) 
2. Decision trees (DT) 
3. Rough sets 
4. Case-based reasoning (CBR) 
5. Support vector machines (SVM) 
6. Data envelopments analysis 
7. Soft computing (hybrid intelligent systems) 
8. Operational research techniques 
9. Other intelligent techniques 

Figure 2. Statistical and Intelligent Techniques 
 
To apply the selected features from the features selection 

to take the FCRA-decision, different methods are applied. 
Broadly, these methods are dived into two broad categories: 
statistical and intelligent techniques [8] [9]. They exist out of 
multiple sub-categories, see Figure 2. For a detailed 
description of the techniques we refer to Ravi Kumar and Ravi 
[8].  

Based on literature studied, we developed a model that 
exists out of three axes that determine the type of features 
applied. To ground our theory, we first present the end model: 
the FCRA Model. 

 

 
Figure 3. Financial Credit Risk Assessment Model 

 
The first axe describes the type of data that organizations 

retrieve to make a judgement about the financial credit risk. In 
the papers of Berger [21][25], the same distinction is made in 
an information type perspective: hard versus soft (or 
quantitative versus qualitative) data. Different related names 
are used in this field: 
 

 

The second axe describes the manner in which this 
information is retrieved. For example, two manners in which 
information can be collected are: 1) through face to face 
contact between a loan officer and the organization’s owner 
and 2) through a form on a website or any other digital 
manner. The third axe describes the organization size, 
varying from small to big. The loan decision model of small 
banks is known to differ from the loan decision model of 
large banks [12]. According to Berger [10] small 
organizations (organization size), make use of soft 
information (information type), based on the relationship 
with their clients (information source). Bollen et al. [13] 
recognize four categories of business failures: 1) Tadpole 
(company failed because it was a basically unhealthy 
company, 2) Drowned frog (the company is over-ambitious 
or may show signs of extreme growth, 3) Boiled frog 
(companies in this category may be failing as a result of 
external conditions (e.g., disasters), bad economic conditions 
or fundamental changes in the business environment to which 
the company has failed to respond adequately, 4) Bullfrog 
(the companies in this category have drawn a relatively large 
portion of public attention, because they are often related to 
fraudulent activities of managers or employees). 

 

 

 

Quantitative features Qualitative features
Hard information Soft information
Financial information Non-financial information
Accounting information Non-accounting information
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A. Information Type 
 
Hard 
According to Petersen [14] hard information is almost 

always recorded as numbers and is comparable. The durability 
of information is potentially greater when it is hard. The 
collection method of hard information is mostly not personal. 
Hard information is mostly standardized and easy to 
document and transfer to others [15]. Nemoto et al. [16] also 
recognize the verifiability which normally is higher in case of 
hard information. Decision processes which depend upon 
hard information are easier to automate. Knowing what 
information you are looking for, and why it is valuable, is 
essential if information collection and possibly decision 
making, based on the information is to be delegated. Most 
features are based on data from the financial statements. 
Financial statements are, in most organizations, created once 
or twice a year. Therefore, the data needed to calculate the 
features is available once or twice a year. This causes an 
information opacity problem, thereby reducing the 
effectiveness of the features. Other organizations that also 
assess the financial credit risk of an organization are banks, 
credit assessors, etc. Both previously also had to trust numbers 
that are published once a year. Since this time period is too 
long for both parties, they searched for solutions to address 
this problem. According to Berger and Udell [17] hard 
information may include, as examples, financial ratios 
calculated from audited financial statements; credit scores 
assembled from data on the payment histories of the small and 
medium sized entities (SME) end its owner provided by credit 
bureaus; or information about accounts receivable from 
transparent, low-risk obligors that may pledged as collateral 
by the SME or sold to the financial institution.  

 
Soft 
Soft information is mostly relationship-based and not 

easily quantified [18]. The replacement of soft with hard 
information inevitably results in a loss of information. The 
early studies for FCRA were univariate (a specific statistical 
method applied) studies which had important implications for 
future model development. These laid the groundwork for 
multivariate studies. Ravi Kumar and Ravi [8] identify 
statistical and intelligent techniques to solve the bankruptcy 
prediction problem. For each type of technique, they describe 
the way they work. Chen, Ribeiro and Chen [9] summarize the 
traditional statistical models and state-of-the-art intelligent 
methods. Auditors can utilize data mining techniques to 
analyze external (soft) data (e.g., census data, social media, 
news articles) in their assessments of client business risk, 
fraud risk, internal controls, going concern [19]. Lu et al. [20] 
explain the possibilities of data mining (text mining) based on 
soft information on websites and in financial reports to predict 
bankruptcy.  

Altman et al. [21] describe the value of qualitative (soft) 
information in SME risk management. They find that 
qualitative data relating to such variables as legal action by 
creditors to recover unpaid debts, company filing histories, 
comprehensive audit report/opinion data and firm specific 
characteristics, make a significant contribution to increasing 

the default prediction power of risk models, built specifically 
for SMEs. Lenders must invest in the production of ‘soft 
information’ to supplement the financial data used in these 
models [22]. Dainelli et al. [23] give a summarization of 
determinants of SME credit worthiness under Basel rules. As 
their model does not include qualitative information, future 
research could aim to set out the qualitative determinants in 
the rating judgment. Petersen [14] concludes that technology 
is changing the way we communicate. One of these changes 
is a greater reliance on hard relative to soft information. 
Despite this, very little research has been published on the 
concept of activities used by lenders to gather soft 
information [24]. Suter [24] studied the collection of soft 
information by small community banks. He built a 
conceptual framework existing of four factors to reduce the 
asymmetric information: 1) Knowledge of business, 2) 
Knowledge of industry, 3) Knowledge of local market, and 
4) Value of the social contract. Angilella and Mazzù [25] 
structured the non-financial criteria hierarchically on the 
basis of the risk areas, specific to an innovative firm: 
development, technological, market, and production. The risk 
areas considered are: Technological risk, Market risk, 
Production risk, Innovation indicators, Financial criteria. 
 

Performance 
To measure performance, there are several metrics [9]. 

One of the most important measures is accuracy. In terms of 
performance, an accuracy rate between 81 and 90% reflects a 
realistic average performance based on the results of the 
analyzed studies [26]. The top five bankruptcy models with 
an accuracy level of more than 80 per cent are [27]: 1) Altman 
[28], 2) Edmister [29], 3) Deakin [30], 4) Springate, [28] and 
5) Fulmer [29]. All of these only use hard features. Chen et 
al. [31] find that the use of soft information significantly 
improves the power of default prediction models. 

The same conclusion is realized by Ju and Sohn [32] who 
proposed to update the credit scoring model based on new 
features like management, technology, marketability, and 
business and profitability. Kosmidis and Stavropoulos [33] 
even got one step further in their conclusion, as they state that 
factors such as economic cycle phase, cash flow information 
and the detection of fraudulent financial reporting can 
evidently enhance the predictive power of existing models. 
Altman, Sabato and Wilson [21] reach the same conclusion as 
they state: “that qualitative data relating to such variables as 
legal action by creditors to recover unpaid debts, company 
filing histories, comprehensive audit report/opinion data and 
firm specific characters make a significant contribution to 
increasing the default prediction power of risk models built 
specifically for SMEs.”. This leads us to the first conclusion 
that the financial industry should not only rely on hard 
features, which have a time delay, but also on soft information 
to assess the financial credit risk; see bottom left side in Figure 
3. Relationship lending is based on soft information and is best 
suited for entities that are more opaque; and transactions-
based lending is best suited for SMEs that are more 
transparent [34].  

To realize proper research in this area, the researchers have 
to go beyond the already cumulative features and look at the 
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base data. E.g., no longer apply the cumulative feature: current 
assets but instead build features on the base information such 
as debtors’ information. 

 

B. Information Source 
In addition to the type of information available, the data 

source and its fluidity are also factors. In financial literature, 
this phenomenon is called “the hardening of soft information” 
[45]. The concept “the hardening of soft information” states 
that because personal contact with financial institutions has 
decreased, therefore they rely more and more on hard 
quantitative information. Since more banks, credit 
organizations, and accountants rely on non-personal contacts, 
this statement is gaining importance. 

Thereby underlying the fact that the traditional features are 
the most useful features to analyze the financial credit risk. 
The main reason they state to support their claim is the 
adoption rate of technology.  

However, a counter claim can be made that through the 
adoption of technology, soft information can be more easily 
collected. For example, through firehose access to social 
media websites. However, this will depend on the type of soft 
or hard information one wants to retrieve because not all soft 
information can be retrieved through social websites, some 
still might need to be retrieved face to face. Therefore, the 
bottom part of our model, see Figure 3, indicates the lending 
technologies, being the manner in which the information is 
retrieved. A lending technology is “a set of screening and 
underwriting policies and procedures, a loan contract 
structure, and monitoring strategies and mechanisms” [11]. 
Examples of lending technologies they apply are: leasing, 
commercial real estate lending, residential real estate lending, 
motor vehicle lending, and equipment lending, asset-based 
lending, financial statement lending, small business credit 
scoring, relationship lending and judgment lending.  
 

C. Organisation Size 
 

In FCRA literature, from a banking perspective, a 
distinction is made between the manner in which small and 
big banks assess the risk. Small banks apply more of a 
relationship perspective to assess the risk, while big banks 
apply the analysis of transactions to determine the risk. 
Although this specific distinction cannot be found in 
accountancy and lending (firms) literature, the hypothesis is 
that the same basic rules apply. Therefore, the right axe of the 
FCRA Model contains the size of the firms, assessing the risk; 
see Figure 3.  

Loans to small businesses have traditionally been based 
on intimate relationships between borrower firms and 
lenders, because many of these firms are much more 
informationally opaque than large firms. Thus, lenders 
primarily rely on soft information, gathering through long-
lasting transaction relationships. For banks it is difficult to 
obtain detailed information from small firms since the 
financial reports of small firms are mainly for tax purposes 
[35].  

 

III. RESEARCH METHOD 
The goal of this research is to identify and classify features 

that have been applied to assess Financial Credit Risk. In 
addition to the goal of the research, also, the maturity of the 
research field is a factor in determining the appropriate 
research method and technique. Based on the number of 
publications and identified features, the maturity of the FCRA 
research field can be classified as mature. Mature research 
fields should A) focus on further external validity and 
generalizability of the phenomena studied, or B) focus on a 
different perspective on the constructs and relationships 
between identified constructs [36]. Current studies have 
focused on two elements: 1) selecting the best features to 
predict bankruptcy, while other studies have focused on 2) 
comparing the efficiency and effectiveness of the different 
features identified. However, current analysis focuses on two 
viewpoints: 1) a high abstraction level and 2) a high latency 
perspective.  

Summarized, to accomplish our research goal, a research 
approach is needed in which the current features are explored, 
compared and mapped to the FCRA Model.  

To accomplish this goal, a research approach is needed that 
can 1) identify features for FCRA, 2) identify similarities and 
dissimilarities between features, and 3) map the features to the 
FCRA Model. The first two goals are realized by applying a 
structured literature research and the use of a comparison 
table. The last goal is realized by coding the features 
identified, based on a priori coding scheme. 

 

IV. DATA COLLECTION AND ANALYSIS 
As stated in the previous section, the goal of this research 

is to 1) identify features for FCRA, 2) identify similarities and 
dissimilarities between features for FCRA, and 3) map the 
features to the FCRA Model. 

The selection of the papers has been conducted via the link-
tracing methodology [37], more specifically via snowball 
sampling. The snowballing was applied to take advantage of 
the social networks of identified respondents to provide a 
researcher with an ever-expanding set of potential contacts 
[38]. Snowballing is an effective and efficient form of contact 
tracing for use in diversity of research methods and designs, 
and apparently well suited for a number of research purposes 
[39] - [40]. For both the hard features and soft features two 
different snowball samplings have been conducted. For the 
hard features this resulted in 238 papers that were included in 
the coding. With respect to the soft features this resulted in 20 
papers to be selected for coding. For a study to be selected for 
coding, the study must explicitly address hard and/or soft 
features for FCRA (see Table II for details). The unit of 
analysis for coding is a single feature, implying that one study 
can contribute multiple units of analysis. For example, Alam 
et al. (2000) contributed five features: 1) “Net loan losses / 
Total assets less Total loans”, 2) “Net loan losses / Total 
loans”, 3) “Net loan losses plus Provision for loan losses / Net 
income”, 4) “Loans past due 90 days plus Nonaccrual loans / 
Total assets” and, 5) “Net income / Total assets”. This 
resulted in the identification of 700 hard features and 135 soft 
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features. Each of the hard and soft features have been added 
to a comparison table, see Table I [2][41][42][43]. 
 
 

 
 

Figure 4. Feature Selection  
 

Data analysis was conducted in one cycle of coding with 
the use of a priori coding scheme. The reason an a priori 
coding scheme was applied, is because the concepts that 
needed to be coded were known upfront, based on the 
previously defined FCRA Model.  

To code the selected items, the following questions are 
asked: 1) is the feature a hard or soft feature? and 2) is the 
feature a relational or transactional feature? For example, the 
feature “net income/total assets” is a hard feature from a 
transactional perspective. A hard feature because the ratio can 
be calculated and transactional, because the figures can be 
derived from a system. An example of a hard / relational 
feature is “the number of times the annual financial 
statements are deposited too late”. A hard feature because the 
number can be calculated and relationship because it’s a proxy 
of a soft feature, for example of management quality.  

“The quality of management” is a soft feature from a 
relational perspective. A soft feature because it cannot be 
calculated directly and the (qualitative) information has to 
gathered via personal contacts. 

 
 
 
 
 
 
 
 

 
TABLE I. SNAPSHOT COMPARISON TABLE 

 

 
 

V. RESULTS 
In this section, the results of the data collection are 

presented. As described in the previous section, first features 
from existing studies have been collected, added to a 
comparison table and coded. Therefore, three separate results 
can be identified: 1) descriptive statistics for hard features, 2) 
descriptive statistics for soft features and, 3) the mapping of 
the hard and soft features to the FCRA Model.  

A. Results from an information type perspective 
As stated in this section, most features are based on data 

from the financial statements. Financial statements are, in 
most organizations, created once or twice a year. Therefore, 
the data needed to calculate the features, is available once or 
twice a year. This causes an information opacity problem 
thereby reducing the effectiveness of the features. Other 
organizations that also assess the financial credit risk of an 
organization are banks, credit assessors, etc. Both previously 
also had to trust numbers that are published once a year. Since 
this time period is too long for both parties, they searched for 
solutions to address this problem. 

Camaco-Miñano et al. [44] show that sector, size, number 
of shareholdings, ROA, and liquidity can explain the 
bankruptcy process outcome and also predict the process for 
still-healthy firms. Three of five features exist of qualitative 
information.  
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A1. Descriptive statistics for hard features  
The extraction of the features resulted in the registration 

of 700 features from 238 papers. From this sample, the top ten 
features were identified and selected; see Table II.  
 

TABLE II. TOP TEN FEATURES 
 

Feature 01: Net income/total assets                    85 (papers) 
Feature 02: current ratio                                   74 
Feature 03: EBIT/total assets (*)                      65 
Feature 04: retained earnings/total assets (*)   62 
Feature 05: working capital/total assets (*)      60 
Feature 06: sales/total assets (*)                       46 
Feature 07: quick ratio                                      41 
Feature 08: current assets/total assets               39 
Feature 09: total debt/total assets                      39 
Feature 10: cash/total assets                              32  

 
Analysis of the hard features show that each of the top ten 

applied features are features that are applied in the financial 
statements of the organization. In addition, each feature lies a 
connection between the three main components of the 
financial statements namely: the cash flow statement, profit 
and loss statement, and the balance sheet. They do so by 
comparing the liquidity (features 02, 05, 07, 08, 09 and 10), 
the solvency (features 03 and 04) and the profitability 
(features 01, 03 and 06). Where the liquidity is primarily 
related to cash flow; the solvency is related to the balance 
sheet; the profitability is primarily related to the profit and loss 
statement. Of course, there is a main interrelationship between 
all these three main components of the financial statements.  

Additionally, results show that our findings are in line with 
statements made in previous research, namely that the Altman 
model for bankruptcy prediction [28] is the most applied one. 
This is indicated by the fact that 4 features in the top 10 
(indicated by an asterisk) are part of the Altman-Z score. And 
the fifth feature by Altman (Market Value of Equity/Total 
Liabilities) ranks thirteenth. 
 

A2. Descriptive statistics for soft features  
The extraction of the features resulted in the registration 

of 135 features from 20 papers. Likewise, to the hard features 
a top ten can be derived. However, in contrast to the hard 
features this top ten would exist out of features that are only 
mentioned four, three, or two times. One feature is listed four 
times, namely “management quality”. Four features are listed 
three times, namely: “county court judgements”, “decision to 
check audited accounts”, “decision to issue cash flow 
statements” and, “late filing days”. Followed by twelve 
features mentioned only twice. The remaining 118 features all 
are mentioned once. Therefore, creating a top ten didn’t seem 
useful. In addition, the soft features have been additional 
coded to create a categorization (see Figure 5). The 
categorization has three main differentiations: 1) internal, 2) 
external and 3) social contract. ‘Internal’ is defined as 
qualitative (soft) information about the client; for example, 
about the client’s management and its innovative power. 

‘External’ can be seen as the environment that affects and 
interacts with the client. There are three main sub-categories: 
business (e.g., the number of visits with customer vendors & 
suppliers or visits with customers about business status), 
industry (e.g., the number of reviews of trade journals from 
customer’s industries or the number of memberships in trade 
associations relating to customer’s industries) and economy 
(e.g., the number of attendances at local chamber events or 
number of memberships in civic and community 
organizations). The last differentiation is ‘social contract’, 
which is defined as qualitative (soft) information about the 
lending relationship. ‘Social contract’ is further divided in two 
categories: quality of the credit relationship and value of the 
social contract.  

 

 
Figure 5. Categorization Soft Features 
 

A3. Descriptive statistics for techniques  
Based on the 128 papers [8] the frequency of the 

techniques applied to take the FCRA-decision have collected. 
In total 84 techniques have been identified. Seven techniques 
occur more than five times. Out of these seven techniques 
four occur more than 10 times, see Table III. The remaining 
77 techniques occur up to 4, 3, 2 or 1 times. 
 

TABLE III.  TOP 7 TECHNIQUES 
 

Technique 
BPNN (Back propagation trained Neural Network) 
DA (Discriminant Analysis) 
LOGIT 
LDA (Linear Discriminant Analysis) 
Rough Set 
GA (Genetic Algorithm) 
Probit 

# 
28 
18 
18 
10 
08 
05 
05 

 
A4. Descriptive Statistics for performance  

Overall can be stated that research on feature identification 
does not clearly report on the (overall) performance of the 
features identified. Off the researched paper, only 16 report 
extensively on the performance of the applied techniques. We 
argue that further research should report on the performance 
of the identified and tested features. To measure the 
performance Chen [9] identified 17 measurements which can 

Soft information about client

External:Internal:

Business

Industry

Market / Economy

Innovation:
- Development
- Technological
- Market 
- Production

Management

Quality of the credit relationship

Value of the social contract:
- Reliance on family history & reputation
- Reliance on reputation of business principles
- Reliance on personal relationship
- Reliance on informal conversations

Social contracts:
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be applied, for example: 1) accuracy, 2) root mean squared 
error, 3) true positive, and 4) true negative. For the detailed 
description of these 17 measurement we refer to Chen [45]. 
 

B. Results from a DMN perspective 
Analyzing the top ten features from a DMN perspective 

shows four results. The first result: decision versus data input 
show that each feature is treated like a decision. The feature is 
derived from one or more conditions. For example, the first 
feature is derived out of two conditions: net income and total 
assets to which a mathematical formula is applied, in this 
specific case, net income divided by total assets. Each feature 
in the 10 retrieves the applied conditions from one data source, 
namely, the financial statements (the cashflow statement, the 
profit and loss account and/or the balance sheet).  
 

 
Figure 6. DRD-level Elements (Hard Features) 

 
From the perspective of the financial statements, the 

conditions applied, e.g., net income, actually are data input 
since all are listed there. However, when analyzing one step 
deeper, each data input on the balance sheet or the profit and 
loss account is actually a decision. For example, total assets, 
is calculated as current assets plus fixed assets; see Figure 6. 
When analyzing all of the quantitative features selected, all 
features are derived from the cashflow statement, the profit 
and loss account and/or the balance sheet. A potential 
explanation of this phenomenon can be that the financial 
industry only looks at formal documents and formal 
statements. However, this raises the question if these 
combined features contain specific sub-decisions or specific 
input data elements that make them suitable for analysis. 
According to the researchers, this would be a subject to further 
investigate. 

In addition, the features only apply information from the 
current financial statements. Formally, the cashflow 
statement, the profit and loss account and the balance sheet 
have to be created once a year. Most companies create this 
information more times a year, voluntarily or obligatory. Also, 
not comparing information from early years, thereby 
indicating that the patterns have no additional information 
value. By analyzing the deeper layers underneath the features 
described previously, the hypothesis is that a better and 
quicker FCRA can be performed.  

 

C. Results from an information source perspective 
The third perspective from which factors can be classified 

is the information source perspective. The concept “the 

hardening of information” states that because personal 
contact with the bank has decreased the banks rely more and 
more on hard quantitative information. However, if the model 
on which they base these conclusions is further dissected, two 
axes can be distinguished: A) the type of data and B) the 
manner in which the data is retrieved. The first axe describes 
the type of data that organizations retrieve to make a 
judgement about the financial credit risk. In the papers of 
Berger [21][25], the same distinction is made in an 
information type perspective: hard versus soft data. The 
second axe described the manner in which this information is 
retrieved. For example, two manners in which information can 
be collected are: 1) through face to face contact between a loan 
officers and the organization’s owner and 2) through a form 
on a website or any other digital manner. Since more banks, 
credit organizations, and accountants rely on the second, the 
statement of “the hardening of information” is that only 
quantitative data is used. Thereby underlying the fact that the 
traditional features are the most useful features to analyze 
going concern assessment. The main reason they state to 
support their claim is the adoption rate of technology.  

 

 
 

Figure 7. DRD-level Elements (Soft Features) 
 
However, a counter claim can be made that through the 

adoption of technology soft information can be more easily 
collected. For example, through firehose access to social 
media websites. However, this will depend on the type of soft 
or hard information one wants to retrieve because not all soft 
information can be retrieved through social websites, some 
still might need to be retrieved face to face. Therefore, the 
bottom part of our model, see Figure 3, indicates the manner 
in which the information is retrieved.  
 

D. Results from an organization perspective 
In FCRA literature, from a banking perspective, a 

distinction is made between the manner in which small and 
big banks assess the risk. Small banks apply more of a 
relationship perspective to assess the risk while big banks 
apply the analysis of transactions to determine the risk. 
Although this specific distinction cannot be found in 
accountancy and lending (firms) literature, the hypothesis is 
that the same basic rules apply. Therefore, the right axe of the 
FCRA Model contains the size of the firms assessing the risk; 
see Figure 3. 
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VI. CONCLUSION AND FUTURE WORK 
In this paper, we aimed at finding an answer to the 

following research question: “how to categorize financial 
credit risk features such that an integrative relationship is 
established with the information type applied and information 
sources used?” To accomplish this goal, we conducted a 
literature study to identify features that have been designed 
and applied in previous research followed by coding the 
features based on an a priori coding scheme. The literature 
resulted in a total of 258 selected papers. From the selected 
papers, a total of 835 features were selected. Based on the a 
priori coding scheme, the features were mapped according to 
the following dimensions: A) the type of features applied, B) 
the information source applied and, C) the type of 
organization that applies the features. The results show that 
most features focus on hard information from a transactional 
source from official information with a high latency. In 
addition, the results show that most features still relate to the 
traditional Altman-Z score.  

All the results have been mapped on the FCRA Model, 
which is based on Wand and Weber [46], see Figure 3. The 
insights derived from this study provides a better 
understanding of the level on which the features are applied 
and where they score in the FCRA Model. This will enable 
further exploration and identification of features that have a 
low latency but still have a proper predictive power. From a 
practical perspective, our study provides an overview of 
features that can currently be applied, and which further 
exploration should be considered.  

While we provide an integrative overview of features for 
FCRA, our study is not without limitations. The first 
limitation concerns the sampling and sample size. The sample 
group of features is drawn from the identified paper without 
considering the effectiveness of the features selected. The 
main reason for this choice is the fact that not all papers report 
on the effectiveness of the features applied. While we believe 
that for the purpose of this study this causes no problems, 
further refinement of the features selected is recommended. 
Additionally, our results should be further validated in 
practice.  
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Abstract—Normalized Systems Theory aims to create software
systems exhibiting a proven degree of evolvability. While its
theorems have been formally proven and several applications
have been used in practice, no real overview of the typical types
or dimensions along which such Normalized Systems software
applications can evolve is present. Therefore, this paper presents
several cases in which its different variability dimensions are
illustrated. Based on these cases, a more general overview of
four variability dimensions for Normalized Systems software ap-
plications is proposed: changes regarding the application model,
expanders, craftings and technological options.
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I. INTRODUCTION

This paper extends a previous paper which was originally
presented at the EMPAT track on evolvable modularity patterns
at the PATTERNS conference 2018 [1].

The evolvability of information systems (IS) is considered
as an important attribute determining the survival chances of
organizations, although it has not yet received much attention
within the IS research area [2]. Normalized Systems Theory
(NST) was proposed as one theory to provide an ex-ante
proven approach to build evolvable software by leveraging
concepts from systems theory and statistical thermodynamics
[3]–[5]. The theory prescribes a set of theorems which are ne-
cessary conditions to obtain evolvable software and proposes a
set of patterns to generate significant parts of software systems
which can obey to these theorems. While it has been suggested
that software created in this way exhibits evolvability, the
main dimensions of evolvability or variability facilitated by
the theory have nevertheless not yet been thoroughly discussed.
Additionally, while some NST cases have been documented in
extant literature [6]–[10], the overall number of cases is still
fairly limited and their analysis has never been focused on the
different dimensions of evolvability which were possibly pre-
sent. This paper attempts to tackle both mentioned gaps by first
discussing the case of a new (i.e., not previously documented)
NST software application, which was built and used for the
management of process evaluations of master dissertations at
the faculty of the authors. Based on our experiences with this
case, we will document variations that occurred along several
dimensions: the model (business entities) of the application,
the craftings (customizations on top of the generated code),
the technology used and the version of the code generators
themselves. Next to this new case, we will reinterpret several
previous cases which were documented earlier in other work

[7]–[10]. So while the cases themselves are not new, our
perspective and way of analyzing the cases is. It is also the
discussion of these additional (previously reported) cases in
this evolvability dimensions context which is the main addition
of this paper when compared to our initial contribution at
PATTERNS 2018 [1]. In this way, we are able to identify and
discuss the different dimensions along which variations in an
NST application can arise and provide illustrations for each of
them from different cases and examples. Consequently, these
dimensions are also important indications with respect to the
main areas in which an NST application can evolve throughout
time.

The remainder of this paper is structured as follows. In
Section II, we briefly present NST as the theoretical basis
on which the considered software applications were built.
Section III provides some general context regarding the newly
reported educational case as well as its analysis in terms of
evolvability dimensions. Section IV focuses on some of the
earlier presented cases but analyzes them from a different
angle than before, i.e., also in terms of evolvability dimensions.
We offer a discussion in Section V and our conclusion in
Section VI.

II. NORMALIZED SYSTEMS THEORY

The case applications we will present and analyze in
the following sections, are based on NST. This theory has
been previously formulated with the aim of creating software
applications exhibiting a proven amount of evolvability [3]–
[5]. More specifically, the goal is to eliminate the generally
experienced phenomenon in which software systems become
more difficult to maintain and adapt as they become bigger
and evolve throughout time [11].

NST is theoretically founded on the concept of stability
from systems theory. Here, stability is considered as an essen-
tial property of systems. Stability means that a bounded input
should result in a bounded output, even if an unlimited time
period is considered. In the context of information systems,
this implies that a bounded set of changes should only result
in a bounded impact to the information system, even in cases
where an unlimited time period and growth of the system
is taken into account (i.e., considering an unlimited systems
evolution). Put differently, it is demanded that the impact of
changes to an information system should not be dependent on
the size of the system to which they are applied, but only on
the size and property of the changes to be performed. Changes
dependent on the size of the system are called combinatorial
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effects. It has been formally proven that any violation of any
of the following theorems will result in combinatorial effects
(thereby hampering evolvability) [3]–[5]:

• Separation of Concerns, stating that each concern (i.e.,
each change driver) needs to be separated from other
concerns in its own construct;

• Action Version Transparency, stating that an action
entity should be able to be updated without impacting
the action entities it is called by;

• Data Version Transparency, stating that a data entity
should be updateable without impacting the action
entities it is called by;

• Separation of States, stating that all actions in a
workflow should be separated by state (i.e., being
called in a stateful way).

The application of the theorems in practice has shown
to result in very fine-grained modular structures within a
software application. Such structure are, in general, difficult
to achieve by manual programming. Therefore, NST proposes
five elements (action, data, workflow, connector and trigger)
that serve as design patterns [4], [5]:

• data element: a set of software constructs encapsula-
ting a data construct (including a set of convenience
methods, such as get- and set-methods, and providing
remote access and persistence), allowing data storage
and usage within an NST application;

• action element: a set of software constructs encapsu-
lating an action construct (providing remote access,
logging and access control), allowing the execution
of (units of) processing functionality within an NST
application;

• workflow element: a set of software constructs allo-
wing the execution of a sequence of action elements
(on a specific data element) within an NST applica-
tion;

• connector element: a set of software constructs ena-
bling the interaction of an NST application with
external systems and users in a stateful way;

• trigger element: a set of software constructs enabling
the triggering of action elements within an NST ap-
plication, based on error and non-error states.

Based on these elements, NST software is generated in
a relatively straightforward way through the use of the NST
expansion mechanism. First, a model of the considered uni-
verse of discussion is defined in terms of a set of data,
action and workflow elements. Next, NST expanders generate
parameterized copies of the general element design patterns
into boiler plate source code. Several layers can be discerned
in this code: a shared layer (not containing any reference to
external technologies), data layer (taking care of data services),
logic layer (taking care of business logic and transactions),
remote or proxy layer (taking care of remote access), control
layer (taking care of the routing of incoming requests to
the appropriate method in the appropriate class in the proxy
layer) and view layer (taking care of presenting the view to
be rendered by the user interface, such as a web browser).
This generated code can, if preferred, be complemented with
craftings (custom code) to add non-standard functionality that

is not provided by the expanders themselves at well specified
places (anchors) within the boiler plate code. The boiler plate
code together with the optional craftings are then compiled
(built) so that the application can be deployed.

III. EDUCATIONAL CASE

In this section, we will first introduce the educational case
in-depth. Next, we analyze the case both in general and along
several potential evolvability dimensions.

A. Case introduction
The new case we present in this paper is situated within

an educational context and concerned with the master thesis
evaluations at the Faculty of Applied Economics of the Univer-
sity of Antwerp. At the university, master students writing their
dissertation are not only evaluated with regard to the end result
(i.e., the thesis itself) but also (for a minor part) with regard
to the process they go through in order to arrive at that end
result (e.g., their communication and reporting skills, problem-
solving attitude, etcetera during the project). This “process
evaluation” is built around a set of specific evaluation criteria
for students of this faculty, based upon the pedagogic vision
of the faculty. More specifically, depending on the trajectory
a student is following, the thesis advisor(s) need(s) to assess
a student two or three times on four skill dimensions (each
comprising a set of specific skills to be rated from insufficient
up to very good) during the completion of his or her master
thesis.

In this context, the procesEval application, based on NST,
was created around 2013. Up to that moment, the process
evaluation was either performed on paper or had to be regis-
tered via a customized part of the university’s online learning
and course management system. While the paper based eva-
luation was considered as generating administrative overhead
(the results had to be manually copied into the university’s
database systems by the administration) and providing little
overview for the thesis advisors (e.g., when performing the
second process evaluation they could not easily consult the
first process evaluation in order to make a more objective
comparison), the electronic variant in the online learning
and course management system was considered cumbersome
from a usability perspective (e.g., users complaining about
the amount of clicks required to perform “simple” actions or
experiencing difficulties in order to find the information they
are looking for).

The faculty management decided to develop an NST ap-
plication to manage the process evaluations. This choice was
made for several reasons. First, the expertise on how to build
NST applications was present within the faculty itself as the
theory (and the adjoining code expanders) was the output of
research projects of faculty members. Second, as the software
system would be developed by members of the faculty itself
as well, the developers were highly knowledgeable about
the inner working of the faculty (administration) and the
associated (functional) requirements. And third, evolvability
and maintainability were considered to be import quality
aspects of the software system to be developed as the process
evaluation was anticipated to remain an important part of the
student evaluations for several years to come (but could be
subject to some further fine-tuning or redirection in the future).
Given the situation of the project as sketched above, it was



308

International Journal on Advances in Systems and Measurements, vol 11 no 3 & 4, year 2018, http://www.iariajournals.org/systems_and_measurements/

2018, © Copyright by authors, Published under agreement with IARIA - www.iaria.org

Figure 1. A general screenshot of the procesEval application.

expected that the application could be developed in a rather
short development trajectory without too many hurdles (i.e.,
no significant risk related to the technology was present and
the application domain was well known and understood).

The application was developed in the beginning of 2013.
In the academic years 2013–2014 and 2014–2015, a first pilot
test with a set of key users (technological savvy and proactive
faculty members) was conducted. In the academic years 2015–
2016 and 2016–2017, the set of test users was gradually enlar-
ged up to the level at which all thesis supervisors could use the
procesEval application if they wanted, but could still use the
paper version if preferred. As of the academic year 2017–2018,
all faculty members were expected to use the NST procesEval
application for the administration of the master thesis process
evaluations. Apart from minor (usability) adjustments, the
project has been completed without major problems. Currently,
on a yearly basis, about 45 faculty members manage the
process evaluation of roughly 500 students via the procesEval
application.

Figure 2. A screenshot of a specific process evaluation within the procesEval
application.

In Figure 1, a screenshot of the procesEval application is
shown (the names of the students are blurred out to assure
anonymity, the names of the labels are Dutch as this is the ad-
ministrative language of the organization). Here, one can notice
that a supervisor can get an overview of all the students he or
she is supervising in the current academic year. By selecting
a particular student, a set of tabs appears below the first table
providing further details regarding his/her (earlier) evaluations
or working sessions (e.g., meetings) and documents (e.g.,
preliminary thesis version). Figure 2 shows a screenshot of
one particular process evaluation. The procesEval application
therefore manages all process evaluations (typically 2-3) of all
master dissertations (as of 2017–2018) of multiple academic
years. Based on the provided information, the application
automatically generates overview reports of the evaluations
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and sends emails to students and supervisors with information
regarding their evaluations, as well as reminders (e.g., when a
particular process evaluation is due).

B. Case analysis
We will first provide a general overview of our case

analysis, and then zoom into a set of relevant variability
dimensions that could be discerned at the level of the case.

1) General overview: An NST application typically con-
sists of a set of base components (which are reused in several
or even most applications), as well as one or multiple non-base
components (typically specific for the considered application).
The base components used within the procesEval application
consisted of 29 data elements, 7 task elements and 1 flow
element. The non-base component used within the procesEval
application consisted of 14 data elements, 8 task elements and
4 flow elements. As a consequence, relatively speaking, the
NST application was still rather small: it comprised about 63
NST elements.

2) Model variations: By using the NST approach, the
procesEval application could be extended and adapted at the
level of the model (i.e., the definition of the different element
instances for the considered application domain). For instance,
additional elements could be added: next to the registration
of three possible process evaluations for each student, some
working documents and information regarding working ses-
sions (e.g., what was agreed upon by the student and his
supervisor during a meeting) could be added to the model.
After re-generating the application based on this updated
model, this functionality becomes available in the new version
of the application. Similarly, existing (i.e., earlier created)
components could be added to the model. For example, a no-
tification component was added to the procesEval application
as that component contained the functionality to automatically
trigger emails and could be leveraged to enable the automatic
report delivery (of the process evaluations to the students,
supervisors and administration). While the model could be
changed in terms of data elements and components, this also
holds for all types of other possible changes within the model.
More specifically, the following types of adaptations can be
performed to create different variations of the application:

• the addition, update or deletion of a component (i.e.,
a set of data, task and flow elements);

• the addition, update or deletion of a data element
definition (its fields with its types and field options,
finders, data element options, child elements);

• the addition or deletion of a task element definition
(the specific implementation of a task is a crafting,
see below);

• the addition, update or deletion of a flow element de-
finition and its accompanying default state transitions.

It should be remarked that the determination and evolutions
of such model is completely technology-agnostic (i.e., it does
not require any specification in programming language specific
terminology). For instance, the specification of the model (in
terms of elements and their properties) is currently stored in an
XML file, not containing any references to the (background)
technology of the current reference implementation (i.e., Java).
Based on this model, boiler plate source code for each of the
layers can be created.

3) Crafting variations: Once the model is converted (ex-
panded) into boiler plate source code, additional code (so-
called “craftings”, which are custom made for an application)
could be added between predefined anchors (insertions) or in
additional classes (extensions). This way, non-standard functi-
onality can be incorporated within the application as well.
In total, the procesEval application contained 22 classes with
insertions and 29 additional classes (extension). For instance,
specific coding had to be added to make sure that a supervisor
logged into the application can only view those master dis-
sertations which he/she is supervising in the concerning year
(i.e., dissertations supported by other supervisors or those of
the previous year should not be visible). For this purpose, a
few lines of code were added in the MasterThesisFinderBean
class determining the fetching of the results viewable for a
particular user. These FinderBean classes are expanded as part
of the data layer: enforcing the filter of master dissertations at
the level of the data layer ensures that no data from other users
can be retrieved by the currently logged in user. Consequently,
this crafting only impacts the data layer, while the remaining
layers have no impact resulting from this change: they perform
their functionality handling the (filtered) data offered by the
MasterThesisFinderBean.

Additionally, a set of screentips was added to assist the user
when filling-in the process evaluation (e.g., summarizing the
meaning of each of the evaluation criteria in case of a mouse-
over). The expanded NST code base supports this functionality
by providing a helpInfo Knockout binding. Specific screentips
can be added by including a crafting using this Knockout
binding, and referring to a certain key. At run-time, the specific
values for the required keys can be added in instances of
HelpInfo data elements. This enables the configuration of
the screentips even when the application has already been
deployed. Note that only the view layer is customized for this
functionality. This makes sense, since it is purely a useability
concern, not impacting actual business logic. However, it is
dependent on the specific technology used in the view layer
(i.e., Knockout), and should be reprogrammed when a different
technology is used.

Next, as mentioned before, the procesEval application also
needed to create and send reports summarizing the content of
the process evaluations. The definition of these reports (i.e.,
the items to be included and the corresponding layout) is
considered to be a separate functionality, and should therefore
be contained in a task element. The expanders provide all
boilerplate code needed to execute this task in the NST ap-
plication, and only the specific report generating functionality
needs to be added as a crafting. The actual implementation of
the execution of a task element is clearly separated, allowing
versions and variations of the task implementation to co-exist.
Currently, reports are generated using Jasper Reports. This
requires the addition of a Jasper template file to the code
base, and some code to fill the parameters to be inserted into
this template. The additional processing logic is completely
contained in the logic layer.

These craftings were added in a gradual and iterative way
to the application: each time a particular additional functio-
nality was added or improved, a new version of the overall
application could be built and deployed. Furthermore, it can be
remarked that each of these craftings were situated at another
layer (i.e., data, view and logic).
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4) Infrastructural technology variations: The procesEval
application could be generated by using various different
underlying infrastructural technologies. For instance, whereas
a prototype of the application is typically demonstrated by
using an HSQL database, most production systems are de-
ployed while using a PostgreSQL database. Nevertheless, one
can choose for SQLServer and MySQL databases as well.
Further, the procesEval can be built by using different build
automation frameworks (i.e., Ant and Maven). And finally, the
procesEval could also be generated by using different con-
trolling (Cocoon, Struts2, or combination Struts2-Knockout)
and styling frameworks (plain style or using Bootstrap). In
practice, the Struts2-Knockout and Bootstrap were used in the
production environment. Changing the choice of a particular
infrastructural technology in the procesEval only impacts those
layers depending on the purpose of the technology (e.g., the
database selection impacts the data layer, whereas the GUI
framework selection impacts the view layer).

5) Expander version variations: The expanders (i.e., the
programming logic used to convert the model into boiler
plate source code according to the infrastructural technologies
chosen) evolves throughout time as well. This way, when
considering the current procesEval project duration (2013–
present), 8 different production versions were deployed while
using the same model and craftings (as the expanders provide
backwards version compatibility). In each of these production
versions, the new or improved possibilities of the expanders
could be used. For instance, in one particular version of the
expanders, information regarding a Date field did no longer
have to be entered manually but could be selected by using a
more advanced date picker. And, more relevant in the context
of the procesEval, another particular version of the expanders
allowed the automatic creation of summarizing graphs on
certain fields. For example, it would now be possible to inspect
the number of master dissertations who did not yet receive a
first process evaluation versus those who did in a visual way.
In order to use the date picker, no changes in the model or
the craftings are required. In order to use the status graphs,
only one additional specification in the model (i.e., an option
indicating that a graph for a particular field should be created)
needs to be added. Clearly, the precise set of layers that is
impacted due to an expander update depends on the type of
modifications performed in that particular version update (logic
related, view related, etcetera).

IV. REINTERPRETATION OF EXISTING CASES

In this section, we will look at some previously docu-
mented and analyzed cases of NST applications. While the
initial publications were not specifically directed towards the
illustration of the variability dimensions present within these
systems, we will now aim to see to which extent we can find
indications of such variability dimensions in them. This should
allow us to verify whether the variability dimensions identified
in the educational case study above also appear in other cases,
thereby increasing the validity of our study.

A. Budget management application
A first case which we published in earlier work concerns a

budgeting application for a local Belgian government [7]. The
administration of the concerned local government organization
was required to track its allocated budgets meticulously and in

a very fine-grained way (including the division of budgets in
subbudgets, their reservation, changes to the budgets, etcetera).
The goal of the application was to provide the functionality
for users to have a clear overview and tracking of budgets
and subbudgets, budget assignments, changes on them, and
so on. While the organization originally had the possibility to
perform these activities via Microsoft Excel by using pivot
tables, the long term goal was to integrate the application
performing these analyses with other functionalities such as
project management, budget reporting and simulations. During
the analysis of this case, we noticed that the development of
this replacing application was not trivial [7]. Indeed, many
people are used of working with the popular spreadsheet pro-
gram Excel, which offers many flexible and versatile analysis
options in a user friendly way. In order to be able to meet the
high standards of the end users, it was therefore decided to
approach the application development in a very iterative and
gradual way. In a first stage, attention was almost exclusively
devoted to the development of the functionalities related to
budget management and the usability of that part for end
users. It was only later on that the project started to focus on
the realization of a larger application which also incorporated
some of the additional functionalities as mentioned above.
Therefore, both the optimization of the universe of discussion
within the budgeting functionality, as well as the initial (ex-
clusively budgeting oriented) and later phases (focusing on the
other functionalities as well) can be seen as different versions
of the model throughout time (each time be expanded into
working prototypes or working applications). Therefore, this
case clearly illustrated the relevance of model variations.

During the case, craftings had to be added at various places
as well. First, some code was required to provide additional
graphical features. That is, a more advanced user interface
with more sophisticated screens was needed (compared to
those that were by default provided by the code expanders at
that point in time). Such more advanced (composed) screens
would allow users to inspect budget specifications over various
levels concurrently (year, department, article) or from different
angles/perspectives (departments, types of activities), thereby
replicating behavior somewhat similar as the previously used
pivot tables. Next to that, several customizations were present
for specific calculations (logical operations). These calculati-
ons were very context specific for the organization and domain
at hand and were directed towards issues such as the on-the-
fly calculation of the currently available budget based on all
previous budgets, the verification that budget calls were not
exceeding the available budget, etcetera. As these craftings
were refined over time, they illustrate the relevance of the
crafting variations within this case. However, probably even
more interesting, while the logic related craftings were very
specific for this application that needed to be developed, the
graphical extensions (i.e., the composite screens displaying
multiple data elements having a one-to-many relationship on
one screen) were considered to be useful for other (current
and future) NST applications. Stated otherwise, these craftings
were regarded as being somewhat generic. As a consequence,
over time, some of these graphical extensions have been
included in the code expanders. As soon as this happened,
the more advanced screens became available for other (already
existing or newly developed) NST applications. Therefore, this
case clearly illustrated the relevance of expander variations.
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B. Infrastructure monitoring application
A second case which has been published earlier involved

an application for an organization providing hardware and
software for the monitoring of infrastructure (e.g., checking the
correct functioning) such as power supplies, airconditioning
and so on [8]. Whereas the report of the previous case
(discussed in Section IV-A) provided a general overview of
the application as a whole, the current case was reported in
a temporal way, i.e., four phases were discussed in which
the application evolved from its original status to its current
status (at the time of publication). Additionally, the case was
somewhat atypical for an NST application as it involved one of
the first applications (re)developed according to this approach.
In particular, the following four phases were distinguished in
the concerning case:

• phase 1: Initially, the application was designed in
a rather monolithic way without explicit attention
to modularization while using a Microsoft Access
database and a Visual Basic application. This was a
version of the application without any use of the NST
approach;

• phase 2: The application was redeveloped and de-
signed in another technology stack using Java 2
Enterprise Edition (J2EE) with Enterprise JavaBeans
2.1 and the Cocoon framework. With NST not yet
formulated and the element expansion mechanism
not yet developed, the software system was mainly
developed manually but taking into account industry
best practices and the (implicit) heuristic knowledge
which would later on result into the NST theorems.
This resulted in a recurrent structure throughout the
application similar to the later on developed NST
elements;

• phase 3: In the following version, a significant part
of the application was defined by using descriptor
files describing certain recurring constructs (such as
the need to persist a certain type of data) for which
the code was then generated by one of the first
versions of the pattern expanders. Next to updating
the application to a new version of its code base, some
additional functionalities (e.g., regarding FAQs and as-
set management) were added by generating additional
data elements for them. Some custom code (e.g., for
authorization requirements and user interfaces) was
added in separate files;

• phase 4: In a final documented phase of the applica-
tion, a switch to other controls and protocols for the
infrastructure was made. At the same time, a newer
version of the NST expanders was used in which cus-
tom code could be added between specifically located
anchors within the code that could be harvested and
injected during regeneration later on.

Based on the description of the phases as provided above,
we can not only distinguish the relevance of the evolvability
dimensions described earlier in the context of the instructure
monitoring application, but also gather some information on
their historical occurrence throughout time. As in phase 1, a
non-NST approach was adopted, no explicit evolvability di-
mensions were present. The case report mentioned difficulties
in order to adapt the application, including duplications and

lack of flexibility. In phases 2 and 3, the patterns or elements
were introduced (first in a somewhat implicit way, later on in
a more explicit way allowing for automatic code generation)
and improved for (largely) the same functional requirements.
Therefore, the expander variability dimension was introdu-
ced at this point. In phase 3, due to the addition of some
functionality based on the same patterns, the model variability
dimension was illustrated as well. Finally, in phase 4, the
harvesting mechanism allowed the easier migration of custom
code from one application version to another. Therefore,
this last phase also illustrates the occurrence of the crafting
variability dimension in this context. One might remark that
the last variability dimension, regarding the technological or
infrastructural options does not seem to covered by the case
at hand. While it is true that during the actual use of the
NST expanders no significant technological or infrastructural
changes have been performed, the transition of phase 1 to
phase 2 was partly motivated by the fact that the technologies
used for the creation of the initial software application were
not adequate to work with in a distributed and multi-user
environment. Therefore, at least the relevance of this variability
dimension could certainly be argued for in the context of this
case as well.

C. Integration applications
Finally, a set of four enterprise application integration cases

was presented in [8]. For the purpose of this paper, with
our focus on variability dimensions, one case is particularly
interesting as it illustrates the infrastructural technology varia-
tions possible within this context and this variability dimension
was somewhat less prominently present in the cases discussed
in Sections IV-A and IV-B. The case was conducted within
a multinational human resources consulting firm for which
web-based access to 180 data entities needed to be provided
from a legacy application (which was using a PL/SQL Oracle
database). At the time the case was carried out, the NST
expanders did not provide support for the PL/SQL Oracle
database as required by the case organization. Therefore, the
NST expanders had to be adapted for this possibility. Once this
operation was performed, the generated NST application was
able to connect with the database of the case organization. Next
to that, all previously existing default functionality typically
present in an NST application (and not impacted by the
required changes in the logic and data layers) were available
as well (e.g., the out-of-the-box CRUD screens for all the
data elements within the application). And, as this project
required an adaptation of the expanders, the possibility to
link to PL/SQL databases became as of then available for all
other current or future NST applications. Therefore, this case
clearly illustrated the relevance of infrastructural technology
variations.

V. DISCUSSION

Based on the above discussion of NST and its cases,
we will discuss two broad areas in this section. First, in
Section V-A, we will analyze the offered variability dimensions
in the cases in a somewhat more general way. While we illus-
trated the possible variability dimensions using only one in-
depth and three smaller cases, we anticipate that the proposed
categorization can be generalized to a large extent as it also
aligns with the general “degrees of freedom” available during
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the development and maintenance of an NST application. Next,
in Section V-B, we discuss some general implications that the
existence of these kind of evolvability dimensions has for the
management of NST projects and the role of the analyst in
particular.

A. Application level evolvability dimensions
Based on our analysis as presented above, we identify four

variability dimensions, as visualized in Figure 3.
First, as represented at the top of the figure, the modeler

should select the model he or she wants to expand. Such
a model is technology agnostic (i.e., defined without any
reference to a particular technology that should be used) and
represented by a blue puzzle (i.e., each puzzle piece represents
a defined element, with the columns corresponding to data,
task, flow, trigger and connector elements). Such a model can
have multiple versions throughout time (e.g., being updated
or complemented) or concurrently (e.g., choosing between a
more extensive or summarized version). As a consequence, the
figure contains multiple blue puzzles that are put behind each
other and the chosen model represents a variability dimension
(represented by the green bidirectional arrow).

Second, the expanders (represented by the trapezoid in the
figure) generate (boiler plate) source code by taking the spe-
cifications in the chosen model as its arguments. For instance,
for a data element Person, a set of java classes PersonBean,
PersonLocal, PersonRemote, PersonDetails, etcetera will be
generated. This code can be called boiler plate code as it
provides a set of standard functionalities for each of the
elements within the model. Nevertheless, one could argue that
this set of standard functionalities is already quite decent as it
contains the possibilities to provide standard finders, master-
detail (waterfall) screens, certain display options, document
upload/download functionality, child relations, etcetera. The
expanders themselves evolve throughout time. Typically, in
each new version, a set of bugs of the previous version are
solved and additional features (e.g., creation of a status graph)
are provided. It should be remarked that, given the fact that
the application model is completely technology agnostic and
can be used as argument for any version of the expanders,
these bug fixes and additional features become available for
all versions of all application models (only a re-expansion
or “rejuvenation” is required). As a consequence, the figure
contains multiple trapezoids that are put behind each other
and the expander version represents a variability dimension
(represented by the green bidirectional arrow).

Third, in the middle left of the figure, a set of infrastruc-
tural options are displayed by means of different rectangular
blocks. These consist of global options (e.g., determining the
build automation framework), presentation settings (determi-
ning the graphical user framework), business logic settings
(determining the database used) and technical infrastructure
(e.g., determining the background technology). For each of
these infrastructural options, the modeler can choose out of
a set of possibilities (e.g., different user interface frameworks
for which the associated code can be generated), which will be
used by the expanders as their parameters. That is, given a cho-
sen application model version and expander version, different
variants of boiler plate code can be generated, depending on
the choices regarding the infrastructural options. As a conse-
quence, the figure contains multiple infrastructural option sets

(blocks) that are put behind each other and the infrastructural
options represent a variability dimension (represented by the
green bidirectional arrow).

Fourth, craftings (“custom code”) can be applied to the
generated source code. These craftings are represented in the
lower left of the figure by means of red clouds as they enrich
(are put upon) the earlier generated boiler plate code and can
be harvested into a separate repository before regenerating the
software application (after which they can be applied again).
This includes extensions (e.g., additional classes added to the
generated code base) as well as insertions (i.e., additional
lines of code added between the foreseen anchors within the
code). Craftings can have multiple versions throughout time
(e.g., being updated or complemented) or concurrently (e.g.,
choosing between a more advanced or simplified version).
These craftings should contain as little technology specific
statements within their source code as possible (apart from
the chosen background technology). Indeed, craftings referring
to (for instance) a specific GUI framework will only be
reusable as long as this particular GUI framework is selected
during the generation of the application. In contrast, craftings
performing certain validations but not containing any EJB
specific statements will be able to be reused when applying
other versions or choices regarding such framework. Craftings
not dependent on the technology framework of a specific layer
can be included in the “common” directory structure, whereas
technology-dependent craftings need to reside in the directory
structure specified for that technology (e.g., EJB for the logic
layer, JPA for the data layer, Struts2 for the control layer).
As a consequence, the figure contains multiple crafting planes
that are put behind each other and the chosen set of craftings
represents a variability dimension (represented by the green
bidirectional arrow).

In summary, each part in Figure 3 with green bidirectional
arrows is a variability dimension in an NST context. It is clear
that talking about the “version” of an NST application (as is
traditionally done for software systems) in such context beco-
mes rather pointless. Indeed, the eventual software application
(the grey puzzle at the bottom of the figure) is the result of
a specific version of an application model, expander version,
infrastructural options and set of craftings. Put differently,
with M , E, I and C referring to the number of available
application model versions, the number of expander versions,
the number of infrastructural option combinations and crafting
sets respectively, the total set of possible versions V of a
particular NST application becomes equal to:

V = M × E × I × C

Whereas the specific values of M and C are different for every
single application, the values of E and I are dependent on
the current state of the expanders. Remark that the number of
infrastructural option combinations (I) is equally a product:

I = G× P ×B × T

Where G represents the number of available global option
settings, P the number of available presentation settings, B
the number of available business logic settings and T the
number of available technical infrastructure settings. This
general idea in terms of combinatorics corresponds to the
overall goal of NST: enabling evolvability and variability by
leveraging the law of exponential variation gains by means
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Figure 3. A graphical representation of four variability dimensions within a Normalized Systems application.

of the thorough decoupling of concerns and the facilitation of
their recombination potential [5].

B. Project management
Performing software development projects in an environ-

ment where the chosen approach enables the variability dimen-
sions as discussed in this paper, has some implications on how
the project management in such context can be executed and,
in particular, on the responsibilities of the analyst.

First, as NST is based upon the idea of realizing evolvable
and adaptable applications, it seems logical that most NST
projects are conducted in an iterative or agile way. More
specifically, due to a visual modeling tool and supporting
web application —allowing the definition of an NST model
(specified in terms of data, action, flow, trigger and work-
flow elements), as well as the expansion and deployment of
NST applications— analysts are able to create evolutionary
prototypes. After some first examination of the universe of
discussion, the analyst can thus make his interpretation of
the main functional requirements which can immediately be
incorporated in a working prototype and shown to, for instance,
future end users. Based on their feedback, the analyst can then
adapt his model, after which a new version of the prototype
can be regenerated and demonstrated. Next to iterations related
to the optimization of the model (still focusing on the same

universe of discussion), the analyst can also enlarge the model
by extending the universe of discussion covered by the ap-
plication. That is, in initial stages one can opt to model (and
further develop with craftings) only a part of an application
and, later on, to extend the application towards other areas
of the organization. This way of working is clearly related
to the model variability dimension: the analyst only defines a
model and the other dimensions (craftings, technologies and
expanders) are at that point irrelevant and can be specified later
on.

Once (a part of) the model has been defined, all ba-
sic functionality offered by the expanders is present within
the generated application. In case additional functionality is
required (i.e., not provided by the expanders), this can be
added by developers within the provided anchors in the ge-
nerated code or by additional files (e.g., classes). This code
can be added and developed independently from the model
(e.g., analysts can keep on working on the extension of the
model while developers start adding additional crafting code)
as the craftings can be harvested and reinjected from one
model to the other (as long as the craftings do not become
incompatible with the newly defined model, which could for
instance be the case when programming the implementation
of a custom finder method using an attribute that would be
deleted later on). The analyst can inject these craftings into
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his prototype as well, thereby validating whether the added
code fits the customer requirements and crosscheck them with
end users if required. Analysts can clearly see how specified
customizations map onto crafting code. This can be helpful
in assessing their complexity (e.g., by checking the size of
code required) and maintaining the current state of the project
(which customizations have been completed and which have
not). This part of the project management is clearly related to
the crafting variability dimension.

As the analyst verifies and inspects the customizations
made by the developers, he might notice that some functi-
onalities are not only relevant for the specific case at hand
and might in fact prove their usefuless in other and future
applications as well. At that point, certain functionalities within
the craftings can be incorporated or “generalized” into the
expanders. As each of the functionalities needs to adhere to the
theorems of NST, needs to be (almost) free of bugs, etcetera
this typically only happens after the functionality has been
thoroughly tested in the context of multiple projects in such a
way that sufficient experience in this matter has been gained.
As of then, the functionality is removed from the application’s
crafting part and becomes available for all other applications as
well. Therefore, this part of the project management is clearly
related to the expander variability dimension.

Finally, the expanders can be used to employ various
(combinations of) technology infrastructure. This is typically
independent from the model (as it is mostly also not a
responsibility of the analyst to take committing decisions on
this area) and expander version. Clearly, the craftings need to
be written in a certain technology or language which introduces
a dependency and might imply adaptations to craftings in case
a certain technological infrastructure option is chosen. For in-
stance, when a certain GUI framework is chosen and craftings
are added in this part, a future change of GUI framework might
imply changes to the previous craftings (which need to be
rewritten in the newly chosen GUI framework). In other cases
however, technological infrastructure decisions can vary freely
from code within the craftings, such as in cases where the
chosen technology is irrelevant to the craftings (e.g., craftings
in the view layer will not be impacted by changing the selected
database) or when the craftings are all encapsulated from the
changing technology (e.g., plain non-EJB specific Java code
within anchors in a class using EJB annotations). Therefore,
this part of the project management is clearly related to the
technology infrastructure variability dimension.

VI. CONCLUSION

This paper presented one in-depth case study of an NST
software application in an educational context and analyzed the
different dimensions in which it could evolve. Additionally,
three previously documented cases were reinterpreted using
the same point of view. Based on this, four general variability
dimensions were proposed.

This paper is believed to make several contributions. From
a theoretical side, inductive reasoning based on our cases
allowed the formulation and illustration of four variability
dimensions, which might be the (or at least a subset of the)
orthogonal dimensions along which a typical NST application
can evolve. At the same time, these variability dimensions
clarify that the concept of an overall application “version” is
not applicable for NST applications as a specifically deployed

application is the result of a combination of choices for each
of the variability dimensions. For practitioners, this paper
contributes to the set of case studies available on NST (as well
as a reinterpretation from some previously documented cases),
which might provide them with a better insight regarding the
application potential of the theory in practice.

Next to these contributions, it is clear that this paper is
also subject to a set of limitations. That is, we proposed
the set of variability dimensions based on a limited set of
case studies. Although the size, complexity and industry of
the cases were different, their modest amount still limits the
generalizability of our findings. Therefore, future research
should be directed towards the analysis of additional cases,
including information systems being even larger and more
complex. These additional cases might confirm, and possibly
extend, the variability dimensions proposed in this paper.
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Abstract—We present an architecture to integrate a portable mi-
cro combined heat-and-power (pmCHP) unit into a smart energy
grid. The pmCHP is a gateway technology to bridge conventional
vehicles battery electric vehicles, increasing range and comfort.
Furthermore, pmCHP are to be used in the house within a
connected smart energy grid. A software system is required to
drive the pmCHP operation within building and vehicle. The
System needs to be highly adaptable to accommodate the high
amount of changes a novel device will undergo as it is introduced
into a real world scenario. To find the best architecture, we design
three different architectures using different architectural styles
and evaluate them based on five categories of software quality.
We conclude that a Service-Oriented Architecture (SOA) using
microservices provides a higher quality solution than a layered
or Event-Driven Complex-Event-Processing (ED-CEP) approach.
Future work will include implementation and simulation-driven
evaluation.
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I. INTRODUCTION

This article is based on our previous paper [1] and expands
upon it. A section showing the exact requirements for the
development of the architectures was added as well as further
information about the developed architectures giving more
insight into the designs. Also, the evaluation was expanded,
adding information about the application of the scenarios to
the architectures, documenting the changes.

The current energy distribution system of Europe is in
change, former tree-like distribution networks are replaced
with small autonomous microgrids, which imitate a peer-to-
peer network [2]. With ever growing demands for electrical
energy old, tree-like structures do not scale well enough to
further justify their construction. Peak loads demand over-
building for capacities that are only used during a very small
amount of time. With a peer-to-peer network, distributed
energy generation can be introduced to the grid much easier,
which allows every participant of the grid to generate and
consume energy opening a new market for small scale energy
trading. The change to distributed generation also alleviates
the issue of overbuilding to compensate peak loads and allows
more efficient expansion of the electrical grid to cover more
extensive loads. This however requires a high amount of
coordination between the different participants of the grids,
resulting in ubiquitous automation of the grid.

In the same vein the automotive industry is currently chang-
ing. To combat global warming, cars have to meet strict emis-
sion goals to be allowed to operate in some countries. With
current cars being optimized to the boundaries of engineering,

alternative sources of propulsion are under review, resulting
in an emergence of electrically driven cars, called battery-
electric vehicles (BEV). However, the development of afford-
able BEVs with comparable range to conventional combustion-
driven vehicles is slow, current BEVs often reach only half the
maximum range of conventional cars. Additionally, BEVs only
reach their maximum range without passenger climatization,
since the energy needed for air conditioning and heating is
drawn from the same battery as propulsion. Using a BEV
therefore requires careful attention to the available driving
range, since recharging station are comparatively scarce and a
recharge often takes a lot of time. The fear of being stranded
somewhere along the way when using a BEV is a major
impediment to customer acceptance.

To alleviate issues in BEV and to bridge the gap between
BEV and ICE-cars, the University of Applied Sciences and
Arts Hannover is currently developing the portable micro-
combined-heat-and-power unit (pmCHP). The pmCHP is a
small scale version of conventional CHP-units, weighing less
than 40 kilograms, and can be carried by a single person.
Utilizing the co-generation of heat and electricity to achieve
a very high efficiency, the pmCHP is designed to be used
in a BEV or to be connected to a smart energy grid in a
house. In the BEV the pmCHP generates heat (which can
be converted to coldness) and electrical power, increasing the
range of the car directly and allowing the conditioning of the
passenger compartment [3]. It is comparable to a conventional
range-extender, a small combustion engine, which generates
electrical power to increase the range of a BEV, but is more
efficient and provides conditioning. When the pmCHP is not
needed in the BEV, it can easily be unplugged and carried to
another point of use, for example in a house. In the house
it supports the local heating and energy production, covering
peak loads and recharging the local storages. This however
requires an integration of the local smart energy grid to identify
moments of peak load or other scenarios, in which to use the
pmCHP efficiently. For example, the generation of electricity
has to be coordinated with other, less flexible producers, like
solar cells or small scale wind energy.

In this article we will present a smart grid integration
of the pmCHP, starting with defining the requirements of
the software, selecting the best architecture and showing the
interoperability with the established smart grid standards. To
start off, Section II will give an overview of the relatively small
amount of related works. Requirements will be explained and
listed in Section III and Section IV, before resulting archi-
tectures are presented in Section V. After the presentations
of the architectures, we will show our process of architecture
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comparison in Section VI, which is based on a scenario driven
approach. The article ends with an evaluation in Section VII
and our conclusion in Section VIII.

II. RELATED WORKS

Regarding software architectures for the smart grid, mostly
interactions are standardized. For example, the standards
61968/61970, designed by the International Electrotechnical
Commission (IEC) describe a global domain model of the
smart grid with predefined interfaces and messages. The stan-
dards however do not describe a predefined internal software
architecture.

In [4], Reinprecht et al. describe the IEC Common Infor-
mation Model (CIM) architecture, which is a layered archi-
tecture that ensures standard-compliant implementation over
the different levels of the architecture. The authors describe
multiple SOA-based designs, which were created for the Smart
Grid Interoperability test. A comparison or evaluation of the
architectures is not mentioned.

Appelrath et al. [5] show a reference architecture for
smart grid software. It describes general interfaces for abstract
devices, a real device might be composed of multiple abstract
ones. However, neither a concrete implementation nor an
evaluation of alternatives is presented.

An architecture to operate a pmCHP testbed is presented
in [6]. There is no connection to the smart grid, although
microservices are used to provide high architectural flexibility.

To compare different architectural designs, Kazman et al.
[7] present a scenario-driven comparison method that provides
the general process used in this work.

The most important quality-aspects of smart grid software
are proposed by the NIST in [8]. Since the Smart Grid is
critical infrastructure, one of the most desired qualities is the
availability of the devices. These qualities are considered when
comparing the different designs in Section VI.

All considered, there is no concrete work on how to
integrate a pmCHP into a smart grid, let alone an evaluation
of suitable software architectures for this purpose, known to
the authors of this article.

III. REQUIREMENTS

Building an architecture requires a clear set of goals, often
referred to as requirements. The requirements define a clear
goal of what the software has to achieve to be successfully
developed and provide a baseline, against which a software
can be evaluated. For the pmCHP the requirements are split
into three categories, based on the planned operations for
the device. There are general requirements describing its use
in all scenarios, requirements for the usage in the car and
requirements for the usage in the building.

A. General Requirements
The general requirements describe the essential processes

in operating the pmCHP, regardless of the location of usage.
Overall, they contain safety relevant issues, user experience,
and general operating procedures.

First, the pmCHP has to choose the operational strategy,
which decides how the pmCHP is going to be driven. The
pmCHP can be used in three different modes; electricity-
driven, heat-driven, and combined heat- and electricity-driven.

The electrically-driven mode controls the production of the
pmCHP depending on the needed electricity, heat is seen
as byproduct and will not be produced if no electricity is
needed. In heat-driven mode, the pmCHP uses the heating
requirements as the control value, the combined operation
mode just produces depending on whichever energy is needed
at the time. Each of the modes has different advantages,
depending on the situation the pmCHP is employed in. For
example, operating the pmCHP in heat-driven mode in a house
secures government grants on electricity produced through
the usage of the power-heat-co-generation, due to its high
efficiency. However, choosing the wrong operational strategy
will result in a bad user experience, in the BEV running in
heat-driven mode will not result in higher ranges, as long as
the passengers do not require air conditioning.

After choosing the general strategy for the pmCHP opera-
tion, operational plans have to be made. Ideally, the pmCHP
is operated for long uninterrupted periods of time, with the
combustion engine running in its optimal operating point. This
decreases wear on the moving parts and also guarantees high
efficiency with low fuel consumption, allowing the pmCHP to
operate at the minimum costs to the user. For the operational
plans, external inputs have to be considered, depending on the
location of usage.

With the pmCHP up and running within optimal param-
eters, the device has to be monitored. Engine temperature,
rpm, fuel flow, air flow, cooling flow, etc. have to be watched
carefully to diagnose errors early and allow safe shutdowns. To
accommodate this, the software has to handle many different
sensor inputs and correlate the sensors into an operational state.

The state monitoring is needed for two different purposes,
first and most important is the emergency shutdown. If the
state of the pmCHP is critical, for example if the engine
is leaking fuel and has caught fire, the pmCHP has to be
shutdown safely, disconnecting it from other devices and
stopping its operation. The shutdown has to be fast enough to
prevent further damage and has precedence over every other
procedure in the software. Current operational parameters, like
operational plan and strategy as well as sensor readings, have
to be logged for examination.

Also, errors and problems have to be reported to connected
devices and the user of the pmCHP. In the connected smart
grid or the car, other electronic control units exist and need to
know the state of the network, i.e., if devices like the pmCHP
are performing as the control unit expects them to. The user
needs the information about the device state to make decisions
on maintenance.

Lastly the pmCHP-software should give the user an
overview over the current operational state and planning to
increase transparency of the device.

The general functional requirements can be summarized as
follows:

GR01 Smart choice of the operational strategy.
GR02 Creation of operational planning depending on exter-

nal inputs and operational constraints.
GR03 Monitoring of device state.
GR04 Emergency shutdown on critical or dangerous state.
GR05 Reporting of errors or malfunctions to other devices

and the user.
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GR06 Displaying the current operational state and planning
to the user.

B. Usage in BEV
After considering general requirements, we will present the

requirements for the usage of pmCHP in a BEV. The usage
in the car is dominated by the use of the pmCHP as a range
extender, the requirements revolve around functions to increase
range and comfort. An important point for the usage in the
BEV is the lack of other electrical generators in the car. The
generation of electrical power hence takes precedence over
efficient usage of the pmCHP resources.

To facilitate operation in the car, the pmCHP has to
monitor different aspects of the cars state. Most importantly,
the pmCHP has to monitor the charge of the internal battery
and the expected range depending on current consumption,
planned route and expected consumption. If electrical energy
is likely needed to complete the planned route, the pmCHP
has to act and charge the battery before it depletes completely.
Ideally, the pmCHP starts operation at the beginning of the
drive to charge the battery and condition the passengers, so it
can shut down when thermal requirements are met.

The primary function of the pmCHP is the generation of
electrical power, if needed to continue driving. A different
requirement is the operation as emergency range extender,
when the battery is about to be depleted. Thermal energies
produced during emergency mode are however considered as
waste, therefore the pmCHP loses its efficiency advantage over
conventional range extenders.

As already mentioned, the pmCHP shall condition the
passenger compartment to increase passenger comfort during
rides. The pmCHP-Software has to monitor the current tem-
perature of the passenger compartment as well as the desired
temperature. Furthermore, the pmCHP shall provide heat or
cold (depending on the difference between desired and current
temperature).

A more exotic requirement is the conditioning of the
battery used for driving. Studies have shown that thermal
conditioning of the battery can increase the range of an BEV
considerably. While this would introduce additional thermal
loads to be satisfied by the battery in a normal BEV, a pmCHP-
equipped BEV can utilize the pmCHP to cover the thermal
loads and profit from efficient co-generation of heat and power.
To properly condition the car battery, the pmCHP has to
monitor the batteries temperature and regulate it to the optimal
temperature.

Summarizing these requirements results in the following
list:

BR01 Monitoring of current range and expected driving
distance.

BR02 Generation of electrical energy, if it is needed to
continue driving.

BR03 Monitoring of the current passenger compartment tem-
perature and desired passenger compartment temper-
ature.

BR04 Conditioning the passenger compartment, if the bat-
tery can be charged.

BR05 Monitoring of the car battery temperature.
BR06 Conditioning of the car battery, if it will increase range

or the battery can be charged.

C. Usage in the house
The usage of the pmCHP in the house is dominated by

its connection to their devices. Integrated into a smart grid,
the focus of operation changes to one of cooperation and
coordination. Since there are a lot of alternative generators
available in the house or the smart grid, the operation of the
pmCHP focuses on optimal usage of co-generation effects.
Connecting a pmCHP to a potentially global network with a
lot of other clients opens the pmCHP to attacks, so security
considerations come into play.

The first functional requirement is the proper communi-
cation of the pmCHP with other smart grid devices, via the
expected smart grid standards like IEC61850. To facilitate co-
ordination, communication is needed. By using the IEC61850
standard interoperability with other smart grid devices is
ensured. Since no real modern smart grid is currently in use in
Germany or the EU, strict adherence to the predefined standard
is needed.

Another requirement is the monitoring of the attached heat
storage. In contrast to the car, which has a battery, the house
usually has no system for electrical storage (devices like the
Tesla Powerwall exist, but are currently not in widespread use).
However, most houses have some sort of thermal storage for
heating and hot water, which can be used by the pmCHP to
store thermal energy. This decouples the time of use from
the time of generation and allows more flexibility for pmCHP
operation.

The most important functional requirement is the effi-
cient operational planning. The pmCHP-software needs to
create efficient operational plans, which use the pmCHP to
its maximum potential. To create the operational plans, the
software needs to consider current and historical weather data,
other energy producing devices within the smart grid, the
operational specifics of the pmCHP (long, continuous periods
of medium load), and the current price of electricity. The
weather data shall be used to predict future loads for proactive
generation. Other smart grid devices have to be considered
during planning, since there might be no need for the pmCHP
to run. Interestingly, the current price of energy also factors
into the planning, since the pmCHP consumes fuel to generate
heat and electricity. If buying electricity from another source
is cheaper than running the pmCHP, it might be more sensible
to not run the pmCHP.

In line with the monitoring of the current price of electric-
ity, currently the German government gives grants on sales of
electrical energy, if it was produced using the co-generation
of heat and power. The pmCHP shall also tap into this stream
of revenue by producing and selling electrical energy, if it is
not needed in the users house, the heat can be stored and used
later, and the profit from the energy sale exceeds the price of
fuel.

Since the pmCHP is connected to a network when used
in a house, additional functions should be provided by the
software. First, the software shall provide the ability for
remote maintenance, like software updates, error reporting and
state monitoring. This allows the manufacturer to continuously
improve upon the pmCHP software and, most importantly, fix
security and safety issues in the software quickly.

In a similar fashion, the pmCHP-software needs to provide
the ability of emergency control to the electrical grid operator.
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Mainly a safety requirement, this allows for remote control of
the pmCHP in case of emergencies, like blackouts or times of
overproduction, which cannot be handled automatically.

Also, three requirements concerning security are imposed
on the software. With hacker attacks on energy grids already
being reality, protective measures have to be considered early
in development of smart grid devices. The most important
requirements for security are the protection of the hardware
from malicious control, preventing physical damage to the
pmCHP and its surroundings. For example, a hacker with
free control over the pmCHP-control could run the pmCHP
at a very high load, possibly causing a fire. With software
protecting the pmCHP hardware and an update mechanism to
change the software, the software itself has to be protected
against unauthorized changes. Lastly the information of the
user, like times of usage in the car have to be protected from
attackers to prevent social or physical damage.

The requirements are summarized as follows:

HR01 Communication with the other smart grid devices.
HR02 Monitoring of the attached heat storage.
HR03 Smart creation of operational plans.
HR04 Sale of electrical energy, if the heat can be stored and

profit can be made.
HR05 Provide remote maintenance support.
HR06 Provide emergency remote control to the grid operator.
HR07 Protection of physical components from attacks.
HR08 Protection of the software from unauthorized changes.
HR09 Protection of the users information.

IV. REQUIREMENTS TO SOFTWARE QUALITY

After considering the functional requirements, quality re-
quirements have to be looked at. Quality requirements do not
define the softwares behavior like functional requirements, but
instead describe the goodness of the software, which often is
not directly measurable. Since the device and the projected
usage environments are currently in development only a rough
definition of quality requirements will be given.

The most important quality requirement is availability,
which consists of robustness against errors in the system,
time of restoration of service after failure and probability of
failure. With the goal of improving the daily life of the user,
failure of the software is very problematic as missing energy
production can have large impacts to the users daily life. The
direct interface to physical components makes failure very
dangerous, therefore the availability is of very high importance,
with short times of recovery after a failure and long times
between failures.

Other very important quality requirements are safety and
security, consisting of the security of the software (i.e., resis-
tance to malicious use) and safety due to functional correct-
ness. With pmCHP being part of the smart grid, they auto-
matically become part of critical infrastructure, which needs
to be protected extensively against attacks. Also, the direct
cyber-physical-interface presented by the software requires
high security and safety due to the large impact of malicious
use or incorrect functioning of the software.

Also, rather important is the maintainability of the soft-
ware, consisting of the ease of change and extension as

well as conceptual integrity and testability. Since the software
will be designed in a very early state of development of
the pmCHP and the smart grid, the underlying requirements
are not final and might change during the future. A good
maintainability allows for easy, rapid change of the softwares
components, which is critical in unclear scenarios. Adherence
to the established smart grid standards also improves maintain-
ability through ease of integration. According to the German
’Normungsroadmap 2.0’ [9] three standards are primarily used
in the Smart Grid.

• IEC 61850: Substation automation and protection
• IEC 61968/61970: Application level energy manage-

ment system interfaces, CIM (Common Information
Model)

• IEC 62351: Information security for power system
control operations

We will concentrate on the IEC 61850.
However, performance is not as important as the other

quality requirements, with the exception of the emergency
shutdown and other hardware-related parts of the software.
While parts of the software ’close’ to the hardware are
confronted with hard real-time requirements, those parts are
considered to be very small. Other parts like the operational
planning are not subject to hard deadlines, a late operational
plan can always be executed a bit later.

Usability of the software is not very important, since the
software is planned to be very autonomous, with little amounts
of user interaction.

To summarize the following importances are derived for
different quality aspects:

• Availability
◦ High error tolerance.
◦ High meant time between failures.
◦ Low time of recovery after failure.

• Security/Safety
◦ Protection against software manipulation.
◦ Protection against abuse of the softwares func-

tions.
◦ High safety through functional correctness.

• Maintainability
◦ High extendability.
◦ High conceptual integrity.
◦ High testability.
◦ High standard compliance (esp. IEC 61850)

• Performance
◦ Hard real-time requirements to the emergency

shutdown / other close to hardware functions.
◦ Soft real-time requirements elsewhere.

• Usability
◦ Low usability requirements for the software.

V. ARCHITECTURES

Based upon the aforementioned requirements, architectures
can be developed. Instead of directly choosing an architectural
style, we decided to first build a rough sketch and compare
three different architectures based upon the sketch. By first
designing the principal components of the software, we were
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Figure 1. Rough sketch of the pmCHP-Software

able to keep conceptual integrity and continuity between the
architectures, which allows proper comparison.

Figure 1 shows the principal components of the pmCHP
software. Generally, the energy production will be handled
on the basis of energy requests, which specify how much
energy of which type is needed. The pmCHP can generate
own requests and handle requests from external sources, this
simplifies the handling of requests, since only a single mech-
anism will control the pmCHP.

The CONTROLLER coordinates the production of the pm-
CHP with its environment, be it the Smart Grid or the computer
of the BEV. It receives energy requests, validates their security,
and checks if they can be fulfilled, since requests might not fit
in the current operational strategy or the generation capabilities
of the pmCHP. The CONTROLLER relies on the STRATEGY
component for decision making. Valid requests are handed the
PLANNING for further processing. The CONTROLLER fulfills
a wide number of functional requirements, since it contains
the main logic for generating and handling requests. In further
designs it will be split into different components, based upon
architectural style.

The component STRATEGY provides the framework for the
day-planning, as it decides, which operational strategy is used.
The decision for the heat-driven/electricity-driven or combined
mode is based upon the detected environment of the pmCHP.
It fulfills the requirement GR01.

The component PLANNING is responsible for planning
the day-to-day-operation of the pmCHP, according to the
operational strategy. To create plans, the component uses
the energy requests received fro the controller and further
information, like the current operational strategy, data about
previous operation and forecasts. After a plan was created,
they are handed over to the DRIVER for execution.

The component DRIVER provides the interface between
hard- and software. Most importantly, it monitors the pmCHP
and provides emergency shutdown functions as outlined in
requirements GR03 and GR04. Furthermore, the DRIVER
transforms the operational plan into control-commands and
provides this information to other parts of the software.

The VISUALIZATION component presents the current state
and planned operation to the user of the device (GR06). Also,
errors and warnings can be shown to the user, so corrective
action can be taken if needed (GR05).

To facilitate remote access to the pmCHP, in case the
software needs to be updated or other remote action needs to be

taken, the component MAINTENANCE exists. It allows remote
software updates, access to log files and current operational
status of the pmCHP as well as remote control in case the
grid operating company needs to control the pmCHP manually.
This covers the requirements HR05 and HR06, as outlined in
the requirements for the operation in the house.

Allowing remote access to the pmCHP Software without
any security measures would be grossly negligent; therefore,
a component SECURITY needs to take care of authentication
and authorization of all incoming requests.

Other components like SMART GRID, CURRENT EX-
CHANGE, etc. are beyond the scope of the software and
represent neighboring systems to interact with. However, these
can not be ignored, since the necessary interfaces in the
pmCHP software need to be considered when designing the
software.

Based on the previously shown rough design, three differ-
ent architectural styles were used to create three architectures:
SOA, ED-CEP and layered.

A. Service-oriented architecture (SOA)
First, we will give an overview of the service-oriented

architectural style itself, before we show our implementation
of the SOA for pmCHP. The main drive behind SOA is a very
loose coupling and high coherence in components [10]. A spe-
cial form of SOA are the microservices, in which components
are designed for easy rapid replacement. Since a SOA is highly
flexible between components, the service oriented architecture
is a good match for a cloud environment, in which components
can be deployed across different locations without having to
adopt the component to the deployment location. Very often
web services using REST or SOAP are utilized to facilitate
inter-component communication.

A general structure of a very comprehensive service ori-
ented architecture is shown in Figure 2. In total, the general
SOA consists of five layers and two cross-cutting parts.

Figure 2. The service oriented architectural style according to [10].

The uppermost layer, also called the presentation layer (5)
contains all components that allow interaction with the soft-
ware system, like the graphical user interface or services that
other software systems can use. To access the softwares func-
tionalities, the presentation layer (5) accesses functions from
the business process choreography layer (4). In this layer the
business processes of the software are modeled and executed.
It contains the major functionalities of the software, often
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modeled in Business Process Model and Notation (BPMN),
allowing domain experts the creation and validation of business
processes and therefore functionalities. The business processes
from layer 4 access the services in the service layer (3). A
service is a defined interface enclosing single functions, inde-
pendent of their implementation. The services can be modeled
very fine grained allowing swift replacement. Generally, a
business process accesses many services to complete, each
service fulfilling a single step in the process. Services are
independent of each other and can be recombined easily in
new business processes allowing a high degree of re-usability.
The services are implemented in applications contained in the
application layer (2). An application might implement multiple
services or just a single one, depending on the complexity
of the desired functionality. Applications cluster services by
semantics or other constraints (e.g., all services regarding a
single database might be implemented in a single application).
Rather unusual, Figure 2 shows the operational systems, which
often are not considered in a cloud environment, since the
SOA can be developed platform independent. Working in the
background, the integration architecture (6) serves as ’glue’
providing functions to connect all parts of the SOA. For
example, a service bus is needed to connect the services to
the implementation and present the endpoints to the business
process choreography. Another important cross cutting part
of the SOA are the quality monitoring and management
components contained in (7). These allow the implementation
of quality aspects like redundancy of services and security.

In the following section we are going to design an archi-
tecture based on the aforementioned style. Since the general
business processes are already roughly designed a top-down
approach is chosen for the design, starting at the business
process, which will be decomposed into services grouped into
applications, iteratively refining the softwares structure. For the
services we follow a microservice-approach, defining services
small enough so they can be replaced within a day. This allows
for easy maintenance as shown later. Not all business processes
and services will be shown, rather we will concentrate on
the usage of the pmCHP in BEV or house, leaving, e.g.,
maintenance out of scope for this article.

1) Processing of energy requests: The main operation of
the pmCHP revolves around energy requests. These stem from
the smart grid, the car or the pmCHP itself and are the
driving force behind the pmCHP-operation. An energy request
contains information about the energy that is needed in the
environment.

We differentiate between external and internal energy re-
quests as shown in Figure 3. External energy requests are first

Figure 3. Processing energy requests in the SOA.

checked for authenticity and integrity to ensure no malicious
use happens. Afterwards, the current charge of the attached
heat storage unit as well as the current operational strategy, has
to be checked. If the energy request does not fit the strategy
or the generated heat can not be stored in heat-driven-mode,
the energy request has to be declined. Otherwise the request
meets all requirements and can be turned into an operational
plan. This is shown in the internal part of the process, which
is also the entry point for internally generated energy requests.

To fulfill the energy request, first a single operational
plan containing the single energy request is created. The plan
conveys information about the needed energy and the duration
of the energy request (e.g., 1 kW of electrical energy for 1
hour). This plan is then integrated into a copy of the current
operational plan, which replaces the original when the plan is
executed afterwards. If the plan can not be integrated into the
current operational plan for whatever reason (e.g., the needed
energy exceeds the current production capacity), the energy
request is declined and the execution of the original current
operational plan continues.

Figure 4. Services for processing energy requests in the SOA.

Figure 4 shows the services used in the business process
as well as the applications implementing the services. The
services are rather straightforward and fulfill a single respon-
sibility indicated by their name, following the microservice-
approach.

2) Energy requests in the BEV: The usage of pmCHP in
BEV is a novel deployment of CHP-technology. Here three
main business processes can be extracted from the require-
ments BR01-BR06, as shown in Figure 4. The three processes
model the different operational strategies of the pmCHP, using
it as a range extender (top), as an air conditioning unit (middle)
and as a power conditioning unit (bottom).

In the usage as a range extender the pmCHP checks the
currently planned route as well as the current battery charge.
If the range is insufficient to complete the planned route, an
operational plan has to be created to generate the necessary
electrical energy. Using the pmCHP as air conditioner or power
conditioning unit works similarly, as the physical attribute of
the environment is measured and an operational plan is created
to move the temperature to the desired or optimal value.

To create operational plans, the energy requests are sent
to the aforementioned internal part of the energy request
processing.

The services used for the usage of the pmCHP in the BEV
are completely external as all of them have to be implemented
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Figure 5. Business processes for the operation in the BEV.

Figure 6. Services for the request creation within the car.

within the cars system software. While they are needed for the
correct operation, they are not within the scope of our design.

3) Energy requests in the house: The second cornerstone
of pmCHP-operation is the usage of pmCHP in a house,
connected to a smart energy grid. Main requirements regarding
energy generation are HR01-HR04. In the house, most oper-
ational plans are created upon external request through the
smart grid, which was shown before. The design of business
processes for the internal request generation required for HR04
is left as an exercise for the reader.

4) Overview: Continuing the design as a service oriented
architecture, we result in the general architecture presented in
Figure 7. Not all processes and services are shown.

Figure 7. Overview of the complete SOA.

Excluding the presentation layer and the operational sys-
tems layer from Figure 2, our architecture conforms to the
style presented before. In comparison to the rough sketch
in Figure 1, the CONTROLLER was split into different busi-
ness processes, as expected, while other components like
the DRIVER were converted into applications with services.

Furthermore, new components were introduced to support
the service model, like the WORKFLOW-ENGINE providing
orchestration or the SERVICE-BUS, which connects service
endpoints to applications.

Overall, to create the SOA we transformed the require-
ments into business processes, which were decomposed into
services. The services were grouped into the applications,
which are closely aligned to our previous rough sketch. We
achieve comparability to the other architectures by reducing
our freedom of design.

B. Event-driven complex event processing (ED-CEP)
In the event-driven complex event processing architecture,

processes are mapped to event chains, which start with simple
events, later combined them into more complex events. Every
event is consumed by an event processor, which either creates
a new event, combines multiple events into one or calls an
external service.

The general structure of ED-CEP-Architectures is shown
in Figure 8.

Figure 8. The event-driven complex event processing architecture according
to [11].

Events originate in event-sources like sensors or news
tickers and are fed into the event processing network (EPN).
The EPN contains the event processors, which process different
events according to their rule-set. Within the rules, conditions
and actions are defined. The conditions can be based on the
timing of events, values contained in events or the presence of a
combination of events, etc. If a condition is met, the processor
executes an action as outlined before. The events ’leave’ the
EPN through the event sinks, which are special processors that
execute actions (e.g., call a certain service of an application) if
they receive the corresponding event. Applications in ED-CEP
are similar to applications in SOA and group functions that
can be accessed by the EPN.

The ED-CEP is similar to the SOA, the functional require-
ments are modeled within the EPN instead of business pro-
cesses while a ’framework’ takes care of technical functions.
It is therefore possible to exchange the orchestration layer of
a SOA with an EPN.

To design an ED-CEP architecture, event sources are iden-
tified, their events and the transformation of those events are
defined. The business processes are modeled as event chains
often ending in a service call to an external application.
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Figure 9. Creation and processing of energy requests in the EPN.

Similar to the SOA we will start by modeling the process-
ing of energy requests as well as their creation in the car.

Figure 9 shows a part of the EPN with event sources
marked as triangles and processors as rectangles. On the left
side are the event sources involved.

The first event source is the SMART GRID-ADAPTER,
which connects the system to the smart grid. Energy re-
quests are received as messages over the network and trans-
formed into Request events, which are processed by the
CONTROLLER. The CONTROLLER contains the rules, which
can be extracted from the business processes shown in the
section about the SOA. For example, a (very simple) rule to
process an external request might look like this:

IF ( r e q u e s t . energyNeeded < pmCHP . a v a i l a b l e P o w e r )
CREATE new Plan ( Reques t ) ;

The CONTROLLER then generates a new Plan event, which is
consumed (executed) by the DRIVER.

For the usage in the BEV or the house energy requests are
created by the EPN through other chains of events and proces-
sors, shown in the bottom half of Figure 9. The CAR is an event
source for four different events, containing information about
the cars current operational status, which are processed by the
CAR REQUESTS processor. Again, the internal modeling of the
processor rules can be extracted from the business processes
used in the SOA and is therefore not shown here. (Each
operational mode is modeled as a single rule, comparing the
different events to each other and generating Request events
if necessary.)

The complete event processing network for the pmCHP-
software is shown in Figure 10.

Figure 10. Complete EPN of the ED-CEP architecture.

As opposed to the SOA, there is no clear separation of
the business processes but rather a complex network of events
and processors with behavior hidden in the internal rules of
the processors.

Additionally, further components are required as a frame-
work for the EPN, shown in Figure 11.

Figure 11. Overview of the ED-CEP architecture.

With the event sources on the left and the event sinks on
the right, four components remain in the bottom. These four
provide cross cutting functionality, which concerns the EPN or
provides functions to the EPN. For example, the MONITORING
monitors EPN performance and reliability and takes action if
necessary to sustain availability.

Overall, in the ED-CEP business processes are mapped to
event chains containing events and rules on how to transform
the events into different events or service calls. The modeling
of processes as chain of rules allows flexibility in program
logic that is directly visible in program structure, as processes
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are modeled as EPN components.
The similarity to the rough sketch of Figure 1 can be seen

in the overview, as components like the CONTROLLER can be
clearly identified. Also, a similarity to the SOA is visible, as
the EPN can be seen as an orchestration layer for service calls.
This confirms the coherent modeling of both architectures
under the same constraints, allowing later comparison under
non-functional aspects.

C. Layered Architecture

Lastly, we will present an architecture designed using
the layered style. The layered style is one of the oldest
architectural styles, dating back to a publication by Dijkstra
in 1969 [12]. Generally speaking, the software is divided into
multiple layers of increasing abstraction, from the concrete
physical system towards the ideal software system. Layers can
be observed in other styles as well, as already shown in SOA
(Figure 2).

The general style of a layered architecture is shown in
Figure 12.

Figure 12. The layered architectural style according to [13].

Each layer can use functions from any layer below it, but
not functions from layers above. At the top is the presentation
layer, which provides users an interface to the software as
well as some logic needed to show the user interface. Below
is the service layer, providing interfaces for the presentation
layer or external applications. To provide their function, the
service layer accesses the business layer, sometimes through
the facade, which hides the components of the business layer
from external access, decoupling the components further. The
whole business logic of the system is implemented within the
business layer, comparable to the EPN in the ED-CEP or the
business processes in the SOA. The lowest layer, also called

Figure 13. Processing energy requests from the smart grid in the layered
architecture.

Figure 14. Request-creation for the BEV in the layered architecture.

the data layer contains technical parts of the system, which
allow access to databases or other systems.

Some aspects of the software however cannot be attributed
to a single layer, since they are needed on all layers, like
security. These cross cutting components are often distributed
across all layers.

Designing a layered architecture can be done in multitude
of ways, we will first model the most important business
processes as function calls between components and the order
the components into the appropriate layers.

Again, the process of processing an energy requests is
modeled first, before we model the creation of energy requests
in the car.

Energy requests are received from the smart grid by the
SMART GRID-ADAPTER, which is responsible to check the
request via the AUTHENTICATION, before handing the request
to the SMART-GRID-REQUESTS component, which processes
the request. To process the request, first the operational strategy
and the current energy storage space is checked, similar to the
process shown in the SOA or the ED-CEP. If the request is
valid and can be fulfilled an operational plan is created via the
PLANNING and sent to the CONTROLLER for execution. The
process is modeled as function calls between components.

The same structure can be observed within the request
creation for the BEV, shown in Figure 14.

First, the operational strategy is retrieved to determine the
functionality needed at the moment (e.g., usage as range-
extender or air conditioning). Afterwards the necessary data
about the car, like route, temperature, etc. as well as current
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Figure 15. Overview of the layered architecture.

battery charge is retrieved before creating an operational plan
to be executed by the controller.

Continuing the process for all business processes the final
architecture can be seen in Figure 15.

As shown in the architectural style, the layered architecture
contains a presentation and an interface-layer to facilitate
access to the software functionalities.

Below those layers, the three logic layers are found.
First the request layer, which is responsible of handling and
creating energy requests to drive the pmCHP-operation. It
is comparable to the business process choreography of the
SOA shown in Figure 2. The business logic layer is found
in the middle of Figure 15. Containing the PLANNING and
STRATEGY components, the business logic layer is responsible
for defining the core operation of the pmCHP. It is less abstract
than the general request creation occurring above, but not as
technical as the layers below, which are system specific. The
bottommost logic layer is the technical logic, which contains
components that implement system specific logic, like the
CONTROLLER, which has to execute operational plans via the
driver. Below we find a data layer, allowing access to different
data sources within the pmCHP-system. At the bottom of
Figure 15 the adapters are found, allowing access to different
parts of the pmCHPs environment.

The layered architecture contains a lot of similar compo-
nents when compared to the SOA or the ED-CEP with the most
distinct difference being the spread of the business logic across
the three logic layers. All three architectures are designed to
be functionally identical, fulfilling all functional requirements
allowing the comparison of the architectures without obvious
deficiencies being visible at this point.

VI. COMPARISON OF ARCHITECTURES

Comparisons of architectures are a useful tool to increase
software quality at an early stage of the development cycle
[14]. Choosing the wrong architecture can decrease the max-
imum achievable quality by forcing bad design. For example,

forcing an EPN into a micro-controller controlling a toaster
will have less performance and increased development cost
over a monolithic software. (Assuming the software is tasked
with just turning the toaster off as soon as a signal is received.
EPNs most likely handle complex scenarios better than mono-
lithic approaches.)

A. Scenario-based comparison
Multiple ways exist to compare different architectures, but

most commonly scenario-based methods are used. Scenario-
based methods use scenarios to estimate necessary changes to
the architecture, which in turn can be used as an indicator for
the quality of the architecture. The first step of a comparison
is the definition of the architectures in some form, as already
described in the previous section. In a second step, scenarios
describing possible usages or changes of the architecture are
defined, each providing a measurable way to describe quality.
The scenarios are grouped after the five general aspects of
software quality and use the rough system sketch as a common
baseline for all architectures.

a) Availability: Availability scenarios describe situa-
tions where the system has to take certain countermeasures
to provide uninterrupted operation. Availability is the most
important quality in an energy providing system [8].

Ava01 The DRIVER crashes due to an error, the system
realizes the failure and immediately switches to a
backup.

Ava02 The DRIVER receives a single incorrect measured
value outside of the defined thresholds for this sensor.
Instead of immediately shutting down the pmCHP the
DRIVER averages values and prevents shutdown due
to measurement errors.

Ava03 The connection between the DRIVER and the pmCHP
is severed and cannot be reestablished. An error is pre-
sented to the user and the pmCHP switches to a safe
operating mode instead of shutting down immediately.

Ava04 A usual high amount of energy requests is received
from the smart grid. After a certain threshold is
reached, the CONTROLLER rejects all further requests
to provide protection against overload-attacks.

b) Security: Security-scenarios describe situations
where the software is possibly used in a way that it is
not intended and unwanted. In an interconnected network
with access to physical systems, security is one of the most
important qualities the software has to achieve.

Sec01 A different system tries to access a pmCHP-software
functionality, the authenticity of the accessing system
is checked, before access is granted.

Sec02 When the pmCHP is activated, a minimal software
checks the integrity of the pmCHP-software using a
digital signature. If the signature is not correct, an
error is presented to the user, and the software does
not start.

Sec03 A manipulated component tries to access a function of
the DRIVER, which it normally would not access and
is not authorized to do so. The component SECURITY
recognizes the unauthorized attempt, prevents it and
produces an error message shown to the user.
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c) Safety: In contrast to security, safety-scenarios are
describing potentially dangerous situations in the normal oper-
ation of the pmCHP-software. Again, safety is rather important
in operating an energy generating device, as failures can harm
humans and the operating environment.

Saf01 The DRIVER continuously monitors all of the pm-
CHPs sensors and detects dangerous operation. If
a dangerous operation is recognized, the DRIVER
transfers the pmCHP into a safe mode of operations,
possibly even shutting it down.

Saf02 All control-signals are checked by the DRIVER, ignor-
ing signals that might damage the pmCHP.

d) Maintainability: Since the smart grid is not com-
pletely clear at the moment, adaptability and maintainability
is somewhat needed. The following scenarios include likely
changes and developmental processes of the software’s life-
time.

Mai01 After the end of the pmCHP-development a different
developer is tasked to add smart market integration
to the pmCHP-software. The smart market component
needs to accept requests from the smart grid, overview
their execution, and take care of the billing aspects
according to the energy contract.

Mai02 The emergency shutdown shall be tested intensively;
the required components can be interchanged with
mock-ups without changing the DRIVER.

Mai03 The systems architecture is checked by a software
architect. Similar problems are solved in similar ways
using similar architectural or design patterns.

e) Performance: Performance is not overall important
to the pmCHP-software, only a single scenario is presented.

Per01 A malfunction of the pmCHP requires an emergency
shutdown, the shutdown happens fast enough to pre-
vent damage.

f) Usability: Usability describes the grade at which
the user’s interaction is eased by good interface and software
design. Since there is almost no interaction of the user with
the pmCHP-software, usability is an afterthought.

Usa01 To start or stop the pmCHP, only a single button has
to be pressed by the user.

Usa02 After being started the software presents the momen-
tary state of the pmCHP and can display the current
operational planning.

B. Application of scenarios
To evaluate the architectures, the aforementioned scenarios

are applied to the architectures. For each scenario, necessary
changes to the architecture are tracked, differentiating between
easy and complicated changes. Easy changes are changes
that are most likely to be completed within a day, while
complicated changes will most likely take longer than three
days. With the scenarios being drawn from different use cases
within the softwares life, changes to a lot of components to
accommodate a single scenario indicate strong coupling. If
only a single component has to be changed for a scenario loose
coupling is visible, if no change to any component is necessary
the scenario showcases a previously unspoken requirement that
was accidentally fulfilled.

Furthermore, scenario interactions are tracked. Two scenar-
ios interact, if they require changes to the same component,
indicating a low coherence of the component. If a component
is only responsible for a single thing, no two different scenarios
will not interact if the scenarios are separate (not two variations
of the same situation). A high amount of scenario interactions
indicate a badly defined component.

a) Availability: First, we will evaluate the architectures
using the scenarios regarding software availability, starting
with Scenario Ava01.

Ava01 demands the monitoring of the DRIVER component
within the software. A component to monitor the driver can
already be found within all three architectures, therefore no
additional components are needed. Changes to the MONITOR-
ING component are the simple inclusion of the monitoring and
restarting of the driver, which we classify as an easy change.

Ava02 requires the Driver to ignore incorrect measurements
caused by normal sensor jitter. Again, the no new component
has to be introduced, since all architectures already contain a
DRIVER, which can be changed. However, only in the ED-
CEP this change can be done easily, since the rule-based logic
allows for the easy definition of complex conditions. In the
SOA or the layered architecture the change is rather complex,
requiring a lot of work to correctly filter incorrect data.

Ava03 describes the disconnect of the pmCHP from the
Software, an error has to be displayed. All three Architectures
already display the status of the system to the user, therefore
no change to the architectures has to be made.

Ava04 puts a heavy load of requests on the software
and demands continuous service. A simply threshold can be
introduced into the corresponding component of the three
architectures, discarding all requests beyond that threshold. In
the SOA, the WORKFLOW ENGINE creates new processes for
every request, a simple change adds a threshold to concurrent
processes. In ED-CEP or the layered architecture, the threshold
can easily be added to the SMART GRID ADAPTER.

b) Security: Next on the list are the scenarios concern-
ing software security.

Sec01 aims to prevent abuse of software functions, authen-
tication of requests prevents unauthorized or malicious use of
the pmCHP. All three architectures already ensure authenticity
of requests, no change is needed.

Sec02 is rooted in the softwares update mechanism re-
quired by the requirement HR05, allowing software changes
in the form of updates. To ensure software integrity the
BOOTER within ED-CEP and layered architecture as well as
the INTEGRITY CHECK in the SOA are already used to check
integrity on startup. No changes are necessary.

Sec03 requires internal shielding of software functions to
prevent access to critical functions from unauthorized com-
ponents. In the SOA all calls to services are done via the
SERVICE BUS, which can easily be extended with an access
control list, a single easy change is counted. The ED-CEP
requires a lot more modification. First, all events consumed
by the DRIVER as well as the DRIVER itself have to be
modified to allow for authorization checks using a token based
system. Additionally, the EMERGENCY CONTROL as well as
the PLANNING components have to be modified to use the new
token system. Therefore, we count four changes, one of which
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is a difficult change of the DRIVER. Similarly, the layered
architecture requires extensive changes to the DRIVER as well
as easy changes to the VISUALIZATION, CONTROLLER and
the MAINTENANCE component.

c) Safety: After ensuring availability and security,
safety is our primary concern.

Saf01 describes an emergency shutdown of the pmCHP,
which is already part of the DRIVER within each architecture.
No changes are necessary.

Saf02 requires the DRIVER to check of every command it
receives, to prevent damage to the pmCHP. While the Driver
already exists, this was not part of the original functionality,
therefore, changes are necessary. To add the checks to the
DRIVER is relatively easy within the CEP, since complex
conditions can easily be translated into rules. Adding checks to
SOA or the layered architecture however is rather complicated
since no rule language is available.

d) Maintainability: Maintainability is important over
the softwares life, as changes might arise, which are not
expected at the moment of its design.

Mai01 plans the integration of the pmCHP into the smart
market, adding new features. For this a new component
BILLING is needed, which monitors the execution of requests
and bills the produced energy to the consumer. In the SOA
the process to process an energy request has to be extended
by the billing of the customer. A new service BILLING has
to be added, which needs to be mapped by the SERVICE
BUS. The BILLING service accesses process variables already
tracked by the MONITORING to fulfill its function. Three easy
changes are required. The CEP architecture requires more
extensive changes. The Request events have to be extended
with data about the consumer to be billed. These changes
have to be integrated into the CONTROLLER, Plan and the
DRIVER. Furthermore, the DRIVER needs to create Bill events,
which are consumed by the BILLING processor to bill the
customer. Five components need to be changed and two new
components need to be introduced. The layered architecture
requires similar changes, since the customer data needs to be
introduced to the SMART GRID-ADAPTER and the SMART
GRID-REQUESTS component. Additionally, the SMART GRID-
REQUESTS component needs to monitor the execution of the
operational plan, billing the customer after the energy was
provided. To access billing functions, a new adapter BILLING
is introduced. This results in two changes and a single new
component.

Mai02 describes the unit test of the DRIVER, requiring a
mock of all functions needed by the DRIVER. This is easily
achievable in all architectures, since the physical pmCHP is
designed as an external system, no changes are necessary.

Mai03 requires conceptual integrity within the architec-
tures. After reviewing the architectures we conclude that no
changes are necessary to the architectures, as similar problems
are solved in similar ways in our designs.

e) Performance: The performance of the pmCHP-
Software is not as important as the security and safety, since
all time-critical functions are contained within the operating
system of the pmCHP.

Per01 demands a ’fast enough’ shutdown of the pmCHP
in critical situations. This is out of scope for our architectures,
therefore no changes are necessary.

f) Usability: Ease of use is a desirable trait for all
software systems, but is the least important quality concern
for the pmCHP-Software, since almost no user interaction is
planned.

Usa01 describes a single button startup of the pmCHP as
well as a stop upon pressing the same button. This functionality
requires the initialization as well as the correct shutdown of
all software components. In the SOA this is already provided
by the LIFECYCLE-MANAGEMENT, no change is necessary.
The CEP and the layered architecture provide a BOOTER,
which only takes care of proper initialization and has to be
modified to also provide a shutdown functionality. A single
change is necessary to CEP and layered architecture (including
a renaming of the BOOTER, which no longer only boots the
software).

Usa02 needs the display of status information to user at all
times. The component VISUALIZATION is already present in
all architectures for this exact purpose.

g) Summary: The results of the scenario based evalua-
tion is presented in Tables I and II.

First we will concentrate on Table I, containing the count
of changes to the architectures.

TABLE I. COUNT OF CHANGES TO COMPONENTS NECESSARY TO
FULFILL ALL SCENARIOS.

SOA ED-CEP Layers
Component Count Component Count Component Count

Driver (difficult) 2 Driver 3 Driver (difficult) 3
ServiceBus 2 SG-Adapter 2 SG-Adapter 2
WfE 1 Controller 2 Controller 1
process request 1 Driver (difficult) 1 Maintenance 1
Billing* 1 Planning 1 Visualization 1

Emergency
override

1 Smart
Grid-request

1

Monitoring 1 Billing 1
Booter 1 Booter 1
Request 1
Billing-event 1
Billing 1

Total: 7 16 13
of total
- difficult: 2 1 3
- easy: 5 15 10

A lot of easy changes to the ED-CEP architecture and a
lot of difficult changes to the layered architecture are evident
in the results.

The numerous changes to the ED-CEP are based in its
structure, often a lot of small changes to components or new
events had to be introduced. Especially the internal shielding
required a lot of changes to the architecture. However, changes
to the DRIVER often were easy in the ED-CEP but difficult
within the SOA or the layered architecture. This is a result of
the rule-based nature of the ED-CEP, which is built for easy
modeling of complex conditions.

The high amount of difficult changes to layered architecture
originate from the scenarios requiring pattern recognition (e.g.,
Saf01), which is difficult to introduce without specialized tools
like the rule language used in the ED-CEP.

The SOA however requires the least amount of changes.
Especially the easy extension and modification of services
through the use of microservices keeps the necessary changes
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small. Also, the SERVICE BUS provides a central place to
introduce software specific functions like internal shielding.

Table II shows the scenario interactions that occurred
during the application of the scenarios.

TABLE II. COUNT OF SCENARIO INTERACTIONS WHEN APPLYING
THE SCENARIOS TO THE COMPONENTS OF THE DIFFERENT

ARCHITECTURES.

SOA ED-CEP Layers
Component Count Component Count Component Count

Driver 2 Driver 4 Driver 3
ServiceBus 2 SG-Adapter 2 SG-Adapter 2

Planning 2
Controller 2

A lot of scenario interactions are evident for the ED-CEP
architecture. This originates from the spread of functionalities
over a high amount of small components, which results in
unclear boundaries of responsibility.

However, the SOA and the layered architecture suffer from
interactions as well, mostly through the DRIVER, which seems
to be responsible for multiple scenarios. Splitting the DRIVER
into multiple components might be useful.

VII. EVALUATION

Considering the previous results two rankings can be cre-
ated. First, the architectures are rated by the changes necessary
to accommodate the scenarios. The changes are summed up
with difficult changes contributing threefold to the score.

1) SOA using microservices (11 points)
2) ED-CEP (18 points)
3) Layered architecture (19 points)

As previously mentioned the amount of necessary changes to
the architecture is an indicator of its coupling with a high
amount of points indicating a strong coupling. A strongly
coupled architecture is difficult to adapt to new circumstances,
since every change touches a lot of parts of the architecture
making development complicated. This is considered a neg-
ative trait of architecture. Therefore, we consider the SOA
the best architecture under this metric with ED-CEP and the
layered architecture being similarly bad.

To rank the architectures using the scenario interactions,
the interactions are simply summed up.

1) SOA using microservices (4 points)
2) Layers (5 points)
3) ED-CEP (10 points)

The scenario interactions provide an indicator for the quality of
the component definition, i.e., how clear the functionalities are
defined that a component should provide. A high amount of in-
teractions indicate badly defined components that have no clear
responsibility. This leads to feature envy in components that
accumulate a lot of different functionalities, making changes
complicated and the replacement of components a lot of work.
Also, a negative trait of software architecture, badly defined
components decrease maintainability and are considered bad.
We conclude that the SOA contains the most well defined
components, with the layered architecture trailing closely.

Considering both rankings we choose the service-oriented
architecture for the integration of the pmCHP into the Smart
Grid.

VIII. CONCLUSION

In this article, we first presented the problem of distributed
power generation in the smart grid and range extension in
the BEV. The problems are tackled by the pmCHP as it
is developed at the University of Applied Sciences and Arts
Hannover. To integrate the pmCHP into a smart grid an
architecture had to be chosen.

After presenting the requirements posed to the architecture,
we designed three different designs using different architec-
tural styles. This was done to find the optimal architecture
to implement. To compare the architectures, we presented
scenarios of five different aspects of software quality before
applying the scenarios to the architectures.

Considering the evaluation results we conclude that the
SOA is the best suited architecture to integrate the pmCHP
into the Smart Grid. The SOA provides the highest amount
of flexibility when compared to our ED-CEP or layered
approaches. Especially the usage of microservices helped to
define clear functional boundaries and ensure loose coupling
within the architecture, both considered to be good traits within
software. We conclude that using the SOA design, we will be
able to easily accommodate changes in the project field of
usage, e.g., adoption to specific BEVs. However, this result
only holds true for our narrowly defined domain and might
be different for other use cases, like the usage of pmCHP in
planes.

Also, since all architectures have been developed by the
same person over a short span of time, they likely influence
each other. Especially the CEP and the SOA share some
applications, which can also be explained by similar design
philosophies. Further work combining the two might prove an
even better solution for the smart grid integration of pmCHP.

In future steps, we will implement the SOA and evaluate
the impact of pmCHPs in a smart grid.
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Springer-Verlag, 2010.

[12] E. W. Dijkstra, “Structure of an extendable operating system,”
http://www.cs.utexas.edu/users/EWD/ewd02xx/EWD275.PDF
2017.11.01, November 1969, circulated privately.

[13] patterns & practices Developer Center, “Microsoft Application Archi-
tecture Guide, 2nd Edition,” https://msdn.microsoft.com/en-us/library/
ff650706.aspx, October 2009, last visited: 26.08.2016.

[14] P. Clements, R. Kazman, and M. Klein, Evaluating software architec-
tures. Addison-Wesley Professional, 2003.



329

International Journal on Advances in Systems and Measurements, vol 11 no 3 & 4, year 2018, http://www.iariajournals.org/systems_and_measurements/

2018, © Copyright by authors, Published under agreement with IARIA - www.iaria.org

A Design of Rich Environment for Teaching Meaningful Mathematics to Low-

Achieving Students: Research Implications 

 

Orit Broza 

Faculty of Education 

Levinsky College  

Tel-Aviv, Israel  

Email: Oritbroza1@gmail.com 

 

Yifat Ben-David Kolikant  

School of Education 

Hebrew University of Jerusalem  

Jerusalem, Israel  

Email: Yifat.kolikant@mail.huji.ac.il

 
Abstract—The paper describes implications from a design-

based research in which a rich collaborative, computer-

supported learning environment was designed to promote 

meaningful mathematics among low-achieving students. Fifth-

grade students interchangeably solved decimal subtraction 

tasks with peers in the context of a computer game and 

simulations, and in discussion sessions led by their teachers, in 

foursomes. We describe the results of the first round of our 

design-based research, where we traced three such groups, 

using observations and interviews. We found that the 

computer context was both constructive and destructive, in 

terms of students’ learning. The group discussions did not 

yield the rich discussions we had hoped for. Yet, overall, the 

environment was successful because students gained 

meaningful mathematical knowledge and practiced active, 

thoughtful, and collaborative socio-mathematical behavior, 

which is dramatically different from what they were used to.  

Keywords: low-achieving students; support-rich environment; 

computer games; scaffolding; computer-supported collaborative 

learning.  

I.  INTRODUCTION  

The question of how students’ construction of 
meaningful knowledge can be supported represents an 
important challenge to both researchers and teachers. 
Teaching the complex topic of mathematics to low-achieving 
students (LAS) poses a special challenge, owing to LAS’s 
unique cognitive and behavioral characteristics [1]. The 
teaching and learning processes of LAS have been studied by 
examining different teaching methods, strategies, and tactics 
(e.g., [2][3]). However, we found sparse work on the 
effectiveness of rich environments, let alone environments 
involving computer-supported collaborative-learning 
(CSCL), on the learning processes and outcomes of LAS. 

In fact, LAS characteristics, which we describe next, 
might make one doubt the feasibility of teaching LAS basic 
mathematics, let alone in (Computer Supported) 
Collaborative Learning (CS)CL settings. Nonetheless, we 
hypothesized that a rich CSCL environment, involving a 
computer game, real context mathematics, peer discussions, 
and teacher mediation may be the key for addressing LAS’s 
unique and diversified needs.  Here, we describe the results 
of the first round of a design-based research we conducted to 
examine these hypotheses. First, we describe the 
characteristics of LAS. Then we review the literature and 

how it influenced our hypotheses and design. Next, we 
describe a study, the first round of a design-based research in 
which we examined our hypotheses. We traced the 
participation of 3 groups of four students each, in the 
activities we had designed, using various data sources, such 
as videotapes and audiotapes of the classes, as well as 
interviews and ad-hoc conversations with students and 
teachers, along with observations. We will discuss our 
findings and their practical implications on our design 
framework and the broader scientific community. Our main 
conclusion is that CSCL, when carefully designed, can 
promote LAS learning of meaningful mathematics as well as 
the development of sociomathematical norms.   

In Section II we review the literature on LAS as well as 
on successful interventions in terms of achieving meaningful 
learning. Then, we describe our pedagogical design, and the 
literature that inspired us, such as the decision to involve a 
computer-game session in which students work in pairs, and 
small-group discussions led by the teacher (Sections III and 
IV). We then describe the study (Section V). Next, we 
examined how a rich environment either hinders or supports 
students’ construction of mathematical meaning. We focused 
on the mutual interplay between the two contexts in which 
students worked (on the computer and in group discussions). 
We present the findings (Section VI) and discuss them 
(Section VII). 

II. LAS AND MEANINGFUL MATHEMATICS   

There is no single, definitive profile for LAS [4][5]. In 
fact, most studies have not  focused on the methodological 
criteria used to identify those students with learning 
disabilities [5]. LAS are commonly identified based on two 
factors: teachers’ reports and LAS performance on 
standardized or informal tests (students’ score below the 50th 
percentile on standardized tests; however, they are not 
diagnosed as having learning disabilities) [2]. In attempting 
to explain LAS’s poor performance, the literature focuses on 
cognitive deficiencies and on behavioral manifestations of 
their failures. LAS find it difficult to retrieve basic 
mathematics knowledge from their memory [6]. Craik [7] 
terms this difficulty as ‘fragile memory’, a product of 
superficial data processing. They also lack meta-cognitive 
skills [8], and are sensitive to the learning contexts. Thus, 
they find it much harder than others to solve simple and 
complex addition and subtraction problems. These 
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difficulties may lead them to use less sophisticated strategies 
and to make more errors.  

Recently, Karagiannakis et al. [9] developed a model that 
can be used to sketch students' mathematical profiles for four 
domains (numbers, memory, number line, and reasoning); 
they empirically examined it to determine whether and how 
it can differentiate between students with and without 
difficulties in learning mathematics. According to their 
analysis, students, both the normal/high achievers and the 
underachievers, do not all share the same strong or weak 
mathematical skills. In addition, under achievement in 
mathematics is not related to weaknesses in a single domain 
(e.g., numbers, memory, number line, and reasoning). They 
also suggest that for LAS, just like for other students, 
cognitive strengths or weaknesses may rely on any of the 
four domains (mentioned above) of their model. Their 
findings empirically strengthen the heterogeneity of this 
population group.  

Experiencing repeated failures and difficulties in keeping 
up with the class might, in turn, decrease LAS’s motivation 
and their sense of internal responsibility and make them 
more passive learners. It might also lead them to act 
impulsively, rely on the judgment and feedback of an 
external authority [3], and avoid collaborative work with 
peers [10]. Their schooling-purposed interaction in class is 
largely with the teacher.  

These characteristics probably underlie many teachers’ 
beliefs that LAS are unable to deal with tasks involving high-
order thinking skills and that the most effective way of 
promoting mathematical performance in LAS is to ‘drill and 
kill’, that is, to focus more on the mathematical algorithms 
than on the mathematical meaning [11].  

However, despite their difficulties, there is empirical 
evidence that in certain environments LAS are capable of 
enhancing their mathematical understanding. There is 
empirical evidence that LAS can exhibit mathematical 
reasoning orally when placed in intimate and supportive 
learning environments, such as in small groups where they 
are tutored [12][11]. Peltenburg et al. [13] show that, in a 
familiar context with the help of technological tools, LAS 
can succeed in solving subtraction problems by using an 
indirect addition strategy spontaneously, rather than the 
conventional direct subtraction strategy. Karagiannakis and 
Cooreman [14] suggest that these interventions should be 
designed for repeated success by building on a student’s 
strengths, while avoiding use of repetitive tasks that cause 
repetitive failure experiences, thereby maximizing the 
learning opportunities of all students.  

Synthesizing these empirical evidence with the reports on 
the literature on the diversity among LAS, we assumed that a 
rich environment that includes technological tools, small 
groups, and teacher's support building on LAS’s strengths 
might be the key to their success.  

III. THE LITERATURE THAT INSPIRED THE DESIGN AND 

HYPOTHESES  

Our design was inspired by the socio-cultural theoretical 
perspective on learning, especially the notion of distributed 
scaffolding. Scaffolding is “titrated support that helps 

learners learn through activity. It helps learners perform 
tasks that are outside their independent reach and 
consequently develop the skills necessary for completing 
such tasks independently” [24, p.306] . Because LAS vary in 
their behavior, in our design we sought to design distributed 
scaffoldings [15], i.e., to integrate and sequence multiple 
forms of support via various means. Different scaffolds 
interact with each other; sometimes they produce a robust 
form of support, a synergy [16], and other times, they might 
sabotage the learning processes and the outcome.  

We were also inspired by the Learning in Context 
approach, namely, the idea of presenting mathematical 
concepts and procedures in a context relevant to the child’s 
day-to-day life [17], and in particular, the Realistic 
Mathematics Education (RME) theoretical framework. 
According to the RME framework, students should advance 
from contextual problems using significant models that are 
situation related, to mathematical activity at a higher level 
(e.g., engaging in more formal mathematical reasoning). As 
students progress from informal to more formal 
mathematics, their "model of" the situation is transformed 
into a "model for" reasoning.  We hypothesized that RME 
could be the key to promote meaningful learning for LAS, 
because the subtraction tasks, the mathematics to be 
mastered, will be associated with real-life experiences, which 
might mitigate their fragile memory and tendency for 
superficial processing of new knowledge.  

We aimed at transforming students’ social and socio-
mathematical norms, from passive to active, from isolated to 
social collaboration, and from impulsive to thoughtful. We 
were motivated by the premise that digital games, by the 
nature of their design, have the potential to motivate students 
to become active rather than passive, by enabling 
experimentation and exploration without fear of failing in 
front of the entire class [18][19]. The use of games for 
teaching may be particularly beneficial for LAS because of 
their tendency to remain passive and to comply with 
authoritative voices.  

We were aware of the possibility that a hands-on, minds-
off strategy might emerge, especially because of the 
tendency of LAS for impulsivity. This is one of the reasons 
students were asked to work with peers in front of the 
computer. We assumed that collaborative settings would 
trigger twofold interactions: with the system and with the co-
learner. Peers would explain their calculations to each other, 
and question other actions, which would bring about 
reflection and thoughtfulness [20].  

Additionally, every session was designed to include 
interchangeable students’ work in front of the computer with 
their peers, along with group discussions, led by the teacher. 
Teachers’ interactions with students can create zones of 
opportunities that can be directed to scaffold students’ social 
and emotional development [21].  The teacher can mediate 
the use of tools (e.g., computer games, online units), 
orchestrate the students' activities, and reframe them 
conceptually [22].  

Hence, the students experienced two different 
collaborative settings. When they worked (in pairs) in front 
of the computer (computer games or online units), the 
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teachers were asked to observe them and to offer help when 
necessary (for instance, if students maintain trial and error 
strategies or are stuck in their calculation process). In the 
group discussions, the teachers were asked to focus their 
discussions on various strategies that can be used to solve 
subtraction tasks, to encourage students to verbalize their 
thoughts, and encourage them to rely on each other’s past 
experience, thereby facilitating students in learning the 
meaning of how to participate in the community, i.e., support 
the transformation of their sociomathematical norms [23]. In 
these discussions, the teachers also introduced students to 
new tasks and encouraged them to employ the strategies they 
previously used in a supposedly new context. As we will 
explain in the next section, in our design we presented tasks 
sometimes as stories and sometimes as formal subtraction 
exercises, and gradually increased the difficulty of 
calculating the numbers whose decimals are half, to numbers 
whose decimals include individual units. We assumed that 
students’ sense of security when expressing themselves 
publicly would increase, since they are in a group of equals, 
and will experience active (and successful) work with their 
peers in front of the computer. 

IV. THE INSTRUCTIONAL DESIGN  

We developed an extracurricular program for fifth grade 
LAS. It consisted of ten weekly sessions that focus on 
subtraction with decimal numbers, a topic that students had 
not yet learned in their regular classes. Students were 
categorized into groups of four, according to their regular 
class, and each group worked with a teacher trained by the 
second author.  

We utilized a real-life context simulated by an ice cream 
shop computer game. Specifically, during the sessions, 
students played a computer game in which they received 
orders from random customers, prepared the orders, 
calculated the price to be paid, and gave change as needed 
(Fig. 1). Because of the heterogeneity of LAS and their 
individual needs, we sought to provide a variety of support 
types. Therefore, students also worked on supplementary 
online study units concerned with the transition between 
money and formal representations, as well as change 
calculations. Students also enacted game-like situations with 
play money using Israeli bills and coins: New Israeli Shekels 
(NIS) and agorot (1NIS = 100 agorot; the smallest coin is 10 
agorot). In order to support the transition from the concrete 
to the abstract, real worksheets were designed, which 
included exercises in concrete, graphic, and abstract forms. 

In order to facilitate the delicate transition from the 
realistic environment (shop simulation) to formal 
mathematics, subtraction was first presented through 
monetary simulations and calculations only, and formal 
representations were interwoven at a later stage. The 
program progresses in a spiral-like manner. With the help of 
the teacher, students are expected to progress from one level 
to the next. The tasks at each level maintain an overall 
forward trend of increasing complexity, and students are able 
to revisit earlier levels and solve simpler exercises on the 
computer on their own. The teachers had the flexibility to 

fine-tune the program, in response to students’ emerging 
needs.  

 
 

Fig.  1  A screenshot of an online learning unit, where the task at hand 
is 50-38.6.  

 
In each session, students spent almost half of their time in 

front of the computer, working in pairs. They were first 
introduced through online activity to two avatars, a girl, and 
a boy, each of whom described a strategy he or she uses for 
calculating the required change. Then they played or worked 
in pairs on the computer. The other half of the session time 
was devoted to class discussions, as described above. 
Specifically, in order to address LAS’s tendency to passively 
rely on external authority and to encourage them to take 
personal responsibility, the teachers were not supposed to 
correct students’ strategies directly, but rather, to ask 
questions to encourage them to talk aloud about their 
thinking processes, thus, making the diagnosis easier and 
potentially leading them to correct their own mistakes, re-
voicing when needed, and referring them to suitable tools in 
the environment when necessary. The teachers generally 
followed these instructions closely. 

V. THE STUDY  

Our goal was to examine our design’s hypotheses, i.e., to 
examine the students’ learning processes, focusing on how 
the rich environment either hinders or supports students’ 
construction of mathematical meaning, especially the 
mutual interplay between the two contexts in which students 
worked (on the computer and in group discussions).  

A. Participants  

We traced 12 LAS (4 male, 8 female) from 3 fifth grade 
classes in suburban schools within the same city, and who 
participated in the program. They learned in 3 groups of 4 
students, with 3 different teachers (one of them was the first 
author). All participants were chosen based on the 
recommendation of their mathematics teachers. They all 
performed under the 50th percentile on standardized tests, 
yet were not diagnosed as having learning disabilities.  

B. Data Sources  

In two groups all sessions were videotaped. In one group 
they were audiotaped. We observed students in their regular 
mathematics class two times before they began participating 
in our CSCL activity. We also observed all the sessions, 
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focusing on the sequence of activities—of both the teacher 
(e.g., presenting tasks, intervening during the computer 
sessions, suggesting a tool, getting students’ attention, and 
answering questions) and the students (e.g., how they 
interact with the computer, with each other, with the 
teacher, and so forth). We conducted interviews with the 
CSCL teachers, after the activity as well as ad hoc 
conversations after every session. We also talked with their 
previous mathematics teachers and with each student after 
the CSCL activity.    

C. Methods of Analysis   

Our report mainly draws on the analysis of the 
videotapes. A preliminary analysis of the data was presented 
elsewhere [1]. That analysis was useful to identify patterns of 
students’ interaction with the environment. Here we present 
in detail the results of a fine-tuned analysis. Specifically, we 
were inspired by the analysis model of Powell et al. [24] for 
developing mathematical ideas and reasoning. We fully 
transcribed one group through videotapes. The transcripts 
were coded twice by two researchers. We segmented the text 
into episodes, each beginning with the presentation of a new 
task and ending with its being accomplished (or the work on 
it was terminated). For each episode we examined: (1) who 
participated in it; (2) the knowledge pieces that emerged; (3) 
the difficulties that arose, including whether they were 
resolved, and if so, how and by whom, especially (d) the 
support provided by the teacher; and (5) whether the task 
was successfully accomplished independently or with help 
from others. We also coded affective utterances, both 
positive and negative. We compared the results with the 
video, audio, and notes taken during the observations in the 
other groups. Interviews were analyzed thematically. We 
chronologically traced changes in each student’s thinking 
and behavior, thereby creating data stories. One such data 
story is presented next.  

VI. FINDINGS  

A. Students’ Interaction with the Rich Environment 

1) The computer setting: As we hypothesized, the 
computerized environment, especially the computer game, 
encouraged the students to be active as well as engaged in 
their task. For the most part, they were observed to be very 
focused on the current task. In fact, in 5 sessions, students 
continued working (or playing) after the class had ended. 
The students reported in the interviews and ad hoc 
conversations that they had enjoyed the activity. The 
following quotes are but two examples of typical phrases 
heard throughout the entire program: “it was fun…not a 
regular class”, “playing with the computer gives a sense of 
fun, [vs.] a blackboard, where you just sit and solve 
exercises”.  

On the computer the students (who sat in pairs) usually 
decided to work in turns. In each turn the one on the 
keyboard gave ice cream, calculated the price, the change, 
and returned change. For a few couples, we noticed a 
different division of labor: the one on the keyboard 

interacted with the avatar clients and in the meantime, the 
other did the calculations. In a few cases when one student 
took over the keyboard the teacher interfered.  

During the play, each student solved many subtraction 
exercises, manifested by the need to give change to 
customers in the shop.  

They did not solve all the exercises successfully right 
away. However, for the most part failures in this context did 
not discourage or frustrated them. On the contrary, this is 
when we observed collaboration, mathematical discussions 
with their peers and with the teacher. Usually, when they 
received a response from a “customer” indicating that the 
change they gave was incorrect, they were observed pausing 
to think and sometimes they turned to their peers and 
verbalized their “solution process”. Sometimes this 
verbalization was performed after their peers asked them 
how they had worked. Often the discussion helped them to 
correct themselves. This behavior was dramatically different 
from the observed passivity (or impulsivity) in the regular 
mathematics classes. Moreover, in this context, the students 
generally welcomed the teachers’ intervention and 
cooperated with them. Hence, the computer and their peers 
often generated a synergetic effect on the students. 

However, we also observed an appreciable number of 
situations in which students merely employed trial and error, 
using the immediate feedback of the computer (“too much” 
and “too little”) to guess the correct answer. Usually the 
partner became silent in these situations. From the 
conversations in these situations, we learned that the 
pressure of time and the wish to gain as many points as 
possible in the game in a designated time frame encouraged 
this behavior. In one extreme example, one student (Betty) 
stopped working because the clients became angry (Fig.2 
and Fig. 3), because it took her time to calculate. This 
episode as well as other important episodes and aspects of 
Betty’s learning process within the environment are 
presented in Section VI.B. 

 

Fig.  2     Speech bubbles turn red as a sign for impatient clients. 

 

 
 
 

 
 

 

 
Fig.  3  An angry face of an impatient client. 
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 We also noticed that in the initial lessons the teacher had 
to compete with students’ attention to their computer in these 
situations. We observed the teacher, in such situations, 
touching the students’ hand or shoulder to get their attention.  

The next episode demonstrates the teacher’s struggle for 
Etty’s attention. Etty stared at the computer screen when the 
teacher approached her: 

 
Ok, how do you calculate the change?  Teacher: 282. 

Eh, Eh, Eh…[ looking at the screen, 

trying to concentrate in the game] 

Etty: 283. 

Etty, please explain.  Teacher: 284. 

I am not sure…[keeps playing] Etty: 285. 

Remember how we did it before? Teacher: 286. 

Aha… [Her full body is turned to the 

computer]. 

Etty: 287. 

And we saw many ways, the way Dor 

[avatar] calculated? 

Teacher: 288. 

Aha…[she keeps concentrating on the 

computer] 

Etty 289. 

 
Obviously, Etty preferred to focus on the computer 

session. She concentrated on the task, mumbling "Eh…or 
Aha…" answers to the teachers’ requests as if it was difficult 
for her to split her attention (lines 283, 287).  

2) Group discussions: Group discussions revolved 
around calculations and strategies. Figure 4 illustrates a 
typical discussion routine.  

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
 
 
 
 
 
 
 
 
 
 
Fig.  4  Group discussion after game play. 

 

The teacher initiated each episode by presenting a 
subtraction task. After the students solved the task, she then 
asked them to explain their strategies. We observed many 
expressions of frustration among the students. The teacher 
noticed that students tended to take turns when they worked 
at the computer. She borrowed the idea and asked them to 
also solve exercises in turns in the group discussions. 
However, in this setting this idea turned out to be less 
productive. Generally, the interaction took the form of one 
student explaining his or her solution process, followed by 
the teacher’s verbalization. Moreover, the teacher sometimes 
silenced the peers who tried to participate in conversations. 
In her interview she explained that students’ poor discursive 
habits made her prioritize the individual’s learning over 
building a community and discursive habits. We thus 
observed almost no rich peer discussions about strategies. 

We expected that during the participation the students’ 
ability and wiliness to provide explanations would increase. 
During the discussion with the teacher (with or without a 
computer) the students were constantly asked to describe and 
explain their strategies. The alienation of this request was 
prominent in their responses. They became silent, gave 
vague or non-informative answers (e.g., “I just did so”), and 
sometimes even said, “I don’t remember”. The following 
excerpt from lesson 3 illustrates this kind of discourse while 
a student was struggling in calculating the exercise 10 - 4.1 =  

 
How would you like to solve this 

problem? 

Teacher: 324. 

I don't know which one is more 

comfortable to me. 

Noya: 325. 

You don't know which one is more 

comfortable to you. [pause].  

Teacher: 326. 

Ah! Maybe someone wants to help her 

explain how should she solve it? 

Teacher: 327. 

Addition. Neomi: 328. 

Addition. What do you mean? Explain 

to her. 

Teacher: 329. 

To add 10 Agorot until we have 10, 

which means that it is 9 times ten 

Agorot. 

Neomi: 330. 

Until we get to 1 Shekel, right? Until we 

get to a Shekel. 

Teacher: 331. 

And then we take 5 [Shekels] and 9 like 

these [10 Agorot coins]. 

Neomi: 332. 

Aha… Noya 333. 
 

The preference question (line 324) confused Noya. 
Probably, she was not used to these kinds of questions in her 
regular math class. When she noticed that Noya became 
silent, the teacher turned to recruit the group (line 328) and 
emphasized the meaning of adding on strategy (line 331). 

The above excerpt also demonstrates that in some of the 
students' explanations (e.g., for Neomi) there was evidence 
of a positive change in their discursive manners. In these 
cases we often found that students relied on the money 
model (especially the fact that 1 nis = 100 agorot) to explain 
their subtraction strategies even when the subtraction task 

Teacher poses a change in  

the computation scenario. 

Students enthusiastically 

raise their hands to answer.  

Teacher asks for an explanation: 

"How did you calculate?" 

 

Students  

use the money 

model terms in 

their explanations. 

Students  

use avatars 

for 

strategies.  

   

The teacher  

verbalizes students' 

strategy naming its  

type and attribution 

(e.g., addition / 

Bars' strategy). 

 

The teacher asks  

to think aloud, or 

mentions strategies that 

were explicitly studied, 

or uses peers for 

recruitment (i.e., "does 

someone want to 

help?"). 

 

Students 

become 

silent. 
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was phrased abstractly and not in money terms. Real context 
mathematics, hence, supported students’ leaning.   

 We expected that the students would develop many 
strategies for subtraction. Indeed, the teacher posed questions 
like “in what way would you like to solve this problem?” at 
least three times in each of the first three sessions. However, 
we did not observe the emergence of a new strategy. One 
possible explanation is rooted in our sequencing of students’ 
activities. In the initial lessons, students were introduced by 
an online unit to two strategies, presented to them by two 
avatars who dealt with the task of calculating change. 
Possibly this early exposure, together with students’ 
tendencies to rely on external authoritative voices, brought 
about a fixation in their thoughts. Moreover, sometimes we 
were not sure that students understood the meaning 
underlying these strategies.   

Nonetheless, in conversations with the teachers in the 
regular classes after the program ended, the teachers reported 
that the behavior of most of the participants in their class 
improved; specifically, that despite their difficulties they 
were more motivated and less passive. 

B. Betty’s data story   

Betty was diagnosed by her teacher as a low achieving 
student due to her low academic achievements compared 
with other students in her class, her impulsivity, and her 
"short memory", as Betty testified. The teacher reported that 
once a week Betty used to leave her regular math class to 
learn in a small group in order to help her keep up with the 
class.  

Table I describes Betty’s performance in the subtraction 
tasks during the activity. The table includes details about 
each task (whether it was presented in a story form or as a 
formal exercise), its context (a group discussion led by the 
teacher, an individual worksheet, or peer interactions while 
students worked on the computer), whether it was performed 
orally or in writing, and finally, whether Betty succeeded in 
solving it, and whether the success was assisted or not. Betty 
solved more tasks within the computer context, but since we 
did not record the screen in the first iteration, we have only 
the tasks in which the teacher was directly involved. 
Nonetheless, we took notes on her performance within this 
context as well.  

As shown in Table I, Betty’s performance was 
inconsistent. Betty successfully solved oral subtraction tasks 
within the context of group discussion (tasks A, C). She also 
experienced some success in written calculation tasks (tasks 
G, H, J, K) independently. Her failure occurred partly in the 
computerized context (tasks D, F), probably due to her 
impulsivity.  

1) Starting point: Observations in the regular math class 
preceding the CSCL activity indicated that Betty was 
passive, unmotivated, and unengaged, and that she laid her 
head on the table for most of the lesson as if she was bored. 
However, her behavior changed dramatically right after the 
first lesson when we came up with the computer game. 
Suddenly, she was dominant, controlling the computer, 
helping her peer. She even took over her peer's role of play 
(Fig. 5). We could see that Betty was totally engaged.  

TABLE I. BETTY'S TASK PERFORMANCE 
 

 
Although her body language expressed her full 

engagement in the game, we noticed some of Betty's math 
difficulties. For example, she used her fingers for counting. 
She also used the game feedback to calculate basic facts 
(addition and subtraction of whole numbers up to 20) that 
she did not master. She also used trial and error impulsively. 
Research reports also strengthen those impressions: 

"Betty and Neomi cooperate by consulting each 

other [e.g., ‘it said we gave too much; give a bit 

less’], clicking their answers on the computer, 

trying to get to the exact answer. When they get 

positive feedback from the computer, they laugh 

about their own errors… [Taken from the second 

observation]." 

 

 

 

 

 
 

Fig.  5     Betty controlling the computer. 
 

In group discussions the teacher tried to confront Betty's 
impulsivity by encouraging her to think aloud. Sometimes 

Context Performance 

Of The Task 

Task Lesson 

No. 

Task 

No. 

Group 

discussion  

Oral Story 

(50-41.50) 

2 

 

A 

Group 

discussion  

Oral Exercise 

(10-7.20) 

3 B 

Group 

discussion  

Oral Story 

( 15-20 .60) 

4 C 

Peers 

(with 

computer) 

Oral Story 

(15-13.20) 

4 D 

Group 

discussion 

Oral +Written Exercise 

(50-14.80) 

5 E 

Peers 

(with 

computer) 

Oral Exercise 

(15-13.20) 

6 F 

Group 

discussion 

Written Exercise 

(15-13.20) 

6 G 

Group 

discussion 

Written Exercise 

(20-16.80) 

6 H 

Individual 

worksheet 

Written Story 

 (50-42.60) 

7 I 

Individual 

worksheet 

Written  Story 

( 38.50-100 ) 

8 J 

Individual 

worksheet 

Written Story 

(100-57.30) 

8 K 

 Failure  Assisted success  Independent success 
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the teachers even used hand touching in order to prevent her 
from quickly checking on the computer. A representative 
example is presented in the next episode taken from lesson 3. 
Betty had to calculate the change from 10 NIS for ice cream, 
which cost 7.20 NIS (Table I, task B). Betty hesitantly typed 
a wrong answer and got negative feedback:  

 
[hushing the rest of the group] Girls, 

please let her concentrate. 

Teacher: 356. 

I thought it was right. Betty: 357. 

Why? Teacher: 358. 

I don't know [she types the same 

answer. Gets negative feedback] 

Betty: 359. 

Betty, how did you try to solve the 

problem? 

Teacher: 360. 

[disturbed by her peer] Stop it Eve! Betty: 361. 

Betty, look at the amount to pay. Teacher: 362. 

Ehm..7.20. Betty: 363. 

Seven NIS and twenty Agorot. And 

what is the amount that was paid? 

Teacher: 364. 

10 NIS. Betty: 365. 

Ten NIS. According to which strategy is 

it easier for you to calculate? Ah? [Betty 

is clicking on the coins on the computer, 

thereby returning change. Getting 

negative feedback] 

Teacher: 366. 

Wait, wait it is too much…[reading the 

negative feedback] 

Betty: 367. 

If you give three NIS [change], and he 

has to pay seven NIS, what number you 

get?  

Teacher: 368. 

[facing the computer screen] Come 

on…. but here he [avatar] said that it is 

too much, so maybe I will add here one 

[adding one ten Agorot coin and waiting 

for the computer’s feedback. She gets 

negative feedback]. 

Betty: 369. 

No Betty! It is impossible! I want you to 

think for a minute. [Betty counts quietly 

using her fingers] Betty, answer 

me…We have Neomi’s strategy ...It 

helped Noya before, did you listen? Did 

you understand what she said?  

Teacher: 370. 

 

The above excerpt demonstrates the leading questions 
(lines 358, 362, 364, and 366) that the teacher offered in 
order to help Betty to concentrate on the calculation instead 
of the trial and error strategy that Betty had used. Betty 
ignored her and kept the trial and error method, increasing or 
decreasing the number of coins in order to reach the correct 
answer (lines 359, 367).  

Betty was emotionally involved in the game. Her stress 
resulting from the response of the avatars is demonstrated in 
the following episode, taken from lesson 4. Betty and Neomi 
played the computer game. The teacher noticed that Betty 
was stuck so she approached them: 

[to the client avatar] Stop it!!!! [to 

Neomi] Your turn…[give up and pass 

the computer mouse to Neomi]  

Betty: 279. 

No, No, No, No, No!!!! Teacher: 280. 

I can't, they [client avatars] get angry at 

me!!!I am scared… 

Betty: 281. 

Don't look. Teacher: 282. 

At the end they will get out of the game 

and come to beat me. 

Betty:  283. 

What is the bill to be paid? Say it loud, 

what is the bill?  

Teacher: 284. 

[silent] Betty: 285. 

Thirteen Teacher: 286. 

[Mumbling…thinking…] Sh….wait, 

wait, wait [using her fingers, turning to 

the computer, tapping an answer and 

getting positive feedback] I am a 

genius!!! This is what I did before…. 

Betty: 287. 

 

Although Betty was nervous, the teacher did not give up 
and in a definite statement of “no” (line 280) she decisively 
did not accept this behavior. Instead, she supported Betty by 
breaking down the problem into its smaller components 
(line 284). The use of fingers (line 287) is additional 
evidence that this time Betty calculated and did not guess, 
probably the reason for her success. During the lessons, 
even in the face of the angry avatars, Betty constantly 
displayed highly enthusiastic behavior while next to the 
computer. This behavior contrasted with her attitude 
towards the initial group discussions or the teacher’s 
requests to work on sheets (from lesson 3 onwards) 
frustrated her. She was observed as impatient, did not take 
responsibility for her own work, and often relied on the 
teacher's support. The teacher focused her support on Betty's 
needs.  

2) Turning point:  A great change occurred in lesson 5 
during a discussion about different ways to solve 50-14.80= 
(Table I, task E).  Betty initiated her participation by asking 
the teacher to show her own strategy to calculate by writing 
it on the board: 

 

So, I do 50 minus 10 and I do not 

calculate it now because I do not have 

the strength. [Writes: 50-10=____ ] it 

equals something... 

Betty: 52. 

Don't you know how much is it? Eve: 53. 

It’s…ah… Betty: 54. 

Sh…….[teacher silence Eve] Teacher: 55. 

Thank you, just a moment. [Writes 40 as 

an answer]. Now 40 minus 4 

equals…[writes 40-4=___ ] 

Betty: 56. 

Waits… Betty: 57. 

And then I do… Betty: 58. 

How much do you get here [points at 40-

4=___ ]? How much does it equal? 

Teacher: 59. 

40 minus 4…emmmm….how you call it Betty: 60. 
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[writes 36] 

Great! Teacher: 61. 

And then 36 minus…wait not 

minus…no… 

Betty: 62. 

Yes, yes! You are in the correct 

direction! What is left? 

Teacher: 63. 

Minus 0.8 equals something [writes 36-

0.8=__ and turns to the group] 

Betty: 64. 

[Puts her hand on Betty's shoulder, 

turning her back to the board] 

And how do you solve this? 

Teacher: 65. 

I take from a Shekel… Betty: 66. 

From a Shekel, great! Teacher: 67. 

[Draws circles to represent coins] one, 

two. I have no power for that…to draw.  

Betty: 68. 

OK Teacher: 69. 

From a Shekel 8 like this. Betty: 70. 

Eighty Agorot. Teacher: 71. 

So, it comes out 35 plus something 

[writes 35] 

Betty: 72. 

And what is that something? You took a 

Shekel… 

Teacher: 73. 

[Answers immediately] plus twenty! Betty: 74. 

Very good, very good!  35 and 20 Agorot 

because in a Shekel we have 100 Agorot. 

Teacher: 75. 

I am a genius! Betty: 76. 

Excellent, well done!  Teacher: 77. 

 

Betty’s difficulties are manifested by her avoidance of 
calculating basic facts. Writing on the board helped her to 
think about intermediate calculations (lines 52, 56, 64, 72). 
She preferred to focus on the procedure of the strategy using 
"___" as a place for the calculated result and the teacher 
accepted that, helping her in critical moments such as 
encouraging her by saying she is on the correct track (line 
63), to focus her attention and avoid distractions (line 55, 
65), or giving her hints by using the money terms in critical 
moments (lines 71, 73). 

Most of lessons 6-7 were devoted to practicing next to 
the computer and solving worksheet tasks. Betty asked to 
play alone and the teacher let her. Lesson 8 was devoted to 
the final assessment where Betty succeeded (Table I, tasks J, 
K).  

Overall, Betty's learning process illustrates the fragility 
of her knowledge, the inconsistency of her performance, her 
impulsivity in the computerized context, the clear 
delegitimization of this behavior by the teacher, combined 
with her support, which led to moments of success by using 
writing as a tool for self-direction.  

VII. DISCUSSION  

Here we discuss the hypotheses and factors that 
influenced the students’ learning within the rich 
environment.  

A. The Computerized Context as a Double-edged Sword 

The computer-peer setting was found to be both 
supportive and destructive in terms of students’ learning. The 
computer played a major role in making students active and 
engaged in mathematical discussions about the current 
subtraction task with their peers and the teacher, despite the 
students’ fragile knowledge. We saw moments of synergy 
[16] when the presence of peers induced a reflection about a 
wrong calculation, and a discussion about the strategy 
applied. Teachers’ interventions in this context were 
welcomed and fruitful. However, as Betty's case study 
illustrates, there were also situations in which the computer 
game encouraged trial and error because of the time factor 
and the competitive nature of games. The teacher, in her 
attempt to disrupt the trial-and-error discourse, often had to 
compete with students as exemplified above.   

B. Group Discusions: Participation Alongside Silence 

We expected that the group discussions would encourage 
students to talk about mathematics and therefore, foster their 
ability and wiliness to provide explanations. The findings 
indicate that the teachers' requests for explanations, 
especially the question about which strategy they chose to 
apply for solving the tasks, were alien. This is probably 
because in regular math classrooms LAS are rarely asked to 
explain their answers. Therefore, the group discussions did 
not yield the rich discussions we had hoped for. Nonetheless, 
we observed that the ability of most students to provide 
explanations had developed during their participation. 
However, these students did not develop new strategies, but 
rather, used the strategies they had been introduced to at the 
beginning. This behavior aligns with the LAS’s tendency to 
focus on a given algorithm, given by an external authority. In 
addition, in this context, as demonstrated in the discussion 
routine (Fig. 4), students’ discursive acts were mostly in 
response to the teacher and merely addressed her.  

C. Movement within the Rich Environment: Evidence of 

Diffusion 

In our design we had expected a metaphorical diffusion 
between the two contexts in which students performed and 
collaborated—that students’ activeness, ability, and wiliness 
to discuss with their peers when failing to solve a task on the 
computer would diffuse to the group discussion and that the 
teacher-led discussions would enrich the mathematical 
discursive practices, which would then diffuse to the 
computer context. Apparently, this diffusion is not 
straightforward and a fine-tuned design is required to support 
its occurrence.  

D. RME: A Valuable Factor  

In line with other empirical studies [17], RME was found 
to be a valuable factor in facilitating LAS meaningful 
learning. Students adapted the real-life money model to 
resolve the subtraction tasks, even when given in an abstract 
form. This was evident in their formulation of their solution 
process in monetary terms as well as in the conceptual 
scaffold “1 NIS equals 100 agorot”, which they often used 
when they had to reason how they subtracted the decimal.  
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VIII. CONCLUSION AND FUTURE WORK 

A. Implications for the second round 

As we had hypothesized, we found that distributed 
scaffoldings were beneficial to LAS [15]. The premise was 
that such a heterogenic population, from the cognitive and 
behavioral aspects, needs a variety of tools. Indeed, the 
environment simulated a rich “playground” where students 
experience diverse tools in order to build and develop new 
knowledge.  

Obviously, more work was required to fine tune the 
design, in order to better support students’ learning. Utilizing 
the insights gained from our analysis, in the next round we 
re-designed the group discussions in consultation with the 
literature on Accountable Talk [25], aiming at better 
facilitation of establishing the norms of mathematical peer 
discussions. We minimized the time spent in front of the 
computer game and instead, added time to the online unit, in 
which students still simulated the ice cream shop, but 
without the pressure of time  and gaining points. Finally, we 
aimed at setting the students’ mindset right from the 
beginning by explaining to them that this class is about their 
strategies. We omitted the introduction to the two strategies, 
and instead, simulated in class an affair where students 
brought personal items and had to give money and get 
change and then conducted a discussion on their calculation 
strategies. 

 

B. The next round in a nutshell 

Analyzing the rich data of 11 students in the second 
round, we found vivid mathematical discussions. Discussants 
were accountable to the group (i.e., engage in talk that builds 
on the ideas of others), according to the accepted norms of 
reasoning (i.e., talk that emphasizes logical connections and 
the drawing of reasonable conclusions using mostly the 
money model for justifications), and to knowledge (i.e., talk 
that is based explicitly on facts). While in the first round the 
teachers' requests for explanations were alien and sometime 
led to silence among students, in the second round the use of 
AT practices [25] allow the teacher to explicitly set clear 
expectations for reasoning and then to proactively support, 
diagnose, and analyze the development of students' 
mathematical reasoning. 

Consequently, nine of the 11 participating LAS showed 
evidence of positive change in their mathematical thinking 
and behavior as a result of their participation in the 
environment. Students constructed at least one meaningful 
subtraction strategy using it at a high success rate once it was 
constructed.  

Although the majority of LAS exhibited evidence of 
meaningful learning of mathematics in constructing and 
using their own computation strategies, it highlighted the 
challenges their learning difficulties pose. Their learning 
processes were inconsistent characterized by progressions 
and regressions and therefore were difficult to predict by the 
teacher [26]. In rare cases when the teacher-students 
discourse reached impasse, the setting of peer work next to 

the computer on online units was found promoted due to its 
safe and constructive space for building new knowledge.  

Future work is still required. A larger sample of 
participants is necessary in order to generalize and further 
explore LAS learning processes and outcomes in this 
environment and to gain insights as to how to support their 
learning. Indeed, as shown above, the encounter of LAS with 
a rich environment might introduce complexity and pose 
challenges to teachers, who already have to deal with many 
factors (such as the fragility of students’ knowledge, the 
inconsistency of students’ performance, the impulsivity 
within the computerized context and the silent situations in 
group discussions). Nonetheless, this study shows that 
overall, the rich CSCL environment was successful. Not only 
had students gained meaningful mathematical knowledge, 
such as strategies to solve subtraction tasks—they also 
practiced socio-mathematical behavior that differed from 
what they were used to: they moved from passive reliance on 
authority, as well as impulsive and individualistic 
interactions in class, towards active, thoughtful collaboration 
about mathematical meaning. According to the regular class 
teachers, to some extent, this behavior has diffused to their 
regular classes. Thus, we can conclude that meaningful 
learning of LAS is feasible and furthermore, that LAS can 
benefit from CSCL settings, which stands in contrast to their 
characteristics in the literature as passive or even detached 
individualists [2].  

We believe that a rich CSCL environment, involving a 
computer game, real context mathematics, peer discussions, 
and teacher mediation may be the key for promoting LAS’s 
learning. In this respect, our work makes a modest step 
towards achieving equity in mathematics education by 
extending the teaching of mathematical meaning to 
academically diverse students.  
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Abstract—Embedded peripheral devices such as memories, 
sensors and communications interfaces are used to perform a 
function external to a host microcontroller. The device 
manufacturer typically specifies worst-case current 
consumption and latency estimates for each of these peripheral 
actions. Peripheral Activity Completion, Estimation and 
Recognition (PACER) is introduced as a suite of algorithms that 
can be applied to detect completed peripheral operations in real-
time. By detecting activity completion, PACER enables the host 
to exploit slack between the worst-case estimate and the actual 
response time. These methods were tested independently and in 
conjunction with Intra-Operation Dynamic Voltage Scaling 
(IODVS) on multiple common peripheral devices. For the 
peripheral devices under test, the test fixture confirmed 
decreases in energy expenditures of up to 80% and latency 
reductions of up to 67%. 

Keywords-embedded systems; energy aware embedded 
computing; embedded profiling; embedded performance analysis; 
Dynamic Voltage Scaling (DVS); low-power; low-energy; wireless 
sensor node (WSN); adaptive embedded systems. 

I.  INTRODUCTION 

Embedded systems are often constrained by timing and 
energy budgets because both factors affect the resultant cost 
and size of the system. Peripheral devices external to the 
microcontroller (MCU) such as those shown in Figure 1 can 
play a significant role in system-wide energy consumption. 
PACER [1] decreases dynamic power consumption and 
latency by exploiting slack between actual versus worst-case 
operation time. This contrasts with other methods that focus 
on decreasing static power usage of peripherals [2] [3] [4]. 

Device manufacturers derive and specify the worst-case 
operation duration by summing exacerbating factors including 
age, temperature and voltage. Using the worst-case operation 
time as a naïve guideline, the worst-case energy consumption 
of a given operation is characterized by (1). 

𝐸 = 𝑃 (𝑡)𝑑𝑡 + 𝑃 (𝑡)𝑑𝑡 (1)

Where 𝑡  and 𝑃  are the time and power comprising the 
actual operation while 𝑡  and 𝑃  are the time and 
power comprising the period between operation completion 
and the worst-case execution time. 

Most peripheral devices provide a mechanism for 
signaling that operations completed earlier than the 
maximum. However, using these mechanisms results in sub-

optimal power performance. For example, a common method 
of detecting write completion on external non-volatile 
memory relies on polling a status register. Performing this 
signaled method has power and energy consequences: 

𝑃 = 𝑃 + 𝑃 + 𝑃 + 𝑃 + 𝑃  (2)
 𝑃 : MCU must be active while polling 
 𝑃 : MCU communications driver must be active 
 𝑃 : Communications incurs 𝑃 = 𝑐𝑓𝑉  penalty 
 𝑃 : MCU and device voltages must be matched.  

o Neither can use dynamic voltage scaling 
 𝑃 : Device communications driver must be active 

𝐸 = 𝑃 (𝑡) + 𝑃 (𝑡) 𝑑𝑡 (3)

The components of 𝑃  are highly variable between 
microcontrollers, systems and devices. The signal may 
involve protocol-level communication or it may be as simple 
as an interrupt pin and that signal may traverse PCB traces 
with considerable capacitance. 𝐸  can exceed 𝐸 . 

Both interface methods incur a power penalty and the 
naïve worst-case method also incurs a latency penalty. As the 
energy cost of computation continues to decrease in modern 
microcontrollers, it becomes more rewarding to use onboard 
intelligence to minimize the impact of power and latency 
penalties. PACER develops adaptive timing, current usage 
and charge consumption heuristics for estimating or 
recognizing early completion of peripheral operations, thus 
reducing total latency and energy consumption. 

The prediction is verified in real-time against the actual 
state and the heuristic is updated with the results. In this 
fashion, the algorithms are resistant to variations in behavior 
that may occur across the lifecycle of the device. PACER is 
evaluated against a variety of embedded peripherals and is 
shown to significantly decrease both energy consumption and 
latency of peripherals with minimal computational overhead. 

Figure 1: Typical Embedded System with Device Current Feedback 
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Figure 2 shows the current profile for the common 

peripheral operation of writing a page to EEPROM. The 
manufacturer-specified mandatory wait period is 5ms, 
beginning about the 1.75ms mark. As the device transitions 
through the Idle  Write  Wait  Verify states, it can be 
inferred from the current profile that the operation completed 
by the 4.75ms mark and that it was not necessary to delay until 
approximately 6.5ms per the specification. This 1.75ms 
differential is slack that can be exploited to decrease latency. 

There are a wide variety of peripheral devices with a 
correspondingly wide variety of completion determinism and 
current profiles. PACER introduces three methods by which 
the host MCU can estimate or detect early completion of 
peripheral operations while also minimizing computational 
overhead. Devices with highly deterministic timing respond 
best to the timing heuristic while those with variable timing 
respond best to current or charge heuristics. Through low-
overhead early completion detection, PACER is able to 
decrease both latency and system-wide energy consumption. 

II. RELATED WORK 

Intra-Operation Dynamic Voltage Scaling [5] (IODVS) 
has been shown to significantly reduce the energy 
consumption of embedded peripherals (Flash, EEPROM, 
sensors, etc.) during their voltage-independent states. These 
states typically occur during mandatory delay periods while 
the peripheral completes a specified operation. When 
implementing IODVS, the host MCU and peripheral devices 
are placed on different voltage domains throughout the course 
of the voltage-independent state. Because of this, it is not 
possible for the MCU to poll the peripheral device for 
operation completion. Polling is also shown to be a rather 
costly operation due to (2) and (3). Without the ability to 
communicate to the peripheral device, PACER is necessary to 
achieve minimal operation latencies. 

A. Timing Heuristic 

Peripheral operations can vary in their latency or 
completion times due to a number of factors. Temperature can 
significantly affect the completion time for peripherals with 
deterministic timing requirements such as DRAM [6]. Device 
aging can also affect timing due to a number of issues 
resulting from fundamental semiconductor physics [7]. 
Furthermore, some devices simply have non-deterministic 
completion times due to features such as MMUs and caches 
that are implemented in various data storage devices like 
Micro-SD cards, or age and wear as they effect FLASH 
storage timing. 

Because the latency can vary significantly between 
operations, it is necessary to develop a timing heuristic that 
can adapt to slowly changing effects like age and temperature 
as well as rapidly changing factors like cache hits and misses. 
Adaptive delay estimation is not a new problem [8] and 
research continues to compensate for non-deterministic delay 
with different approaches for wireless communications, 
control systems and mass storage latency [9]. 

B. Energy Heuristic 

For devices with highly variable timing and dynamic 
current consumption characteristics, integrating the current 
consumption of the device throughout an operation can allow 
for better detection of completion. Some operations can be 
characterized by the amount of charge necessary to complete 
them. This technique is referred to as “coulomb counting” and 
is a common technique used to determine the state of charge 
in rechargeable batteries [10]. 

C. Current Heuristic 

The completion of some peripheral operations are easily 
detectable by their current consumption profile. These devices 
have a distinct and deterministic current profile that can be 
characterized and used to estimate the moment when an 
operation completes. 

Figure 2: A Typical External Memory Transaction with IODVS and PACER 
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Simple and differential power analysis (SPA and DPA) 
attacks are performed by monitoring device current 
consumption with very fine grained detail. These attacks seek 
to undermine encryption techniques by monitoring the current 
consumption of the processor and detecting the moment at 
which the processor executes a branch operation [11]. The 
attacks have been performed on an ARM Cortex MCU using 
AES and required an extensive measurement setup to 
accomplish [12]. PACER is inspired by this previous work 
using fine-grained in-circuit current measurement and 
fortunately benefits from much more lenient sampling 
requirements. 

III. METHODS 

A. Timing Heuristic PACER-T 

Some peripheral operations exhibit highly deterministic 
timing qualities. Such a device is likely to be internally 
clocked and the operation is waiting for some number of clock 
cycles to expire before signaling that the operation completed. 
Such operations are typified Figure 3 in that neither the total 
energy consumed, nor the profile of that consumption are 
necessary to predict completion. Regardless of the power 
profile, the operation always completes within a deterministic 
window of time. Erases and write operations to EEPROM and 
flash are typical examples of this behavior. 

PACER-T uses the successive approximation algorithm 
shown in (4) to determine the optimal delay for an operation. 
The algorithm begins by executing an operation with the 
amount of delay specified in the device datasheet. After each 
iteration, if the operation completed earlier than predicted 
(Pass), then the amount of delay is halved. Otherwise, the 
operation was ongoing (Fail) and the next delay is increased 
by half the distance to the last previously successful operation. 

𝑃𝑎𝑠𝑠:

𝑇 =  𝑇

𝑇 = 𝑇 −
𝑇 −  𝑇

2

 

𝐹𝑎𝑖𝑙: 𝑇 = 𝑇 +
𝑇 −  𝑇

2
 

𝐼𝑛𝑖𝑡𝑖𝑎𝑙 𝐶𝑜𝑛𝑑𝑖𝑡𝑖𝑜𝑛𝑠: 𝑇 = 𝑇 , 𝑇 = 0 

(4)

 

Figure 3: Profile of Three Time-Deterministic Operations 

The algorithm is executed online and provides the tightest 
possible timing. Upon expiration of the predicted wait period, 
if the device status register indicates that the operation is still 
occurring, then the algorithm has yielded an early prediction 
and it is appropriate to continue to wait. This would be 
considered the ‘Fail’ case of (4) and future estimates are 
increased. Otherwise, if the device status register indicates 
that the operation is complete, then the algorithm has yielded 
a late prediction and it is appropriate to reduce future 
estimates. 

B. Energy Heuristic PACER-E 

Operations that consume a deterministic amount of energy 
are better characterized by PACER-E. For example, the 
operation might involve the charging of a storage element 
such as an inductor or capacitor. In any case, a certain amount 
of energy is required to complete the operation and once that 
energy requirement has been satisfied, the peripheral device 
considers the operation to be complete. Figure 4 is an example 
of an energy bound operation. 

The energy based heuristic was performed similarly to 
PACER-T in that successive approximation is used. The 
system multiply-accumulates voltage and current samples fed 
to the peripheral device. When the digital integration has 
reached the test value, the operation is ‘complete’ and checked 
for correctness. The mechanics of (4) are applied to PACER-
E, except that all T limits are replaced with E energy limits. 
PACER-E is slightly less precise than the timing based 
algorithm due to the time required to both sample and perform 
the digital integration necessary for threshold checking. 

The energy consumed throughout a test is calculated using 
the fundamental relationship shown in (5). The results were 
calculated offline via (6) and (7), where S is the state of the 
device, and Ts is the sampling period. 

𝑃 =  𝑉𝐼 =  
𝐸

𝑡
 (5)

𝐸 = 𝑉 𝐼 𝑇  (6)

𝐸 = 𝐸  (7)

 
Figure 4: Profile of Three Energy-Deterministic Operations 
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C. Current Heuristic PACER-C 

Some operations cannot reliably be defined in terms of 
time nor energy. One example of a non-deterministic 
operation would be communications tasks performed by 
Ethernet or wireless devices that have non-deterministic 
transmission latencies. Another example would be memory 
devices that incorporate an onboard memory hierarchy. In 
such devices, operations are affected by cache latencies. 

PACER-C provides recognition that the operation is 
complete by measuring the idle current usage of the device 
before the operation begins and marking the operation as 
complete after the current returns to idle. In order to 
accommodate operations where the current returns to idle and 
yet the operation has not yet completed, the algorithm 
incorporates both a minimum latency and an idle current 
percent threshold to mark the operation as complete. 

Algorithm 1: PACER-C 

1: ICT = (Idle Current Measurement) * threshold 
2: Execute Peripheral Device Operation 
2: While (t < Minimum Latency) and (I > ICT) then 
3:  I = New Current Measurement 
4: End While 
PACER-C is described by Algorithm 1 and begins by 

taking a sample of the device input current while idle. Next, 
the operation is executed and the algorithm waits for a 
minimum latency period to expire. The operation is 
considered complete after the output current returns to the 
threshold percentage of its previous state. The threshold for all 
following experiments was set empirically at 110%. 

PACER-C is the most basic method to determine in real 
time if an operation is complete and may also be prone to false 
positives in some cases. There are many more advanced 
algorithms that can suit the purpose such as a multi-layer 
perceptron that is used in neural networks that could be used 
to identify features in real-time. It is notable however, that 
reducing the complexity of the detector is important so that 
the algorithm can ensure that it is keeping pace with incoming 
samples. Naturally, more complex algorithms could be 
accommodated by a more powerful host microcontroller. 

IV. MATERIALS 

PACER and IODVS are implemented on an STM32F429 
MCU supported by the STMicroelectronics DISCO board and 
hosted by the PRIME (Precise Real-Time In-Circuit Micro-
EMS) assembly. The board provides 64MB of SDRAM which 
allows for simultaneous sampling throughout the test suite at 
very high speed. All experiments were sampled at 1MSPS and 
the SDRAM allowed any individual experiment to last up to 
1 full second. All of the analog conversions as well as the 
device state sampling were performed via DMA. Therefore, 
the test fixture is expected to have had no impact on the 
operation under test. 

The PRIME assembly, shown in Figure 6, hosts a variety 
of peripherals (labelled in red as DUT: Devices Under Test) 
that are common in embedded designs. The board provides 
access to Bluetooth, Wi-Fi and a Si1143 proximity detector. 
PACER was evaluated on NAND and NOR FLASH 
memories, as well as a commercial EEPROM, temperature / 
humidity sensor and four independent Micro-SD cards. 

At 1 MSPS and 4 channel measurements and 2 bytes per 
sample, each test can result in up to 8 megabytes of data. 
Because repeatability is so important, each test was run 50 
times. Therefore, bandwidth became a limiting factor and a 
Hi-Speed (480Mbps) USB module was added to the board to 
allow for rapid development. Operating as a virtual 
communications port and using MCU parallel bus, actual 
bandwidth was realized at approximately 120Mbps. 

Each of the peripheral devices under test has some method 
of determining if an operation completed successfully. For the 
memory devices, a simple read-back verification is sufficient 
to determine correctness and is a common practice among 
embedded designs. The temperature and humidity sensor 
provides a status bit indicating if an operation is in progress, 
thus indicating that a requested operation has not yet 
completed. 

Power is provided and voltage is modulated to each 
individual device on the domain using independently 
configurable power supplies. The ASDM-300F module 
shown in orange on Figure 6 provides a high-efficiency buck 
power supply, followed by a linear regulator with a high 
ripple-rejection ratio. A high-precision and clean power 

Figure 5: Profile of Three Non-Deterministic Operations 

Figure 6: PRIME (Precise Real-Time In-Circuit Micro-EMS) 
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supply is important because PACER uses the current profile 
to make real-time decisions. If the power supply outputs a 
significant amount of noise, then it becomes difficult to 
acquire signal and determine activity completion in real-time. 

The ASDM-300F is also outfitted with a dual current 
measurement circuit using the Maxim MAX4377HAUA+. 
This circuit allows the host to measure both the input and 
output current of the power supply with high analog 
bandwidth. Figure 7 shows peripheral current output (PIOx) 
and peripheral current input (PIIx) along with peripheral 
voltage (PVx) routed to their associated ADCs on the MCU. 
Note that all signals are buffered to provide high-driving 
capability and therefore a fast response time. 

Ultimately, these measurements are used to determine 
activity completion with the PACER-E and PACER-C 
algorithms. It is important to note the gain-bandwidth product 
of the amplifier. High frequency content will be attenuated to 
some degree and the actionable data output would be of higher 
quality if a higher frequency device were available. 

 

 
Figure 7: Voltage and Current Measurements from ASDM-300F 

While measuring and classifying activity completion, it is 
important that each device be analyzed independently. The 
PPS-330D shown in yellow on Figure 6 allows the host to 
switch the voltage domain of an individual peripheral to any 
one of three domains, or disconnect the device entirely  

PPS-330D devices are connected to each peripheral, and 
while a peripheral is under test, the remaining devices are 
switched to an alternate voltage domain. Thus, each device is 
independently classified in-system without physically 
removing other devices that may affect current measurements. 
Once the devices are characterized, then their individual 
contributions to the power supply current output can be 
deduced through superposition. The PPS-330D is convenient 
for initial profiling, but unnecessary for a streamlined 
implementation. The ASDM-300F is necessary for an IODVS 
implementation, but PACER-E and PACER-C only require 
the current measurement component. 

V. RESULTS 

Initial IODVS results were repeated so as to establish a 
baseline with which to compare the results of PACER. 
Previous experiments required the results to be averaged 
many times over. The PRIME assembly provides high enough 
signal to noise ratio that averaging multiple test results is 
unnecessary and a simple 50-sample moving average provides 
enough filtering while maintaining a quick response time. 

 

 

A. MCP25AA512 EEPROM 

The Microchip EEPROM is specified by the manufacturer 
for a 5ms mandatory wait period following the write 
command and data. The full state transition diagram is shown 
in Figure 8. Upon receiving a write command and associated 
data, the delay begins and the operation completes after a 
verification stage. This operation is highly deterministic with 
respect to time, energy and current profile. 

 

 

 
Figure 9: EEPROM Write Cycle Using IODVS and PACER-T 
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TABLE I.  MCP25AA512 EEPROM PACER RESULTS 

Stage 
Latency Results (ms) 

Control PACER-T Diff. PACER+IODVS Diff. 

Wait 5.05 3.51 30.5% 3.51 30.5% 

All 5.98 4.44 25.7% 4.44 25.7% 

 Energy Results (uJ) 

Wait 46.84 37.89 19.1% 27.85 40.5% 

All 53.05 43.91 17.2% 32.40 38.9% 

The current waveform of Figure 9 shows that the 
EEPROM write operation begins at t=1.5ms and indicates 
completion at approximately t=5ms instead of t=6.5ms as 
specified by the manufacturer. After applying the PACER-T 
algorithm, it is indeed true that the operation was complete at 
the 5ms mark, thus reducing the wait latency by 30.5%.  

Due to the deterministic nature of the operation, all 
algorithms identified activity completion with high accuracy 
as summarized in TABLE I. The PACER-E and PACER-C 
algorithms were also successful in identifying activity 
completion with latency reductions of 25.7% and 23.2%, 
respectively. The two algorithms do require additional 
computation to integrate or otherwise observe the current 
waveform. Given identical performance, PACER-T is the best 
choice in this application. 

B. Numonyx M25PX16 NOR Serial Flash 

NOR flash modules sacrifice byte-wise modification for 
overall capacity. The M25PX16 presents 16MBits of capacity 
in a small package, but the host must erase sub-sectors of flash 
(4K) to write pages of flash (128B). To perform a read-
modify-write operation, the host must read the contents of a 
sub-sector, modify the contents locally, erase the sub-sector in 
flash and finally write the modified contents back to the flash 
on a page-by-page basis. The complete state transition 
diagram is shown below in Figure 10. 

Both the sub-sector erase and page write have a worst-case 
delay specified by the manufacturer. PACER algorithms were 
run against both operations to find the comprehensive result. 
Although specified for 150ms, the current waveform indicates

 
Figure 10: Serial Flash Write State Transition Diagram 

 
Figure 11: NOR Serial Flash Write-Cycle using IODVS and PACER-T 

that the sub-sector erase completed approximately 65ms after 
it begins. Page writes are specified for a worst-case 
completion time of 10ms but through the application of 
PACER-T, they complete much faster as shown in TABLE II. 
The wait figure is the total amount of time spent waiting for 
the erase and the aggregate amount of time for each page 
write. The PACER-T algorithm delivered a 70% decrease in 
wait latency which yielded a 38.9% decrease in overall energy 
consumption. The worst-case manufacturer specification 
appears to be very pessimistic, although may be appropriate 
across both process and temperature variables. 
 

TABLE II.  M25PX16 NOR SERIAL FLASH PACER RESULTS 

Stage 
Latency Results (ms) 

Control PACER-T Diff. PACER+IODVS Diff. 

Wait 231.57 69.47 70.0% 66.92 71.1% 

All 243.87 82.45 66.2% 80.26 67.1% 

 Energy Results (uJ) 

Wait 2138.3 1212.0 43.3% 1029.52 51.9% 

All 2277.0 1392.0 38.9% 1158.26 49.1% 
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C. Microchip SST26VF016B Serial NAND Flash 

The SST26 serial flash module uses NAND-like control 
logic to provide higher capacity and lower latency than the 
NOR serial flash. However, the device sacrifices the random-
access timing benefit of NOR flash. The serial flash module 
must therefore read an entire page of flash into a local buffer 
before providing read data to the host. This can result in non-
deterministic read and write access times. 

Despite the core logic differing from the M25PX16, 
PACER-T still performed the best. Application yielded a 
66.6% decrease in aggregate wait times and a 17.8% decrease 
in energy consumption due to waiting as shown in TABLE III.  

TABLE III.  SST26VF016B NAND SERIAL FLASH PACER RESULTS 

Stage 
Latency Results (ms) 

Control PACER-T Diff. PACER+IODVS Diff. 

Wait 57.61 19.26 66.6% 19.27 66.6% 

All 71.28 32.94 53.8% 32.95 53.8% 

 Energy Results (uJ) 

Wait 1053.0 806.2 23.8% 584.87 44.5% 

All 1247.9 997.26 17.8% 801.95 35.7% 

 

 
Figure 12: NAND Serial Flash Write Cycle Using IODVS and PACER-T 

D. An assortment of Micro-SD Memory Cards 

Onboard caches and memory management units cause the 
write operation of Micro-SD cards to have non-deterministic 
timing. In this case, PACER-C is the only algorithm that can 
reliably detect when the operation is finished. As with all 
memory tests, writes were performed with random data to 
random addresses throughout the memory space and so the 
cache performance is thoroughly exercised.  

Figure 13 shows the massive power and latency difference 
between a cache miss and a cache hit. The cache miss has an 
overall response time of about 150ms, while the cache hit has 
a response time of about 1ms. It is important to recall that 
PACER-C is effective in this situation because it samples 
current on the domain at 1us intervals and makes decisions 
with a 50 sample moving average. 

The SD-Card protocol is polling-based, as shown in the 
state transition diagram of Figure 14. There can be significant 
power-up and initialization delays. This prevents traditional 
dynamic power management (disabling the peripheral when 
not in use) techniques from being effective. Although constant 
polling is a good way to minimize latency, it results in extreme 
power increases. The analysis uses worst-case execution time 
(WCET) as the control group. 

 
Figure 13: A Micro-SD Card Cache Miss and a Cache Hit 
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Figure 14: Micro-SD Memory Card Write State Transition Diagram 

The WCET for each Micro-SD Card was determined to be 
the longest-observed operation duration for the measurement 
set under consideration. This WCET typically corresponds 
with a cache miss on the device. 

Figure 15 helps to describe the performance differences 
shown in TABLE IV. The control delay is set to the WCET 
delay for each characterization, PACER-C allows the host to 
react to those operations deviating considerably from the 
control. Therefore, the Sandisk and Lexar cards benefitted 
considerably because they exhibit a bimodal timing 
distribution. The Swissbit card benefits decisively because of 
the mostly normal timing distribution. The Kingston card does 
not benefit as much because write timing exhibits a very low 
standard deviation. To present complete timing effects, a 
thorough latency analysis would need to be done on each 
device. Only energy results are presented here, but they are 
correlated with overall latency decreases. 
 
 

 
Figure 15: Timing Performance among Tested SD-Cards 

TABLE IV.  MICRO-SD CARD PACER RESULTS 

Stage 
Energy Results (uJ) 

Control PACER-C Diff. PACER+IODVS Diff. 

Sandisk 17066 15198 10.9% 11848 30.6% 

Lexar 22707 21428 5.6% 16977 25.24 

Swissbit 2763 914 66.9% 554 80.0% 

Kingston 942 933 0.9% 897 4.8% 

 
The Sandisk, Lexar, Swissbit and Kingston cards were 

manufactured in 2007, 2008, 2014 and 2015, respectively. It 
is reasonable to infer that the technology within the card 
advanced considerably within that time and will continue to 
do so in the future. Another key-takeaway from the statistical 
distribution of write operations on random memory locations 
is that the associativity appears to be different between the 
cards. The Lexar and Sandisk cards appear to be set-
associative while the Swissbit appears to be fully associative. 
The standard deviation and response time was so low for the 
Kingston card that it cannot be determined what type of cache 
structure is used internally. 

E. Honeywell HIH-6130 Temperature / Humidity Sensor 

The Honeywell HIH-6130 communicates via the I2C bus. 
Therefore, the device must only match the host voltage during 
the host-read states which is convenient for IODVS 
application. As shown in the state transition diagram of Figure 
16, the host requests the sensor to take a measurement and 
then waits the manufacturer-specified 45ms for the 
measurement to complete. Finally, the host retrieves the 
completed measurement. PACER-E demonstrated the best 
performance among the algorithms, perhaps because of the 
capacitive nature of the peripheral ADC. The effects are 
shown in Figure 17 and the numeric results are presented in 
TABLE V.  

The PACER-T algorithm also produced impressive results 
with a wait latency of 31.66ms and wait energy of 254.14uJ. 
Compared with PACER-E, the result corresponds with a 
slightly increased latency of 0.5% and slightly increased 
energy consumption of 4.3%. For some applications, the 
simplicity of the PACER-T implementation may be preferable 
when compared to the best performing PACER-E algorithm. 

 

 
Figure 16: HIH-6130 State Transition Diagram 
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Figure 17: HIH-6130 Measurement Cycle Using IODVS and PACER-E 

TABLE V.  HONEYWELL HIH-6130 PACER RESULTS 

Stage 
Latency Results (ms) 

Control PACER-E Diff. PACER+IODVS Diff. 

Wait 45.27 31.45 66.6% 19.27 66.6% 

All 45.99 32.17 53.8% 32.95 53.8% 

 Energy Results (uJ) 

Wait 325.95 240.29 26.3% 169.62 48.0% 

All 330.50 245.39 25.8% 173.89 47.4% 

VI. SYSTEM COST / BENEFIT ESTIMATION 

Application of the PACER algorithms results in moderate 
to extreme decreases in peripheral response time and power 
consumption. These algorithms do require that the application 
MCU perform some computation before and during the 
peripheral operation. All of the algorithms require a high-
precision (hardware) timer and PACER-E/C require active 
analog to digital conversion (ADC). 

Equation (1) of the introduction demonstrates the 
difficulty in accurately estimating the power consumption of 
a polling scenario. Fortunately, keeping the control group as 
the WCET does allow for an estimate of overall impact. 

TABLE VI.  ALGORITHM RESOURCE REQUIREMENTS 

 CPU Usage Timer ADC DMA, 
Waiting  0% Active Disabled Inactive 

PACER-T  <1% Active Disabled Inactive 
PACER-E  5% Active Active Active 
PACER-C 3% Active Active Active 

TABLE VII.  MODERN MICROCONTROLLER CHARACTERISTICS 

MCU STM32F730 STM32F401 Apollo2 
Frequency (MHz) 216 84 48 
CPU Current (mA) 90 11.5 0.432 

ADC (mA) 1.6 1.6 0.541 
DMA (mA) 3.1 1.7 N/A 

 
The resource requirements for implementing both the 

control group and the various PACER algorithms are shown 
in TABLE VI. Performance and power estimates of required 
peripherals among a few modern MCUs are shown in TABLE 
VII. The most important aspect of this data is the massive 
increase in CPU energy expenditure in order to enable high-
speed analog sampling. 

The PACER-E and PACER-C tests were completed with 
a 1us sampling period. The ADC results were transferred via 
DMA to a buffer where they were arithmetically manipulated 
in order to achieve the current and energy results as required 
by the algorithm. The Apollo2 MCU does not have a DMA 
unit onboard and therefore the sampling period would need to 
be reduced and CPU energy expenditure would rise. 
Fortunately, due to the sub-threshold switching nature of that 
MCU, the expected utilization increase would not result in 
substantially higher overall energy expenditure. 

Primarily, these tables indicate that PACER-T is generally 
the best algorithm to implement from a system-level 
evaluation. For non-deterministic peripherals such as the 
Micro-SD cards, only the PACER-C algorithm was able to 
detect early completions. In this case, a balance needs to be 
achieved between the energy costs of sample rate and 
peripheral latency/power reductions. 

VII. EXTENDED ALGORITHM RESULTS 

Previous sections presented only the result of the best 
algorithm. Complete results are presented in this section for 
each peripheral against each and every algorithm. 

There is an exception for the Micro-SD cards because 
those devices are non-deterministic and therefore the results 
presented in that section are already comprehensive. 

Note that the abridged results of the previous sections have 
had the final idle-phase of each test removed because that 
additional power consumption and latency is an artifact of the 
test fixture rather than real-world application. The following 
tables TABLE VIII through TABLE XV present the complete 
and comprehensive results of the tests run on each device 
under test. 
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TABLE VIII.  EEPROM OPERATION ENERGY 

State Control IODVS PACER-T PACER-T + IODVS PACER-E PACER-E + IODVS PACER-C PACER-C + IODVS 

Idle 6.03 2.47 6.04 2.52 6.06 2.47 6.13 2.48 

Writing 2.71 2.55 2.73 2.51 2.69 2.50 2.80 2.58 

Waiting 46.84 33.85 37.89 27.85 33.59 25.06 35.47 26.24 

Read 3.50 3.48 3.29 2.04 3.51 3.49 3.55 3.21 

Idle 5.89 5.76 15.30 13.42 14.97 14.16 14.50 14.03 

Active Total 64.97 48.11 65.24 48.34 60.82 47.69 62.44 48.54 

Delta 0.00% -24.83% -17.24% -38.93% -25.00% -41.46% -21.17% -39.62% 

 

TABLE IX.  EEPROM OPERATION LATENCY 

State Control IODVS PACER-T PACER-T + IODVS PACER-E PACER-E + IODVS PACER-C PACER-C + IODVS 

Idle 1.025 1.025 1.026 1.025 1.026 1.025 1.038 1.038 

Writing 0.429 0.43 0.429 0.429 0.429 0.43 0.429 0.429 

Waiting 5.045 5.044 3.508 3.507 3.54 3.508 3.603 3.653 

Read 0.506 0.508 0.506 0.507 0.506 0.506 0.507 0.508 

Idle 0.994 0.992 2.53 2.531 2.498 2.53 2.422 2.371 

Active Total 5.98 5.982 4.443 4.443 4.475 4.444 4.539 4.59 

Delta 0.00% 0.03% -25.70% -25.70% -25.17% -25.69% -24.10% -23.24% 

 

TABLE X.  NOR SERIAL FLASH OPERATION ENERGY 

State Control IODVS PACER-T PACER-T + IODVS PACER-E PACER-E + IODVS PACER-C PACER-C + IODVS 

Idle 6.04 4.66 6.05 4.61 6.07 4.65 6.15 4.63 

Reading 49.99 50.08 58.08 50.21 50.13 49.89 49.87 50.14 

Erase 0.95 0.96 0.91 0.94 0.96 0.97 0.99 0.95 

Total Write 39.17 36.31 63.05 41.26 37.68 20.40 37.36 17.81 

Total Wait 2138.32 1713.89 1211.99 1029.52 1501.73 1178.32 1319.34 1040.74 

Reading 48.60 48.78 51.91 31.72 48.59 33.76 48.47 42.02 

Idle 37.05 33.13 929.24 711.59 689.63 576.83 859.97 657.46 

Active Total 2277.02 1854.68 1391.98 1158.26 1645.17 1287.98 1462.18 1156.28 

Delta 0.00% 18.55% 38.87% 49.13% 27.75% 43.44% 35.79% 49.22% 
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TABLE XI.  NOR SERIAL FLASH OPERATION LATENCY 

State Control IODVS PACER-T PACER-T + IODVS PACER-E PACER-E + IODVS PACER-C PACER-C + IODVS 

Idle 1.04 1.04 1.04 1.04 1.04 1.04 1.05 1.05 

Reading 4.27 4.27 4.27 4.27 4.27 4.27 4.27 4.27 

Erase 0.08 0.08 0.08 0.08 0.08 0.08 0.08 0.08 

Total Write 3.31 3.32 3.31 3.32 3.31 3.32 3.31 3.32 

Total Wait 231.57 231.57 69.47 66.92 104.81 120.17 80.15 79.06 

Reading 4.64 4.64 4.27 4.63 4.64 4.73 4.64 4.64 

Idle 7.09 7.08 169.55 171.74 133.86 118.38 158.50 159.57 

Active Total 243.87 244.92 82.45 80.26 118.14 133.62 93.50 92.43 

Delta 0.00% -0.43% 66.19% 67.09% 51.55% 45.21% 61.66% 62.10% 
 

TABLE XII.  NAND SERIAL FLASH OPERATION ENERGY 

State Control IODVS PACER-T PACER-T + IODVS PACER-E PACER-E + IODVS PACER-C PACER-C + IODVS 

Idle 5.62 4.12 5.54 4.07 5.58 4.08 5.64 4.14 

Reading 71.49 71.57 72.58 71.52 71.45 72.10 71.54 71.39 

Erase 1.58 1.59 1.53 1.58 1.55 1.49 1.55 1.52 

Total Write 51.88 48.14 75.40 70.70 73.01 70.19 51.63 44.66 

Total Wait 1052.98 806.15 802.63 584.87 817.59 596.84 887.28 670.32 

Reading 69.97 69.81 73.11 73.27 72.90 73.11 72.75 72.85 

Idle 52.31 44.66 249.37 187.25 234.28 158.54 149.37 133.95 

Active Total 1247.90 997.26 1025.25 801.95 1036.50 813.72 1084.76 860.73 

Delta 0.00% -20.08% -17.84% -35.74% -16.94% -34.79% -13.07% -31.03% 
 

TABLE XIII.  NAND SERIAL FLASH OPERATION LATENCY 

State Control IODVS PACER-T PACER-T + IODVS PACER-E PACER-E + IODVS PACER-C PACER-C + IODVS 

Idle 1.04 1.04 1.04 1.04 1.04 1.04 1.05 1.05 

Reading 5.00 5.00 5.00 5.00 5.00 5.00 5.00 5.00 

Erase 0.08 0.08 0.08 0.08 0.08 0.08 0.08 0.08 

Total Write 3.31 3.32 3.31 3.31 3.31 3.32 3.31 3.31 

Total Wait 57.61 57.62 19.26 19.27 25.92 25.92 36.19 36.20 

Reading 5.28 5.28 5.29 5.29 5.28 5.28 5.28 5.29 

Idle 9.68 9.67 48.02 48.01 41.37 41.36 31.09 31.07 

Active Total 71.28 71.29 32.94 32.95 39.59 39.60 49.86 49.87 

Delta 0.00% 0.01% -53.79% -53.78% -44.46% -44.45% -30.05% -30.03% 
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TABLE XIV.  HIH-6130 OPERATION ENERGY 

State Control IODVS PACER-T PACER-T + IODVS PACER-E PACER-E + IODVS PACER-C PACER-C + IODVS 

Idle 5.19 3.60 5.28 3.64 5.24 3.62 5.33 3.67 

Writing 1.75 0.98 1.76 0.93 1.73 0.98 1.76 1.00 

Waiting 325.95 231.17 254.14 120.39 240.29 169.62 223.65 159.00 

Idle 0.08 0.05 0.09 0.05 0.12 0.10 0.09 0.05 

Reading 2.80 2.64 2.98 3.10 3.37 3.30 2.95 2.92 

Idle 28.04 26.18 105.49 83.50 106.34 84.62 105.31 83.60 

Active Total 330.50 234.79 258.88 124.41 245.39 173.89 228.36 162.91 

Delta 0.00% -28.96% -21.67% -62.36% -25.75% -47.39% -30.91% -50.71% 
 

TABLE XV.  HIH-6130 OPERATION LATENCY 

State Control IODVS PACER-T PACER-T + IODVS PACER-E PACER-E + IODVS PACER-C PACER-C + IODVS 

Idle 1.01 1.01 1.01 1.01 1.01 1.01 1.03 1.03 

Writing 0.23 0.44 0.23 0.44 0.23 0.44 0.23 0.44 

Waiting 45.27 45.27 31.66 31.44 31.45 31.41 31.70 31.60 

Idle 0.01 0.01 0.01 0.01 0.01 0.01 0.01 0.01 

Reading 0.49 0.95 0.49 0.95 0.49 0.95 0.49 0.95 

Idle 4.98 4.32 18.59 18.15 18.80 18.18 18.54 17.98 

Active Total 45.99 46.65 32.38 32.82 32.17 32.80 32.42 32.98 

Delta 0.00% 1.44% -29.59% -28.63% -30.05% -28.69% -29.50% -28.28% 
 
 

VIII. CONCLUSIONS 

Applying the PACER suite of algorithms to a variety of 
common embedded peripherals resulted in significant 
reductions to both latency and energy consumption. The 
PACER-T algorithm performed best against time-bound 
operations and was very competitive in energy-bound 
operations. For non-deterministic operations, the PACER-C 
algorithm performed well. When measured against a median 
baseline, the algorithm performed even better as the 
operational latency increased in randomness. 

The PACER-T and PACER-E algorithms use successive 
approximation and the PACER-C algorithm uses a return-to-
idle measurement to determine activity completion. It is likely 
that the performance of both methods could be enhanced 
further through the application of more complex algorithms. 
PACER-T could be applied to memory operations with a 
bimodal delay distribution by first testing for a cache hit and 
then delaying for a determined cache-miss time. Likewise, the 
PACER-C algorithm could be modified online so as to 
identify the current waveform features corresponding varying 
latencies, thus allowing the MCU to sleep longer. 

The designer must be judicious in selecting the appropriate 
algorithm in order to minimize total energy expenditure. For 
most cases, the PACER-T algorithm provides sufficient 
performance improvements without the added computational 

and peripheral energy costs. For devices with a non-
deterministic operation execution time, then PACER-C is the 
only option. However, the designer can still adjust the sample 
rate so as to perhaps eliminate the need for DMA and reduce 
the duty cycle of the ADC. Reducing the sample rate will 
indeed increase the latency of the algorithm, but the overall 
implications and design tradeoffs should be handled at the 
system level. 

Combining the best aspects of PACER-T and PACER-C 
would be an interesting topic for further research. Predicting 
that a memory access will result in either a cache hit with 
minimal latency. Failing that, the algorithm could assume a 
cache miss and delay for a certain amount of time before 
resuming measurements to determine if current consumption 
has returned to the idle state. This method would strive to 
reduce the duty cycle of all three MCU energy consumers, the 
CPU, the ADC peripheral and the DMA peripheral. The 
algorithm could also eliminate the need to sample the voltage 
channel because only the current channel indicates activity. 

As the cost of computation in embedded systems 
continues to decrease, it is natural to devote more 
computational resources to minimizing system-wide energy 
consumption and latency. The PACER suite of algorithms use 
minimal computational resources and are shown to decrease 
latency by up to 67% and device energy consumption by up 
to 80% when compared to the naïve worst-case estimate. 
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Abstract—Refrigeration and air conditioning systems need to 

have enough capacity to maintain the desired temperature at a 

worst-case, design load operating condition. In this paper, a 

dynamic analysis of a single-stage vapor-compression 

refrigeration system is presented. The model is constructed by 

applying the lumped parameter approach to each component 

of the refrigeration system; the first low of thermodynamic is 

applied to individual components to determine the mass and 

energy balances; then, a linear dynamical system is obtained. 

The model is implemented by MATLAB and simulation results 

are given for comparison with real values. The results of the 

simulation match with the manufacturer’s specifications. 

Keywords-Heat exchangers; Refrigerants; Dynamic Model; 

Household refrigeration; Transient conditions; Control volume. 

I. INTRODUCTION 

Refrigeration and air conditioning are an active and fleet 
developing technologies. These devices are closely related to 
the living standard of people and to the outdoor environment, 
due to ozone depletion and global warming.  

Mathematical modeling is the most practical way of 
studying the basic behavior of cooling cycle performance, 
the relative losses in various components and their 
interactions. Standard science and engineering formulations 
are applied to describe mathematically the basics processes 
occurring in the Vapor Compression Refrigeration (VCR) 
systems. Mathematical modeling is a step towards simulation 
optimization [1], [2]. 

Dynamic models are often classified using such terms as 
white box, gray box, or black box. The term white-box 
models refer to physics based models that are described 
using physical laws, such as conservation equations. These 
models also appear in the literature as mechanistic models or 
first principles models [1], [3].  

At the other extreme, black-box models refer to empirical 
or data-driven models, where transient experimental data is 
used to identify a dynamic model. This process is also 
known as system identification or time-series analysis, and it 
can be used to construct models in the time or frequency 
domain. In black-box model one tries to estimate the 
functional form of relations between variables and the 
numerical parameters with no need of detailed information 
about the components of the system [1], [3]. Examples of 
empirical models include regression analysis, polynomial 
curve fits and artificial neural networks. 

The bulk of modeling efforts for VCR systems are most 
appropriately termed as gray-box, due to they are largely 
based on the governing physics but including semi-empirical 
terms, such as efficiency maps, heat transfer correlations, 
etcetera, that come out from experimental test. Physics-based 
modeling paradigms include;  

 lumped parameter approaches that capture the gross 
pressure and cooling transients qualitatively,  

 moving boundary approaches, which model the 
dynamic variations in phase transition points, and  
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 finite control volume approaches, which use 
discretized models including temperature and 
parameter gradients, in an effort to achieve greater 
accuracy [1], [3]. 
  

TABLE I.  NOMENCLATURE 

Symbol Description Units SI 

cp,m  Specific heat of material J/kg-K 

cpi  Specific heat of refrigerant J/kg-K 

CTi Thermal capacity J/K 

g Gravity m/s2 

h Refrigerant enthalpy J/kg 

mr Mass flow rate Kg/s 

 n Politropic coefficient  

Q1 Evaporator heat rate W 

Q3  Codenser heat rate W 

QP1 Heat transfer rate to the surrounding in the 
evaporator W 

QP2 Heat transfer rate to the surroundings in the 
compressor W 

QP3 Heat transfer rate to the surroundings in the 
condenser W 

QP4 Heat transfer rate to the surroundings in the 
expansion device W 

P Pressure Bar 

T Temperature  K 

Ta Ambient temperature K 

T1 Evaporator temperature K 

T2 Compressor temperature K 

T3 Condenser temperature K 

T4 Expansion valve  temperature K 

RTi  Thermal resistance K/W 

TR,WC Compressor power input W 

ω  Angular velocity rad/s 

Vc Volumetric displacement of compressor m3 

ηp Volumetric efficiency of compressor  

υ Specific volume m3/kg 

u Specific internal energy J/kg 

z Height m 

 
 
The dynamic modeling of VCR systems has been 

subject on interest since the late 1970s, where first principle 
models were used to describe the heat exchangers. Lumped 
parameter and moving boundary models are shown in [4]-
[6]. In [7], MacArthur initiated a series of works focusing 
on a distributed parameter formulation. Nonlinear models 
have shown good approximation [8], [9], [10], but the 
complexity level increases. Later on, in 1990s, traditional 
feedback control has been investigated [11], as well as the 
multivariable control strategy [9], [10], [12], [13]. Other 
strategies have been developed to select among the degrees 
of freedom of the control variables, so that an optimal 
operation is closely obtained [14], [15]. 

 Due to thermal dynamics of VCR systems are typically 
slower than the mechanical dynamics, the model complexity 

generally resides in the heat exchangers. Previous literature 
reviews [16], [17] indicate that most of research efforts are 
focused on capturing two-phase flow dynamics in the heat 
exchangers, seeking a balance between simplicity and 
fidelity. For the purpose of this paper, the four elements of 
the thermal system will be classified into lumped parameter 
models. Lumped parameter models refer to models that 
apply lumped parameter assumptions to the entire heat 
exchanger or to fluid phases within the heat exchanger (i.e., 
Individual lumped models for superheated vapor, two-phase 
fluid, and subcooled liquid), and the result is a set of 
algebraic and first-order ordinary differential equations to 
render a simpler model computationally. In this paper, the 
term “lumped parameter model” means that each heat 
exchanger is modeled as a single-control volume (or multiple 
control volumes for each fluid phase). Most of the literature 
in the lumped parameter classification are early efforts [3], 
[17], carrying out a computational simplicity to ensure 
feasible calculation times. These modeling efforts use few 
dynamic equations and few (lumped) parameters.  

Most of analytical models are used to simulate steady-
state performance, but leaving out the transient evolution. In 
this paper, a method for predicting the cooling performance 
of a VCR system during transient and steady-state is 
presented. The dynamic model proposed in this paper is 
similar as in [18], an advantage in this analysis is because 
the refrigeration system is simplified only four control 
volumes. 

This research is developed in CIDESI Queretaro, for the 
National Laboratory for Cooling Technologies Research 
(LaNITeF). 

The paper is structured as follows. In Section II, a review 
of the refrigeration cycle principles is shown. In Section III, 
an explanation of the linearized model of the VCR system is 
presented. In Section IV, the balance of mass and energy of 
each element of the system, as well as the four ordinary 
differentials equations modelled in Matlab Simulink, are 
presented. In Section V, the validation of the model is 
shown. In Section VI, conclusions are described. 
 

II. REFRIGERATION SYSTEMS 

Vapor-compression refrigerating systems used in modern 
refrigerators vary considerably in capacity and complexity, 
depending on the application. They are hermetically sealed 
and normally require no replenishment of refrigerant or oil 
during its useful life. System components must provide 
optimum overall performance and reliability at minimum 
cost. In addition, all safety requirements of the appropriate 
safety standard (i.e., IEC Standard 60335-2-24 [19]; UL 
Standard 250 [20]) must be accomplished. The fully 
halogenated refrigerant R-12 was used in household 
refrigerators for many years. However, because of its strong 
ozone depletion property, appliance manufacturers have 
replaced R-12 with environmentally acceptable R134a or 
isobutene [21]. 

Design of refrigerating systems for refrigerators and 
freezers has been improved through new refrigerants and 
oils, wider use of aluminum, and smaller and more efficient 
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motors, fans, and compressors. These refinements have kept 
the vapor-compression system in the best competitive 
position for household application. 

A. Refrigerating circuit 

A VCR system, in its simplest form, consists of two heat 
exchangers, an expansion valve, and a compressor, Fig. 1. 
The ideal VCR system consists of four processes:  

 Isentropic compression,  

 Isobaric heat rejection and condensation,  

 Isenthalpic expansion, and  

 Isobaric heat absorption and evaporation. 
 
 

Expansion

valve

Condenser

Evaporator

Compressor

1

23

4

Warm environment

Cold refrigerated space
 

Figure 1.  Single stage ideal vapor compression cycle: schematic diagram 

[21]. 

 
Fig. 2 shows the refrigeration cycle on p-h diagram. The 

refrigerant evaporates entirely in the evaporator and 
produces the refrigerating effect. Then, it is extracted by the 
compressor at state point 1, compressor suction, and is 
compressed isentropically from state point 1 to 2. Next, it is 
condensed to liquid in the condenser, and the latent heat of 
condensation is rejected to the heat sink. 

 

 
Figure 2.   Diagram pressure (p) vs enthalpy (h) [22]. 

 
The liquid refrigerant, at state point 3, flows through the 

expansion valve, which reduces it to the evaporating 
pressure. In the ideal vapor compressor cycle, the throttling 
process at the expansion valve is the only irreversible 
process, usually indicated by a dotted line. Some of the 

liquid flashes into vapor and enters the evaporator at state 
point 4. The remaining liquid portion evaporates at the 
evaporating temperature, thus completing the cycle [21]. 

Note that energy enters the system through the 
evaporator (heat load) and through the compressor (electrical 
input). Thermal energy is rejected to the environment by the 
condenser and compressor shell. A portion of the capillarity 
tube is usually soldered to the suction line to form a heat 
exchanger. Cooling the refrigerant in the capillary tube with 
the suction gas increases the capacity and efficiency. 

A strainer-drier is usually placed ahead of the capillary 
tube to remove foreign material and moisture. Refrigerant 
charges of 150 g or less are common. A thermostat (or cold 
control) cycles the compressor to provide the desired 
temperatures in the refrigerator. During the off cycle, the 
capillary tube allows pressures to equalize throughout the 
system [21], [22]. 

III. ANALYSIS OF THE LINEARIZED MODEL 

Fig. 3 summarizes the thermodynamic model of 
commercial VCR system. The internal temperature of the 
cooler is a function of the angular speed of the compressor 
motor and the high temperature of the coolant, which can be 
obtained from the condenser model. It can be seen the 
system has several degrees of freedom represented by: the 
speed of the compressor, the difference of the expansion 
valve, and the temperature differences of the compressor and 
the evaporator. The steam compression cooling system can 
be studied by a system of multiple input and single output 
states (MISO). 

Due to the number of degrees of freedom at the entrance 
and the singular existence of the exit, the MISO control 
systems are highly effective; however, the technological 
limitations of the devices implemented in the VCR systems 
are responsible for the algorithms developed for these 
systems to be of the single input and single output (SISO). 

 This is because commercial devices only apply the 
control action in the form of activating and disabling a 
constant speed compressor, since both the expansion valve 
area differential, the temperature differentials in the 
condenser and in the evaporator are all almost constant. 

In Fig. 3 the input signal can be a change in the angular 
speed of the compressor motor, and with regard to the 
control of these devices, several control algorithms have 
been tested for the internal temperature [2], [23]. The best 
temperature regulation results are obtained from controls 
where the thermodynamic model has been simplified but 
retaining its non-linear nature [2], [23]. If the compressor 
motor speeds are pre-calculated to keep the internal 
temperature constant in a permanent state, basic control 
algorithms such as the PID have been applied to maintain the 
speed of the compressor, whose dynamics are modeled as a 
second order system [24]. 

The technology developed and applied in most vapor 
compression systems have constant speed compressors, and 
therefore, the control of the temperature inside the cooler is 
carried out through on-off control actions [25]. Also, there 
are some applications of on-off controls adjusted according 
to the thermodynamic model defined in Fig. 3 [26], [27]. 
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These controls have been developed to be able to propose 
algorithms for the optimization of energy consumption, 
because is the main objective to cover for most research 
groups working in the area of cooling systems. 

 

 
Figure 3.  Thermodynamic model of commercial coolers based on vapor 

compression [2]. 

 
Considering the dynamic response of commercial coolers 

based on vapor compression, various specialists have 
decided to simplify the dynamic model based on the property 
of retain heat and the thermal resistance of its barriers [2], 
[28], [29]. These models consider the evaporator element as 
a source of heat, which can extract or inject energy from the 
thermodynamic system. Thus, C is considered as the thermal 
capacity of the volume inside the cooler and, R is heat 
resistance of its barriers. The linearized mathematical model 
is established in (1). 

     RTT
dt

dT
CtQ ei

i /  

Q(t) is the heat injected or absorbed by the source, in 
this case the evaporator. Ti and Te are considered internal 
and external temperatures, respectively. The model is easily 
recognizable as a first-order dynamic system and the 
internal temperature depends on the motor compressor 
angular speed, as shown in Fig. 4. 

 

 
Figure 4.  Linearized model dependig on the speed of the compressor  [1]. 

In the same approach of the open-loop model, there are 
several control strategies implemented to regulate the 

internal temperature, by applying a control law to manipulate 
the compressor speed.  

Such strategies are tuned considering the parameters of 
the linearized model [30], [31]. Similar analysis is employed 
to define the conditions of the hysteresis [32], [33]. 

The typical tools to model dynamics of the vapor 
compressor systems are Neural Networks [34], [35], fuzzy 
logic [36], and genetic algorithms [37], which are heuristic 
algorithms. 

Artificial intelligence techniques, such as AAN (artificial 
neural networks), fuzzy theory and expert system, belong to 
non-model method. They do not need mathematical models 
but have high adaptability. The artificial intelligence 
technique was used to predict the performance of 
refrigeration and air conditioning appliances [38], [39], [40], 
[41]. But, the unsolvable problem in using such a method is 
because of the imperfection of the artificial intelligence 
technique itself and the limitation of the user’s 
understanding.  

The conventional mathematical model method has been 
theoretically studied and practically applied for many years. 
With the mathematical model is more likely to ensure the 
qualitative precision of simulation than the intelligent 
method. It is a good way to combine the conventional 
mathematical method with the intelligent method together in 
order to take the advantages and to avoid the shortages of 
both methods. When the modern artificial intelligence 
techniques are combined with mathematical models of 
refrigeration systems, called as model based-intelligent 
simulation [42], the simulation software has certain 
“intelligence” for simulating the actual complex objectives 
and becomes more practical. 

With the model-based intelligent simulation method, the 
predicted result of the model can well fit the experimental 
data as its empirical coefficients can be adapted by an 
artificial intelligence module. The training task of the 
artificial intelligence module will be reduced, and the 
training speed can be accelerated if the calculated results by 
the theoretical model are used as the initial or prior assumed 
values for the artificial intelligence module. The adjustment 
process of the empirical coefficients in the mathematical 
model can be converted into the training process of the 
artificial intelligence module, and can be executed by the 
computer itself. 

In this way, less or even no artificial adjustment is 
needed in the simulation, and self-learning, self-adjusting 
and self-adapting function can be realized. On the other 
hand, the number of input parameters and the dimension of 
the artificial intelligence module will be decreased since 
many important parameters including configuration 
parameters are already included in the mathematical model. 

 Those complicated, empirical and even uncertain factors 
can be incorporated into the artificial intelligence module 
and so the mathematical model can be simplified [42].  

Fig. 5 shows the simulation process of volumetric 
efficiency with compound fuzzy model. 
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Figure 5.  Fuzzy simulation for volumetric effiency of refrigeration 

compressor [43]. 

 
The disadvantage of these heuristic models is that 

internal variables do not have any physical interpretation, 
although they have an effective estimation of internal 
temperature. The non-linearity influences the performance of 
the linearized model described above. 
 

IV. DYNAMIC MODEL OF THE VCR SYSTEM 

Henceforth, the refrigeration cycle of a reciprocating 
refrigerating system is considered a closed cycle, and the 
system is operated in steady state (i.e., in an equilibrium 
state). 

A. Energy Conservation Law 

Therefore, according to the principle of continuity of 
mass and energy balance, the mass flow rates of refrigerant 
flowing through the evaporator, compressor, condenser and 
expansion (float) valve must all be equal. In addition, the 
total amount of energy supplied to the refrigeration system 
must be approximately equal to the total energy rejected 
from the system.  

The flow is continuous, and the properties of the 
refrigerant at any point in the system do not vary over time. 
Therefore, during the design of a refrigeration system, the 
system components selected should have approximately 
equal mass flow rates of refrigerant at steady conditions [22],  
[44]. 

For the general case of multiple mass flows with uniform 
properties in and out of the system, the energy balance can 
be written (2): 

       
2

22












 io

io
io zzg

vv
hhmWQ   

In (2), Q is transferred to the system by the surrounding 

heat flow, W  is the work performed by the electric motor 

of the compressor, h is enthalpy function that is associated 

with the sum of the internal energy and the work flow, u + 

Pv, the linear kinetic energy 2/2v  and potential energy is 

caused by attractive forces existing between molecules, or 

the elevation of the system gz. The subscripts i and o refer to 

the initial and final states, respectively. In the absence of 

appreciable variations of kinetic and potential energy, the 

equation above reduces to: 

 

  ioprPi TTcmQWQ    

 
This relationship is based on the consideration that all 

variables along the finite volume (control volume) are 
homogeneous. Equation (3) applies to each volume of 
control of the four stages of the refrigeration cycle. In (3), 

rm  is the mass of the refrigerant in circulation, cpi is the 

specific heat of the refrigerant at room temperature 
(considered constant), see Table II. QPi represents the heat 
loss or heat generated by the system, and corresponds to the 
Newton’s law of cooling, dT/dt is the cooling speed. For this 
analysis, the refrigerant temperature change is as shown in 
[45]. 

 

  

Ti

oii
TiPi

R

TT

dt

dT
CQ


  

 
In the volume control 1, CTi is the thermal capacitance to 

the interior of the space confined to the evaporator element 
and for other elements is the capacitance of the material, 
expressed as CTi = mcp,m. Thus, m is the mass of the elements 
and cp,m is the heat capacity of the material, Ti is the 
temperature inside the system, and Ta is the room 
temperature. The enthalpy of the model is considered for an 
ideal gas in (5). 

 

 )( iop TTch   

 
Fig. 6 shows the physical quantities involving the system 

analyzed. 
The following simplifications are considered: 
 

 The physical properties related to the refrigerant are 
considered uniform in the heat exchanger transversal 
section.  

 The refrigerant liquid and vapor phases are in 
thermodynamic equilibrium. 

 The heat exchangers have a perfect thermal 
insulation. 

 The axial heat conduction in the pipes is ignored. 
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Figure 6.  The Dynamic Model Analyzed Scheme [1]. 

 

B. Evaporator Mathematical Model 

The term Q  is considered as the heat removed by the 

refrigerant from the confined space, which is also known as 

thermal load. Considering the work 0W in equation (3) 

arises: 

  411 TTcmQQ prPi    

Substituting (4) in (6), provides the following equation: 
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C. Mathematical Model of Compressor 

Motor shaft dynamics are modeled from an angular 
momentum balance between the driving and braking torques. 
The torque-speed characteristics of the motor are obtained 
from manufacturer’s specifications. The driving torque and 
speed of the compressor are known.  

 
The following hypothesis is established; there is no 

friction in the compressor and is an adiabatic 
process 01 Q . The compressor equation is as follows [18]. 
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The torque provided by the motor of the compressor 

RC TW   and ω is the angular velocity of the shaft. Using 

equation (3), 
 

  122 TTcmQW prPR    

 

Substituting (4) in (9), the resulting balance of energy is: 
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D. Mathematical Model of Condenser 

Only the superheat vapor is considered. The vapor phase 

is considered in the thermal equilibrium and moving in the 

same velocity. Work is not performed in this element 0W . 

0Q  it is the heat released into the environment. From 

equation (3), it is obtained the following, 

 

 )( 2333 TTcmQQ prP    

 

Substituting (4) into (11), you get the following: 
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E. Mathematical Model of the Expansion Valve 

It is considered no interaction of work and heat 

0W and 0Q . The expansion is isenthalpic. Thus, from 

equation (3), it is obtained the following, 
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Substituting (4) into (13), the balance of energy gives: 
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F. State-space Representation of VCR System 

Previously, equations (7), (10), (12) and (14) have been 

presented as first-order linear ordinary differential 

equations, with the temperature of the refrigerant as the 

system output. The following expressions are expressed in 

matrix form [2], [46]: 


     
     tDutCxty

tButAxtT





 

 
 

 

Equations (7), (10), (12) and (14) must be replaced in (15): 
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G. Numerical prediction 

The mathematical model obtained in the previous 

section for the prediction of the dynamic behavior, was 

programmed in Matlab Simulink. The typical values of 

input parameters are presented in Table II. The input 

parameters include refrigerant type, environmental 

temperature and the initial temperature of the compartment, 

etcetera. 

 

The values of cpi of the refrigerant were defined 

according the average of the phase in relation to p vs h 

diagram. 
 

H. Modeling 

Considering the thermodynamic cycle starts-up when the 

system is powered by the angular speed of the electric motor 

of the compressor, the flow of the refrigerant quickly tends 

to a steady state. It can be noted that the refrigerant tends to 

decrease its temperature at the evaporator element, trying to 

keep the relationship of equilibrium of pressure and 

temperature. Fig. 7 shows the behavior of the refrigerant in 

the evaporator [47]. 
 
 TABLE II. Input Values of MATLAB Algorithm 

   

Value Units Value Units 

Cp1 = 1330        J/kg-K RT1 = 0.090      K/W 

Cp2 = 1400    J/kg-K RT2 = 0.025      K/W 

Cp3 = 1138    J/kg-K RT3 = 0.048  K/W 

Cp4 = 1318    J/kg-K  RT4 = 3.20 K/W 

CT1 = 4500      J/K Q1 = 195          W 

CT2 = 2500     J/K Q3 = -200         W 

CT3 = 1250     J/K Ta = 298           K 

CT4 = 500  J/K TR = 5              W 

mr = 0.000035   kg/s   

 

 

The behavior of the refrigerant in the compressor where 

the temperature and pressure increase, the curve tends to 

rise starting from room temperature as shown in Fig. 8. 

The refrigerant follows its course towards the condenser, 

where the heat extracted from the confined spaces towards 

the environment that surrounds it is released, we can see that 

the coolant temperature is approximately the same, 

receiving compressor discharge line as it is located in the 

area of high p and t, Fig. 9 [2], [47]. 
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Figure 7.  Evaporation temperature of the refrigerant. 

 

In the capillary tube or expansion valve, temperature and 

refrigerant pressure decreases due to strangulation, to a 

lower temperature so that heat transfer can be done 

appropriately. Fig. 10 shows the temperature of the 



359

International Journal on Advances in Systems and Measurements, vol 11 no 3 & 4, year 2018, http://www.iariajournals.org/systems_and_measurements/

2018, © Copyright by authors, Published under agreement with IARIA - www.iaria.org

refrigerant which tends to decrease from ambient 

temperature. 
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Figure 8.  Behavior of the refrigerant in the compression process. 
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Figure 9.  Behavior of the temperature in the condensing process. 
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Figure 10.  Behavior of the temperature in the strangulation process. 

In order to have a frame of reference with which to 

validate the results obtained from the predicted model are 

compared with the manufacturer’s specification of 

refrigerant R134a. 
 

V. VALIDATION OF THE MODELING 

In this Section, the estimated model is validated with 

specifications of the refrigerant R134a, since it is the fluid 

that is most often used in domestic refrigerators. 

The following figures show the dynamic evolution of the 

refrigeration cycle of two critical variables during 4.5 hours 

in the heat exchangers: temperature and pressure starting 

from environmental temperature; then, it approaches the 

steady state. 
Fig. 11 shows the temperature evolution in the 

compartment of the refrigerator. The model is compared with 
Embraco Data [47], using R-143a. It can be observed that 
takes about 10 minutes in the transient state, then the room 
temperature reaches the steady state condition. 
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Figure 11.  Behavior of the temperature of the evaporation system. 

Fig. 12 shows the pressure evolution in the compartment 

of the refrigerator. It can be observed the same approach 

when it starts from environmental temperature related to the 

manufacturer’s refrigerant. Fig. 12 shows that the pressure 

reaches the steady state condition, which replicate the 

process 4 to 1 in the p vs h diagram, in Section II. 
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Figure 12.  Behavior of the pressure of the evaporation system. 



360

International Journal on Advances in Systems and Measurements, vol 11 no 3 & 4, year 2018, http://www.iariajournals.org/systems_and_measurements/

2018, © Copyright by authors, Published under agreement with IARIA - www.iaria.org

Fig. 13 shows the behavior of the refrigerant temperature 

in the condenser element. The temperature of R134 reaches 

335 K in the first 5 minutes and the estimated model only 

reaches 315 K. This value is acceptable since it is above the 

environment and there is a difference greater than 7 K that 

guarantees the transfer of energy to the surroundings. 
The temperature of the estimated model is enough to 

guarantee the operation of vapor compression equipment that 
works with natural convection. If a refrigerator is considered 
to work with forced convection, this reached value 
guarantees the release of enough energy for the refrigerant to 
change of phase from gaseous state to liquid state. 
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Figure 13.  Behavior of the condenser temperature. 

 

Fig. 14 shows the behavior of the refrigerant pressure. 

The fluid maintains its relationship T and p to reach 

condensation temperature above the environment and must 

also maintain a high pressure, 17 bars of the R134a. 

For the estimated model, the pressure of 10.5 bars is 

reached. In the case of a domestic refrigerator we observe 

that the value reached in the pressure compliance for 

optimal performance. 
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Figure 14.  Behavior of the pressure in the condenser. 

A good agreement between the estimated model and 

measure values from [22], [47] was observed for the whole 

period. In the evaporator, during the first 10 minutes, the 

pressure decreases from 6.5 bars to 2.2 bars, then tends to 

decrease slowly until reach the steady state operation. 

The behavior of the evolution of the cooling curve are 

similar, although there is a difference in terms of 

temperatures, however, are considered within the working 

area in the diagram pressure-enthalpy [22]. 

 

VI. CONCLUSION AND FUTURE WORK 

In this work, a methodology to model the dynamic 
behavior of the refrigerator has been developed. This would 
act as basis for improvements on modeling domestic 
refrigerators, using lumped transient model. The lumped 
parameter modeling will reduce the overall cycle time used 
to predict the compartment temperature, decreasing the 
experimental effort. 

The results agree qualitatively with temperature time 
evolution shown in the literature. The transient analysis of 
domestic refrigerators, using the computer program 
developed in this paper, will be further validated with 
experimental testing. An advantage of the simplified model 
here described is the possibility of using personal computer 
due to the relatively low computational effort required for 
the calculations.  

A valid starting point for the study of cooling systems 
applying state variables has been introduced in this paper. 
The first improvement strategy is a state feedback, since the 
model considers a linear approximation; however, there are 
nonlinearities, so a parameters identification algorithm and 
adaptive control strategies are required. 
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Abstract— This paper deals with the mathematical modeling 

for the thermoacoustic phenomena in a simple geometry 

combustion chamber represented as the Rijke tube. The 

methodology developed to get an analytical model from the 

Luikov equations for the dynamical behavior of both variables 

of interest the temperature and pressure distributions into the 

cited chamber is described briefly. Through this model, the 

time and space Eigenvalues are calculated to interpret them in 

terms of the combustion chamber geometry; also the spatial 

distribution (modal shapes or Eigenvectors) of both variables 

into the confined volume in the chamber are analyzed by the 

boundary conditions. The obtained analytical model from the 

Luikov modified equations is complemented with an 

experimental modeling for the dynamics of the same variables 

of interest, but based on the wave equation and considering the 

same boundary conditions. To validate both models for the 

thermoacoustics dynamics, a Rijke tube experiment was 

developed, by getting the experimental data to support the 

analytical hypothesis from the synthetized models. The main 

purpose of this paper is to compare the two mathematical 

modeling methodologies to know the set of assumptions needed 

to have a real idea of the fundamental modal shapes for the 

temperature and pressure in this combustion chamber 

geometry when the thermoacoustic phenomena is presented. 

Keywords-thermoacoustics; Rijke tube experiment; Luikov 

equations and wave equation. 

 

 

 

NOMENCLATURE 

 

X : a dimensional Cartesian coordinate 

T : time 


 : density 

T : temperature 

Q : thermal energy 

q : acoustical perturbation 

am : diffusion coefficients for gases 

aq : diffusion coefficients for temperature 

Cq : heat capacity 

  : heat of phase change 

  : ratio of vapor diffusion coefficient 
k   : wavenumber 

  : bulk modulus for the air 


   : displacement 

P    : pressure 
c  : sound speed in the medium 
   : angular frequency 
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I. INTRODUCTION  

 
Modern society needs to be conscience about all energy 

conversion process which affects the natural environment 
health. There are several efforts to maximize the natural 
energetic resources use by the synergy of thermodynamic 
technologies that combines systems for cooling and heating 
with several applications [1].  However, the achieved 
magnitude of both the worldwide population as well as the 
energy consumption for the ambient conditioning for living 
or for the perishables products conservation are considerable 
with the current natural energetic resources availability [2] 
[3]. 

In terms of the power generation technology which takes 
advantage from the synergy of two complemented 
thermodynamically cycles, we have the gas turbine 
technologies. The ammonia gas turbines combine the 
absorption ammonia cycle to diminish the surface 
temperature of the combustion chamber housing; then this 
transported energy heats the ammonia-air mixture to increase 
the combustion performance into the cited chamber [4]. This 
technology is applied for naval transportation where the 
ammonia use does not affect the population health and the 
engine performance is critical because of the fuel 
availability. In this context, the new trend for this technology 
is to apply it for the home services suppling using the 
industrial waste as fuel. 

Other example of the synergy from a modified 
thermodynamic cycle is the heat pumps technology; which 
works based on the vapor compression so it complements 
several air conditioning systems and this device works in 
both directions to heat or cooling [5]. Nowadays, because of 
the time market availability this technology cannot be 
considered innovation but it is one of the most representative 
examples of efficiency in terms of the resources use for the 
ambient conditioning. 

In the same technological synergy and because of its 
thermo-electrical nature Peltier’s devices are used for the 
heating and cooling purposes. In these experimental cases, 
the energy transportation is mainly performed by conduction 
(not convection) [6], so their implementations are more 
punctually located in terms of energy transportation. 

Cited technologies have been carefully designed to have 
the best thermodynamic performance in terms of the 
variables of interest listed as the temperature, energy and 
pressure; but these design engineering are based on the 
steady state behavior of the named variables, where the 
relationships between them do not considers the dynamical 
evolution of each one neither and their cross effects. 

The thermoacoustic phenomena can be described as the 
acoustical energy caused from an uncontrolled density of 
heat in a confined volume [7]. In the gas turbine technology 
point of view, thermoacoustics means that the heat released 
in a combustion chamber generates pressure oscillations 
inside which decreases the engine performance, [8]. This 
relationship between heat and air pressure (sound waves) 
was discover by Rayleigh [9] and formulate by Merkli [10]. 

Thermoacoustic unstable evolution may cause several 
problems in the fuel system of a gas turbine, therefore it 
induces: efficiency degradation, premature wear of 
components and catastrophic failure [11]. Also, 
thermoacoustic phenomenon combined with the high levels 
of both pressures and temperatures affects the fuel air 
mixture process and then de combustion performance, 
producing also highly polluting particles such as NOx [12]. 

Nowadays, the state of the art concerned with the 
thermoacoustic phenomenon effects on the gas turbines 
performance, has been mainly focused on the development 
of some techniques as well as the swirling flows [13-14]. 
These swirling flows provide aerodynamic stability to the 
combustion process by producing regions of recirculating 
flows which diminish the flame length and increase the 
residence time of the reactants in the flame zone [14]. 
Experimental analysis from combustion test rig using 
different kind of injectors, constrictors, air-fuel mixes have 
been performed to find the best technique for combustion 
system [15]. Also, in terms of the flow, others studies have 
included premixed fluid and Helmholtz resonator [16]. 

The gas turbine combustion modelling and simulations, 
along with the acoustic phenomenon perturbation, implies 
the necessity of implementing a control algorithm. The basic 
gas turbine model equations [17] are important for analysis, 
design and simulation of control system, especially for 
Combined Cycle Power Plants (CCPP) [18] and [19]. 

Focusing on acoustics, new passive and active control 
techniques for such thermoacoustic instabilities have been 
developed and implemented [20] as well as techniques of: 
Adaptive Sliding Phasor Averaged Control (ASPAC: 
adaptation of the valve-commanded fuel phase for flow 
variations) [21] and Multiscale extended Kalman (MSEK: 
prediction of the time-delayed states) are promising 
techniques to reduce the energy consumption produced by 
pressure oscillations [22], nevertheless, more research is 
required. 

In the same way, into the perturbation control topic, the 
dynamics model for the thermoacoustic phenomena 
proposed in this work has been envisaged to be the first part 
of a continuous control algorithm to diminish its effects into 
a combustion chamber. This research is carried out for the 
Engineering Center for Industrial Development (CIDESI) at 
Queretaro México, by the National Laboratory for Cooling 
Technologies Research (LaNITeF). 

This paper structure has been defined to follow up the 
methodology proposed to validate a mathematical model for 
the thermoacoustic dynamics in a Rijke tube combustor; 
which consist in a theoretical modeling based on the Luikov 
equations adapted for the confined volume of the gas flowing 
in the cited chamber, and which is described in Section II. 
Then in Section III the procedure to develop the analytical 
model of pressure oscillation trough air columns is 
presented. Section IV presents the results from a Rijke tube 
experiment; here the required Fourier analysis is detailed to 
find the fundamental oscillation mode, where because of the 
prediction the speed of sound and the medium properties 
such as density, are required to determined parameter values 
of pressure distribution model. Section V describes the 
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results and validation of both theoretical and analytical 
models. Conclusions are presented in Section V. 

II. THEORETICAL MODEL FOR THE TEMPERATURE AND 

PRESSURE DISTRIBUTION FROM THE LUIKOV EQUATIONS  

Luikov proposed a model for the heat and mass transfer 
in capillary porous bodies at 1966 [23], which mainly consist 
in a differential equation system of first order with two 
degrees of freedom (temperature and mass). This model has 
been modified several times as an alternative model from the 
Navier – Stokes equation [24] when its analytics solutions 
are needed for flow dynamics through different kinds of 
medias [25] [26] and [27]. 

A. Analitical solution of the Luikov equations 

Originally the Luikov equations were developed for the 
mass and energy transportation through porous bodies; but in 
this case, the confined volume into the combustion chamber 
is not a solid media neither a porous one. Therefore, the 
hypothesis to use this equation system is based on the 
concept of finite volume, where the mass transportation does 
not face an interface between them; it just does at the 
boundary conditions. The heat transportation between the 
finite volumes is no considered, because the energy 
transportation is done mainly by convection.  

Then the Luikov model is defined by a first order 
differential equation system, for temperature and pressure as 
well as it is:  
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where T and ρ are the temperature and air density 
respectively, Q is the thermal energy supplied and q the 
acoustical perturbation. am and aq are the diffusion 
coefficients for the air density and temperature. If it is 
considered that the physical properties, which define the 
coefficients of (1), are constants and executing the 
substitution of the first order timed differential for the air 
density magnitude, equation (1) becomes 
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Another significant consideration in this proposal is that 
all function can be separable from the time domain to the 
space domain, so dimensional functions can be taken as 
 

                                                                    (3) 
 
then (2) takes the form of: 
 

  (4) 
 
By defining the next list of matrices 
 

                  (5)  
 
equation (3) can be organized as: 
 

       (6) 
 

The theory for the dynamics analysis for systems is 
focused on the analysis of the impulse response, because it 
represents the system transient response when it changes 
from an equilibrium state (Transfer Function). Therefore, to 
analyze this system dynamics, it is considered that there is 
not heat injection (energy source) neither pressure 
perturbation 
 

                                     (7) 
 
The different domains functions can be now separated 

from (7); therefore, by equating them to a constant parameter 
which has almost the same interpretation than the wave 
number concept 

 

                 (8) 
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It is shown that the referred equality constants are the time 
domain Eigenvalues, from 
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Into the space domain, the analytical solution needs to 
solve the next differential equations system 

 

                                 (10) 
which can be simplified as 
 

    (11) 
 

The special Eigenvalues from (11) are imaginaries, as it is 
easier shown next 
 

                       
 
where 
 

          (12) 
 

Then the especial solution is given by 
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  (13) 

B. Rijke boudary conditions 

The next step to get the analytical solution is to calculate 
the constants in terms of the boundary conditions, so if it is 
considered the ambient temperature and air density as the 
reference for the first boundary condition of the Rijke tube 
shown in Fig. 1, then the constants for the dual dominium 
solution functions given by 
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 The Rijke tube setup consist just in an open tube 
vertically oriented, in this case the longitude of this tube is L 
and the thermal energy is punctual supplied along the axial 
direction at x=L/5 (see Fig. 1). 
 

 
Figure 1. First boundary condition of the Rijke tube. 

 
The second set of coefficients are calculated by 

considering also the second boundary condition of the Rijke 
tube (see Fig. 2), as 
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Here the entire solution can be simplified as 
 

        

        ,         
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and their spatial derivation are given by 
 

      (17) 
 
The third boundary condition of the Rijke tube is located 

at point in which the thermal energy is supplied. Therefore, 
the temperature has a maximum point there while the air 
density is minimal. These boundary conditions are illustrated 
in Fig. 3. With these considerations the third set of 
coefficient are estimated as: 

 

                  (18) 
where 

 

 
   

Given the final model version as: 
 

   (19) 
 
Both variables distributions along the axial longitude are 

the same; but, as well as it was discussed before, the 
temperature TL(t) at x=L/5 is maxima, and through 
convection with a controlled energy source QL(t) coefficient 
b4 can be written as: 

 

                              (20) 
 
In this point the temperature behavior can be written in 

terms just of b4 as 

  (21) 
 

By taking advantage of the equivalent axial distribution 
of both variables of interest, the b8 coefficient can be 
considered as: 

 

                                       (22) 
 

Finally, the dynamics of the spatial behavior of both 
estimation variables can be written in terms of the boundary 
conditions and the energy supplied to the Rijke tube. 

 
 

 
Figure 2. Second boundary condition of the Rijke tube. 

 

 
 

Figure 3. Thrid boundary condition of the Rijke tube. 
 

Here we can say that because of the constant volume, the 
air density and pressure variables have the same dynamical 
and spatial behavior. 
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III. ANALYTICAL MODEL FOR PRESSURE OSCILLATION 

FROM THE WAVE EQUATION 

 
Thermoacoustic phenomenon is defined as the direct 

transformation from thermal energy into acoustic energy. 
Three conditions are required for this transformation [1]:  

1. The medium must be a compressible fluid,  
2. A temperature gradient must exist, and  
3. The control volume must be contained by a 

physical border (chamber housing) [28].  
The wave equation is a linear second-order differential 

equation for both the time as spatial domains, which 
describes the propagation of oscillations in a continuous 
media. The goal of this section is to establish a wave 
equation relation for the pressure variable in an air column 
when the thermoacoustic phenomena appears into a Rijke 
tube. 

A. Stationary wave in an air column  

The wave equation for acoustic pressure is given by [29]. 
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with    the displacement in the air,    the bulk modulus for 

the air and 0   the air density under equilibrium conditions.  

As well as it was performed for the Luikov equations, the 
wave equation solution for the acoustic was solved via the 
variables separation strategy. 

The concept of a standing wave is based on the spatial 
superposition of two waves with the same time and space 
frequencies, which travel in opposite directions in the 
medium with the same amplitude. For this Rijke tube 
experiment, the standing wave resulting from the wave 
equation for the air behavior, which is given as 

 
                         )cos()sin(2),( 0 tkxtx                      (24) 

 

where k  index does correspond to the wavenumber, 0  is 

the wave amplitude and   its angular frequency. The Taylor 

law for fluid gradient [30] was used to formulate the pressure 
of standing waves in an air column, where  
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therefore, the pressure behavior can be written as 
 

                      )cos()cos(2),( 0 tkxktxP                  (26) 

 
Equation (26) describes the distribution of pressures with 

no boundary conditions. Then again, as well as it occurs for 
the Luikov equation solutions, the boundary conditions for 
the air wave describes the Eigenvectors, which for this case 
are analyzed as nodes (see Fig. 4). 

 

B. Node analysis (modal shapes or Eigenvectors) 

A tube open at both ends provides a physical border for 
the concerned air column contained. Reflection causes nodes 
and antinodes of pressure and air displacement, as well as it 
is illustrated by Fig. 4. 

Figure 4. Pressure and displacement for the air in the columns. 
 
Air displacement nodes are associated with the motion of 

its molecules, which produce in this case the modal nodes. 
Therefore, at both ends of the column into the Rijke tube 
boundaries must be a pressure node because the atmosphere 
cannot present a significant pressure change induced by this 
phenomena [31]. Then the relationship between pressure and 
motion of the air can be written as (24). 

The generalized one-dimensional equation that describes 
the pressure distribution of an air contained in a cylindrical 
combustion chamber is obtained by considering the 
boundary conditions illustrated on Figs. 1 and 2. Then from 
(24), the pressure distribution model can have been 
formulated: 
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from the boundary conditions evaluation, the obtained model 
coefficients are:  
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So the one-dimension pressure distribution model on the 
can combustor results [1]. 

 
a) Displacement of air 

 
b) Pressure variation in the air 
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IV. RIJKE TUBE EXPERIMENTE 

With the intention of confirming, thermoacoustic is 
concerned with the interactions between heat (thermos) and 
pressure oscillations in gases (acoustics). Then a “Rinke 
Tube”, named after its inventor, is a fundamental tool for 
studying thermoacoustic phenomenon. Rijke tube turns heat 
into sound, by creating a self-amplifying standing wave. This 
open cylinder resonator contains a metallic copper mesh 
positioned about one-fifth of the total tube length. When the 
mesh is heated by a burner flame and then when the flame is 
take out, the concerned mesh will produce a strong sound 
pitch at its resonant frequency for several seconds. 

A Rijke tube experiment was performed considering the 
experimental setup shown in Fig. 5 [32]. This Rijke tube 
consist on: a steel pipe of 0.5 m long and a 0.04445 m (1 ¾ 
in) diameter with a thickness of 0.00121 m, is selected and 
instrumented, as seen in Fig. 5. Let xm be the distance 
(0.12m) where metallic mesh was placed. 

 

 
Figure 5. Data adquisition for Rijke tube experiment . 

Rijke tube turns heat into sound, by creating a self-
amplifying standing wave just after the heat source provided 
by a gas burner was taken out. Gas burner add energy to the 
system until to metallic mesh rise a 600 °C of temperature; 
then, the heat source is moved aside and thermoacoustic 
phenomenon appears. It is important to consider that the 
position of pipe must be maintained vertical. 

A. Fourier analysis 

Time domain analysis is the interpretation of physical 
signals evolution with respect to time. It is beneficial when 
observing data such as temperature. However, because of the 
time response some applications require analyzing the 
frequency components of signals, such as pressure oscillation 
of the air. 

The acoustic pressure was measured using a microphone 
during Rijke tube experiment [33]. Time domain acoustic 
signal does not provide significant information for analysis. 
Hence, Fourier analysis is required. A fast Fourier transform 
(FFT) is an algorithm that samples a signal in time domain 
(or space domain) and turns it into frequency domain, 
exhibiting its frequency components. FFT helps to find the 
fundamental frequency produced by the air column 
resonance. 

The experiment is executed taking 44100 samples per 
second using the microphone. The Fast Fourier Transform 
was applied with a resolution of 15 bits. Frequency 
resolution is 1.34 Hz, i.e., every 743 ms the algorithm takes a 
package sample to analyze. 

The signal for amplitude in time domain and frequency 
domain obtained with the microphone is shown in Fig. 6. 
Here the first modal mode presence is identified at 301 Hz 
with an amplitude of 0.1941 Pa.  

 

 

Figure 6.Signal analysis of acoustic pressure 

B. Sound speed in the air 

The speed of sound is affected by changes in the medium 
(density, humidity, temperature, etc.). For our study case, the 
element that changed significantly is the temperature. 

The geometry of the combustor determines frequency 
and wavelength of the oscillating pressure produced by the 
thermoacoustic effect. The symbol   is the label for length 

of the wave. Fig. 7 illustrates a reflection wave on the pipe 
open ends. The output wave (green) and the reflected wave 
(red) only perform half a cycle each. The tube length is half 
the Wavelength.  

Considering idealistic conditions, the fundamental 
frequency is inversely proportional to the length of the tube. 

 
c/2πʎ=f                        (29) 

 
a) Time domain of acoustic pressure 

 

 
b) Frequency domain of acoustic pressure 
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Figure 7. First vibration mode in air column. 

In an ideal tube, the wavelength of the sound produced is 
directly proportional to the length of the tube. A tube with 
aperture at one end and closed at the other one produces 
sound with a wavelength equal to four times the length of the 
tube. In acoustics, end correction factor is a short distance 
added to the actual length of a resonance pipe, to calculate 
the precise resonance frequency of the pipe. The tone of a 
real tube is lower than the predicted theoretically. The end 
correction for a pipe is given as  
 

)61.0(2 DL                                  (30) 

At the end, the speed of sound resulted is 379.18 m/s. 
 

C. Temperature of the air 

Temperature is a physical quantity produced by motion 
of the molecules, giving a perception of hot and cold. 
Temperature is associated with friction. Molecular friction is 
associated with pressure and density in the air. The ideal gas 
law is a good approximation of the behavior of many gases 
under several conditions, although it has limitations. The 
most frequently form of a state equation is given by 

          
M

RTP



        (31) 

 
 The acoustic wave velocity c depends of the material 

properties. Speed of sound is proportional to bulk modulus   
and inversely proportional to density of the air as dictate in 
(23), resulting in this case as 

2c



 

Where P   and  is the heat capacity ratio. There is a 

strong relationship between pressure of the air, density of the 
air, temperature of the air and speed of sound [33]. This 
relationship is 
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 Equation (32) implies that temperature can be expressed 
in terms of speed of sound.  
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Equation (33) is defined using nominal values of air. The 
density of a substance is the relationship between mass 
amount and volume occupied. The density can change by 
changing either the pressure or the temperature. Increasing 
the temperature generally decreases the density. 

Table I shows the density of the air in terms of air 
temperature. 

 

TABLE I.  TEMPERATURE AND DENSITY OF THE AIR 

Speed of 

sound 

(m/s) 

T (K) T(°C)  [Kg/m^3] 

379.18 357.48 84.48 0.9870 

 

V. RESULTS 

 
The one-dimension pressure distribution model on the 

concerned can-combustor is formulated on Section III, along 
with the determination of parameters’ values. 

)cos())
2
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kkctxP          

Pressure distribution along the can-combustor is 
described in Fig. 8. This paper becomes useful for several 
combustor chambers with similar geometries.  

Advanced FFT Spectrum Analyzer is used to verify in 
real-time the signal evolution, as depicted in Fig. 9. Due to 
expansion and compression ratio, the air will generate high 
pressure areas whose magnitude is directly proportional to 
the temperature of the medium. The temperature of the metal 
gauze oscillates around 600 °C at t=0, convectively 
transferring the thermal energy and change the properties of 
the medium. The average temperature of the column was 78 
° C. 

 

 
Figure 8. Fundamental mode of vibration in air column. 
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Figure 9. Fundamental frecuency measure on Rijke tube experiment. 

It is experimentally proven with the results that the speed 
of sound has been altered by the temperature change in the 
medium that propagates the disturbance, which was 379 m/s. 
Following the relationship on (23), the fundamental 
frequency of the gaseous fluid contained in a cylindrical 
geometry is obtained. Thermoacoustic phenomenon presence 
is used to validate the pressure distribution model for the air 
oscillation inside the Rijke tube. 

 

VI. CONCLUSION 

Taking as reference theoretical results from equations 
(19) and (28) both predicts a modal node just at the middle of 
the Rijke tube axial dimension for the air density and 
pressure, respectively. Also, (19) predicts an antinode for the 
temperature behavior. 

Experimentally, the air density and pressure modal node 
have been proven by the results reported in Fig. 8; where the 
thermodynamics relationship between the air flow speed 
(sound) and the internal temperature measured supports these 
results from the Eigenvalues gotten in Fig. 9. 

So that, at the end, the main conclusion is that the 
propagation of acoustic oscillation in a compressive medium 
(air in this case) may be induced by applying thermal energy 
to the chamber housing surface, so the thermodynamic 
relationship between pressure, density and temperature has 
been verified for a single geometry combustor chamber, a 
Rijke tube in this case. 

The pressure distribution model for the dynamic behavior 
of the pressure oscillation into a Rijke tube synthesized from 
the wave and Luikov equations, was validated by predicting 
the first mode frequency of the air column pressure inside, as 
well as it is shown in Fig. 10, where also the Fourier 
Analysis results are included.  

 
 

 
 

Figure 10. Experimental Model validation. 

Experimental results illustrated in Fig. 10 were obtained 
by using a thermos-camera and a set of thermocouples at the 
Rijke tube external surface. Both models in the temperature 
space shows an acceptable prediction, but analysis needs to 
explain why boundary conditions has change in their average 
values. 

Based on the temperature results, the Luikov equation for 
pressure can be used with certain reliability to have a model 
for both variables. 

The next step is to use both models to predict the 
concerned variables behavior but by been taking into account 
the experimental measurement of their boundary values. 

For the National Laboratory of Cooling Technology 
Research, the results reported here are important in terms of 
the thermoacoustic technology development to provide an 
alternative for the cooling systems; because from these 
fundamentals both models are going to be used to develop 
control strategies for the cooling generation and ambient 
conditioning. 

For the P02 project from the CEMIE Eolic program, 
these results take importance because of the presence of the 
thermoacoustic phenomena in several additive 
manufacturing process, which disturbs the manufacturing 
finishing and composition. 
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Abstract— A mathematical model is proposed to describe the 
dynamics of the heat extraction process in a domestic 
refrigerator. The concerned model is based on both the 
Newton's Law of Cooling and the Fourier Heat Equation; where 
the first one acts as the boundary condition to consider the 
physical properties of the insulation walls and their interaction 
with the environment and with the internal energy contained in 
the cooler chamber. The Fourier Equation has been 
implemented to describe the energetic behavior in the concerned 
chamber and it is grounded in the numerical consideration of 
the finite prismatic volumes concept, which take the respective 
thermodynamic properties of air or water as well as the thermal 
load distribution defines. The finite volume concept and the 
conductive equation consider the null mass exchange between 
volumes; therefore, heat conduction emulates the finite volumes 
interaction and convection simulates the cooling chamber 
boundaries. Codification was performed through Matlab and its 
experimental validation took places in the National Laboratory 
for Cooling Technology Research (LaNITeF). Certain finite 
volumes were located strategically into the cooling chamber to 
be compared with the sensor’s measurements. The model 
provides useful data to improve the understanding of the 
temperature behavior in terms of the chamber geometry, cool 
air flow and thermal load ratio, leading to basics concepts for 
the future development of control strategies to implement 
several energetic consumption optimization algorithms. 

Keywords-Heat exchange;thermal diffusivity;finite volume. 

 

I.  INTRODUCTION 

Nowadays, the implementation of new technologies in the 
refrigeration industry has increased significantly. The 
objective of these technological developments has different 
arguments, depending on the problem to solve, but in the 
global context, the most important issues are: the energy 
consumption of the vapor compression cooling systems, the 
heat extraction from of high magnitudes of thermal loads, the 
impact of the refrigerant gas leaks to the environment and the 
performance of the heat interchangers of the vapor 
compression thermodynamic cycle [1]. 

There are interesting contributions in the state of the art 
concerned with theoretical and/or experimental 
methodologies to extract the thermodynamic parameters of 
cooling devices or systems from several companies, 
moreover, from manufacturers of thermoelectric chillers 
(TEC) and thermoelectric generators (TEG).  

The Lineykin et al. model could be useful to analyze the 
displacement requirements of the TEC and the loading effects 
of the TEG [2]. The cited review and analysis indicate that 
greenhouse emissions from conventional vapor compression 
refrigeration systems driven by diesel engines commonly used 
for the refrigeration of food transportation can reach 40% of 
the vehicle's engine emissions [3] 
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Thermoacoustic refrigeration is an alternative technology 
capable to provide cooling levels for several temperature 
magnitudes, without using any substance harmful to the nature 
environment. Therefore, thermoacoustic represents a 
technology niche to increase the cooling market for a bigger 
production of perishables products [4]. Currently, the most 
efficient thermoacoustic refrigerators are used in the industrial 
environments [5], which work by taking advantage of the 
interdependence between the enthalpy carried through by the 
Gedeon mechanism and the local temperature; as an example 
of this fact we have the recently developed four-stage 
progressive wave thermoacoustic engine [6]. 

The prime movers and refrigerators based on 
thermoacoustic have gained considerable importance toward 
practical applications because of: the absence of moving 
components, the reasonable efficiency, the use of 
environmentally friendly working fluids, etc. [7]. The results 
from the experimental studies were correlated in terms of: the 
Nusselt number, the Prandtl number and the Reynolds number 
to estimate their correlation in the heat transfer stage at the 
heat exchangers. Experimental data show that there are 
significant errors in the cited heat transfer correlation analysis 
algorithm. Dynamically, these results also show that there is a 
relationship between the oscillatory heat transfer coefficient at 
the heat exchangers and both the mean pressure and the 
frequency of oscillation [8]. 

The perishable products conservation has been 
indispensable in any place that requires a conservation process 
for food, as well as in: restaurants, large, medium and small 
commercial stores, that transport or shows different human 
consumption products which must remain at a minimum 
temperature level to be conserved in their best conditions, as 
well as for domestic purposes in daily life [9]. 

In the other hand, cooling technology is one of the most 
used and important services for the industry manufacturing 
process, more over it is critical for many specific sectors as 
well as the healthcare and feeding; essentially because of the 
infrastructure of their production and storage processes [10]. 
Therefore, cold needs are always present in some industries, 
where the material or product is obtained, cultivated or 
extracted, also where it is transferred to the plant, factory or 
warehouse, even though in its storage time, and in its 
production and conservation processes as well as when it is 
put on sale in optimal conditions for the final consumer [11] 
and [12]. 

This article analyzes the energy exchange mechanism 
between the thermal load and tend the volume cooled by the 
evaporator. This analysis scope is extended to the behavior of 
the temperature distribution in the cooling chamber of a 
domestic refrigerator, by modifying both the density of the 
elements (finite volumes) according to their position into the 
cooling volume and the ratio between its energy consumption 
and the total thermal load (considering 3 percentages of full 
load or volume) [13]; with the purpose to focus on the cooling 
power to get a better conservation performance of the food 
characteristics for and then to improve the energetic 
performance of the concerned cooling systems [14]. 

Several deeper researches work on different areas of 
refrigeration technologies (i. e., condenser, energy exchange) 

shows that the environmental conditions change strongly 
affects these systems performances. In the matter of fact all 
cooling systems designs needs to take in account this to 
improve its energetic performance and to reduce its effect in 
the natural environment health. The improvements can also be 
developed to decrease the negative environmental impact of 
refrigerant leaks by prediction and monitoring their flow by 
using a mathematical model. These mathematical models 
have been developed by taking considering the different 
relationships between the thermodynamically variables of 
interest [15]. 

One of the most relevant foundation for the dynamic 
analysis of energy in the state of the art, was achieved and 
documented on [16], where there is a formulated 
mathematical model which use also both the Newton law for 
cooling and the heat transfer Fourier equation; by solving both 
equations using the finite volume method, without mass flow, 
considering just the thermodynamic characteristics of the 
water in different percentages of thermal load [17]. 

The present work is structured as follows: Section II 
mentions the basic concepts to detail the proposed theories 
and the expected effects. Section III presents the 
mathematical model developed and the results obtained from 
simulations, in addition to have an early interpretation of the 
process of energy exchange between mass along the internal 
volumes. Section IV explains the results generated by the 
simulations and their possible effect in the refrigeration cycle. 
Finally, section V presents the conclusions of this first stage 
of the  developed research. 

II. BASIC CONCEPTS 

The most important assumptions considered in the 
mathematical model proposed here, are listed as follows:  

-The environment temperature and pressure are 
homogenous and time invariant. 

-The thermodynamic characteristics of the involved 
materials are also time invariant and spatially isotropic. 

-There is no mass flow through the finite volume nodes 
into the refrigerator chamber. 

-Energy interchange into the chamber is carried out by 
conduction between inside nodes and by convection at the 
boundary conditions. 

As it was defined, with these assumptions the dynamic 
model can be synthetized as a linear relationship for the 
considered variables through both the Newton law for 
cooling and the Fourier heat transfer equation.  

In the testing procedure to emulate different levels of 
thermal load some water containers were used and locate at 
the refrigerator and freezer chambers. 

It is important to clarify that the Fourier heat transfer 
equation was implemented to solve the temperature 
conduction between the internal nodes conceived as finite 
volumes into the chamber, so that the mass flow has been 
considered null [18]. In addition, The Newton law for cooling 
solves the heat convection between the internal finite volume 
nodes and the boundary nodes at the isolation walls. Table I 
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provides a useful list of terms used in this work and the 
mathematical symbols related. 

TABLE I.  NOMENCLATURE 

Symbol Description Units SI 

α 
Thermal 

diffusivity 
K/ρC 

K 
Thermal 

conductivity 
W/m °C 

ρ Density Kg/m3 
Cv Specific Heat J/Kg °C 

∆x,y,z Delta m 
∆t Time Differential s 

Vnodo Node volume m3 

Q
  

Generated Heat W 

CFC 
Compressor 

Cooling Capacity 
W 

CFE 
Refrigerator 

capacity of the 
evaporator 

W 

Ta 
Room 

Temperature 
°C 

R134a Refrigerant Gr. 

Te 
Evaporator 
temperature 

°C 

Vsubnodo 
internal 

temperature 
constant 

m3 

Ti 
Constant of 

volumes 
°C 

τ0 
internal 

temperature 
constant 

- 

τ0 
Constant of 

volumes 
- 

τ2 
Evaporator 

constant 
- 

%CT 
percentage of 
thermal load 

% o lt. 

  
      Experimentally, two states of thermal load ratio, empty 
(0%) and full (100%), were tested to determine the 
temperature evolution and the energy behavior along the 
testing time [19]. The main purpose of both tests was to 
quantify the effect of the thermal momentum into the 
refrigeration cycle performance [20]. 

A. Characteristics of the model 

The transfer medium into the confined volume of the 
refrigerator chamber for the empty scenario was considered as 
a homogeneous air mix with a thermal conductivity of 0.024 

w / m ºK, where the initial condition is the environment 
temperature as 25 °C. 

The system dynamics is altered when the thermal load 
ratio changes its magnitude from empty to full, then the 
thermodynamic properties were modified (by adding water to 
the transfer media). In this scenario the heat extraction 
behavior takes more time from its initial to its final 
equilibrium. It must take in account that the water as transfer 
media is considered due to its magnitude into the food 
composition. 

B. Theoretical Proposal 

The mathematical fundamentals of the dynamic model to 
analyze the relationship between the heat extracted from the 
cooling chambers volume and its temperature distribution, 
comes from the convection Newton Law [21], 

 
                         

conducción

dT
Q kA

dx



                          


From the Newton law the amount of heat energy is 

included in the space discretized Fourier equation where it can 
see that some characteristics can change in the time domain 
according to the estimated amount of energy that the heat 
extractor absorbs, therefore the most significant coefficients 
are the thermal conductivity, the temperature gradient and the 
volume; but in this proposal to obtain a linear approximation, 
the properties are considered time invariant throughout the 
simulation [22]. 
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C. Volume Analysis 

 The objective of this proposal is to describe the thermal 
distribution into the refrigerator chamber; therefore, all real 
spatial dimensions and thermal conduction properties of the 
refrigerator components materials were considered. Then, 
from time and space discretized the Fourier heat transfer 
equation, the formulation for the next time state of the 
temperature was synthetized for each i, j, k internal node, in 
terms the thermal properties of the materials, which occupy 
the confined volume causing a orthonormal heat transfer flow 
with its neighbors through the three spatial directions as were. 
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𝜏0 =

𝐾

𝜌𝐶𝑣
(∆𝑡)

∆𝑥,𝑦,𝑧
2                                    (5) 

 
 

                      (6) 
 

𝜏1 =
𝜏0∗𝑉𝑛𝑜𝑑𝑜

𝑉𝑆𝑢𝑏𝑛𝑜𝑑𝑜
                                   (7) 

 
       Spatially, some finite volume nodes location was defined 
in the same places that some sensors were located which were 
used to validate the numerical prediction. The heat source is 
the evaporator device, so that its heat input is negative, 
because it extracts the energy from the confined volume of 
the refrigerator chamber. The interaction of energy between 
the evaporator and the outside variables is not explained in 
this document. Fig. 1 shows the finite volume nodes 
distribution for the temperature model inside the refrigerator 
chamber. 

III. MATHEMATICAL MODEL AND SIMULATION RESULTS  

       In this section, the final formulation of the mathematical 
approach developed in the present work is detailed; adding the 
data of the real thermal and energetic conditions which are 
considered in the synthetized model (4). Furthermore, the 
Matlab codification of (4) is compiled and executed to 
generate the numerical results shown on Fig. 3. 
       The data acquisition process is applied to a commercial 
fridge with a linear compressor and the following features 
- 132 watts, 60 Hz, 0% of thermal load ratio.  
- 313 watts, 150 Hz, 100% of thermal load ratio. 
       To clarify the proposal, a computational node was defined 
for each finite volume; as it is shown in both Fig. 2 and Fig. 4. 
       The width of the insulating wall (polyurethane) for the 
refrigerator chamber is 0.05 m, and the energy entering this 
chamber was quantified as 1.64 W by equation (3); this 
energy magnitude which is added to the heat extracted by the 
evaporator, depends of the environment temperature and it is 
consistent with other authors reports [16] and [17].  
 
 
 
 
 
 
 
 
 
 

Figure 1.  Spatial distribution of the finite volume nodes of the time 
discrete model for the temperature into the refrigerator chamber. 

     In the testing scenario the internal temperature of the 
cooling chamber volume as well as the thermal load energy 
start at the ambient temperature, so the despondency process 
is also considered for this prediction; to look for the variation 
magnitude in the thermal inertial moment of the entire load 
inside. Then, the entering energy leaks from the ambient were 
quantified in the same point of the initial thermal equilibrium 
as 
 

T T a T i

R T R T
Q
  

 
                      (8) 

 

            (9)     
        
       The value of energy that comes from the environment is 
considered homogeneously for each existing volume, in any 
of its three directions at the boundary conditions, as it is 
illustrated in Fig. 2. In the node net shown (Fig. 2) the nodes 
next to the red wall, represent the ones which utilize the 
convection mechanism of energy transfer with the 
environment while the in the remaining nodes interaction is 
describe by conduction just.  

A. Operation of the model 

The behavior of the temperature must be radial from the 
center at the energy outlet location of the evaporator node. 
Each node will have an energy extraction limit that matches 
with the phase change energy of each material in the confined 
volume as it is shown in Fig. 3. Fig. 4 helps to detail the 
energy transfer mechanism between nodes. 
    The first simulation was developed proposing an empty 
stage for the cooling chamber, without: shelves with water 
inside, any object or internal products. Here the logic predicts 
that there is a smaller amount of energy to be transported by 
the refrigeration systems which in consequence takes less 
time to get an internal thermal equilibrium at the refrigerant 
boiling point (see Fig. 5). 
     The empirical behavior is consistent with the theoretical 
radial propagation, hence the location of the evaporator to 
show the lowest values of temperature as shown in Fig. 2, 
depositing the element of higher density to the bottom of this.   
The empirical behavior is consistent with the theoretical 
radial propagation, hence the location of the evaporator to 
show the lowest values of temperature as shown in Fig. 3, 
depositing the element of higher density in the lower part of 
it. By combining both proposed equations, depending on 
where the type of material is located, it should be 
remembered that the proposed model is not considered as 
non-linear, all the characteristics developed throughout the 
phenomenon must be constant for a first approach with the 
operation of the refrigeration cycle and a greater 
understanding of which properties may have the greatest 
impact. 
      Fig. 4 shows the same behavior as Figure 2, but with a 
transverse view on the z-axis, divided into 9 different 
instants. Subfigures 1, 2 and 3, which are the first layers, 
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show a considerable decrease in internal energy. Layers 4, 5, 
6 show a higher energy, but a decrease in the lower part of 
the chamber, due to the density of the air increases when the 
temperature decreases (energy is extracted from the air by the 
evaporator).  

The red zone in Figure 4 indicates that after working at 
100%, with a total time of 12 hours (simulated), the system 
does not reach the stable state. However, with 0% thermal 
load, the system stabilizes or reaches the same, because there 
is a minimum energy exchange that is very difficult to notice 
experimentally. 
     The numerical solution of the finite volume nodes for the 
temperature determines the coldest and hottest zones in the 
refrigerator chamber, depending on the current thermal load 
ratio and its distance from the evaporator location, without 
considering the flow rate of the evaporator existing energy in 
it. 

IV. ANALYSIS OF RESULTS 

The Fourier’s equation (proposed model) solved in finite 
differences, holds a dynamic behavior like a first order 
system for all its nodes, based on the concept of finite volume 
and the sub-node strategy. The dynamic behavior obtained 
with the experimental characterization represents a behavior 
consistent to the empirical results. 

The stabilization time of the model is in good agreement 
with the experimental results, since the model proposed in 
finite differences, in each iteration, is fed by temperature data 
at the output of the evaporator (sensor available in the 
refrigerator). However, the theoretical values of the constants 
require adjustments; to reduce the deviations in a steady state.  

Based on the results obtained from the tests, 4 critical 
zones were chosen to analyze the dynamic response due to 
the thermal load, as well as the dynamic response due to the 
speed of the compressor (Fig. 7). In each zone, the 
corresponding dynamic poles are calculated from each time 

constant. Considering the poles obtained for the 4 regions of 
the load-velocity space, the errors with respect to the 
theoretical values must be considerably reduced. 

V. CONCLUSIONS 

 
    The presented article develops a useful mathematical 
model and the results of a Matlab codification in forms of 
graphs.  
    A strong dependence has been observed between the 
coefficients of the model (thermodynamic properties) and the 
control variables that are regulated in the refrigerator device.  
    The speed of the compressor, as well as the distribution 
and magnitude of the thermal load inside the refrigerator, are 
variables that contribute to modify the temperature evolution 
of the system. 
 The non-linearity of the phenomenon must be considered 
when modifying the value of the poles in the model and is 
supported by the improvement of the results. 
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Figure 2. Decomposition in finite volumes 
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Figure 3. Prediction of the temperature distribution into the domestic refrigerator chamber 

 

Figure 4.  Heat exchange of cold chamber volume by finite volume
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Weather Hr. 
Figure 5. Experimental results of instrumented chiller chamber 

 
 
 

Figure  6. Behavior of the temperatures according to the height of the refrigerator 
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24 hours sample time 

Figure 7. Distribution of the energy inside the cold chamber with different thermal loads. 
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Abstract—Modern vaccine research & development efforts are
complex, long, costly undertakes with high rate of failure. A
major cause of inefficiency can be attributed to the mostly
unstructured, unorganized, disconnected and diversity of knowl-
edge spread across the Vaccine Development Life Cycle (VDLC)
and honed by number of stakeholders with conflicting interests.
State-of-the-art approaches have mostly fostered stove-piping
knowledge and information within individual disciplines and
separation of concerns, with little interest or appetite for cross-
domain knowledge integration. In this research, we build on
the ability of systems engineering to bridge the gaps between
(and integrate) other disciplines to architect and develop a novel
knowledge-intensive framework for efficient vaccine development.
We formulate a model-based platform that accounts for the
need for, (1) formalisms to support unambiguous and correct
knowledge representation and reasoning across the VDLC, (2)
capturing stochastic system biology behaviors and integrating
with stakeholders’ discrete decisions and, (3) models that are
formal, reusable, customizable and can be assembled as needed
for the purpose of the analysis at hand. Description logic-based
formalisms and foundational domain theories support knowledge
models of domains tightly coupled with Markov models of biologi-
cal and chemical processes are the cornerstone of our framework.
An example step-by-step implementation procedure illustrates
the modularity, flexibility and configuration of the framework
for tackling increasingly complex, cross-domain challenges across
the VDLC. Vaccine preservation laboratory experiments are
conducted to assess some prototype formulations and generate
system biology models to be integrated with semantic models in
the platform. Results are very encouraging but further work is
needed in identifying and mapping all relevant biological system
behaviors for the analysis under consideration and improving
their characterization and integration in the framework.

Keywords-Vaccine; Knowledge formalisms; Systems Engineer-
ing; Semantic; Ontology; Markov Chain; Multiple Regression
Model.

I. INTRODUCTION

This work is concerned with the development and pro-
totyping of a framework based on knowledge description
formalisms and stochastic modeling of biological systems for
improved efficiency across the Vaccine Development Lifecy-
cle (VDLC). It stems from and, extends previous work on
Knowledge-driven Vaccine Systems Engineering [1]. Scientific
breakthroughs in biotechnology and genetic decoding as well
as advances in information technologies and computation have
spurred the acceleration of vaccine development. This can

be observed in the wide range of technologies and tech-
niques used to develop modern vaccines, which can now
target over 25 infectious and non-communicable diseases.
Genome-based approaches have enabled the development of
vaccines for Meningococcus B or the development of the
first ever therapeutic vaccine (for prostate cancer). Similarly,
(conjugate) vaccines with multiple antigens or strains now
allow for broadened protection while reducing the required
number of injections [2][3]. With more than 2.5 million
child deaths/year prevented, billions in healthcare cost savings
and multiple outcome-related productivity gains, vaccination
has become a cornerstone of modern human being of all
ages (and financial) health [4]. Looking at vaccine research
& development pipelines in Big Pharmaceutical companies,
ongoing efforts aim at developing vaccines for more than 50
bacterial, viral, parasitic, degenerative and addictive diseases.
This effort includes vaccines against the top 3 killers in devel-
oping countries, i.e., lower respiratory infection, HIV/AIDS,
and Diarrheal diseases [5].

While population and health professionals rejoice, re-
searchers are faced with mounting challenges hindering the
vaccine development life cycle. Among the challenges are:
(1) the knowledge disconnect between the disciplines in-
volved – biology, chemistry, engineering, manufacturing, legal,
regulator and healthcare – and between stakeholder’s views
(see Figure 1), which makes the development process very
convoluted; (2) the need for sustained capital investment over
a lengthy period – hundreds of millions of dollars and 8 to
10 years from research to market with high failure rates –
for vaccine development; (3) the costly and stringent storage
and handling conditions to be satisfied in order to reduce the
loss in vaccine potency and expand an otherwise very short
shelf life span (i.e., a year or less); (4) genetic mutations and
constantly evolving environment factors making it difficult for
certain vaccines to be produced (e.g., HIV-1) [6][7]. A unified,
formal, vaccine knowledge-driven approach for the VDLC is
needed to enable stakeholders along the VDLC to answer
both domain specific and cross-domain questions, quickly,
accurately and cheaply, in the context of highly stochastic and
complex biological dynamics.

In this project we take a significant step towards a novel
knowledge-intensive framework for efficient vaccine develop-
ment. Our objective is to develop the foundational semantic
infrastructure for knowledge and behavior specification, mod-
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Figure 1. Vee-model of the Vaccine Development Lifecycle and Current Knowledge Gaps

eling and processing across the VDLC as a whole. Therefore,
we build on the discipline of systems engineering ability to
bridge the gaps between (and integrate) other disciplines, to
architect a knowledge-enabled vaccine development platform.
The guiding principles of our approach are as follows: (1)
formal methods must drive and support the development of
vaccine domain models, (2) the latter must properly capture
the depth and breadth of stochastic behaviors of biological
systems and, (3) models must be reusable, customizable and
integrated at will for the purpose of the analysis at hand. The
resulting platform supports the integration of biological system
dynamic models and, discipline and stakeholder knowledge
models thus, enables the emergence of novel architectures,
which instantiation can be performed and executed against
the requirements of a given application or analysis. Section
II is a review of vaccines typology, mechanisms and existing
development approaches. Section III introduces mathematical
foundations for the formal representation and description of
vaccine knowledge and systems biology. Section IV describes
the architecture of the framework along with a simplified soft-
ware implementation infrastructure. An experimental vaccine
case study is introduced in Section V to illustrate some of the
core capabilities of the framework. The paper concludes with
discussions, conclusions and future work.

II. STATE OF THE ART: TYPOLOGY, MECHANISMS AND
DEVELOPMENT LIFECYCLE OF VACCINES

Vaccine has been playing a hugely important role in
preventing infectious and non-communicating diseases and im-
proving overall quality of living. However, for a vaccine to be
successful, (1) its active ingredients should induce an effective

and sustained immune response, (2) it must have minimal side
effects and, (3) it must be produced cost-effectively at a large
scale. Because of the complex nature of vaccine manufacturing
it is important to understand and control and or, predict the
factors that impacts the efficacy, stability and safety of the
vaccine along its process-engineering pathway.

A. Typology and Composition of Vaccines

They are mainly three classes of vaccines. Most con-
ventional or the first generation of vaccines consists of a
live, but attenuated form of the pathogen or an inactivated
pathogen. Live, attenuated vaccines – consists of live viruses
that have been extensively passaged through animal hosts
until an acceptable balance has been retained between the
loss of virulence and retention of immunogenicity. Inactivated
vaccines – contains microorganisms that have been treated to
destroy their infectivity (inactivation). The second generation
of vaccines consist only a part of the pathogen – subunit
vaccines. Subunit vaccines – consists of epitopes around exter-
nal surface of the pathogen. With recent advances in vaccine
science, a third generation vaccines have emerged as DNA
and recombinant vector vaccines. DNA vaccines consist of
non-replicating plasmids, which contain DNA that encodes
specific proteins (antigens) from a pathogen. Recombinant
viral vectors vaccine works by enabling an intracellular antigen
expression in the body. Figure 2 illustrates the most common
components found in modern vaccines at delivery point. The
main components play various functions needed to enable the
trigger, execute and maintain host immunization including,
(1) elicit and enhance immune response (active ingredients
and adjuvants respectively), (2) ensure the stability of various
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Figure 2. Common components of vaccines(Adapted from [8])

Figure 3. Knowledge-driven vaccine development framework system architecture.
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components (stabilizers) and, (3) protect the vaccine against
contamination(preservatives). Other components Other inactive
elements (e.g., antibiotics and trace components) are inherited
from the development and manufacturing process.

B. Mechanisms of Immunization

A vaccine raises immunity through a complex process –
yet to be fully understood – in the body. Vaccine protects by
inducing immune mechanisms capable of rapidly controlling
replicating pathogens or inactivating their toxic components.
One immune mechanism is raising antibodies against the
vaccine antigen. For example the antigen in an inactivated viral
vaccine is the inactivated virus. Vaccine antigens can stimulate
a number of cells in the immune system, which includes
macrophages, T cells, and B cells. An immune response
begins when macrophages ingest the antigen. Fragments of
the digested antigen are displayed on the surface of the
macrophage. These displayed antigen fragments are recognized
by T lymphocytes helper cells, which stimulate B lymphocyte
cells to secrete antigen specific antibodies. T helper cells
activate killer T cells to actively bind and destroy the antigen.
Long-term protection is given by immune memory cells (B
and T memory cells), capable of rapidly and effectively re-
activating the production of antibodies and killer T cells.
Despite the success of three generations of successful vaccines
that have eradicated small pox and nearly eradicated polio,
there is still a great need for new vaccines and these are
emerging far more slowly than we would wish. Successful
immunization is not only influenced by various immunological
factors (including host physiology and the type and nature of
antigen), but also by formulation and delivery aspects.

C. Vaccines Development

The development of vaccines is a complex, lengthy and
extremely expensive process involving public, private and non-
profit players. It is a high-risk undertaking as many of vaccine
candidates fail in preclinical studies. Also, regulatory, technical
and manufacturing hurdles lie in the path that translates a
vaccine candidate to the final vaccine available in clinics
for administration. There are multiples closely coupled stages
in vaccines development. The first stage involves candidate
selection (exploratory stage) from a fundamental research lab-
oratory – conducting the discovery of antigens – and testing the
candidate among animal models. During the pre-clinical stage,
development of small case scale material and formulation –
a prototype vaccine “medicine” – is done to make material
for phase I, II and III studies (clinical development). The
exploratory and preclinical can last 1 to 10 years and cost
between $10 and $20 millions. Phase I includes test of safety
among a sample of 10-100 human subjects to evaluate clinical
responses. Phase II focuses on the evaluation of immune
responses in a sample of 100-3000 subjects and large scale
studies are conducted in phase III to test vaccine efficacy and
tolerance. In a clinical development of material candidate, the
candidate is cultured, harvested, inactivated (in certain cases),
formulated and filled (free dried or in liquid form) in vials
syringes packaged and released for distribution. Clinical trials
coupled with regulatory approvals can last between 4 to 7 years
and are highly capital extensive, with costs in hundreds of
millions of dollars.

III. MATHEMATICAL FOUNDATIONS FOR VACCINE
KNOWLEDGE FORMALIZATION AND SYSTEMS BIOLOGY

A. Knowledge Representation Formalisms

Knowledge representation formalisms are needed to prop-
erly capture and formally represent a domain (e.g., vaccine)
knowledge as well as reasoning on it. Over the years, re-
searchers have developed several such formalisms including
Semantic Networks [9], Frame Systems [10], Description
Graphs [11] and Logic-based formalisms [12]. The declarative
part of frame systems – a class of logic-based formalisms –
are credited for the rise and development of modern Artificial
Intelligence (AI) formalisms. Modal and description logics
(DL) are descendants of such systems. DL appears to be
the most appealing logic-based formalisms for framework like
ours, thanks in part to its flexibility of extension to enable
complex domain descriptions and the capability to support
multi-values attributes and reasoning (for some subsets). Such
features are critical to enable the formal representation of a
heterogeneous and intricate domain as the vaccine, at various
levels of abstractions. Also, we note that some results for
description logics were found by translating results from
variations of modal logics (propositional dynamic logics, µ-
calculus) into description logics [13].

B. Description Logic Semantics and The Semantic Web

Capturing vaccine knowledge and crossing the divide be-
tween disciplines along and across the development life cycle
depicted in Figure 1 requires mechanisms not just to represent,
but also to integrate, share and reuse knowledge across the
various stages of the process. Knowledge must (1) be captured,
represented in a clear, unambiguous way with respect to the
associated domain and the context of use and, (2) lend itself
to automated processing and reasoning by machines. This
requires data to be enriched and backed by sound semantics
to ensure accuracy of facts and inferencing.

Description Logics (DL) formalisms, as fragment of first
order logics, provide the sound mathematical foundations and
decidability needed to tackle the first part of this challenge
[15]. A brief definition of key DL concepts and its ALC
extension are introduced in the appendix of [14]. The strong
mathematical foundations of DLs enable the development of
machine and human readable ontological languages, such as
the web ontology language (OWL), in a systematic way. OWL
is the language of choice for creation of ontologies, which
are engineering artifacts specifying the intended meaning of a
vocabulary used to describe a given domain (e.g., vaccine). As
such, ontologies provide explicit semantic meanings that enrich
the way models can be branched and integrated across do-
mains of knowledge automatically. Understanding the intricate
relationships spanning the vaccine domain and their ultimate
affects on vaccine effectiveness will greatly benefit from these
capabilities. In [14], SHOIN and SROIQ DLs (respectively
mapped to OWL1-DL and OWL2 DL) have been identified
as appropriate logic-based formalisms for knowledge-driven
frameworks such as the one introduced in this work. The
computational decidability of OWL2 DL makes it a suitable
language for the development of ontologies in our framework.

The second part of above-mentioned challenge can be
addressed using semantic web technologies integrated with
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reasoner through Application Programming Interfaces or API
(e.g., Jena). Semantic web technology resources are organized
as a stack, where technologies such as the eXtensible Markup
Language (XML), the Resource Description Framework (RDF)
and OWL provide the necessary foundations needed by the
one on the top, in hierarchical layers. The stack enables the
implementation of reasoning that can prove whether or not
assertions in the knowledge base are true or false in almost
real-time (decidability). Therefore, semantic web technologies
are the mean by excellence for automated processing and
reasoning over a high variety of distributed and heterogeneous
across-domains information such as the ones encountered in
vaccine development. Specifically, the various sources of infor-
mation will be organized, formalized and merged accordingly
using semantic models (ontologies, rules and computation
extensions) and reasoning will be performed to answer simple
and complex biological and/or engineering questions.

C. Stochastic Modeling of System Biology

Beyond the formal description of their structure and proper-
ties, the effective capture of the behavior of biological systems
(e.g., vaccine antigen, host physiology) across the VDLC is
needed to accurately represent and understand the essence of
unfolding biological (and underlining) chemical processes at
various level of abstractions. Therefore, there is a need for
models that can allow for the simulation of the system behavior
over time, propagate and predict changes from interactions
within systems and with the environment. Researchers have
developed and introduced various modeling schemes of biolog-
ical phenomenons and systems with emphasis on aspects such
as body metabolism, neuronal systems, genetic networks or
processes (e.g., intracellular processes). Resulting models work
fine for cellular level analyses and studies but they are ineffec-
tive higher levels of abstractions (e.g., tissue, organs) biological
phenomenons [16]. Thus, in order to address those limitations,
we opt for a more general formalism – Markov models –
in our framework. Such models have been shown effective,
in previous work, in modeling and predicting the behavior
of highly stochastic biological [17] and biomedical systems
[18]. Moreover, they are domain independent and well-suited
for integration through segmentation mechanism to domain
specific models. In this work, we will use Markov chain (MC)
formalism to represent actual biological or chemical behavior
as a network of states as nodes and directed edges representing
allowable transitions between states annotated with their proba-
bility of propagation. The graph on the top left corner of Figure
3 – illustrates such MC model. In MCs, feedback and steady-
states are allowed as long as all propagation probabilities at
each state sum up to 1. A variant of Markov models – Hidden
Markov models – extend MCs and are suitable for observed
system performance (e.g., lab experiments) studies. Markov
models, when properly developed and analyzed, are powerful
for analysis and prediction of complex system behaviors.

IV. SYSTEM ARCHITECTURE AND SOFTWARE
INFRASTRUCTURE

In this section, we introduces and briefly describes the
architecture of the proposed framework at the core of effort
towards for efficient vaccine development. It is built on top of
the mathematical foundations introduced in Section III applied

to the vaccine domain knowledge as introduced in Section II.
Also, it mirrors a simplified software infrastructure that can
enable its deployment at increasingly higher scales and levels
of complexity.

A. Overview

The system architecture consists of modules to be assem-
bled as per the needs of the analyses as illustrated in Figure 3.
The modules lie at the intersection of three groups of vaccine
knowledge categories and three layers of abstractions mirroring
various levels of representation of the system. In the first group
(G0), knowledge of component and system biological/chemical
dynamics constrained by relevant corresponding (abstract)
foundational theories is captured and represented using Markov
chains. Knowledge in the second group (G1) is mostly the
formal representation of vaccine, other related domains (e.g.,
gene, DNA) and foundational fields (e.g., time, space) knowl-
edge as constrained by the corresponding theories. The last
knowledge group (G2) comprises the actual problem input
data, the semantically enriched output data resulting from
the analysis as well as structured and unstructured (domain)
expert knowledge. In the knowledge-intensive framework, not
all knowledge types or groups are created equal. They interact
with each others – each playing different role – within and
across groups to enable the desired functionality of the frame-
work through its analysis-oriented configuration. The main
layers of the infrastructure where the various modules are
assembled are as follows.

B. Semantic Foundation Layer (L2)

It provides the mathematical foundations needed by mod-
els to ensure effective and unambiguous description of both
the domains involved in the analysis and biological/chemical
phenomenons. We distinguish foundational theories for known
cross-cutting domains (such as time, physical quantities or
communication) in module (L2, G1) from laws governing
biological and chemistry processes in module (L2, G0). The
Allen Temporal Interval Calculus (ATIC) is a well-suited
cross-domain theory that has been shown effective for formal
description and reasoning in the temporal domain [14]. In the
absence of a valid theory to support the formal description of
a domain in the framework, well-accepted domain standards
(e.g., CDC Standard for Adult Immunization Practice) as well
as heuristics and expert knowledge can be used to fill the
void. This offers the possibility for the modelers to inject
new theories in the framework for test or evaluation purposes
and assess their effectiveness or suitability for given family of
problems/analysis. However, the scope and depth of knowledge
to be used depends on the application of interest and the goals
pursued by the modelers/researchers.

C. Component Layer (L1)

The component layer enables the modeler to makes use
of the formalisms provided by the semantic layer below (i.e.,
L2) to create and manage domain knowledge and behavior
models that can be reusable across applications. In the context
of the VDLC, the knowledge (see module (L1, G1)) can be
organized and classified in three categories based on their
function in a modular way. Core domain (e.g., vaccine antigen,
host) knowledge is segregated from cross-cutting domains
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Figure 4. Schematic of a semantic block for the formal description and reasoning about the Vaccine (bioDomain).

(e.g., storage condition, vaccine schedule) knowledge, which in
turn, is separated from foundation domain (e.g., time, physical
quantity) knowledge. DLs provide the formalisms needed by
core domains knowledge while theories such as the ATIC will
constraint models of some cross-cutting domains (e.g., vaccine
schedule, clinical trial planning). Each domain knowledge in
encoded into a “Semantic block” that encapsulates (domain)
knowledge in a formal and well-defined manner. Each of the
blocks is made of, (1) a domain ontology, (2) set of domain
rules, (3) custom computation functions and, (4) interfaces that
enable communication between semantic blocks as illustrated
in Figure 4. The built-in functions are the glue linking the
ontologies to specialized computation platforms and Markov
models of system biology (in module (L1, G0)) via domain
rules as encoded by the reasoner’s rules engine. Data-models
are templates interfacing input data and ontologies. They
enable the modeler to draw from the problem’s data stored in
input files (module (L1, G2)) then, populate the ontology with
initial facts in an accurate, systematic and traceable manner.
This modular approach adds further rigor and flexibility in
the ability of the modeler to build complex applications using
reusable semantic blocks (as composite knowledge model).

D. System Layer (L0)

Leveraging the capabilities of the framework requires
bringing together its various modules and pieces in an or-
ganized but systematic way. This is needed to close the
knowledge gaps between disciplines and stakeholders in along
the VDLC as discussed in Section I and answer increasingly
complex questions as pictured in Figure 1. Therefore, two
tasks need to be performed, i.e., (1) integrate various domain
specific knowledge at level L1 on both the semantic and
stochastic behavior sides and, (2) link them and configure
the framework accordingly to emulate system level behavior
for the application under consideration. Next, the resulting
semantic graph (module (L0, G1)) is transformed as rules
– integrated to stochastic models of the system behavior
(module (L0, G0)) – are fired. Here, a linkage between the
system and component level behaviors to ensure consistency
in representations. An “integrator” semantic block can be used
as a “semantic controller” that encodes defined system metrics
whose instances are checked against system requirements (as
constraints). Given the complexity of the integration task,
advanced computation capabilities – for controlled and sys-
tematic assembly of the models as well as simulation and
output generation – such as the ones provided by the Whistle
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Figure 5. Illustration of rule-based reasoning for vaccine preservation using the temporal domain.

scripting environment are needed. Whistle [19] is a tiny
scripting language where physical units are deeply embedded
within the basic data types, matrices, branching and looping
constructs, and method interfaces to external object-oriented
software packages. It is designed for rapid, high-level solutions
to software problems, ease of use, and flexibility in gluing
application components together. Computational support is
added, enabling the language to handle input and output of
model data from/to files in various formats (XML, Java, etc.).

E. Working Example of the Usage of the Framework

We describe in this section a configuration and usage of
the framework in a scenario where a researcher investigating
formulations at step 2 of the VDLC (see Figure 1) looks
ahead in step 6 for an answer to the question: “What is the
expected preservation performance of a Matrix M1 for a
vaccine v1 currently under study ?”. To that aim, (s)he must
leverage the infrastructure of the framework as pictured in
Figure 3, in a step-by step configuration and assembly of the
various modules as required by the needs of the study then,
perform an analysis of the results. In this case, the query
is subject to three simplifying assumptions: (A1) the matrix
M1 (i.e., mainly stabilizers in the formulation), has been

properly characterized and the “degradation resistance” C f1
of the formulation is known, (A2) there are no significant or
unknown biological/chemical phenomenons not captured in
the framework, and (A3) computations and reaction times are
negligible. The step-by-step details are as follows.
(i) The researcher prepares the input data (e.g., XML file)
of the problem as per the framework predefined DataModel:
formulation’s unique id (f1), degradation resistance (Cf1),
expected en-route preservation temperature (T 1), initial known
stability level of the formulation (S1), value of time instants
when the exposure to T1 starts (tX), and ends (tB).
(ii) The data is loaded into the system and the various
ontologies (e.g., Time, BioDomain, etc) are populated with
instances, i.e., initial facts, as shown on the left side of
Figure 5. These are now statements in individual, separated
domain knowledge-based as defined in Section IV-C and in
module (L1, G1) of Figure 3. Specifically, temporal data (i.e.,
tX and tB) are collected as per the template defined in the
DataModel, then are deposited in the time ontology while
vaccine and formulation data (e.g., Cf1 , S1, etc.) populate the
BioDomain ontology.
(iii) Rule sets for individual domains and parametrized MC
models for bio subdomains (e.g., formulation, vaccine antigen)
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are provided by the component layer to be used for lower
level integration and computation. When and if needed (not in
this case), the MC – encoded as built-in function called by the
rules engine when the state of the component is needed for
inferencing as illustrated in Figure 4 – computes the state of
the component and the result is stored in the knowledge base.
As indicated in Section IV-B, ontologies and MCs implement
foundational theories and system biology/chemistry laws.
(iv) The system integration (layer L0) is performed by
assembling the semantic blocks (ontology + rules + built-ins).
The ontologies are integrated and new entity (tXB) and
relationship hasExpoInt are created to bridge the bio and
temporal domains. However, tXB at this point is a placeholder
for a proper time interval in the terminology box (TBox) of
the time ontology.
(v) Rule 1 is fired, resulting in the creation of
happensBefore relationship between tX and tB. This
rule belongs solely to the temporal domain and could have
been called and executed in step (iii) too.
(vi) Temporal properties beginsAt and endsAt of t XB

created in (iv) are populated after rule 2 is fired. This is
made possible thanks to the fact that the corresponding values
are inputs to the built-in function getDuration() that
computes the duration of temporal intervals (duration of the
exposition in this case). The relationship hasDuration
is created in the temporal domain to store the result of the
duration calculated by the built-in function.
(vii) Rule 3 is fired, resulting in the update of the value of
property hasStability characterizing the stability of the
vaccine antigen v1. For this result to occur, the system level
rules engine must pass (via registered built-in) the parameters
(i.e.,Cf1 , d1, S1, T1) needed by the MC to compute the new
state of the system. As in step (iii), the MC model and the
ontology are integrated via the built-in function embedded
in the rules engine. The new value (S2) of the property
hasStability is the answer to the initial question. This,
as well as intermediary results, are stored in an output file
(e.g., txt format) to be analyzed further by the researcher.

V. EXPERIMENTAL VACCINE PRESERVATION STUDY

A. Previous Work and Goal of the Study

In [1], we have illustrated the basic implementation and
use of our framework in a simplified Oral Polio Vaccine (OPV)
formulation under the set of assumptions listed in Section IV-E.
An empirical MC model of the degradation of the vaccine
stability Sp (p ∈ P = {20, 40, 60, 80, 100}%) – when exposed
continuously to temperature Tj for dk days – was developed
with several parameters. The “degradation factor ” k tf

ijk , which
characterizes the ability of the system to maintain itself in a
state Sp under the given experimental set up, was found to be
given by Equation (1).

ktfijk =

[
TMax − Tj

TMaxTj(100− Cfi)

] dk
dMax

(1)

where Tmax is the maximum allowable exposure temperature
for the experiment and Cfi ∈ (0, 100) is the “degradation re-
sistance” of a given formulation. Also, the transitions between
states (Sp) were computed as per Equation (2).

atfijk|p,q = (1 −∆tf
ijk|p,q)kak

tf
ijk (2)

where ∆tf
ijk |p,q is the gap of virulence between a state of

stability p and one of stability q < p in P and, ka > 0 is
a balancing coefficient allowing the probabilities to sum to 1
as per MC modeling rules.

As pointed out in Section II-B, vaccine and vaccination
are complex systems and processes not fully understood yet.
The current state of vaccine research and development prac-
tices does no provide means to characterize key MC model
parameters (e.g., Cf1 ) or ensure that all relevant phenomenons
and interactions are captured in models of system biology at
the chosen level of abstraction of the representation. Thus,
assumptions (A1) and (A2) can hardly sustain real-world
applications of the framework. Much needed detailed study
(outside the scope of this work) is required to address those
challenges. Until that becomes a reality, we will develop
and use deterministic models to support the computation and
predict of the degradation of the vaccine with the lowest
possible margins of error. Such models of system biology must
be amenable to a smooth integration with the semantic ones in
the framework for usage in real-world applications across the
VDLC. Therefore, we will conduct laboratory experiments to
satisfy those needs.

B. Overview of the Study and Hypotheses

Vaccine antigens are mostly protein. Thus, we use a protein
(enzyme) Horse Radish Peroxidase (HRP) as a vaccine model
for the preservation study. To perform the preservation studies
we use a commercially available HRP. This 40 kDa protein is
similar in size to the popular vaccine mimic ovalbumin. The
unique structural features of HRP make it a good model protein
for analyzing the influence of various excipient properties
on protein stability. Because any conformational or structural
perturbations of HRP during storage loss of protein activity this
is an excellent candidate to study protein stability. The protein
also contains four disulfide bonds and numerous metal-binding
sites that attract two divalent calcium ions to bind to the protein
as enzymatic cofactors. HRP protein is a metalloenzyme that
has a noncovalently bound to a heme prosthetic group at the
active site. This allows the protein to catalyze the reduction of
hydrogen peroxide to water.

C. Laboratory Experiments Setup and Data Collection

The stability of HRP would be tested in three different
temperatures at 220C, 300C and 37 0C in three different
excipient formulations containing varying percentages (1-10
w/v%) of a well established excipients used in commercial
vaccine formulations. Formulations were also constituted with
a constant amount of preservative neomycin (0.01 w/v%), and
adjuvant alum (0.02 w/v%) and the dispersant used was phos-
phate buffer saline (PBS, 0.25 mM) at pH 7.4. Formulations are
as follows : (1)F1 - 1%MgCl2, neomycin (0.01%) and alum
(0.02%); (2)F2 - 5% sucrose, neomycin (0.01%) and alum
(0.02%); (3)F3 - 2.5% trehalose, neomycin (0.01%) and
alum (0.02%). The amount of HRP added to each formulation
(F1-F3) was 1.33 µg. The stability of the HRP protein at
different temperatures in different formulations was tracked
using an analytical fluorimetric redox based assay – Ample
Red. The stability of the protein HRP was monitored at regular
intervals by a redox based fluorimetric assay. A control formu-
lation of HRP formulated in buffer PBS without excipients was
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Figure 6. Analysis of the stability of HRP protein in three formulations

kept at −200C (FC). Formulations (F1-F3) were sealed in 20
mL borosilicate vials kept at the three temperatures mentioned
above (220C, 300C and 37 0C). At regular intervals 50 µL of
each formulation with HRP was taken out of each vial added
to 50 µL (0.2 mM) of assay reagent Amplex Red in a micro-
centrifuge tube. After thoroughly mixing 50 µL was aliquoted
and added to 50 µL (4 µM ) aliquot of H2O2 in a 96 well
Costar clear polystyrene plate. The plate was incubated for 1
hour under dark and fluorescence emission was obtained at 590
nm after excitation at 530 nm using a Molecular Devices (M 2)
plate reader. The emission intensity of each formulation (F 1-
F3) was recorded and compared to the control (FC) at −20 0C
and percent degradation of HRP was calculated for F1-F3 at
the three different temperatures 220C, 300C and 37 0C.

D. Experiment Results, Analysis and Limitations

A wide variety of protein stabilizing excipients are used
in vaccine development for enhancing the stability of vac-
cine protein antigens and they are referred to as stabilizing
excipients. These excipients have been reported to stabilize
the structure of native proteins at moderate (1 w/v%) to
high concentrations (30 w/v%). Carbohydrates excipients (i.e.,
sucrose and trehalose) and polyols (i.e., mannitol, sorbitol) are

often used to stabilize protein antigens and protect them from
aggregation during lyophilization. Carbohydrates are known
to be highly effective in increasing the melting temperature
(Tm) of proteins, preventing them from denaturing. Among
sugars, sucrose and trehalose have been the most frequently
used in thermostabilization. Even though HRP stability data
(see Figure 7), at a glance looks erratic, a general trend can
be perceived that at higher temperatures (300C and 37 0C),
trehalose and MgCl2 fail to stabilize the protein HRP. But
looking at the stability data of HRP with sucrose (see Figure
7(b)), it is apparent that sucrose could stabilize HRP even at el-
evated temperatures. Carbohydrates like sucrose and trehalose
have high glass transition temperatures (Tg) are known to be
more effective in thermostabilizing proteins than other excip-
ients. Salts (i.e., MgCl2) affect in widely different manner
when stabilizing proteins. For example, at low concentrations,
they could stabilize proteins through non-specific electrostatic
interactions while at high concentrations, salting in or salting
out would occur. Salting in would preferentially stabilize the
protein while salting out would destabilize the protein. At low
concentration the hydrated forms of the divalent cation Mg 2+

has been known to bind to the peptide units through stabilizing
hydrogen bonds. Looking at the stability data of HRP protein
with MgCl2 compared to the carbohydrate sucrose, MgCl2
has provided very little stability.

E. Regression Analysis: Procedure and Results

In the absence of means to properly identify parameters
characterizing individual formulations as needed by the MC
stochastic model described in Equations (1) and (2), we seek
to develop indirect means for predicting the degradation of a
given formulation. Thus, we formulate and construct regres-
sion models correlating (statistically) independent experiment
variables (introduced in Section V-C) and the percentage of
degradation of the protein (i.e., our surrogate vaccine antigen)
as response. The variables considered for this analysis are
primary the temperature at which the formulated protein is
exposed to (x2) and the duration of exposition at that temper-
ature (x1) for formulationsMgCl2 and sucrose. In the case of
trehalose, a third variable – the percentage of stabilizer (x3)
in the formulation solution – is added to the mix. We use the
data collected in Section V-C to perform the analysis. Simple
and multiple regression models accounting for the variables
individually or together and their interactions are constructed
and identified using the following nomenclature.

M j.k
l |= Y = f(x1, x2, x3) (3)

whereM ∈ {L,Q, P } is the regression model, i.e., Linear(L),
Quadratic(Q) or Polynomial(P) of order 3 for the formulation
under study; j ∈ {1, 2, 3} is the type of the formulation, i.e.,
MgCl2(1), sucrose (2) and trehalose(3); k ∈ {1, 2, 3, 4, 5 , 6}
is the percentage of the stabilizer in the formulation of in-
terest, i.e., 1%(1), 2.5%(2), 5%(3), 10%(4), 20%(5), and a
combination of several percentages(6). Also, l ∈ {1, 2, 3, 4} is
the temperature at which the protein is exposed, i.e., average
room temperature of 220C(1), high temperature of 300C(2),
body temperature of 37 0C(3) and All temperatures(4). Even
though this representation allows us to cover all configurations
of regressions, we will be focusing on ones enabling us to
capture, represent and identify multiple regressions in a very
unique ways. Thus, l = 4 in such models.
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Figure 7. Stability of HRP at temperatures 220C, 300C and 370C (a) in Formulation F1 - 1% MgCl2, (b) in Formulation F2 5% sucrose and, (c) in
Formulation F3 2.5% trehalose for a period of 72 hours

We follow a rigorous data analysis process to generate and
ensure the quality of the resulting regression models for the
each of the formulations. First, the data is cleaned from outliers
using 95% confidence interval for the response. Second, the
data is checked for confounding to make sure the independent
variables are independent from one another. This is done by
plotting scatter plot for pairs of independent variables and
checking for collinearity. In this study, no such relationship
were found in any of our formulation data sets. With those
foundations in place, the next move is to fit response surface
models to individual formulation stability percentage (%HRP),
as a function of controllable factors xi, (i ∈ {1, 2, 3} ) as
defined above. One model of each of the three types, i.e.,
Linear(L), Quadratic(Q) or Polynomial(P) is created. Plots of

residuals versus fitted values are generated and used each time
to check for violation of assumptions for error in regression
models. This exercise has helped us uncover inconsistencies in
the regression models for the trehalose formulation. However,
applying a logarithmic transformation to the data has resulted
in more normal (randomly distributed points) residual plots,
and better regression models. Finally, the best model for
each of the formulation was selected by comparing models’
coefficient of determinations or goodness-of-fit statistic (i.e.,
R2). Table I summarizes our findings.

Polynomial models’ coefficients of determination (R 2) are
the highest of all model types for all formulations. Thus, they
are the best fitted models for the response as shown in Table
I. We note here that the response function for the trehalose is
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TABLE I. Selected multiple regression models for each candidate formulation. The % of trehalose in model P3.64 comprises 2.5%(2), 10%(4) and 20%(5)

Formulation Model Coef. det.(R2) Response function: Y = f(x1, x2, x3)
MgCl2 P 1.1

4 82.91 % Y = 96 + 1.90x1 − 0.8x2 − 0.0499x2
1 + 0.021x2

2 + 0.015x1x2 + 0.000249x3
1 + 0.00066x2

1x2 − 0.00244x1x
2
2

sucrose P 2.3
4 72.36 % Y = −12.9+0.46x1+7.88x2−0.0299x2

1−0.135x2
2+0.118x1x2+0.000115x3

1+0.000206x2
1x2−0.00219x1x

2
2

trehalose P 3.6
4 88.94 % ln(Y ) = 9.39 + 0.4388x1 − 0.337x2 − 0.254x3 − 0.003164x2

1 + 0.00582x2
2 + 0.01464x2

3 − 0.02049x1x2 −
0.00820x1x3+0.0074x2x3+0.000017x3

1+0.000036x2
1x2+0.000032x2

1x3+0.000230x1x
2
2+0.000162x1x2x3+

0.000018x1x
2
3 − 0.000000x2

2x3 − 0.000453x2x
2
3

Figure 8. Response surface (a) and contour (b) plots for MgCl2 based on multiple regression model P1.1
4

logarithmic thanks to the data transformation and the presence
of three – instead of two – independent variables. A plot of
the response surface for model P 1.1

4 (MgCl2 formulation)
is shown in Figure 8(a). The hyperplane representing the
response, i.e., the percentage of HRP is bended downward
as both the duration of exposition and temperature increase.
This is consistent with the expected behavior of the system
but also as previously found with the empirical model. How-
ever, we gain additional insight in the observation that, for
this particular formulation, its stability clearly takes a dive
as temperature at which the formulated antigen is exposed
increases. This suggests that temperature (i.e., intensity of the
heat), more than duration of exposure, is the main driver of
the breakdown of the stabilization property of the formulated
protein. Figure 8(b) is the contour plot for the same response
surface. It offers a better view of the devastating effect of
temperature on the stability of the formulation. For instance,
considering a targeted minimum threshold of 40% stability (as
for the Oral Polio Vaccine), one can clearly see that it will
take less than 40 hrs (1.6 day) of exposure of the formulated
antigen at body temperature (i.e., x1 = 370C) to loose 60%
of its stability. For the same duration, it looses only 30% of
its stability at x2 = 300C and less than 10% stability loss
at room temperature (x3 = 220C). These results also explain
well-established state-of-the-art vaccine preservation practices
of keeping vaccines at lower temperatures (i.e., higher logistic
costs) to maintain its stability over a long period of time.
Finding the formulations that can achieve the same results or
better at higher temperatures (i.e., lower logistic costs) remains
the holy grail of vaccine preservation research.

VI. DISCUSSIONS

As of now, it is difficult for real-world applications to sus-
tain assumptions (A1) and (A2) stated in the working example
of the framework described in Section IV-E. When it comes
to assumption (A1), the case study highlights the challenge
of developing accurate and precise system biology models
to be integrated with semantic models in our framework as
described in Section III and pictured in Figure 3. This is
needed to support prediction and reasoning in the framework.
In the face of challenges regarding the characterization of
formulations to support the full definition of stochastic models
(MC), we have developed regression-based models for stability
prediction in our prototype implementation on a preservation
study. Such models can be used under specific conditions – in
lieu of actual MC models – for build-in functions enabling
computations such as the ones in rule 3 (see Figure 5).
Regression models establish statistical (not causal) correlations
between independent variable(s) and a response under specific
and well-defined set of conditions. This limits its scope of
use and its ability to support the explanation of underlining
biological/chemical phenomenon. This will not be resolved
until proven and full characterizations of biological agents
(e.g., vaccine antigens) are available to be used for models
(such as the MC models) used in this framework.

Inconsistencies and out of range results in selected re-
gression models for sucrose (P 2.2

4 ) and trehalose (P 3.6
4 )

suggests that there are important underlining chemical/biolog-
ical phenomenons unaccounted for by the model. This is a
translation of a clear violation of assumption (A2). Address-
ing this problem will require uncovering such phenomenons
for the given formulation followed by the identification of
explanatory variables to be tracked during experiments and
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refinement of current regression models to account for the
new variable(s). The complexity of the problem significantly
increases if we consider that, to date, there are 380 established
antigen stabilizing compounds or generally-regarded-as-safe
(GRAS) excipients candidates that could possibly be used in
a vaccine formulation [20].

The ability of the framework to survive assumption (A3)
in real-world applications depends on the capability of the
underlining software infrastructure supporting implementation.
Even though one running VDLC-related applications using
the framework would not want them to last for ever, they
are not safety-critical. Thus, real-time computations are not
a “must” but, fast computations – especially when faced with
large volume and heterogeneous data – are needed. As pointed
out in Section III-B, OWL – the language we use to develop
semantic models in this framework – enables both human
and machine processing of vaccine and domains knowledge
over the World Wide Web (WWW). Proper integration with
databases, web-based interfaces, and cloud computing as well
as with the appropriate configurations, fast, integrated yet
distributed solutions are possible. Therefore, both batch and
streaming-based processing of data through the framework are
possible.

VII. CONCLUSION AND FUTURE WORK

In this paper, we have introduced and described a
knowledge-intensive framework for behavior specification,
modeling and reasoning for efficient vaccine systems engineer-
ing. This research is motivated by limitations of state-of-the-art
vaccine development approaches in capturing, representing and
reconciling domains and disciplines knowledge and viewpoints
across the vaccine development life cycle in an effective
manner. The inherent highly stochastic behavioral nature of
biological elements such as vaccines coupled with knowledge
disconnect between stakeholders (e.g., chemists, biologists,
clinicians, the public, big pharma, etc.) with sometimes con-
flicting interests add to the numerous technological challenges
of engineering such complex biological systems. This leads
to long, complex, and costly efforts with high failure rates
currently observed in vaccine development initiatives. Also,
potency of successful vaccines is difficult to predict and very
expensive to preserve in the face of changing and challenging
environmental conditions as well as limited resources.

The knowledge-intensive framework is shown to be a
possible solution to successful vaccine systems engineering
moving forward. Description logic semantics provide the nec-
essary formalisms needed to capture, represent and reason
about vaccine and foundational domains knowledge in a clear,
unambiguous way with respect to the associated domain and
the context of use while enabling automated processing and
reasoning by machines through semantic web technologies.
Library of reusable semantic components – i.e, semantic blocks
comprising an ontology, rules, computation and communi-
cation interfaces – encapsulate knowledge in a formal and
well-defined manner. They are integrated to stochastic models
of vaccine system biology – Markov Chains (MC) – of the
underlining unfolding biological and/or chemical processes at
various level of abstractions throughout the development life-
cycle of the vaccine, when needed. This layered and modular
structure enables flexibility in the assembly – via integration –

of models of various level of complexity and types in support
of the investigation of research issues that cut across domains
in the vaccine development lifecycle. Thus, this will help
bridge the gap between domains and stakeholders along the
development lifecycle, with the ripple effect of shortening the
development cost, length and complexity.

A step-by-step implementation procedure coupled with a
prototype vaccine preservation study have shined some light
in the implementation of the framework. Such studies, if suc-
cessful, can replicate actual preservation conditions in extreme
weather (e.g., subsaharan Africa) and guide the design and
selection of the most effective formulation able to stabilize
the vaccine in given situations. However, limitations in the
current state of vaccine research and development practices
in, (1) providing means to characterize key MC model pa-
rameters and, (2) ensuring that all relevant phenomenons and
interactions are properly have appeared to be a challenge
to the proper account of system have stood on the way.
Thus, we have designed and conducted laboratory experiments,
which coupled with regression analysis of stability data has
resulted into multiple regression models that were used as an
alternative path. The resulting deterministic models are shown
to provide statistically significant and satisfactory results under
the specific set of experimental conditions. Responses surfaces
and contour for on the “on-the-fly” prediction have been
produced.

Future work needs to address challenges related to the full
and accurate characterization of vaccines properties standing
on the way of the creation of stochastic models of biolog-
ical elements (e.g., antigens) to be used in the framework.
Therefore, advanced laboratory experiments are needed to that
aim but also to uncover and understand relevant phenomenons
of interest contributing to the system response (e.g., stability
of the vaccine). The application of the appropriate design of
experiments will be needed to ensure cost effectiveness and
overall efficiency in studies and analyses. Bringing the benefits
of the framework introduced in this work to day-to-day work
of stakeholders across the vaccine development lifecycle will
also necessitates further work on the refinement and validation
of the framework for various vaccine types, analyses and
cross-cutting concerns (e.g., potency, preservation, safety) and
various environmental conditions. Finally, the collaborative
development of domain and discipline knowledge across the
development lifecycle – e.g., vaccine ontology as in [21] –
is highly suitable to foster dialogue and synergy between
stakeholders.
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Abstract—In this paper, inertial contact sensor-based terrain 

classification is performed with a Radial basis function 

network. Compared to the more popular Multilayer 

perceptrons, Radial basis function networks are also intelligent 

techniques and universal approximators, but with a much 

simpler structure and shorter training time. It has been shown 

that Radial basis function networks are efficient classifiers 

and, consequently may be used for terrain classification. For 

the experiments, a mobile robot platform recorded vibration 

training data with an inertial measurement unit while 

traversing five different terrains: asphalt, carpet, dirt, paving, 

and tiles. The composition of these terrains induces specific 

vibrations in the mobile platform, which are measured by the 

inertial measurement unit. The vibration signatures comprise 

the mobile robot’s linear acceleration, orientation, and the 

earth’s magnetic field. In contrast to most terrain classification 

techniques found in literature, no pre-processing of the data is 

performed. This reduces the computational overhead needed 

for real-time classification. A Radial basis function network is 

then trained using a hybrid conjugate gradient descent method 

and k-fold cross-validation. Identification of the terrain is 

performed in real time. The classification capability is 

empirically compared to that obtained by a Multilayer 

perceptron, a Naïve Bayes method and a Support Vector 

Machine, which have also been successfully applied to terrain 

classification in literature. It was found that the Radial basis 

function network outperformed the Support Vector Machine 

and Naïve Bayes techniques by a relatively large margin. The 

Multilayer perceptron, although performing slightly better 

than the Radial basis function network, has some 

disadvantages compared to the Radial basis function network. 

Consequently, the Radial basis function network, with no pre-

processing of the input data, may be used successfully as an 

alternative contact sensor-based terrain classification method. 

Keywords–classification; inertial measurement unit; MLP; 

RBFN; sensor; terrain classification. 

I.  INTRODUCTION 

Mobile robots are employed on various types of terrain 
[1] in many different operational fields, such as supply and 
logistics, surveillance, search and rescue missions, 
agricultural applications, transportation, cleaning, inspection 
and entertainment [2][3]. For these operations, it may be 
necessary to traverse some indoor or off-road terrain which 
might influence the vehicle’s performance. The efficiency of 
these vehicles can be improved by their detection of their 

environment. This act of identifying the type of terrain being 
traversed from a list of candidate terrains such as dirt, sand, 
or gravel, is called terrain classification [4].  

Factors, such as friction, cohesion, damping, stiffness and 
surface irregularity comprise the terrain interface that is 
presented to the mobile robot [5]. It may be beneficial to 
identify the current terrain type as the terrain conditions may 
have an influence on both the planning stages and motion 
control of the vehicle’s trip. Once the mobile robot’s control 
system has knowledge of the surface on which it is 
travelling, it will be easier to maneuver over uneven terrain 
or around obstacles, which allows the vehicle to traverse the 
terrain most effectively. In particular, awareness of the 
terrain type will enable the vehicle to drive at higher speeds, 
enable the mobile robot to choose an appropriate driving 
mode, prevent physical damage, keep wheels from sinking 
into the ground and obtain an automated driving process 
which is terrain-dependent. 

Research on the identification of terrain types can be 
divided into two groups: methods relying on noncontact 
sensors [4] - [8] and methods utilizing contact sensors [9] - 
[12]. Examples of noncontact sensors are vision sensors and 
laser scanners. A vision sensor, such as a charge-coupled 
device (CCD) camera, uses techniques that extract textures 
and colors from the sensor data to classify this information 
into variable terrains, like forests and the sky. Unfortunately, 
the performance of these techniques is highly dependent on 
environmental factors, such as lighting conditions and 
climate effects and consequently, the sensor information can 
be distorted. Laser scanner sensor data that are obtained from 
a terrain are converted into frequency information. Learning 
algorithms then use this information to classify the terrain. A 
disadvantage of such a method is that it needs numerous data 
points which may hinder real-time classification. As the 
mobile robot traverses the specific terrain, these terrain 
properties combined with the robot dynamics produce 
vibrational signatures in body motion. Methods based on 
contact sensors, however, classify a terrain using sensor 
information, such as the vibration frequency or the slope 
ratio of the mobile robot’s body into the terrain type.  

The aim of this paper is to perform terrain classification 
using a Radial basis function network (RBFN) and then to 
compare the results to a Multilayer perceptron (MLP) neural 
network [13], the Naïve Bayes method and the Support 
Vector Machine (SVM) technique, which have also been 
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successfully applied to this problem to provide context. The 
main focus, however, is on the comparison between the 
RBFN and the MLP and, consequently only these two 
methods will be discussed in detail. 

Broomhead and Lowe [14] proposed the RBFN in 1988. 
This type of neural network model forms a unifying link 
among many different research fields, such as pattern 
recognition, regularization, function approximation, noisy 
interpolation, and medicine. The model has become 
increasingly popular due to its topological structure and 
neurons that are tuned locally. In addition, it has become a 
good alternative to the MLP, since it has capabilities 
equivalent to those of the MLP model, but with a simpler 
structure and can be trained much faster. Previous studies 
have shown that RBFNs in general are efficient classifiers 
[2][15]. In one study in particular [2], a RBF network has 
been used for terrain classification where a Discrete Fourier 
transform was implemented to perform feature extraction. 
Unfortunately, such pre-processing of the data is a time-
consuming task, which may prevent the real-time 
identification of the terrain.  

The MLPs that are trained by the backpropagation rule is 

one of the most important neural network techniques used 

for nonlinear modeling [16]. Their greatest benefit is that no 

a priori knowledge of the particular functional form is 

required. Feedforward MLPs are mostly utilized to estimate 

relationships between input and target variables. They often 

exhibit superior performance in comparison to more 

classical methods. In contrast to common belief, they are not 

a black box tool. The scientific understanding of empirical 

phenomena subject to neural network modeling can be 

considerably enhanced. Formal statistical inference can be 

performed using estimates obtained from neural network 

learning as the basis. Statistical tests of specific scientific 

hypotheses that are of interest become possible. The 

capability of MLPs to extract interactive and complex 

nonlinear effects extends the power of such tests beyond 

those possible with more traditional methods, such as linear 

regression analysis. 
Terrain classification will be performed based on real-

time vibration data obtained from an inertial measurement 
unit (IMU) contact sensor. No pre-processing of the data as 
reported in some previous studies is performed. The 
assumption is that the output of the IMU sensor is influenced 
by the vibrations induced in the platform while traversing 
different terrains. The test vehicle, a Lego Mindstorms EV3 
mobile robot, is augmented by an IMU mounted on a 
Raspberry Pi 2 computer. Data that is collected from the 
IMU on the moving test vehicle is used as the terrain 
signature. This signature will then be classified as one of five 
predetermined terrains - asphalt, carpet, dirt, paving, or tiles. 

The remainder of the paper is organized as follows. In 
Section II, the relatively simple structure and training of the 
RBFN will be discussed. A variant of the gradient descent 
method is used for training. The well-known MLP 
architecture and backpropagation training algorithm are 
considered in Section III. Specific issues related to artificial 
neural network model building are examined in Section IV. 

Experiments performed to determine the accuracy of terrain 
classification using a RBFN, an MLP, the Naïve Bayes 
method and an SVM model will be considered in Section V. 
The results that were obtained will be examined in Section 
VI. Finally, some concluding remarks and future work will 
be presented in Section VII. 

II. RADIAL BASIS FUNCTION NETWORKS 

In this section, the RBFN architecture and training of the 

model will be considered. 

A. Architecture 

A RBFN is a feedforward neural network with three 

layers (𝐽1 − 𝐽2 − 𝐽3) [15][17][18] as shown in Figure 1. In 

the input, hidden and output layers there are 𝐽1 , 𝐽2  and 𝐽3 

neurons, respectively. The bias in the output layer is denoted 

by 𝜙0(�⃗�) = 1 while the nonlinearity at the hidden nodes is 

denoted by the 𝜙𝑘(�⃗�) ’s. Each hidden layer node uses a 

Radial basis function (RBF), denoted by 𝜙(𝑟)  for its 

nonlinear activation function. The hidden layer performs a 

nonlinear transformation of the input. This nonlinearity is 

then mapped into a new space by the output layer which acts 

as a linear combiner. Normally, all hidden nodes utilize the 

same RBF; the RBF nodes have the nonlinearity 𝜙𝑘(�⃗�) =
𝜙(�⃗� − 𝑐𝑘), 𝑘 = 1, … , 𝐽2,  where 𝑐𝑘  denotes the center or 

prototype of the kth node and 𝜙(�⃗�) is an RBF. An extra 

neuron in the hidden layer can model the biases of the 

output layer neurons. This neuron has a constant activation 

function 𝜙0(𝑟) = 1. The RBFN determines a global optimal 

solution for the adjustable weights in the minimum mean 

square error (MSE) sense by using the method of linear 

optimization. The output of the RBF network, provided by 

input �⃗�, is given by 

 

 

𝑦𝑖(�⃗�) = ∑ 𝑤𝑘𝑖𝜙(‖�⃗� − 𝑐𝑘‖

𝐽2

𝑘=1

), 𝑖 = 1, … , 𝐽3, 

 

  (1) 

where 𝑦𝑖(�⃗�)  is the ith output, 𝑤𝑘𝑖  denotes the connection 

weight from the kth hidden neuron to the ith output unit, and 

‖∙‖  is the Euclidian norm. The RBF usually utilizes the 

Gaussian function 𝜙(∙) and such a model is normally called 

the Gaussian RBF network.  

 

 
 

 

 

 

 

 

Figure 1. RBF network architecture [16] 
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Given a set of N pattern pairs {(�⃗�𝑝, �⃗�𝑝)|𝑝 = 1, … , 𝑁}, (1)  

can be expressed in matrix form as 

 

 𝒀 = 𝑊𝑇Φ (2) 

 

where 𝑾 = [𝑤1, … , 𝑤𝐽3
]  is a 𝐽2 × 𝐽3  matrix, �⃗⃗⃗�𝑖 =

(𝑤1𝑖 , … , 𝑤𝐽2𝑖)
𝑇

, Φ = [�⃗⃗�1, … , �⃗⃗�𝑁]  is a 𝐽2 × 𝑁  matrix, �⃗⃗�𝑝 =

(𝜙𝑝,1, … , 𝜙𝑝,𝐽2
)

𝑇
is the hidden layer output for the pth 

sample, specifically,  𝜙𝑝,𝑘 = 𝜙(‖�⃗�𝑝 − 𝑐𝑘‖),  𝒀 =

 [𝑦1 𝑦2  … 𝑦𝑁] is a 𝐽3 × 𝑁 matrix, and �⃗�𝑝 = (𝑦𝑝,1, … , 𝑦𝑝,𝐽3
)

𝑇
. 

The RBFN is a universal approximator [17]. If the RBF 

is appropriately chosen, the RBF network can theoretically 

approximate any continuous function arbitrarily well. The 

Gaussian RBF is expressed as 𝜙(𝑟) = exp (−𝑟2/2𝜎2) 

where 𝑟 > 0 represents the distance from a data point �⃗� to a 

center 𝑐 and 𝜎 is utilized to control the smoothness of the 

interpolating function. The Gaussian RBF is a localized 

RBF with the property that 𝜙(𝑟) → 0 as 𝑟 → ∞.  

Training of a RBFN is usually performed by a two-

phase strategy. During the first phase, suitable centers 𝑐𝑘 

and their corresponding standard deviations, 𝜎𝑘, also known 

as widths or radii are determined. The network weights 𝑾 

are adjusted in the second phase. The training approach that 

is followed in this research is the supervised learning of all 

the parameters by the relatively simple gradient descent 

method.  

B. Training 

There is one output unit for each of the five terrain class 
values (asphalt, carpet, dirt, paving, and tiles). The model 
trained for the ith output unit (class value) is given by: 

 
 𝑦𝑖(𝑥1, 𝑥2, … , 𝑥𝑚) = 

𝑔 (𝑤𝑖,0 + ∑ 𝑤𝑖,𝑘exp (− ∑
(𝑥𝑗 − 𝑐𝑘)

2

2𝜎𝑔𝑙𝑜𝑏𝑎𝑙
2

𝑚

𝑗=1

)

𝑏

𝑘=1

) , 

 

 
 

(3) 

where the activation function 𝑔(∙) is a logistic function [19]. 
A Gaussian RBF network with the same global variance 
parameter 𝜎𝑔𝑙𝑜𝑏𝑎𝑙  for all RBF centers still has universal 

approximation capability [17]. The appropriate parameter 
values for 𝑤𝑖,𝑘  and 𝜎𝑔𝑙𝑜𝑏𝑎𝑙  are found by identifying a local 

minimum of the penalized squared error on the training data. 
Given 𝑝 classes, the error function can be expressed as 
  

𝐿𝑆𝑆𝐸 = (
1

2
∑ ∑ (𝑦𝑘,𝑖 − 𝑓𝑖(�⃗�𝑘))

2
𝑝

𝑖=1

𝑛

𝑘=1

)

+ (𝜆 ∑ ∑ 𝑤𝑖,𝑘
2

𝑏

𝑘=1

𝑝

𝑖=1

),  

 

 
 
 
 

(4) 

where 𝑦𝑘,𝑖 = 0.99 if data point �⃗�𝑖 has the ith class value, and 

𝑦𝑘,𝑖 = 0.01  otherwise. Instead of using 1.0 and 0.0, the 

values 0.99 and 0.01 are used to aid the optimization process. 

Additionally, in (4), 𝐿𝑆𝑆𝐸 ,  is divided by 𝑛,  the number of 
training data points, as this was determined through 
empirical observation to improve convergence with the 
optimization methods used [20]. Standard calculus is utilized 
to find the corresponding partial derivatives, which consist of 
the gradients of the error function with respect to the network 
parameters. Backpropagation is employed to calculate the 
partial derivatives in the same manner as in Multilayer 
perceptrons. The hybrid conjugate gradient descent method 
specified by [21] is used for training. 

Initialization of the network parameters is another 

important aspect of the training procedure. The initial 

weights of the output layer are sampled from 𝒩(0, 0.1) . 

This strategy was empirically determined based on the 

familiar heuristic of choosing small, randomly distributed 

initial weights [20]. 

As the k-means algorithm is often used to train the 

hidden layer of the RBFN in an unsupervised process, it is 

utilized to determine the initial hidden unit centers 𝑐𝑘 . 

Furthermore, the initial value of the variance parameter 

𝜎𝑔𝑙𝑜𝑏𝑎𝑙  is set to the maximum squared Euclidian distance 

between any pair of cluster centers. This ensures that the 

initial value of the variance parameter is not too small. The 

learning process is accelerated on a multi-core computer by 

parallelizing the calculation of the error function and its 

gradient on a user-specified number of threads.  

Artificial neural networks (ANNs) such as RBFNs and 

MLPs can be considered as techniques that lie in machine 

learning middle ground, somewhere between artificial 

intelligence and engineering [22]. They use heuristic 

methods, because very often there is no theoretical basis to 

support the decisions about the ANN implementation, as 

well as mathematical techniques, such as mean-square error 

minimization. ANNs are comprised of a large class of 

various architectures. The RBFN and MLP are two of the 

most widely used neural network architectures in literature 

for regression and classification problems [23]. To put the 

application of the RBFN on terrain classification in context, 

an MLP constructed for the same purpose is also examined. 

Both types of neural network structures are good in pattern 

classification problems and also robust classifiers with the 

ability to generalize for imprecise input data. A general 

difference between the RBFN and MLP is that the RBFN 

performs a local type of learning, which is responsive only 

to a limited section of the input space. In contrast, the MLP 

is a more distributed type of approach. The output of an 

RBFN is produced by mapping distances between the input 

vectors and center vectors to outputs through a radial 

function, whereas the MLP output is produced by linear 

combinations of the outputs of hidden layer nodes in which 

a weighted average of the inputs is mapped by every neuron 

through a sigmoid function. In the next section, the MLP 

architecture and training procedure are considered. 
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III. MULTILAYER PERCEPTRONS 

Similar to a RBFN, the MLP neural network is capable 

of arbitrary input-output mapping [24]. With its powerful 

universal approximation capability, it has been shown that 

MLPs with an appropriate number of hidden neurons can 

implement any continuous function. The MLP is extensively 

used in classification, regression, prediction, system 

identification, control, feature extraction, and associative 

memory. An MLP, like a RBFN, is estimated by a 

supervised procedure where the network constructs the 

model based on examples in the data with known outputs. 

A. Architecture 

In most cases, an MLP has several layers of nodes. 

External information is received at the first or lowest layer. 

The problem solution is obtained at the highest layer which 

is an output layer. Between the input layer and output layer 

there are one or more intermediate layers called the hidden 

layers. The number of hidden layers is a very important 

parameter in the network. Bordering nodes are normally 

fully connected from a lower layer to a higher layer. No 

lateral connection between neurons in the same layer, or 

feedback connection is possible. The MLP estimates a 

functional relationship, which can be written as 𝑦 =
𝑓(𝑥1, 𝑥2, … , 𝑥𝑚),  where 𝑥1, 𝑥2, … , 𝑥𝑚  are m independent 

variables and y is the dependent variable. Functionally, the 

MLP in this sense is equivalent to a nonlinear multiple 

regression model. 

A single hidden layer MLP network with h neurons 

(Figure 2) and c outputs has the following form: 

 
 𝑦𝑐(𝑥1, 𝑥2, … , 𝑥𝑚) = 

𝑔 (𝑤0 + ∑ 𝑤𝑘tanh (𝑤0𝑘 + ∑ 𝑤𝑗𝑘𝑥𝑗

𝑚

𝑗=1

)

ℎ

𝑘=1

),   

 
 

(5) 

 

where 𝑔(∙) is the activation function, and 𝑤𝑖 , 𝑤𝑗𝑘  the 

weights.  
 

 
Figure 2. MLP network architecture 

 

The model in (5) can be expressed in matrix form as 𝑦𝑐 =
𝑔(𝑾𝒙 + 𝒃),  where 𝑦𝑐  is the output, 𝑔(∙)  the activation 

function, 𝑾 = [

𝑤1,1 … 𝑤1,𝑚

… … …
𝑤ℎ,1 … 𝑤ℎ,𝑚

]  a [𝐻 × 𝑀] weight 

matrix, 𝒙 = [𝑥1, 𝑥2, … , 𝑥𝑚]  the input vector, and 𝒃 =
[𝑏1, 𝑏2, … , 𝑏ℎ] the bias vector [18].  

B. Training 

The backpropagation algorithm used to train an MLP 

was first discovered by [25] and later popularized by [26]. 

During the training phase, a set of input-output pairs is 

utilized for training and is repeatedly presented to the 

network. When training is stopped, the performance of the 

network is tested. The learning algorithm includes a 

forward-propagating step, followed by a backward-

propagating step. On the whole, the algorithm is as follows: 

 

input: training set, weight vector w 

output: optimal weight vector w* 

repeat 

repeat 

repeat 

Initialize the weights w to small random 

values. 

Select an instance t, which is a data point from 

the training set. 

Apply the network input vector to the network. 

Calculate the network output vector z. 

For each of the outputs c, calculate the errors, 

which is the difference (δ) between the target 

output and the network output. 

Minimize this error by calculating the 

necessary updates for the weights (Δw). 

Add the calculated weights’ updates (Δw) to 

the accumulated total updates (ΔW). 

        until number of instances comprises an epoch 

Adjust the weights (w) of the network by ΔW. 

until all instances in the training set are considered. 

This forms one iteration. 

until the error for the entire system (error δ or cross-

validation set error) is satisfactorily low, or a pre-defined 

number of iterations is completed. 

 
Algorithm 1. Backpropagation algorithm 

During training, the backpropagation algorithm performs 

gradient descent on the error surface by adjusting each 

weight in proportion to the gradient of the error surface at its 

location. It is well known that gradient descent can 

sometimes cause networks to get stuck in a local minimum 

in the error surface should such a local minimum exist. 

These local minima correspond to a partial solution for the 

network given the training data. At best, a global minimum 

is desired (the lowest error value possible), however, the 

local minima are surrounded by higher error values and the 

network usually does not escape these local minima by 

employing the standard algorithm. To get out of a local 

minimum, special techniques should be used. These include 
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varying the number of hidden units, changing the learning 

parameter (𝛼), but especially by using the momentum term 

(𝜂) in the algorithm. This term is generally chosen between 

0 and 1. Taking into account the momentum term, the 

formula for modifications of weights at epoch t + 1 is given 

by 

 

 

Δ𝑤𝑘𝑗(𝑡 + 1) = 𝜂𝛿𝑘𝑥𝑚 + 𝛼Δ𝑤𝑘𝑗(𝑡),    (6) 

 

 

  

where j denotes the specific neuron. The network can 

oscillate, or more seriously, get stuck in a local minimum 

with incorrect values of these parameters. 

Regardless of the many favorable characteristics of 

ANNs, constructing a neural network model for a particular 

problem is a nontrivial task [24]. Modeling issues that have 

an effect on the performance of an ANN must be carefully 

taken into account to ensure the successful application of the 

ANN. These issues are briefly examined next. 

IV. ARTIFICIAL NEURAL NETWORK MODELING ISSUES 

One of the critical decisions that must be made when 

building an ANN model is to determine a suitable 

architecture, specifically the number of layers, the number 

of nodes in each of the layers, and the number of 

connections that join the nodes. Additional network design 

decisions comprise the choice of activation functions for the 

hidden and output nodes, the training algorithm, data 

normalization or transformation methods, training and test 

data sets, and performance metrics. 

A. Network architecture 

An ANN is normally formed by layers of nodes. All the 

input nodes are grouped in the input layer, all the output 

nodes are in the output layer and the hidden nodes are 

allocated in one or more hidden layers in the middle. When 

constructing the ANN, the following variables must be 

determined: 

 the number of input nodes; 

 the number of hidden layers and hidden nodes; and 

 the number of output nodes. 

Selection of these parameters is inherently dependent on the 

problem. Many different methods to determine the optimal 

architecture of an ANN exist, but many of these methods are 

relatively complex in nature and difficult to implement. 

Examples include the network information criterion [27], 

the polynomial time algorithm [28], the canonical 

decomposition technique [29] and the pruning algorithm 

[30][31]. In addition, none of these methods is able to 

guarantee the optimal solution for all problems. Currently, 

there is no simple explicit method to choose these 

parameters. The guidelines are either based on simulations 

obtained from limited experiments or heuristic in nature. 

Therefore, the design of an ANN can be considered more of 

an art than a science. 

A.1 Number of input nodes 

The number of input nodes coincide with the number of 

variables in the input vector used to model target values. 

Given a specific problem, the number of inputs is usually 

transparent and relatively easy to choose.  

A.2 Number of hidden layers and nodes 

Many successful applications of neural networks are 

highly dependent on the hidden layer(s) and nodes. The 

hidden nodes in the hidden layer(s) enable a neural network 

to detect features, capture patterns in the data and to perform 

complex nonlinear mappings between input and output 

variables. It is evident that without hidden nodes, simple 

perceptrons with linear output nodes are equivalent to linear 

statistical forecasting models. Since theoretical works show 

that a single layer is sufficient for ANNs to approximate any 

complex nonlinear function to any desired accuracy [32], a 

single hidden layer is often used for modeling purposes. 

Unfortunately, one hidden layer networks may involve a 

very large number of hidden nodes, which is undesirable in 

that the network generalization ability and training time will 

get worse. Two or more hidden layer MLPs may provide 

more benefits for some types of problem [33][34]. Many 

authors focus on this problem by considering more than one 

hidden layer. 

Determining the optimal number of hidden nodes is a 

crucial yet complicated issue. In most cases, networks with 

fewer hidden nodes are favored as they overfit less and 

usually have a better generalization ability. However, 

networks with too few hidden nodes may not have enough 

power to model and learn the data. There is no theoretical 

principle for choosing this parameter though a number of 

systematic approaches exist. Methods for increasing hidden 

nodes and pruning out unwanted hidden nodes have been 

proposed. A grid search method used to determine the 

optimal number of hidden nodes was put forward by [35]. 

The most common way to establish the number of hidden 

nodes is by means of experiments or trial-and-error. Various 

rules of thumb have also been suggested such as each 

weight should have at least ten input data points (referring 

to the sample size), and the number of hidden nodes should 

be determined by the number of input patterns. Some 

researchers have presented empirical rules to assist in 

avoiding the overfitting problem by restricting the number 

of hidden nodes [24]. Additionally, the number of hidden 

nodes was limited by a heuristic constraint by [36]. A 

number of practical guidelines exist in the case of the 

common one hidden layer networks, which include 
𝑛

2
 [37], 

2𝑛  [38] and 2𝑛 + 1  [39], where 𝑛  denotes the number of 

input nodes. Nevertheless, none of these heuristic choices 

works well for all problem contexts. 
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A.3 Number of output nodes 

As in the case of the number of input nodes, the number 

of output nodes is relatively easy to determine as it is 

directly related to the problem being modeled.  

B. Interconnection of nodes 

The behavior of a network is essentially determined by 

the connections between nodes. In most applications, the 

networks are fully connected with all nodes in one layer 

being connected to all the nodes in the next, higher layer, 

excluding the output layer. Sparsely connected networks 

[40] or direct connections between input nodes and output 

nodes [41] are, however, possible. The latter may be 

beneficial to predictive accuracy since it can be utilized to 

model the linear structure in the data and might increase the 

recognition power of the network.  

C. Activation function 

The activation function determines the relationship 

between the inputs and outputs of a neuron and the rest of a 

network. This function establishes a degree of nonlinearity 

that is valuable for most ANN applications. In theory, any 

differentiable function can be used as an activation function, 

but in practice, only a small number of activation functions 

are used. Some heuristic rules exist for the selection of the 

activation function. When learning about average behavior 

such as terrain classification, [42] suggests logistic 

activation functions.  

D. Training algorithm 

Training of a neural network is an unconstrained 

nonlinear minimization problem where weights of a network 

are iteratively adjusted to minimize the overall squared error 

or mean between the actual and desired output values for all 

the output nodes over all inputs patterns. Many different 

optimization methods to use for neural network training 

exist. Currently, there is no algorithm available to guarantee 

the global optimal solution for a general nonlinear 

optimization problem in a reasonable amount of time. In 

practice, all optimization algorithms suffer from the local 

optima problem. A solution to this problem is to use the 

available optimization method, which produces the “best” 

local optima if the true global solution is not available. The 

backpropagation algorithm is the most widely used training 

method. 

E. Data normalization 

Nonlinear activation functions such as the hyperbolic 

tangent function usually have a squashing role in restricting 

or compressing the possible output from a node to typically 

(0,1) or (-1, 1). Often, data normalization is performed 

before the training process begins. When nonlinear 

activation functions are used at the output nodes, the desired 

output values must be transformed to the range of the actual 

network outputs. Even when a simple linear output transfer 

function is utilized, it may still be beneficial to standardize 

the outputs together with the inputs to facilitate network 

learning, meet algorithm requirements and to avoid 

computational problems. Four methods to normalize inputs 

are presented by [43]: along channel (independent input 

variable) normalization, across channel (each input vector 

independently) normalization, mixed channel (combinations 

of along and across) normalization, and external 

normalization where all the training data are normalized into 

an explicit range. 

F. Training and test samples 

A training and test sample are typically involved when 

building an ANN model. The training sample is used for 

developing the model and the test sample for evaluating the 

predictive ability of the model. At times a set called the 

validation sample is also put to use to avoid the overfitting 

problem or to determine a stopping point for the training 

process. An important issue is the division of the data into 

the training and validation sets. One common approach is to 

use k-fold cross-validation [44] where a data set (𝒟)  is 

randomly split into k mutually exclusive subsets (the folds) 

𝒟1, 𝒟2, … , 𝒟𝑘. A model is then trained and tested k times; 

for each time 𝑡 ∈ {1, 2, … , 𝑘} , it is trained on 𝒟 ∖ 𝐷𝑡  and 

tested on 𝒟𝑡 . The cross-validation estimate of accuracy is 

the overall number of correct classifications divided by the 

number of instances in the data set. 

 

 

G. Performance measures 

In spite of many performance measures for an ANN 

model, such as training time and modeling time, the most 

important measure of performance is the prediction 

accuracy the model can produce beyond training data. 

Nevertheless, academics and practitioners do not universally 

accept a suitable measure of accuracy for a given problem. 

An accuracy measure is frequently defined in terms of the 

prediction error, which is the difference between the desired 

(actual) and the predicted value. There are a number of 

accuracy measures in the prediction literature and each has 

its advantages and limitations [45]. 

In the next section, the experiments that are performed 

to determine the RBFN terrain classification accuracy and 

comparison with an MLP, Naïve Bayes method and SVM 

will be discussed. Modeling issues in Section IV will be 

taken into account to construct the best RBFN and MLP 

architectures. 

 

 

V. EXPERIMENTAL DESIGN 

The aim of the experiments is to identify the type of 

terrain being traveled on by a mobile robot from a list of 

candidate terrains. Figure 3 shows the Lego Mindstorms 

EV3 experimental platform used in the investigation. The 

mobile robot has a Raspberry Pi 2 computer attached to the 
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front with a Sense HAT inertial measurement unit (IMU) in 

turn connected to the Raspberry Pi. The Sense HAT is 

readily available and includes the following sensors: a 

gyroscope, an accelerometer, and a magnetometer. The 

mobile robot platform is battery powered and moves on 

rubber treads. An additional battery pack (not shown) is 

mounted on top and powers the Raspberry Pi computer. The 

five terrain types used in the study are displayed in Figures 

4 to 8. 

 

 

 

 

 

 

 

 

 
 

Figure 3. Lego Mindstorms EV 3 mobile robot 

 

 

 

 

 

The terrain (asphalt, carpet, dirt, paving, or tiles) on 

which the mobile robot is currently travelling is identified in 

real time. The assumption is that the vibrations induced in 

the test vehicle and measured by the output of the IMU 

sensor represent a signature which can be used to accurately 

classify a terrain. The data for each terrain is sampled at an 

irregular rate of ≈ 16
2

3
 Hz for a 600-second duration. The 

RBFN is then trained offline using the RBFN training 

scheme discussed in Section II (B) and the MLP by the 

backpropagation algorithm discussed in Section III (B). 

Three outdoor terrains (asphalt, dirt, and paving) and two 

indoor terrains (carpet and tiles) were analyzed. 

 

 

 

 

 

 

Figure 4. Asphalt 

 
 

Figure 5. Carpet 

The RBFN architecture for this specific problem has five 

outputs that serve to identify the terrain type. Each of the 

output values 𝑦𝑖 ∈ [0,1] denotes the likelihood that a given 

signal presented as an input to the RBFN matches one of the 

five candidate terrains. In addition, the RBFN architecture 

has twelve inputs, which correspond to the dimension of the 

input signal data point. Each of these input signal data 

points received from the Sense HAT IMU can be denoted 

as: 

 

[𝑝 𝑟 𝑦 𝑎𝑥 𝑎𝑦 𝑎𝑧 𝑔𝑥 𝑔𝑦 𝑔𝑧 𝑚𝑥  𝑚𝑦 𝑚𝑧], 

 

where 𝑝, 𝑟, and 𝑦 denote the pitch, roll and yaw (measured 

in degrees), 𝑎 is the linear acceleration (𝑚/𝑠2) measured in 

three dimensions (𝑎𝑥 , 𝑎𝑦  and 𝑎𝑧),  𝑔  is the rate of turn 

(degrees/seconds), also measured in three dimensions 

( 𝑔𝑥, 𝑔𝑦  and 𝑔𝑧)and 𝑚  denotes the earth’s magnetic field 
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(gauss), measured in three dimensions (𝑚𝑥, 𝑚𝑦 and 𝑚𝑧) of 

the mobile robot, respectively.  

 

 

 

 

 

 
 

Figure 6. Dirt 

 

 

 

 

 
 

Figure 7. Paving 

 

 
 

Figure 8. Tiles 

 

 

 

The Weka system [20] was used for data processing, 

presentation, classifier training and testing. The terrain 

classification training data set contained twelve inputs, five 

outputs and a total of 49993 IMU sensor samples.  

Before training started, all inputs in the data were 

normalized to the [0, 1] interval. This data was transformed 

back into the original space when predictions were 

produced. These same transformations were performed for 

new inputs when the predictions were made. 

For the experiments, 10-fold cross-validation was 

performed. Results obtained by the RBFN were compared to 

those found by the MLP model, and default SVM and Naïve 

Bayes techniques. The latter are two popular methods found 

in the literature used for supervised terrain classification 

[11][12]. Sigmoid activation functions were utilized for the 

hidden and output nodes of the MLP architecture. A grid 

search was applied to obtain the best number of RBFN and 

MLP hidden nodes and number of hidden layers for the 

MLP. Coincidentally, the best results were obtained with 

120 hidden nodes for both the RBFN and single hidden 

layer fully connected MLP. In the following section, the 

results will be discussed. 

VI. DISCUSSION 

 

The classification accuracy results obtained by the 

experiments are shown in Figure 9. 
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 Figure 9. Terrain classification results 

From the figure it can be observed that the machine 

learning algorithms, ordered from worst classification 

accuracy to best, are the Naïve Bayes, SVM, RBFN and 

MLP. The latter two techniques produced nearly the same 

classification accuracy with the MLP slightly outperforming 

the RBFN. The results presented in Figure 9 show that the 

RBFN is a feasible terrain classification technique compared 

to the former two models. Although the MLP exhibited a 

slightly higher classification performance than the RBFN, 

the results indicate the good predictive capability of the 

RBFN. In addition, the RBFN applied to terrain 

classification has the following advantages and 

disadvantages: 

 

 Compared to the MLP, the RBFN has less model 

complexity, exhibits better comprehensibility, is easier 

to construct due to its simpler fixed three-layer structure 

and has a fast learning algorithm. 

 Special techniques exist to increase the interpretability 

of RBFNs, thereby reducing the black box effect of 

neural networks in general [46]. 

 With regards to generalization, RBFNs can respond 

well for patterns which are not used for training [47]. 

 The stability of the designed RBFN model is enhanced 

by its strong tolerance to input noise [47]. 

 An ensemble of RBFN models can be constructed to 

increase the accuracy of a RBFN model. In some cases, 

this ensemble model can surpass an MLP model [48] in 

terms of classification accuracy. 

 No pre-processing of the input sensor data is performed 

as in some previous studies. 

 Classification of the terrain can be performed in real 

time because of the onboard IMU contact sensor. 

 In terms of predictive accuracy, the RBFN 

outperformed the Naïve Bayes technique and the SVM 

model by a relatively large margin. 

 A limitation of the RBFN model, however, is that it has 

greater difficulties if the number of hidden units is large 

and it is more sensitive to dimensionality [23]. 

 

Based on the small difference in classification accuracy 

between the RBFN and the MLP and the advantages of the 

RBFN, it can be concluded that it is reasonable to consider 

the RBFN as a competitive method for supervised terrain 

classification. 

VII. CONCLUSION AND FUTURE WORK 

In this paper, real-time classification of five given 

terrains was performed with a RBFN. In contrast to some 

other techniques found in the literature, no pre-processing of 

the mobile robot platform’s IMU vibration sensor data was 

performed. Eliminating feature extraction reduces the 

computational overhead needed to identify the terrain in 

real-time. The results have shown that even without feature 

extraction, the RBFN is still a feasible model for contact 

sensor-based terrain classification compared to other 

popular models used for this task. It can be used as an 

alternative to the MLP model due to its simpler structure 

and shorter training times. The RBFN has the capability to 

accurately recognize complex vibration signature patterns 

and can easily adapt to new terrain signatures by providing 

the model with new training examples. Unfortunately, 

compared to the other techniques, offline training of the 

model can be time consuming. 

Future work includes a more detailed comparison with 

the existing methods. Metrics, such as latency (velocity) can 

be included in the results. Finally, an investigation into the 

feasibility of the RBFN model applied to other types of 

robots and how they must be adapted for this task can be 

performed. 
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Abstract—The adaptiveness of integrated electronics is a key
feature in current and future mobile applications. Despite the
continuous improvement of battery capacity, reconfiguration
capabilities of integrated electronics are an inevitable step to cover
the rising demand for processing power. Without any further
adjustments for efficiency, power consumption becomes a limiting
factor for runtime performance. Field programmable gate arrays
provide suitable configuration capabilities, but lack of efficient
power saving design measures. To overcome this challenge,
different approaches were proposed in recent research activities.
A substantial contributor to battery load are general purpose
input output circuits, which serve the purpose of connectivity.
In this paper, we present a modified tristate buffer, which is a
key component in a typical general purpose input output design.
Modifications for active power reduction and standby leakage
current suppression are applied at circuit level to achieve a better
energy efficiency. This new tristate buffer design is compared
to already existing designs. Furthermore, this newly developed
design is modified for either higher output impedance or faster
switching frequency. All modifications done are explained and
discussed by putting a focus on their pros and cons.

Keywords–Tristate buffer; Battery lifetime; Power reduction;
Leakage suppression; Output impedance.

I. INTRODUCTION

Mobile computing is the driving factor for innovations on
the field of instant availability of information. It is expected
to have the same computing performance in mobile devices
like smartphones, tablets and even sometimes in vehicles, as
known from high performance computers in very demandable
applications [1]. Vehicles exhibit a rising degree of functions
supporting autonomous driving which require fast evaluation of
different driving situations in real time. This comes along with
a urgent demand for continuously rising computing power,
whilst batteries do not experience comparable proceedings in
terms of higher capacities. Field programmable gate arrays
(FPGAs) offer vast reconfiguration capabilities way beyond
their earlier use case as glue logic [2]. Depending on the
size of the FPGA in terms of number of configurable logic
blocks (CLBs), different designs can be loaded into the FPGA
and, therefore, synthesized by an intelligent routing of CLBs.
However, in most cases implemented designs do not use all
resources of reconfigurability, leading to a waste of energy due
to leakage currents flowing through blocks in standby mode.
Unused blocks inside an integrated circuit, which is intended
to be used in mobile applications, should be switched off and
only turned on again, if more resources are needed. Different
design methodologies can be used on different hierarchical
levels to realize a fine-grain and coarse-grain approach for
reduction of consumed power. This can be achieved by an

efficient combination of design decisions at circuit level, e.g.,
power gating, clock gating, dynamic voltage scaling, etc. [3].
A breakdown of a CLB into its single blocks reveals further
possibilities to modify the schematics towards the intended
low power purpose, e.g., optimization of configuration random
access memory (CRAM) [4] and data flip-flops (D-FFs) [5].
In addition to that, investigations have shown that a noticeable
amount of power is dissipated by the general purpose input
outputs (GPIOs), which serve as a generic input / output device
for integrated circuits [6]. As the number of reconfigurable
/ adaptive electronics in mobile applications is expected to
grow continuously, we believe that special attention in terms of
improvements or redesign should be allocated to these special
circuitry, which can not be neglected for the sake of well
interconnectivity in integrated circuits.

In this paper, we investigate a standard tristate buffer design
on its most significant characteristics, which are dynamic
power consumption, standby leakage current and highZ capa-
bilities. In Section II, we give an overview about related work
and key aspects of dependencies between performance and
power consumption. In Section III, we introduce a reference
design of a tristate buffer and discuss typical characteristics
in operation and standby. In Section IV, a newly implemented
tristate buffer is presented and its benefits for energy sensitive
usage are introduced. In Section V, we compare the simulation
results of the different investigated designs. In Section VI, all
previous discussions are summarized and concluded.

II. RELATED WORK

GPIOs are used in almost every integrated circuit as an
interface to communicate with peripheral circuitry. These ele-
ments are designed for receiving data as inputs and to transmit
data as output to other connected devices. Therefore, tristate
buffers are bidirectional circuits with the ability to receive and
to transmit logic signals by the same input/output pin. Due to
this important functions, GPIO play a major role in consumed
area of a chip and power consumption in each complex design
[7]. Despite the importance of these crucial parts in each chip,
GPIOs were optimized either for high speed or considerable
driver capabilities in the past. Concepts for designing special
function registers (SFRs) inside a GPIO have been presented
[8] for handling difficulties of the rising design complexity of
these blocks. These concepts are innovative and certainly of
considerable value for future GPIO design, however, power
aspects are not covered. Further research work focussed on
the improvement of GPIO configurability by adding event-
capture modules to the standard GPIO design [9]. This feature
provides options to configure some registers by the user whilst
power aspects are not in scope. IO transistors are used to
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connect each chip to peripheral circuitry and should be taken
into consideration when leakage currents shall be reduced.
Thus, leakage optimization of IO transistors was handled by
research activities in the past [10]. This is an important step
ahead but a GPIO consists of further parts, which should
be also carefully analyzed when overall power improvements
are desired. Additional research activities have been focussing
on maximizing circuit speed while still keeping the amount
of dissipated power at an comparably acceptable level [11].
The results of this work were further elaborated and extended
in advanced work, resulting in the implementation of low-
power transmitter and receivers [12]. These implementations
achieve good results for both, speed and low-power, but can
not be categorized as real GPIOs. For that reason, the research
activities of the work described in this paper were focusing on
the development of a low-power GPIO. Operating frequency
was not of first priority, but was also considered in alternative
design, which also will be introduced in this paper. Figure 1
illustrates a simplified block diagram of a FPGA without any
additional hard processing cores.
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Figure 1. Simplified FPGA structure

As illustrated in Figure 1, all CLBs of this simplified inter-
nal hierarchy are surrounded by GPIO blocks. For the sake of
simplicity, all further blocks, e.g., switching matrices (PSM),
are displayed in a simplified way. In complex systems, several
FPGAs may drive an internal bus for different purposes, e.g.,
data exchange, leading to potential conflicts when different
circuits try to write different logic values to the same bus line.

Figure 2 highlights the described conflict and depicts a
situation, in which two different FPGAs, connected to the same
4 bit data bus, drive the same line with different values: whilst
FPGA1 drives one signal line of the bus with a logic 1 or Vdd,
FPGA2 tries to do same but with a logic 0. The consequence
is a floating voltage on the interconnection signal line, which
is difficult to predict and an undefined state. For this reason
tristate buffers play an important role inside each GPIO, since
they offer one special output state beside their functionality to
pass a logic value from the input to the output node: highZ,
also called high impedance. By enabling this state, a tristate
buffer cuts off the connection between its input and output
node and, therefore, prevents an undesired throughput from the
inputs of the GPIO inside an FPGA to the interconnection bus.
So in general, we can identify three aspects to be of relevance

FPGA1

FPGA2

4 bit bus

1

0

Figure 2. Interconnection bus

for optimization in terms of energy efficiency:

• Subthreshold / standby leakage
• Active power consumption
• highZ behavior

Each of these bullet points has to be addressed by a careful
analysis of parameters, which are responsible for different
behavior and, therefore, also different results or performance
of the circuit in scope. Subthreshold leakage current can be
characterized by the following equations [13][14]:

JDT∝A(
Vox
Tox

)2 (1)

Ileak∝
W

Leff
e(VGS−Vt0−γVSB+ηVDS)/nVt)(1−e

−
VDS
Vt ) (2)

Equation (1) explains that a higher oxide thickness Tox
will subsequently lead to a lower current density JDT , which
is a favored effect for our purposes as we intent to limit
undesired current flows as good as possible. On the other
hand, (2) highlights the dependency of a subthreshold current
Ileak to different factors, e.g., the transistor length Leff , the
gate-source voltage VGS and the source-body voltage VSB .
On the other hand, active power consumption Pdyn depends
on various factors showed in the following equation:

Pdyn = αCloadV
2
ddfClk (3)

Equation (3) [15] shows that for significant reduction of
consumed battery power several factors, e.g., the switching
activity α, the load capacitance Cload, the supply voltage Vdd
and the operating frequency fClk have to be designed in a way
to keep Pdyn as low as possible. Some factors like Cload can
not be easily controlled, however other factors can be adapted
in a better way directly at circuit level. Last but not least, the
highZ attributes of a tristate buffer play an important role
due to their ability to decouple this buffer from the remaining



409

International Journal on Advances in Systems and Measurements, vol 11 no 3 & 4, year 2018, http://www.iariajournals.org/systems_and_measurements/

2018, © Copyright by authors, Published under agreement with IARIA - www.iaria.org

signal chain. A careful design of the output transistors inside a
tristate buffer offers heavy impact on this ability. Nevertheless,
it should be stated here, that priority was put on low power
characteristics of our newly implemented design. Measurement
of the highZ state with different output voltages was done
after evaluating power consumption of all investigated designs.
Furthermore, all measurements were compared against each
other to figure out, which design performs best in general.

III. TRISTATE BUFFER CELL DESIGN

The basic purpose of a buffer circuit is to forward the
input value with a certain delay to the output node. Some
applications might require the addition of a delay time for
synchronizing different data paths. The easiest way to under-
stand the basic function of a buffer is to imagine the logic
function of two inverter in series. A tristate buffer adds a third,
important feature to this functionality: the highZ state. For a
better understanding of the circuit’s function, a tristate inverter
is shown in Figure 3.

Vdd

0

Vdd

M1

M2

M3

M4

Vdd

0

GND

In Out

En

Figure 3. Tristate inverter

As long as En provides a logic LOW at the respective
input node, the transistors M1 and M4 are turned on and
subsequently provide a direct path to the voltage source Vdd
and GND. As a consequence, the transistors M2 and M3 work
as an inverter and, therefore, invert all signals applied to In. On
the other hand, if En turns to HIGH, M1 and M4 are turned off
and cut-off the internal transistors M2 and M3 from the supply
voltage and ground path. In this special case, the voltage at the
output node Out is floating and undefined. This means that in
dependence of this floating voltage, only a very small current
will flow either as leakage current from the tristate inverter
into the circuitry connected to Out or from the load into the
tristate inverter to GND. By adding one additional nMOS and
pMOS transistor, the discussed tristate inverter can be modified
to a tristate buffer, which is shown in Figure 4.

Different aspects of this tristate buffer’s behavior have been
investigated during simulations by a 90nm TSMC (Taiwan
Semiconductor Manufacturing Company) technology and a
Cadence toolchain (INCISIVE 6.1.5). All simulations, serving
the purpose investigating the circuit’s dynamic performance,
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Figure 4. Standard design of a tristate buffer

were done at an operating frequency of 200MHz and with
standard settings for all transistors’ dimensions (120nm).
Since all analyzed designs are not dynamic logic inheriting a
dedicated Clk input, the operating frequency was modulated
into the switching events of En. The results of the first sim-
ulation run with active inputs are shown in Figure 5 and also
displayed in Table I and Table II. This simulation was followed
by further tests for alternative circuit states with the intention
to build up a baseline database for further comparisons.
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Figure 5. Simulation results of dynamic behavior of a standard tristate buffer

TABLE I. SIMULATION RESULTS (PWR)

Design type Average Power nW Max. Power uW Min. Power pW
Reference 245 56.75 103.8

TABLE II. SIMULATION RESULTS IV dd

Design type Avg. Current nA Max. Current uA Min. Current nA
Reference 215.2 230.5 261.4

The simulation results display the correct function of this
tristate buffer, which directly passes the input value to Out
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whenever En is set to LOW. Once En applies a logic HIGH
to the cutoff transistors, the voltage level at Out starts to
float and swings between voltage levels above Vdd and below
0V (GND). These floating voltages are not defined and also
indicate that the whole circuit is in highZ mode. Active
power dissipation is of high importance for the estimation of
required energy resources, but regardless of these results it
is also obligatory to have a closer look on the standby power
characteristics when the circuit is lead into an idle phase or put
completely into standby mode. This means that the data input
is inactive and En active. The simulation results are shown in
Figure 6.
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Figure 6. Simulation results of idle standby results

For this analysis and for a better observation of the standby
current, the simulation runtime was set to 1µs. The simulation
curves of both, standby current and standby power dissipation,
show the discharging process of all internal parasitic capaci-
tances after powering on the circuit at the very beginning of
the simulation process. Both, standby current and the allocated
dissipated power, continuously decrease over time, resulting
in an average leakage current Ileak of 133.6pA and a related
average power dissipation of 132.1pW .

The remaining aspect to be considered at this point is the
behavior of the reference tristate buffer in highZ mode after
setting En to HIGH. First of all, it should be stated here that
there is no unambiguous answer on this question, since this
depends on the voltage, which will be applied by the load to the
output node Out of the tristate buffer. In addition to that, there
is always a small throughput from the input node on the output
in case that the tristate buffer in highZ is still stimulated with
input date, which might be a realistic situation when the related
control logic fails. Thus, two different situations, active and
inactive inputs, must be considered. Based on the assumption
that the voltage applied to Out may vary from 0V to1V , a dc
sweep simulation was done. The results of both test runs are
displayed in Figure 7.

Active input data has a remarkable influence on the circuit’s
capabilities to decouple its internal switching events to the
output node. In case of setting the input node to a 0V and,
therefore, making it ’inactive’, Figure 7 reveals a sweetspot
in terms of output impedance and which is closely allocated

7

8

9

10

11

12

13

0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1.0

20

80

140

200

260

320

380

440

500

560

620

680

740

800

860

920

980

O
u
tp

u
t 
im

p
e
d
a
n
c
e
 a

c
ti
v
e
 i
n
p
u
t 
(G

O
h
m

)

O
u
tp

u
t 
im

p
e
d
a
n
c
e
 i
n
a
c
ti
v
e
 i
n
p
u
t 
(G

O
h
m

)

Output voltage (V)

Active input

Inactive input

Figure 7. Simulation results of output impedance in highZ state

to almost Vdd/2. Having this striking high output impedance
(≈ 1.01TΩ) at this voltage range is a desirable situation,
since this implements an almost perfect balance between
current source and current sink. If input data are applied
to In, a drop the output impedance can be observed after
simulation. Even with turned of decoupling transistors M1 and
M4, the throughput originating from the buffer’s input is strong
enough to lower the impedance at Out. Therefore, a stronger
decoupling mechanism would probably lead to better results.

IV. MODIFICATIONS

A careful analysis of the reference tristate buffer pointed
out that there is still room left for different improvements.
Thus, a noticeable adaption of circuits for sensitive low-power
application can only be achieved by a synergy of different
power savings measures for imaginable operating states.

A. Power Gating

On our way to develop a low-power tristate buffer, the
implementation of a ’hold’-mechanism for standby-phases was
an inevitable step. The difficulty here was the fact, that this
design does not imply clocked inputs, which could have been
gated. Instead of this, a more stringent design technique was
applied: power-gating. This modification can be applied in
different ways, by adding a gating transistor between the
supply voltage and the circuit or by inserting a transistor
between GND and all internal nodes. A third alternative comes
along with a combination of both design modifications and can
be found in Figure 8 (transistors M5 and M10).

The addition of two transistors to a design with a total
number of eight transistors before this modification means an
increase 20% and a high probability for penalty in terms of
area consumption. Regardless of the chosen technology for
synthesis and allocated continuous proceedings in technology
node shrinking, a higher number of transistors is always
considered as a drawback. On the other hand, this modification
is responsible for a noteworthy limitation of leakage current
running through the design under test (DUT), since we achieve
a complete decoupling of the tristate buffer vor Vdd and GND
respectively.
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B. Leakage Current Reduction
A reasonable extension of power gating is the use of special

transistors with a higher oxide thickness Tox, which can be also
seen in (1), where Tox is in the denominator and, therefore,
has the ability to limit the electrons tunneling through the
transistor’s gate connector. This results in a reduction of the
leakage current in idle / standby state. Despite these benefits
it should be mentioned that high Tox transistors have a slower
switching frequency than standard Tox do. Hence, adding
these transistors should be carefully waived taking a decision
upon it. In our case, M5 and M10 have an increased Tox
than the remaining transistors have for keeping the penalty
in performance degradation as low as possible.

C. Subthreshold Current Reduction
Whilst power gating is an effective method for a total

shutdown of a circuit, there should be an alternative for
measurable reduction of a current flowing through a transistor
with an applied gate-source voltage Vgs below the threshold.
voltage Vth. This led to the decision to apply high Vth tran-
sistors, which have the ability to cut off subthreshold electron
tunneling. This method might have a negative impact on the
maximum operating frequency and should be carefully applied.
Nevertheless, these special transistors can not be neglected
during the design of low power designs. All internal transistors,
except the gating transistors, have been replaced by their hight
Vth counterparts and simulated.

D. Multi Supply Voltage
An operating circuit in low power applications should not

only be optimized for static power reduction but also for energy
efficiency in active mode. As shown in Equation 3, the supply
voltage has a vast influence on the overall dissipated power.
It’s obvious that the best approach would be to decrease the
global supply voltage Vdd, but might lead to the necessity
of additional level restorers for a smooth signal transmission

to other circuitry. An alternative is the careful partial supply
voltage reduction within a design after analyzing certain parts
of a design, which could be powered by a lower Vdd. On
the other hand, lowering Vdd comes along with a slower
computation time of the input values, therefore, a smaller
supply voltage Vddlow was only applied to the internal inverter
M6 and M7. In principle, there are two different ways how
to generate Vddlow : this can be realized by an external voltage
source (illustraed by the additional voltage source Vddlow in
Figure 8) or by exploiting internal voltage nodes (illustrated
by the dashed line in Figure 8). The second option shows its
beauty by an inherent voltage reduction automatism. Once En
goes HIGH M10 is turned off and, therefore cutting off M7
from Vdd, but keeps the internal inverter still working. Minor
adaptions to the width of M7 have to made due to the decreased
internal supply voltage. Nevertheless, both options work well
with the low power tristate buffer.
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Figure 9. Simulation results of dynamic behavior of the low-power tristate
buffer

Figure 9 shows the dynamic behavior of the low power
tristate buffer. Compared to the simulation curves shown in
Figure 5, it can be seen that the low power tristate buffer is
superior in terms of dissipated power during active runtime.
The related simulation results are summarized in Table III and
Table IV.

TABLE III. SIMULATION RESULTS (PWR)

Design type Average Power (nW) Max. Power (µW ) Min. Power (pW)
LP tristate 191.3 29.72 22.36

TABLE IV. SIMULATION RESULTS IV dd

Design type Avg. Current (nA) Max. Current (µA) Min. Current (nA)
LP tristate 225.8 194.8 206.9

Furthermore, an analysis of the standby behavior revealed
an improved average leakage current Ileak of 24.1pA and a
related average power dissipation of 22.04pW . As a final step,
the highZ characteristic was investigated for having a better
comparison to the reference design. The simulation results are
displayed in Figure 10.
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In contrast to the reference tristate buffer, the newly im-
plemented tristate buffer shows a different behavior. First of
all, the output impedance shows a smaller order of magnitude
(GΩ→ kΩ) and in addition to this, the output curve strongly
depends on the voltage at the output node and reveals a
proportional dependency. The higher the voltage at Out is,
the higher the output impedance will be. Despite the fact
that the low power tristate buffer’s active highZ curve has
a smaller order of magnitude, the evaluated results are still
acceptable and give an evidence about the appropriateness
for the usage as an connecting element in complex designs.
These results could be improved by modifying the gate lengths
of the output transistors M2 and M3. The downside of this
modification would lead to necessary modifications of the
manufacturing process, but which can be easily handled by
modern technology nodes. By picking up this thought, the
question for an alternative design may arise. The internal
buffer of the low power tristate buffer, consisting of transistors
M2,M3,M8 and M9, provides a direct signal propagation
path from In to Out, regardless of the built-in decoupling
measures from the supply voltage and GND and, in the worst
case, vice versa. Like mentioned before, tweaking the gate
length of these transistors, especially of M8 and M9 would
be a suitable way to raise resistance of each MOSFET, but this
should be rather treated like the last option. Hence, anticipating
any external throughput on internal nodes can be achieved by
swapping the transistors of the internal (and simple) core logic
with the cut-off switches, shown in Figure 11.

Now, the circuit is still similar to its predecessor shown in
Figure 8 but features some mandatory adaptions. First of all,
the internal buffer, which was placed right in the centre of the
predecessor’s circuit before, is now split up into the transistors
M1,M4,M8 and M9. So, the idea here is that the second
inverter of the internal buffer, implemented of M1 and M4,
is now ’pulled apart’ and flanked by transistors (M2,M3,M5
and M10), which serve as cut-off switches to Vdd and GND.
All previously described energy saving measures have been
applied here in the same way and simulated, respectively, to
all tests done before. The simulation results can be seen in
Figure 12.

As expected, the modified low power tristate buffer works
fine and transmits correctly all input data in normal operation
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Figure 11. Low-power tristate buffer with swapped output transistors
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mode. Activation of the highZ mode works fine as well, by
driving the output voltage to a not specified, floating voltage
value. The ’kink’ of Out during the falling edge if In goes
back to the fact that the input signal switches after right after
normale operation mode was activated by ENB switched from
1→ 0. Transient analysis in standby mode is pictured in Figure
15. An extended simulation with a transient analysis of 1ms
is shown in Figure 14. After the verification of the correct
function, the next step was to evaluate the circuit’s power loss
and to compare it with the previous design.

Compared to the results displayed in Table III and Table
IV, it can be seen that the average power consumption is
around 28.6% higher than before. But it should be taken into
consideration that the internal inverter (M6 and M7) is still
powered by Vdd and not by a lower, internal supply voltage. So,
a few adjustments needs to be done here to figure out how this
can be improved towards a lower power loss. Investigations of
this circuits behavior have been made by scaling V ddlow from
the original 1V down to 500mV and are shown in Figure 16.
This picture is a snapshot from the full simulation and all curve
progressions in this figure depict a 1 → 0 transition while
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Figure 13. Transient analysis of modified low power tristate buffer in
standby mode
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Figure 14. Extended simulation time of power dissipation and leakage
current in power-off mode of the modified low power tristate buffer

leaving highZ mode and entering normal operation mode. It
can be clearly seen how a lower internal supply voltage of the
embedded inverter impacts signal propagation. Whilst lowering
the supply voltage from 1mV to 800mV , the penalty in signal
delay is approximately 77ps, further decreasing of V ddlow
down to 600mV leads to a higher penalty of approximaltely
622ps. Going further down to 50% (500mV ) of the original
supply voltage, the correct function is not provided any more
as a reliable inversion of IN gets disrupted.

TABLE V. SIMULATION RESULTS (PWR)

Design type Av. PWR (nW) Max. PWR (µW ) Min. PWR (pW)
LP tristate 268 19.81 17.69

TABLE VI. SIMULATION RESULTS IV dd

Design type Av. Current (nA) Max. Current (µA) Min. Current (nA)
LP tristate 133.2 563.8 585.8

As expected, the modified low power tristate buffer works
fine and transmits correctly all input data in normal operation
mode. Activation of the high Z mode works fine as well, by

driving the output voltage to a not specified, floating voltage
value. The ’kink’ of Out during the falling edge if In goes
back to the fact that the input signal switches after right after
normale operation mode was activated by ENB switched from
1→ 0. Transient analysis in standby mode is pictured in Figure
15. An extended simulation with a transient analysis of 1ms
is shown in Figure 14. After the verification of the correct
function, the next step was to evaluate the circuit’s power loss
and to compare it with the previous design.
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Figure 15. Transient analysis of modified low power tristate buffer in
standby mode

Compared to the results displayed in Table III and Table
IV, it can be seen that the average power consumption is
around 28.6% higher than before. But it should be taken into
consideration that the internal inverter (M6 and M7) is still
powered by Vdd and not by a lower, internal supply voltage. So,
a few adjustments needs to be done here to figure out how this
can be improved towards a lower power loss. Investigations of
this circuits behavior have been made by scaling Vddlow from
the original 1V down to 500mV and are shown in Figure 16.
This picture is a snapshot from the full simulation and all curve
progressions in this figure depict a 1 → 0 transition while
leaving high Z mode and entering normal operation mode. It
can be clearly seen how a lower internal supply voltage of the
embedded inverter impacts signal propagation. Whilst lowering
the supply voltage from 1mV to 800mV , the penalty in signal
delay is approximately 77ps, further decreasing of V ddlow
down to 600mV leads to a higher penalty of approximately
622ps. Going further down to 50% (500mV ) of the original
supply voltage, the correct function is not provided any more
as a reliable inversion of IN gets disrupted.

However, what is encountered at this point is a typical
trade-off between power consumption and operating speed.
Thus, the important aspect here is to make a distinction
between thinkable target application of the device during
development and then to put an appropriate nucleus on one
these applications. Since energy efficiency comes first in the
scope of this research work, the decision made was to set
V ddlow to 600mV and to continue further investigation about
the circuit’s characteristics. So, the next question to look up for
was to see how the output impedance in high Z will look like.
Similar to earlier investigations, simulation were carried out
to check the modified low power tristate buffers capabilities
in terms of decoupling itself from a bus. The outcome of
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these simulations are shown in Figure 18. In direct comparison
to Figure 17 the output curves of the modified low power
tristate buffer show an obviously more synchronized tracing,
regardless of the applied input data. Since this is a feature of
an improved decoupling mechanism from the output node(s),
it can be considered as beneficial characteristic. For the next
step, it was interesting to see how the circuits behave and
compete in worst case scenarios. This is summarized in Table
VII and in Table VIII.

TABLE VII. OUTPUT IMPEDANCE (GΩ)

Type \In/Out 0V \0V 0V \1V
Ref 6.85 12.38
LP 189 95.69
Mod. LP 211.9 94.16

TABLE VIII. OUTPUT IMPEDANCE (GΩ)

Type \In/Out 1V \0V 1V \1V
Ref 4.8 54.3
LP 189 197.4
Mod. LP 513.4 200.78
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Figure 17. Output impedance in highZ state (low power tristate buffer)
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After completing the low-power and highZ evaluation of
the introduced circuits, the question came up whether it is
still possible to achieve further improvements with a complete
redesign of the common architecture. The circuit of this new
buffer is illustrated in Figure 19.
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Figure 19. Alternative Tristate Buffer

The basic idea of this new, alternative (AT) tristate buffer
is to have a separate decoupling of each of the four transistors
(M1, M6, M7 and M10), which form the core buffer by
additional inverters (INV 1, INV 2 and INV 3). Buffer func-
tionality is ensured by two inverters, consisting of M1 and
M10 (input inverter) as well as M6 and M7 (output inverter).
For normal operation mode En is turned to LOW, which leads
to turning on the pMOS transistors M2 of INV 1 and also
M8 of INV 2. So, M2 pulls the output of INV 1 to Vdd and,
therefore, turns on M5 of the next inverter (INV 3). In parallel
to this, En also turns on M8 of INV 2, which short-circuits
the drain node of M1 to the drain of M10. The short-circuit
loop, which ensures this functionality is displayed in Figure
20.

By closing the internal shirt-circuit loop the output node
of the input inverter is connected to input node of the output
inverter, which leads to the desired buffer function in case
that no highZ mode is demanded. If En is turned to HIGH,
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transistor M3 of INV 1 is activated and subsequently pulls the
input node of INV 3 to GND. As consequence M4 is turned
on, pulling the output of INV 3 to Vdd, which then turns off
M6. At the same time, En also turns on M9 of INV 2, which
leads to turning off M7. So, the outcome of this procedure is
that each of the output inverters’ transistors is switched off
separately and Out successfully decoupled from the tristate
buffer. This is also illustrated in Figure 21 where all related,
active transistors are displayed and all turned off transistors are
faded out. These measures shall ensure a better, well balanced
output impedance regardless of the input signal, which might
be applied even when no data shall be transferred to the output.
In addition to that, low power consumption and a fast operating
frequency are also points of interest, although it is clear that
a trade-off between these factors is not avoidable.
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Figure 21. Decoupling of the output inverter in highZ mode

In the next step, the alternative tristate buffer was simulated
under the same conditions like the previous circuits and the
simulation curves are shown in Figure 22.

Figure 22 proves the correct function as the circuit reacts
correctly on the applied input data. Similar to the previous
investigations, the average, maximum and minimum power
dissipation was extracted from the output curves and is sum-
marized in Table IX.

In comparison to the results of the modified LP tristate
buffer shown in Table V and Table VI, the newly implemented
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Figure 22. Transient analysis of alternative tristate buffer

TABLE IX. SIMULATION RESULTS (PWR and (IV dd))

Design type Av. PWR (µW ) Max. PWR (µW ) Min. PWR pW
AT tristate 449.1 80.69 26.74

AT tristate buffer shows a poorer performance, at least when
talking about a preferably low-power operation mode. The rea-
son for this drawback is the lack of additional power reduction
measures, which have been applied to the predecessors. Of
course, all of these measures could have been added here as
well but the basic intention was to design a completely new
tristate buffer, which does not exceed a comparable number of
transistors. The transient behavior of the AT tristate buffer is
shown in Figure 23 and Figure 24, which depicts the outputs
curves with an extended duration of the simulation time. The
extracted numbers are shown in Table X and underline the
previous statements about the low-power capabilities of this
design. A better mitigation of dissipated power and leakage
current could be achieved by several add-on measures like
power gating, multi-Vth, multi-Vdd and multi Tox. If desired
these modifications can be implemented into the AT buffer by
accepting the drawbacks described earlier.
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Figure 23. Transient analysis of the AT tristate buffer

After finishing the evaluation of the AT tristate buffer’s
energy consumption, the focus was put on investigating the
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TABLE X. STANDBY RESULTS COMPARISON

Buffer type Mod. LP AT
Av. PWR (pW) 1.61 22.04
Av. Current (pA) 1.877 11.7

highZ behavior. For this purpose, the circuit was simulated
with an active and inactive input in order to check how this
might impact the output impedance. The related output curves
are shown in Figure 25.
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Figure 25. Output impedance in highZ state (AT tristate buffer)

On the first glance, Figure 25 shows that the output curves
almost match perfectly on each other. This is a desirable
effect as the same output impedance is provided by the circuit
regardless of the applied input. Strong, separate driving forces
to cut-off each of the output transistors M6 and M7 are
shown in Figure 21. This effect could be even reinforced by
using deep cut-off measures when applying a negative VGS
voltage at the gates. However, the out-of-the-box result is still
considerable.

V. RESULTS COMPARISON

For a better comparison of the investigations, which have
been done, all results were summarized in Table XI. The low

power tristate buffer outperforms in almost each aspect the ref-
erence design, which highlights its appropriateness for use in
applications with limited energy resources. Results of dynamic
behavior show that power dissipation is reduced significantly,
no matter whether the average, maximum or minimum power
consumption is in focus of discussion. The most remarkable
reduction is allocated to static behavior of both circuits. Here,
the standby leakage current and the dissipated power in idle
mode are lowered by over 80%, which emphasizes the effect
of implemented low power measures.

TABLE XI. SIMULATION RESULTS IV dd

Design type Reference buffer Low power buffer ∆%

Av. PWR (nW) 245 191.3 22 ↓
Max. PWR (uW) 56.75 29.72 47.63 ↓
Min. PWR (pW) 103.8 22.36 78.46 ↓
Av. Current (nA) 215.2 225.8 5 ↑
Max. Current (uA) 230.5 194.8 15.49 ↓
Av. Leak. Current (pA) 133.6 24.1 82 ↓
Av. Standby PWR (pW) 132.1 22.04 83.32 ↓
highZ max. 12.38 GΩ 81 GΩ ↑↑
highZ min. 6.85 GΩ 18 kΩ ↑↑

The appropriate choice of process technology due to the
multi-oxide requirements as well as careful layout of transistor
parameters requires special attention and allows additional
improvements. However, the low power tristate buffer delivers
remarkable out of the box performance without further de-
tailed optimization. These adaptions are achieved with a small
penalty in terms of transistor count and area. Xilinx provides
372 Maximum User I/O and 165 Maximum Differential I/O
Pairs [7], which could be realized in 537 GPIOs. Implementing
a new FPGA design by usage of the low power tristate buffer
requires 1074 additional transistors. Here it comes to the
point where an efficient layout of the overall chip could be
a measures to catch up this drawback. In addition to that,
the achieved minimum highZ state of the new design of
about 14kΩ does not perform as good as the result of the
reference tristate buffer (6.85GΩ). This could be improved by
a further optimization of the transistor parameters in terms of
length and width. However, this might lead to a higher energy
consumption and should be carefully decided case by case,
depending on which characteristic is of higher importance
for the respective application. Despite the additional parasitic
capacitances, which come along by adding transistors, nearly
all measured insights does not weaken the positive overall
print.

VI. CONCLUSION

We analyzed an existing design of a tristate buffer, which
was baselined as a reference design serving for further com-
parisons. During the analysis we did a deep dive into the
characteristics of this design for the evaluation of its active
and standby performance in terms of dissipated power, average
current consumption and the special ability to enter a highZ
mode. The outcome of these activities was that we wanted to
develop a tristate buffer, which is superior in terms of energy
savings during runtime and idle state. Due to the lack of a clock
signal and, therefore, the impossibility to apply clock gating,
we implemented power gating by choosing special high Tox
transistors. These transistors have the ability to decouple the
tristate buffer from Vdd and GND as well as the function of gate
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tunneling mitigation. For subthreshold current reduction we
decided to use high Vth transistors, being aware of accepting
a penalty in the maximum operating frequency, which was not
in the focus of our work though. Simulations have shown that
the low power tristate buffer delivers outstanding performance
in terms of, e.g., average power consumption in active mode,
which is decreased by 22% compared to the reference design.
This is a noticeable improvement, since it shrinks the losses
of energy in active mode of almost a quarter compared to the
reference design. In standby mode, our design outperforms
the legacy design by 82% related to average Ileak, which is a
remarkable result. This low power design features the ability to
provide the generation of an internal, smaller supply voltage
without any extra enable signal from external circuitry. The
highZ mode abilities of the legacy design are better by a higher
order of magnitude, nevertheless, we consider the achieved
results of the new tristate buffer as acceptable. These results
come at the cost of a higher transistor count and an additional
input for an internal, decreased supply voltage IV ddlow as
an option. Several possibilities exist for future investigations
and improvements. A very simple but effective method for
achieving remarkable power savings would be the choice of a
technology library with shorter channel lengths, e.g., 28nm.
A technology shrink usually leads to a measurable reduction
of consumed power, however, this comes along with some
drawbacks like the short-channel effect. Applying negative
VGS voltages is an effective way to suppress subthreshold
leakage currents after turning a transistor off. Of course, this
requires auxiliary logic for generation of negative VGS gate
voltages, but this should be a small amount of additional
transistors. Further supporting measures can be applied at a
higher hierarchical layer, e.g., at architectural level. Controlled
dynamic voltage scaling offers the potential to drive the whole.
circuit into a deep sleep mode if a standby mode is not crucial
for operation of the whole logic. These suggested measures
will be starting points for further elaboration of enhanced
energy balance with strong focus on a extended battery lifetime
in mobile applications.
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