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Improving Image Tracing with Convolutional
Autoencoders by High-Pass Filter Preprocessing

Zineddine Bettouche and Andreas Fischer
Deggendorf Institute of Technology

Dieter-Görlitz-Platz 1
94469 Deggendorf

E-Mail: zineddine.bettouche@th-deg.de, andreas.fischer@th-deg.de

Abstract—The process of transforming a raster image into a
vector representation is known as image tracing. This study
looks into several processing methods that include high-pass
filtering, autoencoding, and vectorization to extract an abstract
representation of an image. According to the findings, rebuilding
an image with autoencoders, high-pass filtering it, and then
vectorizing it can represent the image more abstractly while
increasing the effectiveness of the vectorization process.

Index Terms—image quality; vector graphics; principal com-
ponent analysis; neural networks; autoencoders; high-pass filters;
vectorization; complexity theory; and information technology.

I. INTRODUCTION

Object recognition is considered a complex task in the pro-
cessing field. Its complexity far exceeds simple arithmetic op-
erations. With the massive amount of data generated each year,
manual calculations done by hand are completely ignored.
Therefore, data processing and evaluation are automated for
all operations.

In recent years, many studies have emerged to contribute to
the advancement of knowledge in the field of object recogni-
tion. Two of the pillars of this field are image processing and
artificial intelligence (AI). AI is a fascinating subject that has
attracted a lot of attention in the last decade, especially with
its use in computer vision. Now not only filter-based models,
e.g., Haar Cascade, can be trained to classify images, but also
neural networks can be wired to learn how to detect various
shapes and objects. The models generally learn from the pixel
values and model their structures in mathematical equations,
which begs the question of whether it would be more efficient
for the models to learn from vector images as they are closer to
the nature of the trained models than spatial data in the form
of pixel arrays. Thus, this article is an attempt to improve
the tracing of images by using autoencoders and high-pass
filters to obtain an abstract representation of images in vector
form. The highpass filters are chosen since they emphasize the
important features of an image. This work is considered a step
forward to achieving a better training rate in object recognition
with ANN.

This paper is an extended version of the previously pub-
lished paper [1]that discussed the summarized content of the
findings that this work produced. A more in-depth discussion
about the techniques used in the work, such as Image Tracing,
Potrace, and autoencoders, has been added in the background
section. The previous papers that touched on the topic of
image tracing have been further discussed in detail to illustrate
the place our work takes in relation to what has already
been accomplished in the field. Concerning the methodology
followed, a detailed description of the autoencoding network
built is provided, and the choice of the layers is justified.
When it comes to the experimentation part, other experiments
are added, such as the attempt at reducing the noise without
blurring the images. The experiments already introduced in the
previous paper are extended to further discuss their findings,
and detailed images that visualize those findings are added.

In other words, concerning the added value of this paper
over its previous conference version, it can be stated that
every section has gone through many further details, to present
a richer methodology section (as for the ease of future
building over our findings), to underline the networks built,
and technologies used (such as the trained autoencoders that
were described layer by layer and Potrace as a vectorization
tool), and to provide an extended experimentation section, as
the experiments’ discussions are lengthened, detailed more
with visualization of their results, and assisted with other
experiments (such as a blur-free noise reduction attempt).

At first, there was the question: if the autoencoding of an
image can improve its vectorized format by reconstructing its
important features, how can high-pass filters come into play
in the process? In other words, ”Can a high-pass filter be
used in combination with an autoencoding model to achieve
an abstract representation of the image through the process
of vectorization?” Thus, various ideas branched from this
node, leading to the different pipelines that can be built to
experiment with high-pass filter integration. For instance, the
filters can be put before the autoencoding stage of a model that
is already trained with filtered images to better reconstruct
the significant data, leading to better vectorization. More
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Figure 1. Bezier curve

systematically, the autoencoding stage can act as a smoothing
process, removing the noise from the images while reducing
their complexity, while the filters come afterward to further
enhance the quality of the important features, leading to a
more abstract representation.

The remainder of this paper is structured as follows: In
Section II, an introduction is given to image tracing, au-
toencoders, and high-pass filters. Section III discusses related
work. Section IV introduces the methodology of this paper,
including the evaluation methods used and the reasons why
they were chosen. Section V presents the experiments and their
results. This is the part that attempts to eliminate inefficient
processing algorithms so that only a few pipelines that score
closely are put forward for further evaluation. Section VI
includes the evaluation of the different processing pipelines
built and closes with a summarizing interpretation. Finally,
Section VII concludes the paper and discusses future work.

II. BACKGROUND

A. Image Tracing

Image tracing is the process of converting a bitmap into a
vector graphic. As Selinger writes in his tracing algorithm [2],
vector graphics are described as algebraic formulas of the con-
tours, typically in the form of Bezier curves. The advantage of
displaying an image as a vector outline is that it can be scaled
to any size without loss of quality. They are independent of
the resolution and are used, for example, for fonts, since these
must be available in many different sizes. However, most input
and output devices, such as scanners, displays, and printers,
generate bitmaps or raster data. For this reason, a conversion
between the two formats is necessary. Converting a vector
graphic into a bitmap is called ”rendering” or ”rasterizing.”
Tracing algorithms are inherently imperfect because many
possible vector outlines can represent the same bitmap. Of
the many possible vector representations that can result in
a particular bitmap, some are more plausible or aesthetically
pleasing than others. For example, to render bitmaps with a
high resolution, each black pixel is represented as a precise
square that creates staircase patterns. However, spikes are
neither pleasant to look at nor are they particularly plausible
interpretations of the original image. Bezier curves are used
to represent the outlines.

As seen in Figure 1, a cubic Bezier curve consists of four
control points, which determine the curvature of the curve. As

Figure 2. Header of an SVG file by potrace

a rule, the vector graphics are saved as SVG files (Scalable
Vector Graphics). This file format is a special form of an XML
file. XML stands for Extensible Markup Language. It is used
to present hierarchically structured data in a human-readable
format. As can be seen from Figure 2, the structure of this file
is based on the Extensible Markup Language scheme. The file
header defines which versions of XML and SVG are used. The
height and width of the graphic in points are also specified. In
this case, the g element represents the drawing area on which
to draw. The elements to be drawn consist of tags stored as
XML elements. They are particularly important in connection
with the path elements. Quadratic and cubic Bezier curves, as
well as elliptical arcs and lines, can be put together as best
fits. The entries here determine which form the path takes.

B. Potrace as a Vectorization Tool

Potrace is a tracing algorithm that was developed by Peter
Selinger [2]. It is considered simple and efficient as it produces
excellent results. Potrace stands for ”polygon tracer,” where
the output of the algorithm is not a polygon but a contour made
of Bezier curves. This algorithm works particularly well for
high-resolution images. Potrace generates grayscale images as
a threshold vector rather than as the output. The conversion
from a bitmap to a vector graphic is done in several steps.
First, the bitmap is broken down into several paths that form
the boundaries between black and white areas. The points
adjoining four pixels are given integer coordinates. These
points are saved as vertices when the four adjacent pixels
are not the same color. The connection between two vertices
is called the edge. A path is thus a sequence of vertices,
whereby the edges must all be different. The path composition
in Potrace works by moving along the edges between the
pixels. Every time a corner is found, a decision is made as
to which direction the path will continue based on the colors
of the surrounding pixels. If a closed path is defined, it is
removed from the image by inverting all pixel colors inside
the path. This will define a new bitmap on which the algorithm
will be applied recursively until there are no more black pixels.
Then its optimal polygon is approximately determined for each
path. The criterion for optimality with Potrace is the number
of segments. A polygon with a few segments is therefore more
optimal than one with several segments. In the last phase, the
polygons obtained are converted into a smooth vector outline.
Here, the vertices are first corrected so that they correspond as
closely as possible to the original bitmap. Furthermore, in the
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Figure 3. Potrace vectorization

main step, the corners and curves are calculated based on the
length of the adjacent segments and the angles between them.
Optionally, the curves can be optimized after this process so
that they match the original bitmap as closely as possible.
Then, in the main step, the corners and curves are calculated
based on the length of the adjacent segments and the angles
between them. Optionally, the curves can be optimized after
this process so that they match the original bitmap even more
closely. Then, in the main step, the corners and curves are
calculated based on the length of the adjacent segments and
the angles between them. Finally, the curves can be optimized
after this process. Figure 3 shows the output vector image
when applying Potrace to an input raster image.

C. Autoencoder

A typical use of a neural network is for supervised learning.
It involves training data, which contains an output label. The
neural network tries to learn the mapping from the given input
to the given output label. Nevertheless, if the input vector itself
replaces the output label, then the network will try to find the
mapping from the input to itself. This would be the identity
function, which is a trivial mapping. However, if the network
is not allowed to simply copy the input, then it will be forced
to capture only the salient features. This constraint opens up
a different field of applications for neural networks, which
was unknown. The primary applications are dimensionality
reduction and specific data compression. The network is first
trained on the given input. The network attempts to reconstruct
the given input from the features it has picked up and outputs
an approximation of the input. The training step involves the
computation of the error and backpropagating the error. The
typical architecture of an autoencoder resembles a bottleneck.
Figure 4 depicts the schematic structure of an autoencoder.

The encoder part of the network is used for encoding and
sometimes even for data compression purposes, although it is
not very effective as compared to other general compression
techniques like JPEG. Encoding is achieved by the encoder
part of the network, which has a decreasing number of hidden
units in each layer. Thus, this part is forced to pick up only the
most significant and representative features of the data. The
second half of the network performs the decoding function.
This part has an increasing number of hidden units in each
layer and thus tries to reconstruct the original input from the
encoded data. Therefore, autoencoders are an unsupervised
learning technique. Training an autoencoder for data compres-
sion: For a data compression procedure, the most important

Figure 4. Example structure of an autoencoding network

aspect of compression is the reliability of the reconstruction
of the compressed data. This requirement dictates the structure
of the autoencoder as a bottleneck.

1) Encoding the input data: The autoencoder first tries to
encode the data using the initialized weights and biases.

2) Decoding the input data: The autoencoder tries to
reconstruct the original input from the encoded data to
test the reliability of the encoding.

3) Backpropagating the error: After the reconstruction,
the loss function is computed to determine the reliability
of the encoding. The error generated is backpropagated.
The above-described training process is reiterated sev-
eral times until an acceptable level of reconstruction is
reached.

After the training process, only the encoder part of the
autoencoder is retained to encode a similar type of data used
in the training process. The different ways to constrain the
network are:

• Keep small Hidden Layers: If the size of each hidden
layer is kept as small as possible, then the network will
be forced to pick up only the representative features of
the data thus encoding the data.

• Regularization: In this method, a loss term is added to
the cost function which encourages the network to train
in ways other than copying the input.

• Denoising: Another way of constraining the network is
to add noise to the input and teach the network how to
remove the noise from the data.

• Tuning the Activation Functions: This method involves
changing the activation functions of various nodes so
that a majority of the nodes are dormant thus effectively
reducing the size of the hidden layers.

D. High-pass Filters

A high-pass filter can be used to make an image appear
sharper. These filters (e.g., Sobel [3] and Canny [4]) emphasize
fine details in the image. The change in intensity is used by
high-pass filtering. If one pixel is brighter than its immediate
neighbors, it gets boosted. Figure 5 shows the result of
applying a high-pass filter (Sobel) on a random image.
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Figure 5. Applying Sobel derivatives on a random image

III. RELATED WORK

Image segmentation can be considered an extension of im-
age classification where localization succeeds the classification
process. It is a superset of image classification with the model
pinpointing where a corresponding object is present by out-
lining the object’s boundary. Image segmentation techniques
can be divided into two classes:

• Classical computer vision approaches: such as thresh-
olding, edge, region- or cluster-based segmentation tech-
niques.

• AI-based approaches using mainly autoencoders. For
instance, DeepLab made use of convolutions to replace
simple pooling operations and prevent significant infor-
mation loss while downsampling.

In our paper, we focus on the use of high-pass filters with
autoencoders, which succeeded with a vectorization process.
Hence, the relevant work on these topics is introduced in this
section.

To create better vectorize vectors, Lu et al. [5] leverage addi-
tional depth information stored in RGB-D images. Although
they anticipate consumer gear will soon be able to produce
photos with depth information, this still has to happen. The
method described here, however, operates with standard RGB
photos without the need for additional gear.

Bera [6] offers a different method for image vectorization. It
emphasizes the advancement made possible by edge detection
techniques. This study, in contrast, looks into the benefits of
dimensionality reduction.

A method for vector pictures based on splines rather than
Bézier curves is presented by Chen et al. [7] To create a
combination of raster and vector graphics, they concentrate
on data structures that facilitate real-time editing.

Solomon and Bessmeltsev [8] investigated the usage of
frame fields in an MIT study. Finding a smooth frame field
on the image plane with at least one direction aligned with
neighboring drawing outlines is the basic goal of their method.
The two directions of the field will line up with the two
intersecting contours at X- or T-shaped junctions. The frame
field is then traced, and the traced curves are then grouped
into strokes to extract the drawing’s topology. Finally, they
produced a vectorization that was in line with the frame field
using the extracted topology.

Lacroix [9] examined several R2V conversion issues, and
a method utilizing a preprocessing stage that creates a mask
from which edges are eliminated and lines are retained has
been suggested. Then clustering is carried out using only the
pixels from the mask. In this situation, a novel algorithm called
the median shift has been suggested. The labeling procedure
that follows should also take into account the type of pixel.
The final stage entails a regularization process. In various
examples, the significance of the pre-processing ignoring edge
pixels while keeping lines has been demonstrated. Addition-
ally, tests demonstrated the superiority of the median shift over
both the mean shift and the Vector-Magic clustering method.
This paper also showed that better line vectorization can be
obtained by enabling the extraction of dark lines, which can
support the use of high-pass filters as a preprocessing stage to
put further emphasis on those dark lines.

On the straightforward job of denoising additive white
Gaussian noise, Xie et al. [10] developed a unique strategy
that performs on par with conventional linear sparse coding
algorithms. In the process of fixing damaged photos, autoen-
coders are used to lower image noise.

An approach that completes the automatic extraction and
vectorization of the road network was presented by Gong et
al. [11], first, varied sizes and strong connection; second, com-
plicated backgrounds and occlusions; and third, high resolution
and a limited share of roads in the image are the key barriers
to extracting roads from remote sensing photos. Road network
extraction and vectorization preservation make up the two
primary parts of the road vectorization technique in this paper.
This study also demonstrates the benefits of dense dilation
convolution, indicating the potential for adopting autoencoding
models to maintain vectorization.

Fischer and Amesberger [12] showed that preprocessing the
raster image with an autoencoder neural network can reduce
complexity by over 70% while keeping a reasonable image
quality. They proved that autoencoders perform significantly
better compared to PCA in this task. We base our work on this
previous work, having a closer look at the effect of high-pass
filters on autoencoding in an image vectorization pipeline.

IV. METHODOLOGY

In this section, the general approach is described. First, the
selected dataset is introduced. The structure of the employed
autoencoder is explained next. Details about the software
implementation are given, and the processing pipeline is
highlighted. Finally, evaluation methods are discussed.

A. CAT Dataset - as Data

A dataset with over 10,000 cat images is used as the basis
for training the autoencoder for evaluating the results. The
CAT dataset was published in 2008 by Zhang et al. [13]. The
content of the images is secondary for this work: The main
reason this dataset is used is the fact that features such as ears,
eyes, and noses are relatively easy to see in these images. The
autoencoding model can thus be trained on these features and
reliably reproduce them.
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B. Autoencoder - Functional Structure

The starting point is input with the size 256 x 256 x 1 (a
256 x 256 grayscale image). The first layer of the autoencoder
is a convolution layer that contains 16 different trainable filter
kernels. Each kernel can result in a different representation
of the input image. A Max-Pooling layer is connected to
the convolutional layer to increase the density of the data
and reduce the necessary computing power by reducing the
number of trainable neurons. This 2x2 layer halved the size
of the original image. This convolutional-max-pooling layer
cascade is repeated twice for the next two layers, with the
convolutional layer having 8 different filters and the same 2x2
max-pooling layer resulting in 64x64 and 32x32 sizes. In the
last convolution layer of the encoder, which receives a 32x32
matrix as input, only four convolution kernels are used. The
point of highest data density is here reached; therefore, the
Max-Pooling layer is omitted. This layer of the autoencoder
contains the most compact coding or representation of the data
set. Figure 6 shows the encoder part of the autoencoder.

The decoder follows the layer with the highest data density.
This part of the autoencoder is responsible for reconstructing
the learned encoding. It uses transposed convolution layers and
batch normalization layers. The transposed convolution layer
works in a similar way to a convolution layer. The difference
between the two is that by transposing the input, the layer is
no longer compressed but decompressed. Here, the principles
of the convolution layer are reversed. The filter kernel is used
to determine how the input value is broken down into the
larger grid. By using this layer, the image matrix is again
enlarged. The transposed convolution layer is followed by a
batch normalization layer. These layers, also known as batch
norms, serve to accelerate and stabilize the learning process of
neural networks. They reduce the amount by which the values
of the neurons can shift. On the one hand, the network can
train faster because the batch norm ensures that the activation
value is neither too high nor too low. On the other hand, using
this layer also reduces overfitting since less information is lost
through dropouts.

The decoder connects directly to the encoder to take over
the most compact representation of the data set passed by the
encoding layers. First, the decoder receives a tensor with a
size of 32x32x4 as input. The first function that is applied
to this tensor is a transposed convolution layer. This results
in an enlargement of the image matrix to 64x64. Four 3x3
filter kernels are used here. This is followed by a batch-
norm layer to normalize the results and accelerate the learning
process. The same process is repeated with a different number
of filter kernels to maintain the symmetrical structure of
the autoencoder after reaching the original matrix size of
256x256; another transposed convolution layer is added. This
ensures that the output of the first layer and the input of
the last layer have the same size. The final layer reduces
the tensor dimension to one to produce a grayscale image as
output. Figure 7 shows the decoder part of the autoencoder.

C. Software Implementation

The test/evaluation framework was implemented in Python.
The autoencoder was implemented with TensorFlow [14] and
Keras [15]. The convolutional neural network was built with
convolution and pooling layers in three steps to a 32×32
bottleneck. The decoder mirrors this structure with three steps
of transposed convolutional layers and batch normalization
layers. The autoencoder input is set to a 255x255 image (gray-
scaled). The high-pass filters used in this paper are the standard
implementations in OpenCV [16].

D. General Approach of Processing

Regardless of the path an image takes in any pipeline that
will be built, the first processing stage is always going to be
converting the image into grayscale. The focus of this work is
on single-channel images; however, it can be extended in the
future for multi-channel (RGB) processing. Therefore, when
a pipeline is demonstrated visually, the initial version of the
image displayed is going to be grayscale, but this is implying
that the raw RGB images were all grayscaled, which will be
a common branch for all the pipelines built in this work.

After an image is grayscaled, it will go through a certain
cascade of processing stages. In this paper, the stages con-
cerned are high-pass filtering, autoencoding, and vectorization.
The experiments in this work are going to tune the different
parameters that these stages can take. More importantly, the
outputs of all pipelines possible are going to be in a vector
format because we are attempting to enhance the vectorization
process while aiming for an abstract representation of the
image. Therefore, a rasterization stage is going to always be
placed at the end of every pipeline. Converting images back
into their raster format is mandatory to perform a comparison
between the grayscale image that was initially fed to a pipeline
and its resulting vector format. Hence, we rasterize the vector
output to be able to evaluate the efficiency of the pipeline.
A general processing approach for the different pipelines is
shown in Figure 8.

E. Evaluation Methods

The case at hand deals with both vector and raster images.
Therefore, for a comparison to take place, a comparison
method for each format needs to be selected.

• Vector: Various methods can be used to measure the
level of complexity in a vector image. One is the file
size, which can be used to calculate the length of all
path entries in the file. Furthermore, investigating the
reduction of complexity can be done by analyzing the
longest path tags. The number of path tags can be taken
as a characteristic value of the complexity. In this paper,
it is assumed that the number of SVG path entries is
directly related to its complexity.

• Raster: There are mainly two common ways of com-
paring raster images. The first one is comparing images
based on the mean squared error (MSE) [17]. The MSE
value denotes the average difference of the pixels all
over the image. A higher MSE value designates a greater
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Figure 6. Encoder part of autoencoder

Figure 7. Decoder part of autoencoder

Figure 8. General processing approach

difference between the original image and the processed
image. Nonetheless, it is indispensable to be extremely
careful with the edges. A major problem with the MSE
is that large differences between the pixel values do
not necessarily mean large differences in the content of
the images. The Structural Similarity Index (SSIM) [18]
is used to account for changes in the structure of the
image rather than just the perceived change in pixel
values across the entire image. The implementation of
the SSIM used is contained in the Python library Scikit-
image (also known as ”Scikit”) [19]. The SSIM method is
significantly more complex and computationally intensive
than the MSE method, but essentially, the SSIM tries to
model the perceived change in the structural information
of the image, while the MSE estimates the perceived
errors.

In the experiments conducted for this paper, the results of
MSE and SSIM drive the same conclusion. Therefore, to avoid
redundancy, only the SSIM graphs are displayed in this paper.

V. EXPERIMENTATION

Firstly, a sample of five images was filtered with the initial
high-pass filters. The results are shown in Figure 9.

The first impression is that the Gaussian filter results in
some significant noise. Both the Sobel and the Canny filters
were acceptable, with the Sobel seemingly having better
results for the human eye. Because it made more sense to

Figure 9. Applying different filters to five random images

have the detected lines drawn black on a white image than the
opposite case, the three filters were inverted.

A. Blur-Free Noise-Reduction Filtering

In an attempt to reduce the noise the Gaussian filter was
causing, two trials were done. They both worked by cascading
a filter on top of each high-pass filter. This smoothing filter
should result in noise reduction while avoiding blurring the
image. Hence, two filters were chosen: difference and grain-
extract filters. Figure 10 shows the result of applying the two
chosen filters on the high-pass filters.

Although the image is still too noisy to be fed into a neural
network, the noise-reduction filters may provide a roughly
improved version of the Gaussian filter. The difference and
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Figure 10. Applying the difference and grain-extract to a random image after
being filtered

grain-extract filters, however, resulted in a decline in image
quality and a sizable data loss as compared to the Sobel and
Canny filters. The experiment therefore suggests that these two
recommended filters are unsuitable for use in a subsequent
preprocessing stage and that the Gaussian filter should be
categorically excluded from any further use in the project due
to its inherent noise.

B. Filter-Inversion Effect on Autoencoding

The second experiment done in this section is obtaining the
difference between training an autoencoder with images whose
lines are drawn in black on a white background and training
it with the same images but inverted.

Therefore, four models of autoencoders were trained with
5000 epochs each in addition to the default model, which
makes them five models each trained with the following types
of images respectively: grayscale images, Sobel-direct images,
Sobel-inverse images, canny-direct images, and canny-inverse
images (direct: dark background and white features. inverse:
inverse of direct). Five images were selected randomly and put
through the five trained models as shown in Figure 11.

The first conclusion drawn was that, when training an au-
toencoder, the semi-supervised neural network responds better
when the training images have darker lines in their important
features. However, a rough estimation with the human eye
would not do, but rather an exact mathematical calculation.
Therefore, a measurement of similarity was done between
every image and its decoded version. This was a better way of
using the SSIM than comparing them with the default images,
as the goal was to determine how close the autoencoding was.
For this part, 50 images were used to dampen the image-

Figure 11. Comparison between the autoencoding of the Sobel and canny
filtered images with both of their versions

specific features and make the measurement more general-
ized.The measured values were plotted in Figure 12.

For the sobel-direct, the mean and standard deviation val-
ues were 0.202 and 0.044, respectively. Their inverse scores
were 0.699 and 0.124, respectively. For the canny-direct, the
mean and standard deviation values were 0.234 and 0.090,
respectively. The inverse scored 0.741 and 0.150, respectively.

These values support our first observation, which is that the
autoencoder learns faster when the image’s most important
features are darker than the rest of the data. The experiments
so far have resolved into using the Sobel and Canny filters,
and more specifically, their inverted results. At the start, it was
thought that the experiments would resolve into choosing only
one filter as a preprocessing stage for the autoencoding, but
as calculated previously, the quality of images between the
Sobel and Canny images is so close that it does not imply the
disregard of one of the two filters.

Nevertheless, there is a significant drop in quality when
applying a high-pass filter to the original image and then
passing it through an autoencoding stage. This raised a flag
that perhaps the pipeline’s order might not be thorough. For
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Figure 12. SSIM of different autoencoding approaches

Figure 13. Filtered autoencoder images with Sobel and canny (both versions
each)

instance, the autoencoder is perceived to work as a recon-
struction algorithm. Simultaneously, it can be considered to
smooth the image, or in other words, to represent it with
more coherence between the pixel values. As a result, the
high-pass filters may be more efficient if applied after image
reconstruction rather than before autoencoding, which appears
to cancel out some of the emphasis generated by the filters.
Hence, an experiment on the matter should be performed.

C. Autoencoders as a Preprocessing Stage to High-Pass Fil-
ters

In this experiment, random images were taken, recon-
structed with an autoencoder, filtered, and then vectorized.
This experiment aims to display the effect of high-pass fil-
ters on reconstructed image vectorization. The five random
resulting images are shown in Figure 13.

Figure 14. SSIM comparison of the vectorization of each of the four groups
of images

The first impression the experiment gives off is that the
filters brought more definition to the lines in the images,
which made the shapes appear clearer. This can lead to better
vectorization, as it depends on the definitions of the shapes
represented in the tags.

However, there are two versions of each of the two filters,
which suggest an evaluation of the vectorization of each of the
four result groups. Therefore, an SSIM calculation was done
between every filtered image and its vector format in a pool
of 50 images, randomly selected. The results are displayed in
Figure 14.

The box plots show the better fitness of white images
with black lines when compared to the darker images in
vectorization. Visually speaking, the Sobel filter results were
more recognizable to the naked eye. However, it left more
complexity in the image, which made it harder for the
vectorization to be more exact. Therefore, it is concluded
that the darker shapes are going to be used in both filters,
while there is not yet a clear endpoint to resolve depending
on only one of the two filters. Hence, a parallel stage of
execution is introduced, which takes the autoencoder images
and filters them with one filter before passing them to the
global vectorization stage.

VI. EVALUATION

Evaluation is concerned with how abstract the resulting
images are. As there are two pre-processing blocks (filter-
ing and autoencoding), four different pipelines can be built:
autoencoding, filtering, autoencoding-filtering, and filtering
autoencoding. After one of these selections is fed the images,
a vectorization process is always cascaded at the end.

First, all of the resulting images are going to be evaluated
based on their path count (size) and similarity to the input
images. Then, a summary of the evaluation is going to be
introduced for each of the pipelines individually.

Before engaging in the evaluation, it is good to elaborate
on the column naming of the upcoming plots:
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Figure 15. Path count of the resulted groups of vector images

• default: the default image.
• Sobel, canny: the filtered version of the image by the

respective filter.
• dec: the decoded version.
• vect: the vectorized version.
• A combination of two or more indicates the case of

cascaded stages. A default-dec-sobel label represents the
following: the default image is reconstructed with the
autoencoder and then filtered with the sobel filter.

A. Evaluating the size of the produced images

To evaluate the size of the image, we count the number
of path objects generated in the SVG file. From Figure 15
(note that the graph is in logarithmic scale) we see that the
autoencoder (*-dec-*) significantly reduced the size of images,
as it keeps only the most important features. The reconstructed
filtered images (canny-dec, sobel-dec) had a similar path
count. Although it was much smaller than the ones that did
not go through that step, it was still above the default images
that were reconstructed and vectorized without any filtering.
Finally, when filters were applied to the default images that
were put through an autoencoding stage (default-dec-sobel,
default-dec-canny), these images scored in size calculations
very similarly to the filtered images when only reconstructed
(canny-dec, sobel-dec).

B. Evaluating the quality of the produced images

A more accurate way of examining the efficiency of the
vectorization process of each pipeline is to compare the
images and their vector versions (Figure 16). The pipeline
of autoencoding-filtering-vectorization (two last groups on the
most-right) seems to experience the highest SSIM, which
indicates its fitness in vectorization. It made more sense for
the autoencoder to reconstruct the images and then for the
filters to come afterward, emphasizing the important features
of each image.

Figure 16. Vectorization accuracy of different pipelines

Figure 17. Autoencoding-vectorization pipeline

C. Implemented Pipelines: an evaluation summary

This is a summary of the evaluation of the results for each
of the pipelines individually.

• Autoencoding-Vectorization: This pipeline was based
on the work of Fischer and Amesberger [12]. However,
the implementation was different, and the evaluation was
about the abstractness of the results. The quality of
the vectorization is acceptable only in terms of general
similarity. However, an abstract representation of the
image is not achieved (Figure 17).

• Filtering-Vectorization: In this pipeline (Figure 18), the
vectorization algorithm finds difficulty in vectorizing the
filtered images. This is due to the noises caused by the
applied filters. Although the experiments showed that the
quality of the vectorization increased when the images
were taken as a light background with dark features,
the noise involved created an obstacle for Potrace to
convert thoroughly the images into a vector format, which
resulted in losing data.

• Filtering-Autoencoding-Vectorization: This pipeline
was built as an attempt to enhance the Autoencoding-
Vectorization pipeline. Although the autoencoding stage
was efficient in reducing the size of the images, it did not
result in an abstract view of the image features. Therefore,
a filtering stage was placed before the autoencoding
process. Unfortunately, this pipeline does not achieve the
result intended. The autoencoding stage was supposed to
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Figure 18. Filtering-vectorization pipeline

Figure 19. Filtering-autoencoding-vectorization pipeline

reconstruct the filtered images in a lower complexity;
but the case at hand is that the autoencoding model is
attempting to smooth the images, canceling the effect of
the high-pass filters. This has resulted in a significant
drop in the quality of the vector images, which is seen
in Figure 19.

• Autoencoding-Filtering-Vectorization: Due to the
results in the Filtering-Autoencoding-Vectorization
pipeline, it was clear that the filtering stage would act
more appropriately if it succeeded the autoencoding
process, rather than preceding it. This was concluded
when the autoencoding model was seen to reduce
the complexity of the images while introducing a
smoothing effect. The filters were placed after the
reconstruction stage to preserve the important features
of the reduced-complexity image. This cascade shows
an acceptable vectorization quality while resulting in the
intended abstract representation of the images as shown
in Figure 20.
As for providing more visualizations of the results that

can be obtained with this pipeline, Figure 21 shows some
random images that were fed to the Autoenconding-

Figure 20. Autoencoding-filtering-vectorization pipeline

Figure 21. Some of the output images along with their input images of the
pipeline Autoenconding-filtering-vectorization

filtering-vectorization pipeline along with their respective
output images. As can be seen, the features of the cats
are extracted very clearly in all examples.

VII. CONCLUSION

This paper discusses the autoencoding step and the use of
high-pass filters in vectorization pipelines. As demonstrated,
high-pass filters can improve the training of an autoencoder,
which in turn improves the efficiency of vectorization by
maintaining key aspects of an image.

The images that underwent the cascade of autoencoding-
filtering scored the greatest in similarity and the lowest in
error after the vectorization algorithm’s effectiveness in each
pipeline was assessed. This indicates that the most crucial
elements of the reconstructed images were maintained and that
the filtering step that came after the reconstruction enhanced
those features even further, resulting in a better vectorization
and a more abstract representation of the image.

Although the results from this cascade of autoencoding-
filtering were respectable and met the initial objectives, more
work needs to be done on the training dataset and model
structures.

Regarding future work, experiments showed that dark fea-
tures on a light background in images can improve both the
training of autoencoder models and the process of vector-
ization. This will be an issue for further investigation. As
this paper deals with single-channel (i.e., gray-scale) images,
another aspect of the investigation will be the vectorization of
multi-channel images.
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Abstract—As the machine learning market is growing strongly
and machine learning is increasingly being used productively,
new challenges for developers and operators arise that haven’t
been existing in traditional software development. One of these
challenges is the versioning and reproducibility of models. To
help solve this challenge experiment tracking tools exist, which
keep track of the experimental development process of machine
learning models. This paper describes the process of bringing
a machine learning model to production and emphasizes its
experimental nature and the challenges arising with it. Following
the definition of a set of requirements for experiment tracking
tools, 20 tools found in a market research are presented. Four
of those tools are analysed in-depth, showing that differences
between tools exist especially for advanced requirements. This
paper also includes the progress the tools have made within the
last year.

Index Terms—Machine Learning; Experiment Tracking; De-
velopment Environment; MLOps

I. INTRODUCTION

This paper is an extended version of a conference paper [1],
published in 2022 at the Fourteenth International Conference
on Advances in Databases, Knowledge, and Data (DBKDA-
2022) conference in Venice/Italy. In this extended paper, we
go into more detail about the various tools that we were able
to consider in the previously mentioned conference paper.
We have also examined the tools in terms of their current
enhancements.

The machine learning market is growing strongly. Accord-
ing to MarketsandMarkets [2], it is ”expected to grow from
USD 1.03 billion in 2016 to USD 8.81 billion by 2022”. As a
result of this growth, tools have been developed in recent years
to help develop machine learning models and put them into
production. However, due to the fact that the use of machine
learning in productive software is relatively new, tools and
conventions are less settled and less commonly applied than
in traditional software development.

Warden [3] uses the term ”machine-learning-
reproducibility-crisis” to describe that the tools to meet

these needs are often not deployed or used in practice. With
regard to tracking data, parameters, models and results,
numerous products with different focuses and strengths have
been developed. Tools that focus on saving information
around the model training and development process are often
referred to as experiment tracking tools. But as stated in
a Kaggle survey [4], in a large amount of scenarios these
relatively new tools remain unused and tracking is either
done manually or not done at all.

But without experiment tracking, the information under
which circumstances an AI model was created is missing. It
is therefore a black box model, which contradicts the High
Level Expert Group on Artificial Intelligence (HLEG AI) [5]
demand for transparency. An important criterion according
to the HLEG demand for transparency is explainability: de-
cisions made by an AI system must be understandable and
comprehensible to humans. This requires information about
the underlying datasets, the algorithms, parameters and data
processing pipelines used, and the results obtained, which then
serve as the basis for selecting specific algorithms/parameter
sets.

The information gathered in this way will further enable
repeatability of the experiments for both the current and future
development teams, and also for other working groups dealing
with the same or similar issues. Experiments by Alahmari
et al. [6] show that the tracking information collected is
sometimes not sufficient for the repeatability of an experiment.
They demonstrated that running the same experiment several
times can lead to different results. Reasons for this are, for
example, a random selection of the training and test data,
different libraries used or also hardware. In [7], for example,
it was shown from Nagarjan et al. that when switching from
CPU to GPU, different but deterministic results were obtained
for the respective processor unit. More information about
reproducibility and traceability to achive trustworthy AI can
be found in [8], [9].

The paper is structured as follows: In Section II we explain
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the machine learning lifecycle and what artifacts, i.e., code,
data, environment, parameter settings need to be tracked in
the context of an experiment. Based on these findings we
present in Section III the general architecture for experiment
tracking tools and formulate the most important requirements.
In Section IV four tools are presented and compared in detail.
The paper is finished with a conclusion and outlook to further
research directions in Section V.

II. BACKGROUND

In this section, a set of basic insights required for under-
standing tracking tools in the field of machine learning will
be presented as well as information about research related to
experiment tracking tools.

A. The Machine Learning Lifecycle

The different phases and steps around the productive use of
a machine learning model have been described by different
authors using different terms. One of these terms is the
machine learning lifecycle. Garcia et al. [10] describe the
machine learning lifecycle as a three-phase process as shown
in Figure 1.

The first phase is the pipeline development. During this
iterative phase, the data preprocessing, exploration and vi-
sualization is done, model designs are chosen and models
get trained with different configurations and hyperparameters.
The authors emphasize that the important achievement of
the first phase is not the model, but the pipeline that can
be reused to create a model from a dataset. This pipeline
can be used later in the second phase training (Figure 1,
middle), to train and validate the model used for inference.
The last phase (Figure 1, right) is called inference. Here, the
prediction service (which includes the data preprocessing as
well as the model used for inference) returns a prediction
for a given user input. This service provides information
about the predictions made, which can be used for subsequent
training. The authors mention that the different stages are often
managed by different teams.

Amershi et al. introduce a similar process, the machine
learning workflow [11]. This process is divided into nine
stages and is shown in Figure 2. Those nine stages can be
grouped into four phases. The first phase consists of the
model requirements stage, in which the objective of the
machine learning task is defined. Furthermore, the type(s)
of model that could be used to implement this objective
get selected. The initial planning phase is followed by the
data preprocessing phase, which includes the stages data
collection, data cleaning and data labelling. The next phase
describes the model engineering and includes potential feature
engineering, as well as the model training and evaluation.
If a good performing model is found, the model can be
deployed into production, in the last phase, the deployment
and monitoring stages in Figure 2. Once the model is used in
production, the model needs to be monitored, to measure its
performance and find out at which point a potential retraining
is needed. The authors emphasise that – in contrast to their

illustration (Figure 2) – the machine learning workflow is
generally not linear, as the illustration implies. The workflow
is iterative and contains multiple feedback loops, as indicated
by the arrows.

B. Experiment Tracking

Langley [12] describes machine learning as an experimental
science and compares the process of finding a good model to
the empirical sciences of physics and chemistry. This aligns
with the results from interviews Hill et al. [13] conducted
with various machine learning practitioners in 2016. Seven
out of seven interviewees experienced the need ”to resort to
basic trial and error”. Langley defines an experiment as the
process of examining the effect of varying one or more inde-
pendent variables on some dependent variables [12]. Hence, an
experiment consists of multiple runs. According to Vartak et
al. [14], ”data scientist often built hundreds of models before
arriving at one that met some acceptance criteria”. Each model
built can be seen as the dependent variable of a run. However,
experiment tracking tools can also be used in the pipeline
development phase, introduced by Garcia et al. [10], which
does not produce a model, but a training pipeline. In this
case, the dependent variable would be the training pipeline.
Therefore, the following definition of an experiment is used
in this paper:

Definition (Experiment): A run is a part of an experiment,
it has a specific set of independent variables that produces a
model or a training pipeline. An experiment is a collection of
runs that try to solve the same problem or business task. The
objective of an experiment is to find the set of independent
variables that results in the best dependent variable(s).

It should be noted that usually in practice it is not possible or
at least not economically feasible to find the best independent
variables [15].

Various possibilities exist to assess the quality of a model.
A common approach is to calculate a metric for prediction
quality (such as accuracy) on a dataset not used for training.
However, additional (nonfunctional) quality measures might
exist, e.g., the inference time, the training time or the explain-
ability of a prediction.

Due to the fact that the number of experiment runs might
be enormous, it is very helpful to track the experiment and
its runs. The term experiment tracking describes the process
of saving the information related to the experiment and its
runs, to allow further evaluation. Although typically the verb
to track is used in combination with experiments, some tools
evaluated in this work have functionalities that use the words
log or logger. Thus, both terms are treated as synonyms in
this work.

In its easiest version, tracking can be done manually,
alternatively one of the tools presented in Section IV can be
used. A Kaggle survey conducted in 2020 [4, p. 27] showed
that in most cases tracking is either done manually or not
done at all. In theory, automating the process of tracking
by using one of the tools presented later should have many
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Fig. 1. Machine Learning Lifecycle (from [10])

Fig. 2. Machine Learning Workflow based on [11]

advantages. Manual tracking can be error prone, wrong data
may get saved or the tracking may be forgotten. Additionally
tools might provide functionality to facilitate working in teams
or analyzing the tracked data. Automating the process allows
the machine learning practitioner to focus on developing the
best model.

Either way, tracking experiments brings multiple advan-
tages: Keeping track of all the runs makes it easy to find the
best variables. Additionally, it is easy to see, which sets of
independent variables have already been tried out or might
be worth trying out in the future. This is especially helpful
if the work is done in teams, or if the responsible person
changes. With the right tool, tracked experiments can be
easily compared. If a model is used in production, it can
be very helpful to have the information available on how
the model was created. Another advantage – which applies
especially to research – is the fact that results may need
to be reproduced. Furthermore, establishing the use of an
experiment tracking tool in a company or a project provides the
benefit of a structured way to access the data generated during
experimentation, regardless of the individuals responsible for
the experiments.

C. Related Work

Experiment Tracking can be seen as a part of MLOps, which
can be described as a common set of practices that includes
the development of a machine learning application as well as
its operations [16]. 41% of business decision makers named
”versioning and reproducibility of models” as a machine
learning challenge in a survey conducted by Algorithmia in
2020 [17], making it the second most often named challenge
after ”scaling up” with 43%. Experiment tracking should help
to tackle this challenge.

Research has been conducted and lead to the presentation
of individual frameworks such as MLflow [18], [19]. Addi-
tionally, new tools have been developed or proposed based
on evaluations of existing tools by Scotton or by Zárate et
al. [20], [21]. Other work e.g., by Hewage and Meedeniya
focuses on comparing existing experiment tracking tools [16].
The work by Hewage and Meedeniya is different to our work,
as it does not include a comparison about the ease of use
nor the accessibility of tracked data. Also, the selection of
compared tools is different. It does not include DAGsHub or
Neptune but includes other tools instead.

D. Reproducibility Requirements

In a reproducibility challenge, Pineau showed that most
challenge attendees found it at least reasonably difficult to
reproduce the result of a paper of the International Conference
on Learning Representations 2018 [22]. Pineau also published
a machine learning reproducibility checklist [23], which is
supposed to help increase the reproducibility of experiments.
Tatman et al. [24] define three levels of reproducibility for
research: low, medium and high reproducibility. The lowest
level of reproducibility is achieved by publishing the paper.
According to the authors, the medium level is achieved,
when the code is published along with the used data. The
highest level can be reached by additionally providing the
environment.

In the following subsections the requirements for repro-
ducibility introduced by Tatman et al. [24] as well as the terms
hyperparameters and metrics will be explained in detail.

1) Code: Similar to traditional programming, machine
learning highly depends on the source code. There are several
tools to effectively version source code. A developer survey
by StackOverflow in 2018 [25] showed that almost 90 % of
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the developers use Git as a version control system. There is
no valid reason to not track the code used in machine learning
projects with Git. However, in a fast developing process,
experiment runs might be executed, without committing the
code beforehand. This would lead to a lack of reproducibility,
as Git needs a commit to restore a state of the code.

2) Data: Besides the code, data plays an essential role in
machine learning, because different data can lead to different
results. As the kind of data depends on the business task, the
data format varies. Common data formats are text, image or
video. Due to the partly large data resources, a suitable tool
for the efficient storage of different variants of a data resource
should be used.

3) Environment: Providing information about the environ-
ment is certainly only necessary for some use cases. However,
it can contain important information of the original run,
such as the used hardware, the used operating system or the
software dependencies. Thus, keeping track of the environment
can be helpful to reproduce a run. Tatman et al. [24] propose
three possibilities to share the environment: Either by using
a hosted service, or by providing a container or virtual
machine, which includes all dependencies. At minimum, the
used libraries and their versions should be tracked.

4) Hyperparameters: According to Bergstra et al. [26],
hyperparameters configure the machine learning algorithm
before training, whereas, in the present paper, any kind of
configuration parameters of the experiment run (not only
the machine learning algorithm) will be considered as hy-
perparameters. As any change in configuration might result
in different results, it is recommended to track as many
hyperparameters as possible. Although hyperparameters are
often tracked implicitly when they are defined in the code
and the code is versioned, hyperparameters should be tracked
explicitly to allow easier comparison.

5) Metrics: A metric is an evaluation measure calculated
to quantify ”the effectiveness of a complete application that
includes machine learning components” [15]. Most of the
times, metrics will be calculated based on a model’s predic-
tions on data that has not been used for training. Different
metrics with varying strengths and weaknesses exist. For
classification tasks for example, accuracy or precision can be
used. Accuracy is defined as the fraction of correct predictions
out of all predictions [15]. Metrics can be used to compare
different runs of an experiment and can be considered as one
of the dependent variables of the experiment. Whatever type
of metric is used is actually not important for experiment
tracking.

III. EXPERIMENT TRACKING TOOLS

The main goal of experiment tracking is to save information
during experimentation in order to be able to access it later.
As a result, most experiment tracking tools consist of at least
three components, as shown in Figure 3. Some kind of client
software – for example a Python library – is required to store
the tracked information during experimenting on a persistent
data storage or send it to a server. The data can often be

retrieved programmatically through the client or be viewed in
a Graphical User Interface (GUI). The exact functionality of
those components differs between the available tools.

A. Requirements

As already discussed in Subsection II-B, tracking of code,
data, the used environment, hyperparameters, and metrics are
elementary requirements for such a tool. Additional require-
ments examined in our research also include the following
aspects:

1) Storing of Models: Training a model can take a long
time. Therefore, the models should be stored and linked to
the hyperparameters and metrics. This avoids time consuming
retraining e.g., if a model should be evaluated on new data.

2) Accessibility of Tracked Information: Tracking is a pre-
requisite however, the tracked data will only provide value,
if the tracked information can be accessed in a simple yet
powerful way. This includes a user interface, which provides
a clear and customizable overview of all runs, as well as the
possibility to compare runs in depth. Filtering the runs with
easy but rich querying options is also part of this requirement.
Besides that, the tool should provide a possibility to create and
show plots. If additional interfaces, e.g., an API, exist, they
will be useful as well.

3) Collaboration: According to Tabladillo et al. [27], bring-
ing data science projects to production requires different tasks.
For this reason, data science projects are often worked on in
teams composed of different roles. Therefore, the tool should
facilitate collaborative work. This includes the possibility of
viewing existing results of different team members and adding
new results by executing new runs. To achieve this, a form of
access management is required.

4) Initial Setup and Infrastructure: Because tracking ma-
chine learning experiments should facilitate the work of teams,
tools will only be taken into consideration if they have low
barriers to entry. Thus, this requirement describes the initial
investment needed to set up and use the tool. The initial setup
is everything that does not need to be repeated if the same
tool is used in another project (given the projects can use the
same infrastructure). As cloud tools might have an advantage
concerning the initial setup, it must be kept in mind that saving
data off-premises might not be a possibility in any case due
to legal or corporate regulations.

5) Ease of Integration: Similar to the previous requirement
this requirement concerns user-friendliness. Yet, unlike the
initial setup and infrastructure, the ease of integration describes
how easy it is to include the tool into a specific project. This
means, for example, project-specific configuration or source
code changes.

IV. EXAMINED TOOLS

In a market research, the following tools with experiment
tracking functionality were identified.

• Aim [28]
• Amazon SageMaker Experiments [29]
• Azure Machine Learning [30]
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Fig. 3. General Architecture of an Experiment-Tracking-Tool

• ClearML [31]
• Comet [32]
• DAGsHub [33]
• DominoDataLab [34]
• Guild AI [35]
• H2O MLOps [36]
• Iterative Studio [37]
• MLflow [38]
• Neptune [39]
• Paperspace Gradient [40]
• Polyaxon [41]
• Sacred [41] in combination with Omniboard, Incense or

Sacredboard (GUIs)
• TensorBoard [42]
• Valohai [43]
• Verta [44]
• Vertex AI [45]
• Weights & Biases [46]

The research was conducted online, using search engines,
blogs, forums, as well as the websites of the respective tools.

To allow an in-depth evaluation of the tools in the scope of
this work, the tools listed previously have to be limited to a
reasonable amount. The tools were selected in consultation
with a project team at inovex, actually developing a mul-
tilingual and multidomain Conversational AI. The selection
was influenced by requirements given from the project team.
First, it was required that tracking tool is not running in
a cloud ecosystem only nor creates a platform lock-in, like
Azure Machine Learning, Amazon SageMaker Experiments
or Paperspace Gradient do. Furthermore, the tracking tool
should be independent of runtime and used libraries, which
did exclude Tensorboard. For the sake of brevity four tools
were examined only. The selection was based, in addition to
the stars on github, on the simplicity of integrating the tools
into the project and the familiarity within the project team.
Therefore, Aim and Polyaxon were not considered, but they
are very interesting tools and should be included in future
research.

In this process, MLflow, ClearML, Neptune and DAGsHub
were adopted for a more detailed evaluation. MLflow was
selected because it is one of the most established and widely
used tools. ClearML was assessed because of its wide range
of operating options. It can be used for free (even in small
teams) as a hosted option, operated self-hosted for free, but
also be used with a paid plan. The most important argument
for choosing Neptune was that it promises an effortless setup.
The last option evaluated was DAGsHub, as it makes use of
Data Version Control (DVC) [47] for versioning data, like the

project. In the next subsections each tool will be evaluated
based on the requirements defined in Subsection III-A and an
exemplary integration will be provided.

A. MLflow

The open-source tool MLflow is developed by Databricks
and was introduced by Zahari et al. [48] and launched in June
2018. At the time of writing this paper (October, 2022) the
latest released version was 1.29.0 [49]. The software itself is
shipped as a Python package and can be either hosted on own
server or used as a Software as a Service (SaaS) offering by
Databricks called Managed MLflow. Since Databricks’ main
business is offering managed versions of Apache Spark clus-
ters, Managed MLflow is tightly coupled to these offerings.
By comparing the managed with the open source version the
managed offers mostly features that allow integrations into the
Databricks eco-system. In contrast to the self-hosted version
the managed one offers notebook and workspace integration
to Databricks, as well as a role based user management. In
addition also an integration to the aforementioned clusters is
offered [50].

With the version 1.27.0 MLflow introduced a new experi-
mental feature called MLflow Pipelines. This feature provides
a framework to structure the whole cycle of an machine
learning project. Hereby the user can specify pipelines either
with Python code or by configuration files. The steps of
these pipelines define parts like data preprocessing, splitting
data into parts, evaluating trained models or storing models.
MLflow provides templates that fit for common machine
learning tasks. Since the pipelines are either defined by Python
code or configuration files they can be easily stored in a
repository like Git [51].

As already mentioned the open-source version of MLflow
is shipped as a Python package and can be easily installed by
any Python package manager like pip or conda. MLflow uses
a naming similar to our definition in Subsection II-B where
runs are grouped into experiments. The most basic setup of
MLflow just uses a local file system to store experiment and
run metadata. In order to get a more scalable setup it is advised
to setup a relational database as a backend. Here MLflow is
able to use a varity of databases like mysql, mssql, sqlite and
postgresql. Apart from experiment and run metadata MLflow
uses either a local file system or a cloud object storage (like
AWS S3, Google Cloud Storage or Azure Blob Storage) to
store artifacts like trained models. If not configured explicitly
the metadata as well as the artifact data are stored into the
local file system [52].
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1 import mlflow
2 mlflow.set_tracking_uri("postgresql://postgres:

postgres@172.3...")
3 mlflow.set_experiment("MyProject") #group runs
4 with mlflow.start_run() as run:
5 hyperparams = {"lr": 0.01,}
6 mlflow.log_params(hyperparams)
7 #Training placeholder, model stored in var model
8 mlflow.pytorch.log_model(model, "log_r",)
9 mlflow.log_metric("acc", 0.99)

10 mlflow.set_tag("performance", "best")

Listing 1. MLflow example code

To start tracking with MLflow, a run has to be started as
shown in Listing 1. By using a context manager to start the
run, the run will be ended automatically (line 4). MLflow dif-
ferentiates between metrics and params; both can be logged to
MLflow by using the respective function. With the log params
(line 6) function a set of values like hyperparameters describ-
ing the current run can be stored. This function takes all kinds
of values, which can be stringified. In contrast the log metric
(line 9) function, where only numeric values can be passed.
That function is used to keep track for evaluation metrics
(like precision or recall) for one run. Both functions exists as
singular to log one value, or as plural to log multiple values
(here, a dictionary is passed, as the only parameter and the
name and values of the dictionary will be used. In addition
a run can be marked by using the set tag (line 10) function.
That function is intended to mark a run e.g., as the current
best performing. Not shown in the listing is the log artifact
function, which can be used to store a local file attached to
the current to MLflow. Grouping multiple runs together allows
easy viewing and comparison in the GUI. This can be achieved
by setting up an experiment (line 3).

As mentioned before, MLflow uses the local file system by
default to store metadata. By passing an URI pointing to a
database to MLflow these data will be stored there [52].

The MLflow GUI in Figure 4 shows all the hyperparameters
and metrics in a clear table. Runs of the same experiment can
be compared and metrics are automatically plotted. In addition
to the GUI, data tracked with MLflow can be retrieved via
Python, R, Java and REST APIs. MLflow does not provide a
dedicated way to keep track of the data used for training. It
does not automatically log information about the environment
either. However, with MLflow Projects, MLflow wants the
users to manually specify their environment [54]. This can be
achieved by creating a conda yaml file or a docker image and
structuring the project by providing entry points and default
parameters.

MLflow can be used for free in teams, however, this requires
shared data storage, which has to be set up by yourself.

B. Neptune

Neptune is a tool developed by Neptune Labs. It is described
as a ”metadata store for MLOps” [39]. Neptune consists of a
server (closed-source) and a client (Python & R packages,
open-source). The first version of the Python package was
released in March 2019 [55]. At the moment (October 2022),
0.16.9 is the newest version. In the last year, an R client

has also been added [56]. With 0.9.0 (released end of May
2021), the API received a significant update, introducing a new
and slightly different way to use Neptune, while maintaining
backward compatibility.

To get started with Neptune, an account has to be created at
neptune.ai and an API token has to be generated. To track ex-
periments, a project (similar to an experiment in MLflow) has
to be created in the Neptune Web App or via the available man-
agement API. After those setup steps, Neptune is ready for use.

1 import neptune.new as neptune
2 run = neptune.init(project="tbud/MyProject")
3 hyperparams = {"lr": 0.01,}
4 run["data/train"].track_files("./datasets/train")
5 run["hyperparams"] = hyperparams
6 #Trainingloop placeholder
7 run["loss/train"].log(the_current_loss)
8 torch.save(model, "log_r.mdl")
9 run["model"].upload("log_r.mdl")

10 run["acc"] = 0.99
11

12 run["model_pickle"].upload(neptune.types.File.as\
_pickle(model))

Listing 2. Neptune example code

Listing 2 shows the integration of Neptune, after importing
the new Neptune API, we can initialize a run and assign it
to a project (line 2). Neptune does not differentiate between
metrics and hyperparameters. To log values with Neptune,
a notation with square brackets and strings as keys (e.g.,
run["some_key"]) is used, which is similar to adding new
values to a dictionary in Python (line 10). To track series such
as the loss, the log function has to be used (line 7). This
automatically generates a plot in the GUI. To structure values,
a structured namespace can be used by putting a slash in the
key name (e.g., run["namespace/some_key"]). This
concept is then used to group and structure values in the GUI.
The namespace can also be used to easily distinguish between
metrics and hyperparameters. To upload a trained model, it
first has to be saved locally (line 8) and can then be uploaded
to Neptune using the upload method (line 9). Neptune provides
a dedicated model registry that shows all production-ready
models in a centralized way. It further enables the user to track
transitions between different development stages of a model.

Neptune provides basic functionalities to keep track of the
data used in the experiment runs. Neptune can calculate the
hash value of a file or folder and store it with additional
metadata (path, size and the last-modified date), which allows
the user to see if the dataset has changed between experiment
runs. This can be achieved by using the track_files
method as shown in line 4. However, the dataset is not stored
on the Neptune server and its data can not be retrieved. If
a small dataset is used, it might be as well an option to
upload the whole dataset. This will than be handled as an
artifact, which is similar to the handling of a model file. A
dataset can be uploaded by using the upload() function for
single files or the upload_files() function for multiple
files or directories. Arbitrary Python objects can be uploaded
directly as a pickle (a Python-specific serialization format),
without the need to locally store the pickle file first, by
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Fig. 4. MLflow GUI (from [53])

using Neptune’s file type with the as_pickle() method, as
shown in line 12. In contrast to ClearML, Neptune does not
automatically keep track of the computational environment.
Thus, software dependencies are not saved when running an
experiment, which makes reproducibility more difficult.

The GUI of Neptune looks similar to the MLflow GUI. It
includes all the basic functionalities that MLflow has, but also
has additional nice-to-have features, such as query completion
for filtering or an option to save customized views. Figure 5
shows the run overview of the GUI. In the table, every run
is represented by one row, the displayed columns represent
metadata of a run and can be easily configured and even be
renamed to a custom name. Neptune provides rich filtering
options and helps the user writing the query by giving fitting
proposals. Besides that, it is possible to group runs together
to make the table clearer. Once a table view is customized
as needed, it can be saved. This allows to quickly switch
between various different views. Comparing multiple runs is
easily done by clicking on the eye symbol for the desired
runs. Neptune can filter for differences between runs and as
well shows a small indicator to quickly see if a value increased
or decreased.

Beside the GUI, the data can also be retrieved through a
Python and R API. As a drawback, in contrast to MLflow and
ClearML, Neptune does not provide a REST API.

Similar to MLflow, Neptune’s focus is tracking models,
metrics and hyperparameters. Neptune has the opportunity to
save all the tracked information on their servers, which is
the most common and easiest way. However, this could raise
data governance issues. Thus, Neptune does now also offer
the possibility to deploy the server code on-premises or in a
private cloud [57]. For single users and in special cases (e.g.,
academia, research) Neptune can be used for free. Paid plans
have fixed prices, regardless of the amount of users. However,

storage and usage limits exist (which can be increased by
additional payments).

Neptune additionally provides the option to integrate Jupyter
notebooks into projects. This can be done by installing the
Neptune notebook extension. After enabling it, snapshots of
notebooks can be created and saved to the Neptune project
with the capability to compare different versions of the same
notebook. This allows saving data exploration work next to
the experiment runs. Furthermore, an external tool exists that
allows the combination between Neptune and MLflow [58].
In this case, MLflow runs can be stored on a Neptune server.
That way MLflow experiments can profit from the organization
and collaboration features of Neptune. At the time of writing
(October 2022), the new client wasn’t yet supported by this
tool. Also, Neptune provides a GitHub Actions template to
make the data tracked in Neptune available in GitHub Pull
Requests.

C. ClearML

ClearML is an open-source tool developed by Allegro AI, it
was formerly known as Allegro Trains. At the time of writing,
the current version of ClearML is 1.7.1. ClearML sends data
to a ClearML server to store the data. This server can either
be the SaaS solution provided by ClearML or a self-managed
setup, which can be relatively easy set up for example with the
Docker images provided by ClearML. While self operating is
completely free, the free SaaS version has some limitations to
it, such as the possible number of project members.

The ClearML client can be easily installed using pip. To use
ClearML app credentials have to be added to the environment
in which the experiment is conducted to connect the client
with the account on the server. The credentials can be created
in the workspace section of a ClearML account in the web
interface.
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Fig. 5. Neptune GUI (from [39])

1 from clearml import Task, Logger, Dataset
2 path = Dataset.get(dataset_project="MyProject/data",

dataset_name="ds_1").get_local_copy()
3 task = Task.init(project_name="MyProject",
4 task_name="Task1", reuse_last_task_id=False,
5 output_uri="gs://MyProject")
6 hyperparams = {"lr": 0.01,}
7 task.connect(hyperparams)
8 cur_log = task.get_logger()
9 #Training placeholder, model stored in var model

10 cur_log.report_scalar("train", "loss", 1, ep)
11 torch.save(model, "log_r.mdl")
12 cur_log.report_single_value("accuracy", 0.99)

Listing 3. ClearML example code

An exemplary use of ClearML is shown in Listing 3.
Initializing an object of ClearMLs Task class by calling its
init() method, starts the tracking with ClearML, which is
shown in line 3. Setting reuse_last_task_id to False
(line 4) ensures that this task will not override an old task. The
output_uri (line 5) specifies the location for the artifacts
(e.g., the model) and is in this example set to a Google Cloud
Storage. In ClearML a task is the name for everything that
can be tracked, similar to a run in MLflow. By starting the
tracking, ClearML automatically keeps track of a multitude of
things, such as:

• Information about the Git repository, including the name
of the current branch, the current commit ID and the
output for the git diff command.

• Names and values of command line arguments that have
been passed using standard Python packages, such as
click or argparse.

• Plots created by libraries e.g., matplotlib, plotly or
seaborn.

• Information logged by Tensorboard [42] and Tensor-
boardX [59].

• Installed and used packages.
• Information about the resource usage (CPU, GPU, disk

space, etc.).

Besides the information that is logged automatically, ad-
ditional information can get logged with ClearML. This can
be achieved by connecting an object to the task as shown in
line 7. This object can be a Python dictionary or an object of
a (custom) class.

An object of the ClearML class Logger is required,
to log metrics. The task.get_logger() (line 8) and
Logger.current_logger() (not shown in this Listing)
functions return the logger object, which is is connected to the
current task. To log metrics, the method report_scalar()
of the logger object can be used as shown in line 10. This
method is especially useful for metrics that change over time,
as ClearML automatically creates a plot displaying the change
over time in its GUI. The method requires four parameters:
title, series, value and iteration. The title specifies the name
of the scalar and the plot of the scalar. Multiple series can
be grouped into one plot by providing the same title. Series
describes the name of the series of the plot, value the value
and iteration provides the x-coordinate for the plot line.
For single values there is a report_single_value()
method, which only requires the name and the value and
does not result in the value being displayed in a plot. This
is useful for reporting metrics that only have one value in
an experiment run. ClearML also provides more sophisticated
options such as report_matrix() to log a confusion
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matrix or report_histogram() to log a histogram.
Besides its hyperparameter and metric tracking capabilities,

ClearML provides a possibility to efficiently store and manage
large datasets. It works similar to DVC [47]: Before up- or
downloading files, hash sums are calculated and compared to
avoid traffic in case there have been no changes. ClearML
also allows to store additional metadata about the data files,
which can then for example be retrieved through the GUI.
This allows versioning datasets even for binary files. A simple
example of the integration into code is given in Listing 3.
To get the local path to a dataset managed with ClearML,
the dataset has to be queried with the Dataset.get()
function (line 2). The get_local_copy() (line 2) function
ensures that a local copy is available and returns the path,
which can then be used for training. ClearML automatically
tracks and uploads (trained) models if they are saved using
the respective functions of the most common Python ma-
chine learning frameworks (e.g., Tensorflow, Pytorch, scikit-
learn). The destination of the upload is specified during the
initialization of the task (line 3), in this case a Google Cloud
Storage, but other common cloud storages are also supported.
The model can then be accessed in Python by retrieving the
respective task and choosing the desired model.

As mentioned earlier, initializing a ClearML Task automat-
ically tracks the installed and used packages including their
version numbers. This can help to reproduce results at a later
stage.

Figure 6 shows a screenshot of the GUI. Multiple tasks
are collected in a project, ClearML also allows the creation
of sub-projects for projects that require more organization.
While the overview table of the experiments looks similar
to Neptune and MLflow, the detailed view of the task is
very nested and can overwhelm new users. This is in our
opinion the biggest downside of ClearML compared to the
other tools: due to its huge amount of possibilities, it requires
more time to familiarize. However, we think this time is
well invested since ClearML provides a lot of options and
possibilities for the user. Those options include possibilities
to show and hide columns as well as sorting and filtering
or a function to compare runs, in which case the differences
between runs will be highlighted. Besides examining data in
the GUI, the data tracked with ClearML can also be retrieved
trough the Python API or through a REST API. Projects are
organized in workspaces, team members can be added to a
workspace to allow collaborative work. In the free hosted
version, workspaces are limited to three members, no such
limit exists on the self-managed version. ClearML provides
also additional features, such as logging debug samples of
images, audio, video samples, which can help understanding
the data, which was used to conduct experiments. To help
increasing reproducibility, by default ClearML automatically
sets a random seed for Tensorflow, Pytorch, and random.

D. DAGsHub

In contrast to the other presented tools, DAGsHub pursues
a different approach. It makes use of existing open-source

technologies and provides unified storage and a GUI for them
(however, DAGsHub itself is not open-source). The open-
source tools combined by DAGsHub are:

• DVC [47] is used to keep track of the data and models.
• Git keeps track of the code.
• MLflow or the DAGsHub Client can be used to track

hyperparameters and metrics.

The interaction of the different tools is presented in Figure 7.
In order to take full advantage of DAGsHub, Git and DVC

as well as MLflow or the DAGsHub Client should be installed
on the client. In case of using MLflow to log to DAGsHub
the integration into code is almost identical to the one shown
in Listing 1. The only required change is to set the tracking
URI specified in line 2 to the URI provided in the DAGsHub
GUI. The functionality when using DAGsHub concerning the
tracking of hyperparameters and metrics is similar to MLflow.
An advantage of using DAGsHub in comparison to MLflow
is its capability to keep track of the data. This is achieved by
using DVC. Tracking data files with DVC is similar to the use
of Git. Files (or even whole directories) have to be added to
DVC to be tracked by using the CLI. By doing this, the files
are added to the gitignore file and a small .dvc file is created.
The .dvc file contains the size of the added file as well as its
hash sum. Git versions the .dvc file and the data files can be
pushed and pulled to a remote storage, which is better suited
for handling large (amounts of) files that might not be text
files.

While using DVC in combination with MLflow does not
require using DAGsHub, the advantage of using DAGsHub is
the unified GUI it provides.

Besides the datasets, also the created models are supposed
to be tracked with DVC. However, in comparison to other
tools where this can be achieved in the training code, DVC is
a CLI tool and thus using it requires more effort in general.
In order to facilitate using Git and DVC from the CLI, Fast
Data Science (FDS) a wrapper around the two tools has been
created by the DAGsHub team [61]. Using FDS combines
similar commands of Git and DVC and thus accelerates the
usage of both tools.

DAGsHub does not provide any functionality to keep track
of the computational environment. However, the basic func-
tionality of MLflow can also be used when using DAGsHub.

The GUI of DAGsHub shown in Figure 8 is familiar to users
of the most common Git webservices, but additionally includes
a data section, as well as an overview of the experiment runs
as known from MLflow, thus most relevant information are
combined in one place. It is the advantage of using the open-
source tools without DAGsHub. However, most organizations
most likely already use a different Git webservice. Especially
since DAGsHub lacks functionalities, which other Git web-
services provide and, which are often adapted (e.g., CI/CD
functionality), organizations might not be willing to migrate to
DAGsHub. For this case DAGsHub provides the functionality
to mirror another Git repository, which however, contradicts
DAGsHub’s main advantage of having everything in one place.
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Fig. 6. ClearML GUI (from [60])

Fig. 7. DAGsHub Architecture

With a free DAGsHub plan, the number of collaborators
and storage is limited. Paid plans exist, which allow working
in bigger teams. DAGsHub probably has the most potential
for teams that already use DVC and/or MLflow and want to
keep using the tools but would benefit from unified storage
and GUI.

Recent advances of DAGsHub are its integration of Label
Studio [62], which can be especially helpful when annotating
data in teams. As well as a commenting feature, DAGsHub
Discussions, or the possibility to use the GUI familiar from
MLflow.

E. Comparison

Table I shows a comparison for most of the defined re-
quirements. As tracking the code is done with Git most of the
times and tracking the hyperparameters and metrics and the
ease of integration are on a similar level for all four tools,
these defined requirements are not included in the table. The
tools have different strengths and weaknesses when it comes

to ease of use, pricing and more advanced requirements, such
as tracking data or computational environment.

MLflow has a well-structured API and can be used for
free however, does not provide functionality to track data
and automatically keep track of the environment. Also, the
effort to set up MLflow in a collaborative environment is
more elaborate compared to other tools. Neptune, on the other
hand, offers a simple setup and highly functional GUI but
requires a paid plan when used as a team and only provides
basic functionality to track data and no functionality to track
the environment. In comparison to the two previous tools,
ClearML handles the tracking of data and the computational
environment, taking care of all requirements. Additionally, it
is open-source and can be self-hosted or used as a free or
paid service. The biggest weakness of ClearML based on our
requirements is that because of its richness of features it might
not be as easy to use as other tools that might provide less
functionality. DAGsHub does not provide functionality to track
the environment. However, with DVC the data can be tracked.
As a result, DAGsHub can be considered as a good choice
for teams already using DVC and MLflow who like to have
unified storage and GUI.

V. CONCLUSION AND FUTURE RESEARCH PERSPECTIVE

This paper provided an in-depth analysis of four tools with
the focus of tracking machine learning experiments. After
describing the process of bringing a machine learning model
to production and emphasizing the experimental character of
training a machine learning model, requirements for machine
learning experiment tools were defined based on the needs
of an industrial data science project as well as the research
conducted in the field of reproducible machine learning. Ad-
ditionally 20 tools with functionalities to track experiments,
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TABLE I
COMPARITIVE OVERVIEW OF MLFLOW, NEPTUNE, CLEARML AND DAGSHUB

MLflow Neptune ClearML DAGsHub
Evaluated
version

1.29.0 0.16.9 1.7.1 as of September 2022

Data basic functionality to calculate
the hash values and upload it
alongside metadata, no way to
retrieve the actual data

no dedicated functionality pro-
vided

Data Managing and Versioning
with ClearML Data

Data Managing and Versioning
with DVC

Environment encourages the user to do it
manually (MLflow Projects)

no dedicated functionality pro-
vided

automatically keeps track of the
installed Python packages and
their versions

no dedicated functionality pro-
vided

Storing
models

easily possible model has to be stored locally
first and can then be uploaded

automatically uploaded if saved
locally

possible to store models with
DVC, commit required for ev-
ery upload

GUI basic GUI highly customizable &
advanced GUI

advanced GUI unified GUI for data, code, and
experiments

Collaboration possible, requires a shared data
storage

possible with a paid account possible, user limit depends on
the operation mode, unlimited
for self-hosting

free for public repositories, not
free of charge for private repos-
itories

Initial setup
and infras-
tructure

setting up a database or shared
file storage is required for
collaborative use, alternatively
Managed MLflow can be used

easy setup, as the user does not
have to take care of the infras-
tructure necessarily

hosted as well as self-hosting
options exist, images to make
the setup easier exist

easy setup if DAGsHub is used
as Git and DVC storage

Persistence local file, relational databases,
cloud object storage providers

Neptune server, on-premise
server

ClearML server, self managed
server

DAGsHub Storage, MlFlow
backend, cloud object storage
providers

Programatic
Interfaces

Python, REST-API, R, Java Python, R Python, REST-API Python, REST-API, R, Java (via
MLflow)

Workflow
support

since 1.27.0 support for
pipelines

no native support, but integra-
tion into KubeFlow possible

support for pipelines native support for CI/CD-like
pipelines

Ease of Use intuitive Python API, easy us-
able by context (with-statement)

intuitive Python API, more ex-
plicit method calls necessary,
Jupyter notebook integration

intuitive Python API, logs envi-
ronment automatically

see MLflow

which have been identified in a market research have been
presented. Ultimately, four of these tools have been evaluated
in detail and compared. This comparison showed all analyzed
tools function approximately equally well considering the most
basic requirement of tracking hyperparameters and metrics.
However, differences exist, considering the more advanced
requirements such as keeping track of the data. To conclude,
it can be said that the right choice of an experiment tracking
tool depends on the specific requirements, and that the open
source tool ClearML has been identified as meeting most of
the requirements. It has to be noted that due to the quickly
changing market of experiment tracking tools, new tools might
be released or existing tools might receive new functionality.
As a result, further research, also of tools not evaluated in this
paper, might be of use.

MLflow and Neptune are the tools that have developed
recently the most in regard to our requirements. MLflow
added a new powerful pipeline feature that eases the training
process. Neptune has been adapted to R and now also offers
the possibility to self-host a server. Small improvements, e.g.,
the integration of Label Studio, have been integrated into
DAGsHub. In contrast to the other tools, ClearML, which
already met most of our requirements, had no major additions.
Back then, ClearMl was the favored tool that met our require-
ments the best. However, especially MLflow and Neptune have
caught up.

To better understand why the tools presented in this work
have only seen little application in the past, as shown in Sec-
tions I and II, further researcher could focus on the difficulties
that exist in practice while using such tools. Additionally one
or multiple case studies could be conducted, comparing the
evaluated tools or a different set using well-defined metrics.
Another potential research question could focus on interoper-
ability examining in which cases it makes sense to use multiple
tools jointly.

Further, it would be great if standardized formats would be
developed to easily switch from one tracking tool to another.
This would mitigate platform lock-in effects and improve
model life cycle management in the long run. Especially
upcoming regulations from administrations [63] that require
model documentation and reproducability for longer time
periods, would drive such a development.
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Fig. 8. DAGsHub GUI
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Abstract—There have been many studies on the automatic 
generation of deformed route maps, but there have only been a 
few studies on the automatic generation of geographically 
accurate route maps. This is because mapping route data and 
bus route data and drawing them on a map are difficult tasks 
due to various constraints, such as route placement problems. 
In this study we estimate bus routes that use bus stop coordinate 
series and strokes and propose an automatic bus route map 
generation method based on this estimation. In the proposed 
method, bus stop nodes are first generated on the road network 
from the bus stop coordinate series. Then, the route between two 
adjacent bus stop nodes is estimated using the road priority 
search method, and this is set as the bus route. In the road 
priority search method, the route with the fewest number of left 
and right turns between bus stop nodes is estimated as the bus 
route. Additionally, when drawing multiple routes, the 
placement order of overlapping sections is dynamically 
calculated so that intersections when turning left or right are 
reduced. The experimental results applying the proposed 
method to 30 bus routes show that the geographically accurate 
route maps with few intersections among these routes can be 
generated correctly.   

Keywords-network; bus route map; stroke. 

I.  INTRODUCTION  
The preliminary version of this paper is presented in [1]. 

This paper includes more detailed evaluations and additional 
experiments to help understand this work and provides a 
more detailed discussion about the contribution of this study.  

The advancement of public transportation has received 
considerable attention recently, as typified by Mobility as a 
Service (MaaS). Among these advancements, buses and bus 
routes are one of the means of transportation that are at the 
core of public transportation, and they are of high importance. 
In a metropolitan area, these transportation systems can be 
very complex with over hundreds of bus routes. Generally, 
when using public transportation such as trains and buses, 
users think about how to get to their destination by looking at 
route maps. Therefore, there is a need for more 
understandable and accurate bus route maps. 

There are two types of route maps: deformed route maps 
and geographically accurate route maps. Deformed route 
maps schematically show the locations and connections of 
stations and bus stops. As shown in Figure 1, a deformed 

route map does not necessarily need to be geographically 
accurate in terms of direction and distance, and knowing the 
relative positions of stations on a route and their connections 
is sufficient. Geographically accurate route maps are drawn 
on a route map based on accurate location information, as 
shown in Figure 2. As a result, there is an advantage in that it 
is possible to obtain information about the bus stop and the 
nearby amenities in addition to its position with respect to the 
bus line. Moreover, when multiple routes are drawn on one 
route, the routes overlap each other, thereby reducing 
visibility. Improving visibility requires arranging routes to 
minimize overlap between routes. This is called the route 
placement problem. The route placement problem is a type of 
combinatorial optimization problem which is known as NP-
hard. 

Furthermore, online map systems such as Google Maps 
[2] and OpenStreetMap [3] have become popular in recent 
years. The online map system allows users to freely change 
the scale and position of the map and view the desired 
location. Some APIs, such as Leaflet [4], can control the 
online map system and permits the drawing of lines and 
objects on the online map. The use of these technologies 
enables the expression of geographically accurate route maps 
by drawing route maps on online maps. Furthermore, the 
popularization of the General Transit Feed Specification 
(GTFS) [5] standard has led to transportation system data 
such as route buses and subways being open to the public. 
GTFS includes not only timetable data but also bus stop 
coordinates (expressed by latitude and longitude) and route 
connection data. Moreover, there has been a problem where 
the route coordinate series is an optional item and is not 
necessarily included. 

The purpose of this research is to propose a method that 
generates highly visible and geographically accurate bus 
routes by estimating routes on road networks from bus stop 
coordinates and route data included in GTFS and minimizing 
the overlap between routes. 

The remainder of this paper is organized as follows. 
Section 2 describes the problems that are to be addressed in 
this study. Section 3 describes the related work. Section 4 
outlines the proposed system. The details of the proposed 
method are described in Section 5. Section 6 reports the 
experimental results, and Section 7 provides a summary. 
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Figure 1. Example of deformed route map (cited from 

Nagoya City Transportation Bureau.) 
 

 
Figure 2. Example of geographically accurate route map 

(cited from Nagoya City Transportation Bureau.) 
 

II. PROBLEMS 
There have been many previous studies on the automatic 

generation of deformed route maps [6-12], but there have 
been few studies on the automatic generation of 
geographically accurate route maps associated with road 
networks [13]. In practice, most geographically accurate 
route maps are created manually, but it is very difficult to 
draw understandable route maps on a road map by associating 
the road and bus route coordinates. In particular, the number 
of bus routes is greater than that of railway networks, and 
there are many routes that overlap each other, so creating 
these maps require considerable time. 

The automatic generation of geographically accurate bus 
route maps can raise the following issues:  

 
Issue 1) GTFS includes bus stop coordinates, but the 

coordinates of the routes that connect them are optional 
items and not necessarily included. Therefore, when 
trying to draw a geographically accurate route on a road 
network, the path of the route needs to be estimated 

from the bus stop coordinates and road network. 
Additionally, estimating the path requires a bus stop 
node on the road network. However, the bus stop 
coordinates indicate the position of the boarding point, 
and they do not necessarily exist on roads. 

Issue 2) A method of determining the placement order 
between routes by brute force for each road link can be 
used to minimize the overlap between routes. However, 
this is an NP-hard problem, and this method has the 
drawback of exponentially increasing the computational 
load. 

Issue 3) Improving the visibility of the route map requires 
drawing the routes by shifting them, but the placement 
order of the routes results in a route map with many 
intersections. The placement order of routes with fewer 
intersections needs to be automatically obtained. 
 

 
Figure 3. Bus stop coordinates and road network. 
 

Therefore, in this research, we propose a system with the 
following features: 
 
Feature 1) Stroke-based route generation function 

A bus stop node to the nearest point on the road link 
closest to the bus stop is added from the road network 
and bus stop coordinates, as shown in Figure 3. 
Furthermore, the path between the adjacent bus stop 
nodes is estimated with the road priority search, and 
that path is set as the bus route path. 

Feature 2) Bus stroke (BS)/bus stroke fragment (BSF) 
generation function 
First, a path composed of road links that are estimated 
by the route path generation function is converted into 
a BS set composed of strokes. Then, we create a 
function that generates a BSF set from the BS set that 
considers bus route overlap. The BS/BSF model can be 
used to aggregate many road links into the minimum 
necessary number of BSFs. As a result, the number of 
combinations can be minimized, and the placement 
order can be determined efficiently. 

Feature 3) Route placement/drawing function 
The route placement order is decided from the route 
map composed of the BSF set to reduce the number of 
intersections. The routes are drawn on the online map 
based on these results. 
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III. RELATED WORK 
Previously, research on route maps was mainly research 

on deformed maps, as shown below, unlike the proposed 
method. Hong et al. [6] proposed a method for the problem 
of the automatic generation of deformed route maps of 
subways. Onda et al. [7] proposed a method for automatically 
generating railway route maps for Tokyo subway routes. The 
directions between stations were limited to eight directions 
(in 45°-increments), and a mixed-integer programming 
problem (MIP) was used to automatically place route maps 
while preserving the geographical network topology. There 
are also many studies on the automatic generation of 
deformed route maps for subway route maps. Stott et al. 
[8][10] proposed the automatic generation of railway route 
maps using a multi-criteria optimization algorithm for 
appropriate route placement. A clustering method was 
applied, in which multiple evaluation criteria were set for 
rendering, and the sum of those results was used as the 
evaluation value. They proposed a route diagram generation 
mechanism that thus avoided the local minimum problem and 
found routes efficiently. Fink et al. [9] proposed a method of 
drawing routes using Bézier curves for railway route 
diagrams, which are often drawn linearly. Routes were 
expressed with the fewest number of Bézier curves using a 
graph-drawing algorithm based on a dynamic model. 
Furthermore, Wang and Peng [11] proposed a system that 
could interactively edit the layout of subway route maps. 
Route maps are usually drawn with a finite number of colored 
lines. Lloyd et al. [12] proposed a color-coding method for 
subway route maps. 

An example of research on geographically accurate route 
maps includes Bast et al. [13] proposed a method of 
automatically generating geographically accurate route maps 
by using the connection relationships between stations and 
route position coordinates included in GTFS as inputs. In this 
research, they focused on the number of intersections 
between routes, they improved integer linear programming 
(ILP) and applied it to the optimization problem of the 
placement order of routes running in parallel in order to 
obtain a placement order with few intersections between 
routes at high speed. Furthermore, as the number of subway 
routes is small, there was no mention of a stroke reduction 
method like that of the proposed method, and because 
subways run underground, there was no need to associate 
routes with roads, like in bus routes. 

In the present study, the concept of a stroke [14][15] is 
used. A stroke is a grouping of a road network based on 
cognitive psychology, representing a road that follows a path. 

Research using road strokes includes those on road 
generalization. Zhang et al. [16] achieved road generalization 
by selecting characteristic roads based on the road connection 
relationships. Road generalization is a method that draws 
only major roads in a road network based on the length of the 
road stroke, and methods that achieve road generalization 
from facility search results [17][18] and methods that achieve 
road generalization in a Fisheye view format [19] have been 

proposed. A path search method using strokes [20] has also 
been proposed. However, there has been no research that 
attempts to apply strokes to the drawing of route maps. 

IV. PROPOSED SYSTEM 
In this section, we describe the configuration of the 

proposed system, data format and terminology definitions. 

A. Configuration of proposed system 
Figure 4 shows the configuration of the proposed system. 

The proposed system consists of four functions: a stroke-
based route path generation function, BS/BSF generation 
function, route placement function, and route drawing 
function. The route path generation function generates bus 
stop nodes from the bus information and road data published 
in GTFS and generates route paths by searching for routes 
between adjacent bus stop nodes. The BS/BSF generation 
function generates a BS by grouping the route data in units of 
strokes and also generates a BSF by dividing the BS into 
overlapping sections of multiple BSs. Section 4 describes the 
details of the definition of BS/BSF. The route placement 
function sorts based on the rule that sets the placement order 
of BSF. Finally, the route drawing function draws the route 
on the online map and presents it to the user. 
 

 
Figure 4. System configuration. 

 

B. Data format and terminology definitions 
The data formats and terminology used in this study are 

described as follows: 
1) Definition of road data 

We used OpenStreetMap as a road database. Because 
“road” is an ambiguous term, this paper defines road data by 
road links, nodes, and arcs, as shown in Figure 5. Nodes 
represent intersections and turns on the road network. A link 
indicates a path that connects nodes. A link has a start node 
and end node, and it becomes a directed graph given the 
direction of the road. The shape of the road is represented by 
a geometry-type arc format that is represented by a point 
sequence. Table 1 shows the data structure of the road link 
table. Additionally, OpenStreetMap stores the types of roads, 
such as highways, national roads, and pedestrian roads, such 
as road classes. Looped road links where the start node is the 
same as the end node are not addressed in this study. 
However, road links with a loop construct can be divided into 
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road links with a non-loop construct by adding a node at the 
midpoint of the link. 

 

 
Figure 5. Configuration of road data. 

 

TABLE I.  ROAD LINK DATA FORMAT. 

Column name Data type Explanation 

Id Integer Link ID 

Clazz Integer Road class 

Source Integer Start node ID 

Target Integer End node ID 

x1 Double Start node longitude 

y1 Double Start node latitude 

x2 Double End node longitude 

y2 Double End node latitude 

Km Double Link length 

geom_way Geometry (LineString) Link shape 

 
2) Definition of stroke 

A stroke [14][15] represents a series of road links that 
follow a path. A road network composed of strokes is called 
a stroke network. An example of a stroke network is shown 
in Figure 6 (right). In this example, based on stroke 
generation rules, the road links on the road network in Figure 
6 (left) are grouped to generate a stroke network composed 
of colored strokes in Figure 6 (right).  

Table 2 shows the stroke data format. A stroke consists of 
an ID indicating the stroke, a series of road link IDs included 
in the stroke, and its length and shape. 

 

TABLE II.  STROKE DATA FORMAT. 

Column name Data type Explanation 

id Integer Stroke ID 

link_ids Text Included link ID series 

stroke_length Double Stroke length 

arc_series Geometry (LineString) Stroke shape 

 
3) Bus data 

In this study, we used the GTFS-JP format bus data that 
was released as open data in 2017 by the Nagoya City 

Transportation Bureau. We used three items: bus stop data, 
system data, and bus stop series. 

Bus stop data is information that indicates the position 
and ID of a bus stop. Table 3 shows the data format. Bus stop 
data includes the bus stop ID, bus stop name, latitude and 
longitude of the bus stop, etc. 

 

TABLE III.  BUS STOP DATA FORMAT. 

Column name Data type Explanation 

Id Integer Bus stop ID 

busstop_name Varchar Bus stop name 

Lat Double Bus stop latitude 

Lng Double Bus stop longitude 

noriba_info Varchar Additional 
information 

geom_way Geometry (Point) Latitude/longitude 
coordinates 

 

 
Figure 6. Stroke network. 

 
System data is the data in which operation data is stored 

for each system of a bus route. The system data is stored in 
the system table, and information on the start and end points 
for the operation sections in the system, system code, route 
code, and direction code are stored. System data is uniquely 
identified by three items: system code, route code, and 
direction code. 

The bus stop series stores the series of bus stop data that 
passes from the start point to the endpoint in the operation 
section of each system data. 

 

V. PROPOSED METHOD 
In this section, we describe the details of each proposed 

method. 

A. Stroke-based route path generation function 
The route path generation function generates a path on the 

road network that the bus will actually pass through as a road 
link series from the bus stop series. The main flow is to 
generate bus stop nodes from the road network and bus stop 
series. Stroke-based path search is then conducted on the 
generated network. 

1) Bus stop node generation 
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As mentioned in Issue 1, a bus stop node needs to be 
generated from the bus stop coordinates. Specifically, the bus 
stop coordinates, road link, and road class are set as inputs, 
and the bus stop node is generated on the road link that is 
closest to the bus stop in the specified road class. 

The bus stop node generation method is shown below. 
Note that functions starting with ST_ are functions provided 
by PostGIS [21]. 

 
 𝐿𝐿 = (𝑙𝑙1, 𝑙𝑙2,⋯ , 𝑙𝑙𝑖𝑖)：Set of links  
 𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶 ：Road class 
 𝐵𝐵𝐵𝐵𝐵𝐵𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝 ：Bus stop coordinates 
 𝐵𝐵𝐵𝐵𝐵𝐵𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛 ：Bus stop node 

 
Step 1) Among 𝐵𝐵𝐵𝐵𝐵𝐵𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝  and 𝐿𝐿 , 𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶  obtains a set of 

neighboring links other than highways or connecting 
roads to expressways. Simultaneously, the 𝑆𝑆𝑆𝑆_𝐷𝐷𝐷𝐷𝐷𝐷ℎ𝑖𝑖𝑖𝑖 
is used to obtain a set of neighboring links within 20 m. 

Step 2) The link with the shortest distance in the set of 
nearby links is found using the ST_Distance function 
and is obtained as the nearest neighbor link. 

Step 3) 𝐵𝐵𝐵𝐵𝐵𝐵𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝is used to find the nearest point among the 
neighboring links, and the ratio 𝑟𝑟 of the nearest point to 
the start and end points of the link is obtained using the 
ST_LineLocatePoint function. It is stored in the table as 
𝐵𝐵𝐵𝐵𝐵𝐵𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛 using the ST_LineLocatePoint  function from 
the obtained ratio 𝑟𝑟. The data format of the bus stop 
node is shown in Table 4. 

 
The reason for limiting the road class to those other than 

expressways in Step 1 is as follows. In urban areas, general 
roads are often laid under elevated expressways, and it is 
impossible to determine which bus stop is based on latitude 
and longitude coordinates alone. Therefore, we used the 
property that there are almost no route bus stops on 
expressways and did not generate bus stop nodes on 
expressways. If the neighboring links are obtained only from 
the latitude and longitude, then there is a possibility that the 
wrong links, such as expressways, are obtained. 
 

TABLE IV.  BUS STOP NODE TABLE. 

Column name Data type Explanation 

id Integer Bus stop ID 

link_id Integer Nearest neighbor road 
link ID 

node_lat Double Bus stop node latitude 

node_lng Double Bus stop node 
longitude 

ratio Double Ratio on link 

 
2) Creation of split link 

Nodes on a link require splitting the road links and 
regenerating the road network to search for a path between 

bus stop nodes using the created bus stop nodes. In this study, 
a link that is obtained by splitting a road link at a bus stop 
node is termed a split link. The procedure for generating a 
split link is demonstrated as follows: 
Step 1) Obtain the nearest neighbor link from the bus stop 

node table, check how many bus stop nodes there are on 
the link in the road database, and find the number of 
splits. 

Step 2) If there are multiple bus stop nodes, then they are 
sorted based on Ratio, which is the bus stop node table 
ratio, and the links are split, in order, from the starting 
point. 

Step 3) A new ID is allocated to the split link and stored in 
the split link table. 

In the example of Figure 7, Link2, which is the road link 
of Figure 7 (top), is split at the point of the bus stop node. 
This increases the number of links from 3 to 4. 

 

 
Figure 7. Split link. 

 
3) Stroke-based route path search function 

The stroke-based route path search function is a method 
of finding the distance between adjacent bus stop nodes by 
the stroke-based path search function. The specific steps are 
as follows: 

 
 ID =  (𝑖𝑖𝑖𝑖1, 𝑖𝑖𝑖𝑖2,⋯ , 𝑖𝑖𝑖𝑖𝑛𝑛) ：Bus stop ID list of the 

obtained route 
 𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁 = (𝑁𝑁1,𝑁𝑁2,⋯ ,𝑁𝑁𝑛𝑛) ：Node ID list 
 𝑉𝑉 ∋ (𝑠𝑠,𝑔𝑔) ：Combination of start and end points 
 𝑅𝑅 = (𝑟𝑟1, 𝑟𝑟2,⋯ , 𝑟𝑟𝑛𝑛) ：Path data list 

 
Step 1) Obtain the ID for the specified system, route, and 

direction code from the bus stop order table. 
Step 2) Obtain the bus stop node corresponding to the ID 

from the bus stop node table and add it to the 𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁. 
Step 3) In v =  (𝑁𝑁𝑖𝑖 ,𝑁𝑁𝑖𝑖+1) ∈ 𝑉𝑉 , check if there is a record 

(𝑠𝑠,𝑔𝑔) = (𝑖𝑖𝑖𝑖𝑖𝑖 , 𝑖𝑖𝑑𝑑𝑖𝑖+1) 𝑜𝑜𝑜𝑜 (𝑖𝑖𝑖𝑖𝑖𝑖+1, 𝑖𝑖𝑖𝑖𝑖𝑖) in the path table. 
Step 4) If it exists in Step 3, the acquired path data is 

assumed to be 𝑟𝑟𝑖𝑖. 
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Step 5) If it does not exist in Step 3, a path search in v is 
performed to find 𝑟𝑟𝑖𝑖. 

Step 6) If all paths are found, R is stored in the path table. 
 

In Step 3, the search time can be reduced by checking 
whether a path is already in the table and finding sections 
where a path search is not needed. 

In Step 5, a road priority search is performed. A road 
priority search is a method that adopts the path with the 
shortest distance among paths with the smallest number of 
passing strokes. 

The route bus has a long body, so the costs of turning left 
or right are high. Therefore, there is a tendency to select paths 
with as few right and left turns as possible as the bus route. 
Therefore, it was thought that selecting wide roads as the 
route path would be better. Thus, we chose road priority 
search instead of shortest path search, the latter of which is 
generally used in path search. Table 5 shows the generated 
path table format. 

 

TABLE V.  ROUTE PATH TABLE. 

Column name Data type Explanation 

route_code Integer System code 

line_code Integer Route code 

dir_code Integer Direction code 

route_name Varchar System symbol 

s_order Integer Start point order 
number 

g_order Integer End point order 
number 

s_gid Integer Start point bus 
stop ID 

s_name Varchar Start point bus 
stop name 

g_gid Integer End point bus 
stop ID 

g_name Varchar End point bus 
stop name 

geom_way geometry(LineString) Path shape 

link_ids Varchar Link ID series 

 

B. BS/BSF generation function 
This subsection describes the definitions and algorithms 

of BS and BSF. 
1) Bus stroke (BS) 

BS is a representation of a bus route not as a series of road 
links but as a series of strokes. Bus routes often pass along 
roads, so it was thought that expressing a route as a set of 
strokes instead of as a set of road links could express it with 
a smaller number of links. Because the number of 
combinations can be reduced, this is expected to contribute to 
the speeding up of the combinatorial optimization problem. 
Figure 8 shows an example of converting a route path 

(number of links is 6) represented by a series of road links 
into a BS series (number of links is 3). 

 
Figure 8. Example of bus stroke generation. 

 
The BS generation procedure is shown as follows: 

Step 1) The road link series is obtained from the path data 
of the desired route. 

Step 2) The stroke that contains the acquired link series is 
obtained from the stroke table. 

Step 3) A stroke series is generated in the order of the route 
paths and stored in the BS table. 

The BS table that is generated by the above procedure is 
shown in Table 6 below. 

 

TABLE VI.  BS TABLE. 

Column name Data type Explanation 

route_code Integer System code 

line_code Integer Route code 

dir_code Integer Direction code 

num Integer Order number 

stroke_id Integer Stroke ID 

link_ids Varchar Link series 

geom_way geometry(LineString) Path shape 

 
2) Bus stroke fragment (BSF) 

A decomposition of the BS into shorter strokes in 
consideration of the overlapping of multiple routes is defined 
as the BSF. Specifically, this is a network in which a path 
where multiple paths overlap is split at the breakpoints, as 
shown in Figure 9. In this example, a red route BS1 is split 
into BSF1 and BSF2 after considering the overlap with the 
blue route. The BSF generation procedure is shown as 
follows: 

 
 𝑅𝑅(𝑙𝑙𝑖𝑖)  =  {𝑟𝑟𝑎𝑎 , 𝑟𝑟𝑏𝑏 , 𝑟𝑟𝑐𝑐} ：Set of routes passing link 𝑙𝑙𝑖𝑖 
 𝑟𝑟.𝐵𝐵𝐵𝐵 =  (𝑏𝑏𝑏𝑏1, 𝑏𝑏𝑏𝑏2,⋯ , 𝑏𝑏𝑏𝑏𝑛𝑛) ： BS data list that 

configures route r 
 𝑟𝑟.𝐵𝐵𝐵𝐵𝐵𝐵 =  (𝑏𝑏𝑏𝑏𝑏𝑏1, 𝑏𝑏𝑏𝑏𝑏𝑏2,⋯ , 𝑏𝑏𝑏𝑏𝑏𝑏𝑛𝑛) ： BSF list that 

configures route r 
 

Step 1) The 𝑟𝑟.𝐵𝐵𝐵𝐵 of the desired multiple routes is obtained. 
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Step 2) A route list 𝑅𝑅(𝑙𝑙𝑖𝑖) that passes through the road links 
is generated from the bus route data. 

Step 3) The BS with multiple routes is divided into 
overlapping and non-overlapping sections from 𝑅𝑅, and 
the overlapping sections are split to generate the BSF. 

Step 4) The BSF series 𝑟𝑟.𝐵𝐵𝐵𝐵𝐵𝐵  that passes through each 
route is obtained and stored in the route BSF table. The 
BSF table and route BSF table are shown in Tables 7 
and 8, respectively, below. 

 
In Step 3, the BS is split based on the obtained 𝑅𝑅. The 

BS splitting procedure is shown as follows: 
 
Step 1) 𝑅𝑅(𝑙𝑙𝑖𝑖)  and 𝑅𝑅(𝑙𝑙𝑖𝑖−1)  are compared based on the 

route order. If the included routes are the same, then 
they are left as they are, and if they are not the same, 
then 𝑙𝑙𝑖𝑖−1 is specified as a splitting position.  

Step 2) The BS link series is cut from the first link to the 
splitting position, thereby splitting the BS. 

Step 3) The BSF is generated by splitting the BS and is 
stored in the BSF table.  
 

 
Figure 9. Example of BSF generation. 

 

TABLE VII.  BSF TABLE. 

Column name Data type Explanation 

bsf_id Integer BSF ID 

stroke_id Integer Stroke ID 

geom_way geometry(LineString) Path shape 

link_ids Varchar Link series 

route_codes Varchar Route series 

 
 

TABLE VIII.  ROUTE BSF TABLE. 

Column name Data type Explanation 

route_code Integer System code 

line_code Integer Route code 

dir_code Integer Direction code 

num Integer Order number 

Column name Data type Explanation 

bsf_id Integer BSF ID 

bsf_front Integer Front BSF ID 

bsf_behind Varchar Behind BSF ID 

geom_way geometry(LineString) Path shape 

 

C. Route placement/route drawing function 
Details of the route placement function and route drawing 

function are described below. 
1) Route placement function 

We describe a method of determining the placement order 
of parallel sections of multiple routes using BSF as the input 
for each route. The procedure is shown as follows: 
 
Step 1) The BSF series data for two routes among the input 

routes is obtained. 
Step 2) A target BSF list for which the placement order 

needs to be determined is created. 
Step 3) The placement order of the target BSF is obtained in 

order from the starting point of the route, and if 
necessary, the previous placement order is used. 

Step 4) One route is added to the current result, and the 
target BSF list for which the placement order needs to 
be calculated is obtained, as in the case of the two routes. 

Step 5) Steps 3 and 4 are repeated for each input route. 
 

In the above procedure, the following two rules are set to 
determine the placement order. 
 
Rule 1) The placement order of the target BSF is based on 

the angle formed by the target BSF and the previous 
BSF. 

Rule 2) For routes where the placement order is not uniquely 
determined, the BSFs are determined backward until the 
placement order is determined． 

 

 
Figure 10. Route placement rules. 

 
Figure 10 shows an example of route placement. 
In Rule 1, the order of placement of routes is determined 

by the angle between the previous BSF and the target BSF at 
the start point. The PostGIS functions ST_Azimuth and 
degree were used to calculate the angles: the ST_Azimuth 
function returns the rightward radians with respect to the 
north, and the degree function converts radians to degrees. 
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These are used to calculate the angle between the previous 
BSF and the target BSF (Base). In the example in Figure 10, 
(a, b, c, Base) = (0°, 270°, 225°, 90°). The order where these 
are rotated from the beginning to end until the Base value 
comes to the beginning, (90°, 0°, 270°, 225°) = (Base, a, b, 
c), is the placement order arranged in order from the north. 

In Rule 2, the angle formed by the BSF connected to the 
blue and yellow starting points and the target BSF is the same, 
so the placement order of the front BSF is inherited as is to 
the placement order of the target BSF. 

 
2) Route drawing function 

We describe a method that draws a route map whose route 
placement order is dynamically changed by generating a 
GeoJSON file as drawing data based on the route placement 
order results and reading this file. 

The generated GeoJSON file is read and drawn onto an 
online map using Leaflet. At this time, the BSF is drawn 
using the Leaflet Polyline Offset [22] plug-in, which can give 
an offset to a polyline to draw routes by shifting them so that 
the routes in the same section do not overlap. It also has the 
function of displaying the bus stop position from bus stop 
data as a marker and displaying the route name in a popup, as 
well as the function of drawing in one color without giving 
the route an offset when the scale is small. 

Figure 11 shows an example of a Nagoya city route bus 
drawn using the route drawing function. It can be seen in this 
example that the three routes and four bus stops (markers) on 
the map are displayed correctly. 

 

 
Figure 11. Route drawing example. 

 

VI. EVALUATION EXPERIMENT 
We conducted the following two experiments to verify the 

effectiveness of the proposed method. 

A. Evaluation of stroke-based route estimation function 
We evaluate the stroke-based route estimation function, 

which is one of the proposed methods. The route estimation 
function takes the coordinates of adjacent bus stops as input 
and estimates the bus route between those bus stops. 

As evaluation methods, we compared three methods: road 
priority search method using strokes (proposed method), 
shortest path search (conventional method 1), and shortest 
path search that considers road classes (conventional method 
2). Conventional method 2 weights the cost (distance) 
according to road class when applying the shortest path 
algorithm. 

The evaluation targets were the 50 bus routes of the 
Nagoya City Transportation Bureau. The evaluation scale 
was the matching ratio 𝑀𝑀  of the road links between the 
estimated route and actual route, and equation (1) is used.  

 

𝑀𝑀 =   
𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁 𝑜𝑜𝑜𝑜 𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚ℎ𝑒𝑒𝑒𝑒 𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟 𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙
𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁 𝑜𝑜𝑜𝑜 𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎 𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟 𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙

 ×  100 (1) 

 
Table 9 shows the results of the evaluation experiment. 

The matching ratio M was 92.0% for conventional method 1, 
whereas the ratios were high at 94.0% and 96.1% for 
conventional method 2 and the proposed method, 
respectively. The proposed method was superior to 
conventional methods 1 and 2 at a significance level of 5%. 
It was shown that considering the road path, that is, stroke, 
was effective for bus routes. This was thought to be because 
the bus tends to run on straight paths as much as possible as 
turning left or right comes at a high cost. 

Figure 12 shows an example of an actual generation. It 
can be seen that the path generated by the proposed method 
(Following path) is closer to the actual bus route (Actual line) 
when compared to conventional method 1 (Shortest Path). 

Meanwhile, there were cases where the bus route could 
not be estimated correctly at some points. In particular, there 
were many estimation errors near bus terminals. As an 
example, the green estimated route on the left side was 
estimated differently on the right side due to an error in 
estimating the entrance/exit of the bus terminal, as shown in 
Figure 13. Bus terminals have many bus stops, and the 
entrances and exits are different, so the road network is also 
more complicated. Therefore, it is thought that the cause was 
the generation of a bus stop node on the wrong road link. 
 

TABLE IX.  EVALUATION OF ROUTE ESTIMATION FUNCTION. 

 Matching ratio M (%) 
Conventional method 1 92.0  
Conventional method 2 94.0  

Proposed method 96.1  
 

 
Figure 12. Comparison of route generation methods. 
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Figure 13. Example of route generation failure. 

 

B. Verification of link reduction effect by BS/BSF model 
Next, we verified the reduction of the number of links by 

the BS/BSF model. The BS/BSF model is a method for 
reducing the number of links by treating bus routes as a set of 
BSFs rather than as a set of road links. If the number of links 
can be reduced, then the number of combinations in the route 
placement problem can be reduced, and the computation time 
is expected to be reduced.  

The evaluation targets were the 661 routes of the Nagoya 
City route buses. The total number of road links that make up 
the routes was compared with the number of BSF links that 
make up the route. 

Table 10 shows the experimental results. Each number 
and reduction rate are shown. The number of road links is 
16,433, whereas the number of BSFs is 2,776. As a result, we 
were able to reduce the number of links by 83.1%. 

These results showed that the proposed system can reduce 
the number of links to minimize the overlap between routes, 
and that route placement order could be obtained efficiently. 

 

TABLE X.   COMPARISON BETWEEN NUMBER OF ROAD LINKS AND 
NUMBER OF BSFS. 

Number of road 
links 

Number 
of BSFs Reduction rate (%) 

16433 2776 83.1 
 

C. Qualitative evaluation in automatic generation of 30 
routes 
Finally, we conducted a qualitative evaluation on 

automatically generated routes in this evaluation. The 
evaluation item here is the visibility of the route map. Figure 
14 shows the rendering result of 30 routes. At this scale, 20 
routes are displayed on the screen. It was confirmed that the 
rendering was mostly correct and that there were no problems 
in actual use. 

However, there were several issues. For example, in the 
route drawing function, routes are distinguished by arbitrary 
color coding, but visibility is reduced as a result of displaying 
different routes with similar colors. Additionally, there was 
the issue of visibility decreasing in drawings of BSFs with 
three or more routes overlapping or BSFs near bus terminals 
at positions away from the actual road. Therefore, the 
realization of a drawing function that maintains visibility near 
bus terminals and when routes overlap is a topic for future 
study. 

VII. CONCLUSION 
In this study, we proposed an automatic estimation 

method for geographically accurate bus route maps using bus 
stop coordinate series and strokes. Specifically, the path 
between adjacent bus stops is estimated using the road 

 
Figure 14. Drawing result of 30 routes 
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priority search method. The estimated path has the fewest 
number of right and left turns, so it is thought to be a suitable 
path for the bus route. As a result, we were able to estimate 
bus routes with significantly higher accuracy (96.1%) than 
the conventional method (92.0% and 94.0%). 

Additionally, there was the issue where bus routes would 
intersect each other and become difficult to see when multiple 
bus routes are drawn on a map. Solving this issue is a type of 
combinatorial optimization problem, and there is the issue 
that the computational costs increase exponentially as the 
number of combinations increases. Therefore, we proposed 
the BS/BSF model for the purpose of reducing the number of 
combinations. We minimized the number of links by 
grouping paths based on the road network to the extent 
possible. As a result, we were able to reduce the number of 
links by 83.1% when compared to the conventional road 
network model. 

Furthermore, we confirmed by drawing 30 routes on 
OpenStreetMap that they could be drawn within a practically 
acceptable range. 

Future issues are as follows. Currently, only 30 routes can 
be drawn, but we would like to improve this so that it could 
be applied to more routes. Additionally, we would like to 
solve the issue of poor visibility at locations where the bus 
routes intersect in a complicated manner, such as bus 
terminals. Finally, we would like to investigate the issue of 
color coding of routes with high visibility. 
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Abstract—Effective utilization of big data is still an open
question for most organizations. In the presented case study,
we attempted to get a nuanced understanding of the state
of affairs regarding big data utilization in Norwegian high-
tech industries. This case study uses research methods like
questionnaires, semi-structured interviews, observations, and co-
creation sessions. These methods explore the data utilization
processes at partner organizations of the H-SEIF2 consortium
or lack thereof to systematically utilize big data in their projects
from the perspective of employee perception. The presented case
study provided insights into the case study organizations. For
example, organizations still heavily rely on inconsistent manual
data logging and our survey found that the Project Managers
have a more optimistic perception of their usage of big data.
In contrast, upper management has a more modest opinion of
their current state. The presented case study also provided a
more in-depth analysis of challenges that hinders data utilization
and identified opportunities to enhance the value of ongoing and
potential digitalization initiatives at the organizations.

Index Terms—Questionnaire; Big data; Early Phase Decisions.

I. INTRODUCTION

The paper is an extended version of the article presented
at the Modern Systems Conference 2022, aiming to get a
nuanced understanding of big data usage in the context of
Norwegian Industry [1].

Big data analytics (BDA) and digitalization is a trending
topic and is expected to be a big asset and an engine for
innovation that has the potential to propel new technological
revolutions [2]. The benefits of using big data in enhancing

This research is part of the H-SEIF 2 project and is funded by the Research
Council of Norway through the innovation project (IPN project no.: 317862).

operations in general and in project life cycle management are
well understood by organizations of all types and sizes [3]–[6].
However, how to do so effectively is still an open questions
for most organizations [4] [7] [8]. For example, a study by
Qlik and Accenture states that over 74% of employees feel
anxiety with when working with data [9]. Similarly, a recent
study by Rackspace Technology [3] reported that organizations
perceived a rise in difficulty in terms of utilizing Big Data
Analytics (BDA) and specifically Artificial Intelligence (AI)
and Machine Learning (ML).

Researchers have identified multiple challenges that limit
organizations’ ability to enhance big data utilization. These
challenges include a lack of common language among engi-
neers, ineffective knowledge sharing, and difficulty in finding
system information, to name of few [10]–[13]. The presented
paper focused on the users of big data, specifically the internal
users such as employees working on projects.

The presented case study in the context of the Norwegian
high-tech industry is part of the H-SEIF2 [14] project. The
case study and the analyses are being performed in close
collaboration with the H-SEIF2 consortium industry partners
to provide a nuanced understanding of the state of affairs
at Norwegian high-tech companies in terms of big data uti-
lization. The case study is designed using a combination of
techniques such as industry as a laboratory [15], Co-creation
[16], questionnaires and semi-structured interviews [17]–[19].

The remainder of the paper is structured as follows. The
following section (section II) describes the related work. We
describe the design of the case study in section III. This is
followed by results from analysis and observations (section
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IV) and concluding remarks (section V).

II. RELATED WORK

Related work describes the notion of big data as described
in systems engineering. It further discusses related surveys
conducted by other researchers.

A. Big Data and Complex System Engineering

Regarding the notion of big data utilization in complex
systems environments, there are many definitions for data,
also called big data. Many authors and practitioners have
defined big data as the notion of (Vs). Some authors [20]–[22]
have defined big data in terms of the 3Vs: Volume, Velocity,
and Variety. Others [23]–[25] have extended the definition by
adding value as the fourth V (4Vs).

In addition, M. White [26] suggested adding Veracity as
the fifth V (5Vs). In this context, “Volume” refers to the vast
amount of data. “Velocity” refers to the speed at which new
data is generated, whereas “Variety” represents different data
types. The fourth V, “Value,” refers to how we can benefit from
big data by turning it into value. “Veracity” includes biases in
the data and strives to encompass the level of sufficiency or
insufficiency of the data [27].

The elements in our world are connected and dependent
on each other. The complexity is higher than ever and is
continuing to be more complex. Products are linked in an
intertwined network of dependencies, and services rapidly
develop to satisfy demanding customers. Fig. 1 shows an
example of an intertwined network of dependencies.

It visualizes an elaboration of the characteristics of what
Schätzet et al. call CPS (Cyber-Physical Systems) [28]. CPS
is closely related to several concepts such as (Big) data and
its analysis, the Internet of Things (IoT), Systems of Systems
(SoS), Mechatronics, and Embedded Systems. We also add the
sociotechnical aspects within the other three circles: Human
Social Organizational, Innovation Ecosystems, and Political
aspect.

Systems are also adapting in a dynamic behavior to techni-
cal and social factors. Thus, there is a need for companies to
explore new ways to maintain competitiveness. It is crucial for
these companies to use the most effective methods and that
these are sufficiently founded. A solution is to utilize data
early in product and service development.

Organizations and their employees recognize that big data
analytics will be a significant source of competitive advantage
in the future. Still, several impediments inhibit them from
fully utilizing big data’s benefits. Most technologies were
not developed to satisfy the expanding demands of big data
analytics [29]. Employees who want to exploit the power of
big data may run into significant issues due to data complexity
and inherent messiness. Moreover, digital data is often stored
in various forms, such as unstructured databases and discrete
different text files [30].

Lack of data analytics skills among current employees may
increase data entry mistakes, resulting in misinterpretation
and loss of important information and ultimately reducing the

value of the data [31]. Ethical considerations like privacy and
cultural barriers are also hurdles regarding big data usage. For
example, some businesses know how big data might help them
improve their operations. Still, cultural or technological limi-
tations prevent employees from using big data in production.

B. Survey Questionnaires Regarding Big Data Utilization

Questionnaires and surveys are widely used for different
purposes, e.g., comparing two products or services or both
[8] [32]. They are often used to understand the needs of
perspective users of future products and services, or as part of
user-centric design [19] [17], or to collect data on customer,
employee, or student satisfaction, [33]–[35].

Regarding the utilization of big data in the operations of
organizations, Qlik and Accenture [9] conducted a survey to
understand big data utilization in enterprises. They found that
60 to 70% of the collected data in an enterprise is never
used and a vast majority of about 74% of employees feel
overwhelmed or simply unhappy working with data. They also
found that only 37% of employees trust their decisions more
when they are based on data, while 48% preferred gut feeling
over data-driven decision-making [9].

Focusing on high-level decision makers, a survey by
Rackspace Technology [3] found that employees perceived
difficulty with ML and big data has been increasing. The
survey [3] also found that employees considered data dispersed
across many different systems to be one of the most significant
barriers to drawing insights from it. Lack of skillset and
talented employees is perceived as a considerable concern
and limitation in fully utilizing big data in enterprise decision
making [3] [9] [36].

Raguseo [7] focused on the CIOs of French medium and
large enterprises to understand differences across industries
and the size of organizations. Analysis of the questionnaire
found that the organization’s size influences investments in
technologies like ML software tools. The author did not find
any statistical differences across different industries.

While employees often appear in the discourse and are
considered a crucial element in utilizing big data systems, they
are often the ones most neglected [37]. Moreover, most of
the research mentioned above focused on high-level decision
makers, not a cross-section of employees, departments, and
job roles.

The presented paper is part of the H-SEIF2 [14] research
project that aims to develop a human-centered framework
for utilizing big data during early phase decision-making in
the product development process. By focusing on Norwegian
industry partners, the presented work extends the related work
by focusing on a cross-section of employees to understand
better the differences among different departments, employee
profiles, and across various industries.

III. CASE STUDY DESIGN

The primary goal of the case study is to understand the
current state of affairs in terms of big data utilization at the
partner organizations in the H-SEIF2 [14] project. The H-SEIF
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Fig. 1. Complex Interlinks

2 project aims to harvest the value of big- data to enhance the
experience of stakeholders during complex system engineering
projects by collaborating with industry partners to improve
their digitalization efforts. The goal is to design data-driven
frameworks and methodologies to allow the industry partners
in data-supported early-phase product development decisions.

The presented case study, following the aims of the H-SEIF2
project of harvesting the value of big data for industry partners;
evaluates the question: How are the different industry partners
utilizing big data in their operations?

1) What are the gaps, opportunities, and barriers to enhanc-
ing the utilization?

2) Are there any differences in different organizations and
departments within an organization, and what can the
partners learn from each other’s experiences?

3) What can partner organizations do to maximize the value
of ongoing or potential digitization initiatives?

A. Methodology
We used a combination of workshops, interviews, surveys,

on-site observations, and subject-matter expert feedback from
the industry and academia to design the questions for the sur-
vey. An adapted version of the Applied Research Framework
was used as the research method to design this survey [38],
[39]. The framework consists of the following steps:

Step 1: Shape the line-of-reasoning. In this step, the line of
reasoning is expressed by following the structure of Problem-
goal-solution-rationale. Additionally, the research questions
we formulated more specifically based on the broad problem
statement we expressed within the line of reasoning. The main
research question was establishing a baseline for the H-SEIF
2 research project consortium.

Step 2: Explore literature. In this step related studies from
literature to aid in designing the questionnaire (see section II-B
for details).

Step 3: Elicit expert opinions. Expert’s views, in this
context, refer to the domain expert among the scholars within
the research methods. Semi-formal discussions with different
experts were conducted. For example, two of the co-authors
have decades of consultancy experience. Several workshops
were conducted with experts from academia and industry
to gather their feedback regarding good, best, and emergent
practices regarding the survey’s design and questions.

Step 4: Determine the research design. Notes were kept
from the workshops and related literature using a shared plat-
form. Furthermore, steps 2 and 3 were performed iteratively.

A total of 6 companies participated in the presented study.
In the first stage, a survey was conducted with a cross-

section of employees at different industry partners. A total
of 5 companies from the H-SEIF2 consortium participated
in the survey. This included a technology consultancy, an
autonomous transportation solutions provider, an oil and gas
company, a Data Agency and an Industrial conglomerate (3
divisions/subsidiaries). Further, we conducted semi-structured
interviews at the technology consultancy and co-creation and
observation sessions with different partners (Automated Park-
ing System (APS), the oil and gas company, and an industrial
conglomerate’s defense division) to better understand the state
of affairs at the individual organization.

The partner organizations vary in size and they work in
different sectors; in the second phase, we had more direct
interactions with some of the individual partners to better
understand the state of affairs at the company. We customized
the approach per partner organization based on factors such
as the size and time commitment of the organization, the type
and duration of projects organizations are involved in, the
industry sector to which the organization belongs to and the
level of access granted to researchers by each organization.
For example, some co-authors work closely with partner
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organizations, allowing them more opportunities to observe
and hold co-creation sessions. While at some partners, semi-
structured interviews were conducted as co-creation sessions
were not feasible due to the limited availability of the involved
personnel.

B. Survey Questionnaire

Based on the methodology described above (section III-A)
the finalized version of the survey questionnaire consisted
of 24 questions in 5 categories. We incrementally developed
the survey’s language, style, and structure with continuous
feedback from participating subject-matter experts and practi-
tioners from industry and academia.

We wanted to cover many aspects in our survey. We formed
questions about the data availability; if the data is challenging
to find, it is also difficult to utilize. This category also goes
to data ownership, as external organizations own the data, and
there might be obstacles to utilize.

Then if you have the data, the data needs to be usable,
contextualized so that it is possible to transform to value and
use the analyses in the decision-making process focusing on
early phase product development.

We wanted to know about data integrity. Suppose users do
not trust the data, thinking it is extracted from sources or
through a process that reduces the reliability or presented in
ways that make you doubt what the data is saying. In that
case, it will most likely not be utilized.

Then even if the datasets are reasonable, there might be
processes, politics, habits, time or a lack of competence
that prevents the organization from using the data for decision
making. Sometimes, the essential decisions are made on gut
feelings, emotions or based on older experiences from similar
projects.

We asked the participants to rate the extent to which they
agreed or disagreed with the statements on a 5-point Likert
scale. In the initial phase, we collected 40 responses from
employees at partner organizations.

C. Semi-structure Interviews

The survey was followed by semi-structured interviews
with employees working in the technology consultancy. The
consultancy works on different project types with variable
duration and activities they performed on those projects. For
this research, we focused on the personnel working on one
project the consultancy did for one of its clients.

The interviews focused on how the consultancy acquired
insight about how they utilized big data in their previous and
current projects considering the project team as an example.
The in-depth interviews allowed us to achieve a broader
understanding of the point of view of the engineers and
managers at the consultancy, which facilitated a qualitative
analysis [40]. We designed the semi-structured interviews for
eliciting information about specific topics [41], [42]. The
interview guide consisted of 20 main open-ended questions
that reflected the stakeholder needs while using big data. Fig.
9 shows the interview guide.

We conducted all the interviews using Microsoft Teams,
a teleconference tool widely used for video conferences and
taking interviews. We recorded each interview using the
built-in mobile recording feature, and transcripts of these
recordings were generated by Office Dictation, powered by
Microsoft speech services, and embedded in Microsoft Word.
We analyzed the data later by following thematic analysis, a
commonly used approach for qualitative studies.

The details about the thematic analysis and its outcomes are
described in section IV-B.

D. Co-creation and Observations

We conducted multiple co-creation and observation sessions
with industry partners at the Automated Parking System
(APS), the oil and gas company, and an industrial conglomer-
ate’s defense division.

The APS provider is a medium-sized company. It delivers
APSs and provides maintenance services in operation. The
company has around 35 parking installations throughout Nor-
way.

The energy services (oil and gas) company is a multinational
corporation that provides life cycle services for the energy
industry. We conducted multiple workshops and observation
sessions to understand the real-life context of the company
involved in complex engineering projects.

The industrial conglomerate have divisions in areas such as
Shipping, Defence, and financing, to name a few. We focused
on the defense and aerospace division’s employees for the
presented paper.

IV. RESULTS AND OBSERVATIONS

This section details results and observations from the survey
analysis.

A. Analysis of survey responses

The questionnaire results (see Figs. 2, 3, 4, 5 and 6) show
that internal stakeholders (employees) feel dissatisfied by the
utilization of big data in their projects, especially in early
phase decision making as the Net Promoter Score (NPS) is
negative across the board.

Regarding data availability, the respondents either agree or
are partial to the availability of data they need (see Fig. 2 Q1
to Q3) although they do think there is room for improvement
as the NPS is negative. However, the availability of the right
tools to explore and process the data is a more significant
issue for them; as they mostly disagree or have a neutral
response to the questions regarding the availability of such
tools (see Fig. 2 Q4 to 6). One notable surprise, however, is
question# 7 (see 2), which asks the respondents if data is being
held back from them for confidentiality reasons, to which the
respondents disagreed. In this case, it is a positive outcome
and runs counter to our earlier assumptions [43].

The respondents expressed more dissatisfaction with the
usability of data compared to its availability (see Fig. 3).
For example, respondents largely disagree with whether they
spend sufficient time analyzing past data in the beginning
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Fig. 2. Responses to Questions about Data Availability. NPS stands for Net Promoter Score

phases of their projects (Q# 8). They also think the procedures
for sharing data at their organizations are insufficient (Q#
13). The respondents also have negative or neutral sentiments
regarding utilizing past (historical) data as lessons learned for
new projects (Q#14).

In cases when data is available to them, the respondents
expressed trust in the integrity and correctness as the responses
to Q# 15 are positive or neutral (see Fig. 4).

The respondents are somewhat divided on the competence
of using (big) data. Respondents avoided this category of
questions more often than other questions, and responses have
a relatively even split (see Fig. 5).

Respondents believe their organizations have a long way
to go when utilizing big data in their operations and project
development. Respondents mostly disagreed with the question
related to organization behavior (see Fig. 6).

For the most part, the survey results are not surprising, as it
is not only the finding of our initial conversations with industry
partners, but other surveys reached the same conclusion [3],
[9]. However, there are some interesting findings as well.

For example, one interesting outcome is that engineers and
personnel involved with the technical aspect of projects gave
lower scores than project managers and upper management.
Project managers seem to have a rosier perception than others
(see Fig. 7). There is a need for more outstanding com-
munication among project managers and other non-technical
stakeholders, engineers, and technical personnel. While the
more positive responses are somewhat in line with [9], there

are notable differences compared to [9]. For example, in our
survey, the upper management seemed less optimistic than the
project managers.

Another notable exception is the “Competency” section of
the questionnaire. For example, the report [9] stated that busi-
ness leaders overestimate the capabilities of their workforce.
In contrast, our survey showed that engineers and project
managers gave higher responses than upper management (see
Fig. 7).

In terms of age groups, employees in younger and older age
groups overall gave higher scores compared to the middle (35-
44) age group, while the middle age group reported the most
confidence in their competency compared to the others (see
Fig. 8). Also, regarding the organization behavior category,
younger and senior employees express greater optimism than
the 35-44 age group. Question# 21 was an exception, which
asks about taking full advantage of operational data in early
phase decision making, to which the 35-44 age group gave a
higher score than the others.

B. Thematic analysis of semi-structured interviews

To extract themes from the interviews, we used a technique
known as thematic analysis [44] for finding, analyzing, or-
ganizing, summarizing, and reporting the outcomes from the
data collected [45]–[47]. Fig. 9 outlines the utilized approach.

Interviews transcripts comprised of 26 pages, and we added
them as input for the NVivo, a qualitative data analysis
software. In the first step, we read the transcripts to get a
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Fig. 3. Responses to Questions about Data Usability. NPS stands for Net Promoter Score

Fig. 4. Responses to Questions about Data Integrity. NPS stands for Net Promoter Score

broad picture of the collected data and familiarize ourselves
with the text. Important phrases and words were identified
that were repeatedly used by participants and assigned codes.
Then, in order to facilitate analysis, the codes were grouped
together into larger categories based on their shared qualities
such as personal beliefs or professional progress [48]. In the
second stage, we used NVivo software to create a hierarchical
category system based on the linkages or ties between codes
and categories. We searched and identified patterns across the
data. These patterns were considered themes. We identified and
iterated several times over potential themes that we identified

from the codes and categories. These iterations ensure that we
included all relevant data from the interviews.

In qualitative research a code refers to a word or phrase that
captures the meaning or essence of a piece of data. Codes
can be organized in to categories to further get a nuance
understanding of the data in this case the interview transcripts.
Using a tool such as NVivo, certain themes can be extracted
from that. In NVivo, a theme is a topic that is found within
the data.

We spotted the crucial statements based on the themes,
including codes and categories with descriptions, using the
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Fig. 5. Responses to Questions about Competency. NPS stands for Net Promoter Score

Fig. 6. Responses to Questions about Organization Behavior. NPS stands for Net Promoter Score

NVivo software tool. Furthermore, we calculated the frequency
of the categories and sub-categories. Ultimately, we visualized
the results to highlight the most frequently referred categories
that emerged from the interview data.

We identified 11 codes in four categories. These categories
(and codes) further belong to three themes. Fig. 10 visualizes
the generated code-book with descriptions. Fig. 12 depicts the
codes, categories, and themes and their relation.

Calculation of relative frequencies of the identified codes
and categories demonstrated that the most cited categories
are data handling in projects (49.1%), data types and tools
(17.6%), and professional development (17.6%). Focusing
solely on the codes, we can see that access to past data is

the most cited, with 18.5%, followed by data storage (14.8%),
presence of analysis tools (11.1%), detect certain data (10.2%);
those four sub-categories totaled 54.6% of all occurrences. The
other 7 subcategories total 45.4% (Fig. 11 ).

We identified three main themes from the categories (Fig.
12):

• Reflection on big data usage.
• Utilization of big data in projects.
• Approaches to establishing the data-driven culture.

Theme 1: Reflection on Big Data is a significant theme
that reflects the experiences and feelings of the employees on
big data usage at work. The theme portrays the whole story of
the stakeholders’ viewpoints on this project and is depicted in
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Fig. 7. Average responses per job roles.

Fig. 8. Average responses per age group.

codes and categories. The most common words in this category
were important, useful, better, and right (Fig. 13).

Theme 2: Utilization of Big Data in Projects depicts how
the employees use big data and what issues they face in the or-
ganization. Codes and categories also illustrate data tools and
the data usability process. For instance, when we asked about
access to the relevant data from past projects, the respondents
revealed they don’t have access to past (historical) data due
to a lack of a central storage system and privacy. In the final
analysis, we used this theme to identify employees’ current
main issues. However, one respondent noted it differently:

“The case is also that we don’t have some that much data
from the other projects. We have not been good enough at
collecting data and storing the data, so even if it were relevant,
we wouldn’t have access to a lot of it. But if I want to
answer the question, it could be relevant if we spend more time
analyzing and understanding how we can use data between
projects.”

The replies from the employees suggested that the consul-
tancy lacks essential data access and storage facilities and the
ability to comprehend and devote time to data analysis.

Theme 3: Approaches to Establish the Data-Driven
Culture conveys the approaches the organization is taking to

create a data-driven environment and the competency level of
the company’s employees. Employees feel the need to develop
their skills in data analysis more, although the management
appears to be interested in such affairs of the organization.
We know from in-depth interviews that the users have knowl-
edge about data analysis, but the organization also need to
emphasize more workshop or courses regarding on big data
or digitalization skills to improve their data literacy.

C. Observations from co-creation sessions

This section details the observations from co-creation ses-
sions at the APS provider, the Oil and Gas company and an
Industrial Conglomerate.

1) Observations at the Automated Parking Systems (APSs)
Provider: The co-creation and observation sessions revealed
that the APS provider has mostly unstructured data with many
variations. One primary source of this data is maintenance
log data, also called failure data. Maintenance personnel are
logging failure data manually using an Excel file. Failure
data includes a description of the failure events, its possible
cause, and a possible implemented solution to the failure called
the reason parameter (column) in the company’s failure data.
In addition, the failure data include, among others, the fol-
lowing parameters (columns): date (for a maintenance/failure
event), time, telephone number (for the maintenance personnel
who investigated the failure event), place number (for which
parking lot the failure event occurred), invoiced yes/no (if
the failure event is invoiced as it is not included within the
maintenance agreement with the company, or not).

However, the company also has some in-system data. This
in-system data is logging data that the System of Interest
(SOI), i.e., APS stores automatically. This logging data in-
cludes the status of each subsystem, its position, and the date
and time for this status. The in-system data also includes
alarm log data. The alarm log data register only the abnormal
situation of subsystems, with its position, date, and time.

This abnormal status or operation can be a gate not closed,
or a motor may have stopped during the operation. The
company has different installations for the APSs and storing
mechanisms for each system; some are similar, and others
differ. The APS Company cooperates with a third party for
their in-system data, as this third party is responsible for this
data. Unfortunately, this data can be saved daily or for a
few days from only one system. However, the company is
investigating if this data can be extracted from some of its
systems for a more extended period with the third party. The
company has more than 36 installations. The company uses
a sheet in the excel file for each system or installation to
store their failure events (data). The template for each sheet
differs between sheets. This difference includes rearranging
the parameters (columns) and describing the same issue using
different terminology.

2) Observations at the Oil and Gas Company: : Observa-
tions, interviews, and co-creation sessions at the oil and gas
company also revealed that they also have unstructured data
with some variations of structured data. The unstructured data
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Fig. 9. Interview Guide.

Fig. 10. Thematic Categories
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Fig. 11. Visual representations of the categories identified from the interviews. The relative frequencies of the categories and subcategories are also shown
in the illustration.

is mainly in event log. The test personnel are logging manually
using Excel. The central part of this log is a description of the
unexpected events/issues/problems (also called emergent be-
havior) during the test process, such as the System Integration
Test (SIT).

The event log also contains other parameters (columns) such
as data about the equipment and its serial number, information
about the project, e.g., work package and product responsible
department or supplier, and other project-specific information.
The company uses an Excel file for each project. However,
the template varies for each project. This variation can be
rearranging some columns (parameters) and having some rows
in the middle of the Excel file. In some Excel files, different
terms describe the same issue. There are some errors in the
titles of some parameters.

3) Observations at Industrial Conglomerate (Defence Di-
vision): We have observed that the defense division struggles
with adopting suitable methods for harvesting and utilizing
data relevant to Human Systems Integration in unmanned
vehicles. A particular area is generating enough appropri-
ate data for supporting designers in exploring and testing
various Human Machine Interactions (HMI) solutions. Their
decision-making is primarily based on customer requirements,
standards, in-house expertise, and subjective opinions from
multiple developers. However, they wish to put more emphasis

and weight on objective data in their decision-making process.
Best practices, such as the Design Thinking process, highlights
the need for gaining grounded understanding from relevant
users, obtained through prototyping and testing.

The data they need are sourced from the end-users, the
components of the SOI, and the system’s use. The data
can be accessed from the technical system, which is being
developed and tested in-house. The defense division also has
access to general information on how the system should be
used. However, the procedure of how the system should be
used is not necessarily the way the system will be used
in the field. The organization cannot generate enough data
for making objective data based decisions as they have an
incomplete picture of the system context, specifically the data
from the end-users. As they lack access to all system context
information, they can only measure and analyze their data, not
necessarily the data they should analyze.

V. CONCLUDING REMARKS

The case study gave us a deeper understanding of the state
of affairs at some of the industry partners. It provided a
glimpse at the disparity of different organizations regarding
their utilization of big data in their operations and decision-
making process, focusing on the early phase product develop-
ment process. Overall, the case study concluded that employ-
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Fig. 12. Themes used for the thematic analysis of the conversation with employees.

Fig. 13. Word cloud showing the most common words appears in the “Reflection on Big Data Usage” theme.
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ees at the H-SEIF2 industry partners understand the need to
use big data in their projects to enhance their operations.

The employees at the technology consultancy reported that
a considerable amount of data generated after every project
is often stored only locally by the personnel instead of stored
in an accessible database of the company. The company lacks
sophisticated big data analysis tools to understand a complex
project thoroughly. Currently, the company uses Python, Excel,
and similar common tools for simple data analysis.

Similarly, in the observations at both Automated Parking
System and oil and gas provider, we observed that both com-
panies use Excel files that either maintenance or test personnel
log manually. However, the template for the Excel file differs
slightly for each system or project. This difference makes
it cumbersome to automate the pre-processing in different
degrees depending on the data, especially when gathering
historical data for an extended period, e.g., five or ten years.
Thus, manual pre-precessing is needed. In other words, we
must pre-process the data manually by generating a template
called frame around the data. This manual pre-processing
consumes almost 80% of the analysis period.

However, manual pre-precessing is time-consuming and
may result in some errors when doing it manually. Therefore,
we recommend that the company unify the template and
use a not-editing version. Also, only certain manager-level
employees should change the template, not everyone in the
test or maintenance department. In [49], we suggested a
template that integrates the needed data and information on
one platform using one tool.

For the defense division, the main limitation is a lack of end-
user data. There are primarily two reasons for such lacking.
Firstly, they have no access to the end-users usage in field
operations due to security reasons. They are building simula-
tors to combat limited access to end-users and end-user data.
Secondly, they lack integrated and developed test procedures
for simulator testing to generate and collect human factors
data. The human factor data include physiological, mental,
and operational data. These data can be collected through,
for example, eye tracking, heart and galvanic skin response
measurement data to measure the stress of the end-users,
interviews and test questions, and performance data. These
data aim is to understand the HMI influence on situational
awareness during operations.

The presented case study provided the current state of
big data usage scenarios using different research methods at
Norwegian high-tech companies and identified issues hinder-
ing big data’s full potential. The observations from the case
study can be used for future research on similar business
organizations in addressing the internal stakeholders’ needs
regarding big data usage.
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Abstract—In environmental disaster management, due to the 

large impacted area or limited availability of labor and financial 

resources, setting priorities of where, how and when to act are 

indispensable. When prioritized interventions on spatially 

dispersed entities are costly and technically challenging to 

perform, clustering of individual entities in larger homogeneous 

actionable units can improve feasibility and reduce cost of the 

remediation. In this article, a spatio-temporal clustering 

approach under a budget constraint is presented to determine 

homogenous clusters of polygons and interventions to reduce 

cost while still attaining an overall optimal distribution of 

interventions. We demonstrate the effectiveness of this 

clustering algorithm with a hypothetical case study of 

contaminated agricultural land in Belgium. Finally, we 

demonstrate the capabilities of the proposed cluster algorithm 

to provide decision makers with a multi-period action plan, 

reducing the cost of intervention while still prioritizing 

resources for the most important sites. 

Keywords-Spatio-temporal clustering; Budget constraint; 

Disaster management; Multi-Attribute Decision Making; MADM. 

I. INTRODUCTION 

This paper extends a previous paper that was originally 

presented at the Fourteenth International Conference on 

Advanced Geographic Information Systems, Applications, 

and Services (GEOProcessing) [1]. 

When dealing with large natural or man-made disasters, 

decision makers are confronted with setting priorities of 

where, how and when to act because of the limited 

availability of labor and financial resources. This priority 

setting is particularly applicable when the impact of remedial 

actions is costly and has long-lasting influences. For spatially 

distributed sites with variable characteristics, priority setting 

among the sites and the determination of the most adequate 

remedial action per site are of major importance. The United 

States Environmental Protection Agency (US EPA) 

identified the following benefits of these optimization efforts: 

more cost-effective expenditure, lower energy use, reduced 

carbon footprint, improved remedy protectiveness, improved 

project and site decision making, and acceleration of project 

and site completion [2].  

Addressing the questions of where and how to act 

consecutively results in a nested ranking of sites and 

interventions per site. From those rankings, a spatio-temporal 

action plan can be determined. 

To assist decision makers in setting such priorities, spatial 

Decision Support Systems (sDSS) become of importance [3]. 

The effectiveness of related decisions is typically conditioned 

by multiple and often contradicting criteria of economic, 

social, technical, environmental, and human health-related 

nature [4]. These characteristics of the decision problem 

make it suitable for the application of a spatially discrete 

Multi-Attribute Decision Making (GIS-MADM) approach 

[5]. ‘GIS’ points to the spatial aspect of the decision problem, 

while MADM encompasses a subset of Multi-Criteria 

Decision Analysis (MCDA) methods. MADM supports the 

decision-maker by describing and evaluating the 

performance of a finite number of decision alternatives with 

respect to multiple criteria expressed as attributes of the 

alternatives, representing several points of view. The MADM 

results in a ranking of the alternatives based on the selected 

criteria and their relative importance [3]. The MADM 

framework is often applied because it supports a structured 

and inclusive decision process, addressing a plurality of 

preferences and socio-technical dimensions that cannot 

always be brought to a common monetary scale [6]. 

This paper presents a GIS-MADM approach that provides 

actionable support to decision makers by proposing a 

coherent action plan in space and time for decontamination 

of the agricultural domain in a region affected by the 

deposition of radionuclides. It uses a spatio-temporal 

approach to deal with the clustering of spatially scattered 

polygon-based parcels, whereby a budget constraint limits 

the extent and/or type of interventions that can be performed 

in each time step, i.e., in one year. The paper elaborates on 

the classic region-growing principles, adapted to polygon-

based data structures, and explicitly takes into account the 

attributes of the individual polygons to find the optimal 

compromise attribute for the whole cluster. Because a spatial 

and temporal clustering of sites and actions is likely to create 

“economies of scale” [7], the cost of remediation 

interventions will be lowered, resulting in an overall cheaper 

and faster remediation process.  

The rest of this paper is organized as follows: Section II 

presents related work where MADM is used to support 

prioritization of resources in environmental remediation. 
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Section III provides an in depth explanation of the spatio-

temporal cluster approach. In Section IV, the approach is 

illustrated with a case study for an agricultural region in 

Belgium, contaminated after a hypothetical accidental release 

of Caesium-137 from a nuclear power plant. Section V 

discusses the applicability of the algorithm to help improve 

decision making, while Section VI draws the most pertinent 

conclusions. 

II. RELATED WORK 

The use of MADM approaches for supporting 

remediation on a regional scale by prioritization 

contaminated sites for decontamination (‘Where to act?’) was 

reported by several authors [8]–[10]. In addition, the support 

on a local scale by prioritization of the remedial technologies 

for a given site (‘How to act?’) was also addressed in several 

publications [11]–[13]. However, no reports were found, 

where MADM was used for simultaneously prioritizing of 

where and how to act decisions into a coherent spatio-

temporal action plan. When both prioritizations are done 

separately, the procedure typically yields a geographically 

distributed set of priority sites as well as neighbouring sites 

with different interventions. Different propositions were 

made to improve MADM on a regional scale, to reduce the 

scattered priorities. For example, by incorporating a 

compactness measure to ensure sites were big enough to 

ensure a feasible intervention [14]. 

MADM approaches have been used with raster as well as 

polygon-based datasets. For this application, it was chosen to 

use polygon-based data because they provide a natural 

representation for many types of geospatial entities, such as 

agricultural parcels, buildings, or polluted sites. In addition, 

these entities form the smallest units used in real-world 

decision making. Therefore, it is interesting to provide 

actionable support to decision makers based on polygon-

based representations. By addressing the problem with 

polygon-based data, the adaptations using compactness 

measures and clustering of entities are more complicated 

compared to raster-based datasets. Because the topology of 

spatially dispersed polygons is less straightforward when 

dealing with unlinked features [15]. 

Further, due to the limited availability of resources, a 

budget constraint limits the extent of interventions possible 

for each period; thus, a multiple-period action plan is 

required. A multi-period decision problem requires a 

Dynamic Multi-Attribute Decision Making (dMADM) 

methodology [17]–[19]. However, the majority of 

documented MADM applications only address a decision 

problem for a specific time period [16]. In contrast, dMADM 

determines the criteria scores and relative relevance for each 

time period to accurately reflect the decision variables at that 

time. 

Some spatial DSS tools were developed for supporting 

decisions with similar spatio-temporal aspects. These authors 

included a temporal dimension in their approach to determine 

how a set of land use types should be distributed over space 

and time in order to optimize the multi-dimensional land 

performance of a region over a period of 30 years [20]. 

However, they found that their approach, which was based on 

integer programming (IP), resulted in land use plans that were 

too spatially and temporally fragmented for real-world 

application and recommended that a clustering strategy could 

be a suitable next step. 

III. PROPOSED METHOD  

The spatio-temporal clustering approach combines a site 

priority score (PPS) and an action priority score (APS), as 

discussed in Section A. The iterative and dynamic cluster 

growing algorithm is discussed in Sections B and C. 

A. Distance based priority scores 

Different implementations of MADM exist, each with 

their own strengths and weaknesses. We opted for a distance-

based MADM, called Compromise Programming (CP), to 

rank the considered set of feasible alternatives [21]–[24]. CP 

uses the distance in the feature space to the so-called ideal 

point of each alternative to rank them. The feature space is 

constructed from independent, operational, non-redundant, 

and continuous attributes [25]. The criteria used vary 

significantly between different case studies, depending on the 

problem, the site characteristics and the available data. For 

each criterion, a weight reflecting the importance of the 

criterion is set by the stakeholders, preferably through a 

collaborative process [26]. This weight takes into account the 

relative importance of the criterion, where its value can be 

understood as a trade-off value between criteria. For this set 

of criteria and corresponding weights, the CP methodology 

determines the optimal point, a vector of performance 

attribute values corresponding to an alternative with the best 

observed performance on each criterion separately. This ideal 

point is mostly hypothetical, because multi-criteria decision 

problems involve conflicting criteria. The ideal point does 

however allow to determine a ranking of the alternatives 

based on each alternative’s distance to the ideal point, 

whereby the alternative that comes ‘closest’ to the ideal point 

is the most preferred. The definition of ‘closeness’ requires 

the formulation of a distance metric (1), where a larger 

distance equals a less optimal alternative [3]. Distances based 

on (1) fall within the range [0-1], with a distance of 0 being 

the best alternative that requires no compromise because it 

outperforms all other alternatives on all criteria. In contrast, 

a distance of 1 reflects an alternative that scores the lowest on 

all criteria. 

 

𝐿 =  [∑ [
𝑓𝑖

+ − 𝑓𝑖(𝑥)

𝑓𝑖
+ − 𝑓𝑖

− ]

𝑝𝑛

𝑖

]

1/𝑝

              (1) 

 

 n is the number of criteria under consideration; 

 𝑤𝑖  is the relative importance (weight) assigned to 

performance attribute i;  
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 p is a parameter that determines the type of distance 

function, where 2 represents the Euclidian distance; 

 𝑓𝑖
+ is the optimal value for performance criterion i; 

 fi(x) is the value of the ith performance criterion 

expressed as a function of the decision variables x; 

 𝑓𝑖
− is the anti-ideal corresponding to the ith attribute that 

is the “worst” value for this attribute. 

 

To determine the optimal remediation plan for a territory 

of interest two important questions need to be answered. The 

first question is “Where are the sites situated for which 

intervention is most urgent?”. The CP methodology returns a 

distance score for each polygon, representing the 

priority/urgency of a polygon to be intervened on. From these 

scores a ranking of the polygons from high priority (small 

distance) to low priority (large distance) can be made. For the 

case study in this paper, this score is referred to as Parcel 

Priority Score (PPS). The second question is “What is the 

most optimal action for each site?”. Therefore, for each 

polygon, the feasible intervention actions need to be ranked. 

In our proposed approach, the ranking of the alternative 

interventions is similarly based on a distance score, computed 

by CP. In the following case study, for each alternative 

intervention on a specific site, the Action Priority Score 

(APS) is calculated. The further clustering of parcels is based 

on the combination of PPS and APS. 

B. Temporal dynamics in MADM 

When actions are postponed in time, the initial decision 

variables (criteria scores for the alternatives and criteria 

weights) may alter, and the decision problem needs to be 

redefined, resulting in a multi-period MADM. The number 

and extent of polygons that can be acted on in each time 

period depends on the budget available in each period, which 

is set to one year in our case study. While performing actions 

on the most urgent polygons first, each of the actions comes 

at a cost. For each intervention, the cost can be calculated 

based on the cost per unit of area and the size of the polygon. 

Interventions can be done in one period until the total cost of 

remediation exceeds the period’s budget. When the budget is 

reached, the remaining polygons become candidates for the 

next period, where changes in the criteria scores and weights 

may occur and should be taken into account. 

C. Spatio-temporal clustering algorithm 

The algorithm operates in a similar fashion as a region-

growing algorithm, where it consecutively checks whether 

one of the neighbouring polygons can be added to the cluster, 

taking the similarity between the priority scores of the seed 

polygon and the neighbouring candidate into account. The 

clustering algorithm is iterative and consists of two phases: 

The cluster initialization phase is followed by the cluster 

growing phase, which ends as soon as one of the stopping 

criteria is met. The procedure is illustrated in Figure 1 and the 

pseudo code is given in Figure 2. 

 

1) Cluster initialisation 

To optimally allocate resources, the most urgent sites 

should be treated first. Therefore, the seed parcel is the one 

with the lowest PPS (smallest distance to the ideal point). 

2) Cluster growing procedure 

After the seed parcel has been determined, the cluster-

growing procedure attempts to find neighbouring parcels that 

can be added to the seed parcel or the growing cluster, where 

parcels in a cluster have the same intervention action to be 

performed in the same period. 

 

 
 

FIGURE 1. THE CLUSTER GROWING PROCEDURE APPLIED ON 12 PARCELS, 
CONSIDERING 3 POSSIBLE ACTIONS, RESULTING IN 2 CLUSTERS EACH WITH 

1 ACTION. 
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FIGURE 2. PSEUDO CODE OF THE SPATIO-TEMPORAL CLUSTER APPROACH, 

DETERMINING THE REMEDIAL TECHNIQUE AND TIMING OF THE CLUSTERS. 

 

Adding more parcels to the cluster enlarges the cluster, 

therefore creating larger actionable units, which are preferred 

from the perspective of reducing the complexity and 

operational cost of the intervention. But since the parcels 

added to the cluster potentially have a different optimal 

action, it is important to find a compromise remediation 

action that minimizes the deviation in performance with the 

parcels considered individually. The cluster growing can be 

subdivided into three consecutive steps that are repeated until 

the constraints for the end of cluster growth are met. 

 

 Determination of the parcel neighbours 

Compared to a raster dataset, where pixels are spatially 

arranged in a systematic way and neighbours are easily 

defined, in a data set of spatially distributed polygons, 

determining the neighbours is more challenging. To define 

neighbouring polygons, which are not necessarily sharing a 

border but are rather separated by irrelevant space, a 

technique called morphologic tessellation (MT) is used. At 

the core of MT is the Voronoi tessellation (VT), a method of 

geometric partitioning of the 2D space, where a planar set of 

“seed points” generates a series of polygons known as 

Voronoi polygons (VP). Each VP encloses the portion of the 

plane that is closer to its seed than to any other polygon [27]. 

From the partitioned space, the neighbours of a VP can be 

determined by examining the VPs sharing borders. An 

example of the portioning by VPs is given in Figure 3. 

 

 
 To deal with the distributed nature of the polygons, use 

is made of an enclosed tessellation based on the enhanced 

morphological tessellation algorithm (EMT). EMT allows for 

setting limits to the expansion of the MT, limiting the allowed 

distance between polygons that can be considered to be 

neighbours. Furthermore, it allows for the establishment of 

break lines (e.g., rivers or administrative boundaries) beyond 

which the VPs are not permitted to trespass. The VP 

constructed by the EMT algorithm captures the spatial 

configuration of all parcels, from which the neighbouring 

parcels of each parcel can be determined. The EMT algorithm 

is accessible from an open-source Python package 

(http://docs.momepy.org). Fleischmann (2019, 2020) 

provides more information regarding the EMT methodology. 

 

 Determining the optimal neighbour 

To determine the neighbouring polygon that is best suited 

for growing the cluster, the sum of the PPS and APS scores 

of each neighbour is considered. Whereby the neighbour 

leading to the lowest increase in the composite score of the 

cluster is added. From this, it follows that adding a parcel to 

the cluster can change the remediation action to be applied to 

all the parcels in the cluster. Moreover, when the best 

candidate is found, it is verified whether the candidate 

neighbour is similar enough to the seed pixel to be added. If 

the similarity threshold is not exceeded, the parcel is added 

to the cluster, and this procedure is repeated; otherwise, the 

 
 

FIGURE 3. INITIAL SET OF DISTRIBUTED PARCELS (A) AND VP 

COMPUTED BY THE EMT, RESULTING IN A PARTITIONED COVERAGE 

(B). 
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end of the cluster growing phase is reached. To highlight the 

process of finding a compromise between all parcels on the 

cluster level, five iterations of the growing procedure are 

shown in Table 1 and Table 2. The similarity threshold 

applied is 0.31 for Table 1 and 0.15 for Table 2. The cells 

with the same color show the current parcels in the cluster, 

and the remedial action of the cluster is shown with a 

subscript on the APS. The APS values in bold show the 

optimal action per parcel. Table 1 illustrates that while a 

cluster grows iteratively, the optimal remediation action for 

all parcels combined within the cluster changes. In iteration 

III, the optimal remediation on the cluster level is the worst-

performing action for the seed parcel (A) and the second-best 

action for parcel B. Nevertheless, from the perspective of the 

cluster, action 3 is the best compromise solution. In addition, 

Table 2 shows the impact of the similarity threshold: In 

iteration V, parcel E is not added to the growing cluster due 

to a difference larger than the similarity threshold between it 

and the seed parcel (parcel A). Parcel E will then be selected 

as the next seed parcel. The different cluster configuration (1 

vs. 2) in iteration V for both tables highlights that a lower 

similarity threshold will result in an overall lower (better) 

composite score for the solution.  

 
TABLE 1. THE GROWING PROCEDURE OF A CLUSTER FOR 5 ITERATIONS FOR 

A SIMILARITY THRESHOLD OF 0.3, RESULTING IN ONE CLUSTER  

 

 
 
TABLE 2. THE GROWING PROCEDURE OF A CLUSTER FOR 5 ITERATIONS FOR 

A SIMILARITY THRESHOLD OF 0.15, RESULTING IN TWO CLUSTERS. 

 

 
 

 

 Cost calculation  

Every intervention has a corresponding cost, determined 

by the intervention type and size of the parcel. Discounts can 

be taken into account when a cluster reaches a certain size 

(e.g., a 20% cost reduction for the whole cluster if a cluster 

reaches a size of 5 ha). Before a parcel is added to the cluster 

it is confirmed if there is still enough budget left for 

performing the intervention. If the budget constraint is 

exceeded when the parcel would be added to the cluster, the 

cluster growing is stopped and the remaining budget is 

transferred to the next year’s budget. 

 

3) End of growth 

The end of growth phase is reached when one of the two 

constraints is not met. 

 

 Similarity threshold 

The similarity threshold determines the variability of 

parcels that is allowed within the cluster. By lowering the 

threshold, only parcels with a similar composite score will be 

allowed to enter the cluster, resulting in a more homogenous 

cluster. As a consequence, the growth of clusters is more 

rapidly stopped, and the clusters tend to remain smaller, 

possibly not achieving a large enough size to be entitled to a 

discounted remedial cost. Therefore, the threshold should be 

chosen according to a tradeoff between the homogeneity of 

the clusters on the one hand and the ease and cost of 

implementing the remediation strategy on the other. The 

reasoning behind the threshold setting is that when the 

difference in performance between seed and candidate 

parcels is large, resources will be used for less urgent parcels 

or for suboptimal intervention. When the similarity threshold 

is not met, the cluster growing is stopped and a new seed 

polygon is found for building the next cluster. 

 

 Budget constraint 

The budget constraint limits the amount of resources that 

can be allocated to interventions in each period. The 

implementation of a budget constraint in the spatial clustering 

algorithm ensures that cluster growth cannot lead to exceedi,g 

the budget for the given period. Once the budget is reached, 

the attributes of the remaining (unclustered) polygons are 

adapted to reflect their status for the new period. Next, the 

clustering can be started for the new period. 

IV. CASE STUDY 

To demonstrate the capabilities of the proposed spatio-

temporal clustering model, it is applied to a case study 

addressing the remediation of contaminated agricultural 

parcels. The case study deals with a hypothetical deposition 

of radioactive Cesium-137 on 1257 agricultural parcels 

situated in the Maarkebeek Valley in Flanders, Belgium. A 

remediation plan must be designed for a budget of 500 000 

euros per year to ensure that all parcels are remediated so that 

food can be produced in accordance with the legally set 
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contamination limits. In this case study, five possible 

remedial interventions are considered: potassium fertilizers, 

shallow ploughing, deep ploughing, skim and burial 

ploughing and topsoil removal (Table 5). 

 

 
 

FIGURE 4. LAND USE MAP OF THE MAARKEBEEK WATERSHED IN FLANDERS.  

 

A. Determination of the Parcel Priority Score 

A parcel is characterized by a set of attributes such as 

geographic location, environmental characteristics, and 

agricultural practices. These attributes form the basis for the 

decision criteria used for determining the PPS (Table 3). The 

criteria for assessing the priority for remediation of sites with 

polluted soils were determined from a literature review [28]. 

Furthermore, each of the criteria was assigned a relative 

weight based on expert assessment of its importance. The 

weight is expressed by a linguistic score, which corresponds 

to a triangular fuzzy number (TFN). TFN are then converted 

to a quantitative value using the center of gravity method 

[29]. 

 
FIGURE 5. MEMBERSHIP FUNCTIONS OF THE LINGUISTIC EXPERT RATINGS 

USED FOR QUANTIFYING THE CRITERIA WEIGHTS, WITH ABBREVIATIONS VL 

: VERY LOW, L:LOW, ML: MEDIUM LOW, M: MEDIUM, MH: MEDIUM HIGH, 

H: HIGH AND VH: VERY HIGH. 

 

The seven criteria and corresponding weights, shown in 

Table 3, are then used by the CP methodology to determine 

the feature distance of each parcel to the hypothetical parcel 

with the highest societal burden and therefore the need for 

remediation. In Figure 6, the CP methodology, limited to 

three alternatives and two criteria, is illustrated. The priorities 

based on this distance for each parcel are shown in Figure 7. 

Parcels with a low PPS are identified as the most urgent to 

remediate. 

 

 

 
FIGURE 6. REPRESENTATION OF A 2 DIMENSIONAL COMPROMISE 

PROGRAMMING DISTANCE FOR 3 PARCELS (BOTTOM) AND ITS GEOGRAPHIC 

REPRESENTATION (TOP). 

 

FIGURE 7. PARCEL PRIORITY SCORE (PPS) FOR THE AFFECTED 

AGRICULTURAL PARCELS, THE LOWER THE PPS THE MORE URGENT THE 

REMEDIATION. 
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TABLE 3. CRITERIA USED TO DETERMINE THE PARCEL PRIORITY SCORES 

(PPS), WITH THE CORRESPONDING WEIGHTS DETERMINED BY EXPERTS  

 

Criterion Description Weight 

 

Activity in the 

food products 

The activity of Cs-137 found 

in the crop after harvest from 

this field [Bq/kg] 

VH 

Importance of 

the food in the 

local diet 

The amount consumed of this 

product on yearly basis 

[kg/year] 

M 

Distance to the 

urban 

infrastructure 

Distance to the closest urban 

infrastructure (houses and 

gardens) [meter] 

H 

Distance to 

nature 

reserves 

Distance to the closest nature 

reserve [meter] L 

Distance to 

surface water 

Distance to the closest 

surface water (lake/river) 

[meter] 

M 

Population 

density 

Population density of the 

municipality [pp/km2] 
H 

Erodibility of 

the parcel 

The erosion sensitivity of the 

field [scale (0 : None - 0.5 : 

medium - 1: very high)] 

L 

 

B. Determination of the Action Prority Score 

For the determination of the remedial intervention among 

the five potential remedial actions, six criteria have been 

selected (Table 4). The applicability of the intervention 

depends on the parcel’s contamination level and the crop 

type, because some remedial actions are unsuitable for 

specific agricultural crops or inadequate to reduce the 

contamination levels below the legal permissible levels. For 

example, ploughing actions are unfeasible for parcels with 

perennial crops. The criteria to assess remedial actions can 

vary largely based on the geographical region, contamination 

type, stakeholders, and data availability [28].  

 
TABLE 4. CRITERIA USED TO DETERMINE THE ACTION PRIORITY SCORE 

(APS) OF EACH REMEDIAL INTERVENTION, THE WEIGHTS ARE BASED ON 

EXPERT JUDGMENT. 

 

Criteria Description Weight 

Feasibility 

The probability that the 

remediation strategy is 

implemented successfully.  

MH 

Incremental 

Dose 

Exposure dose to the workers 

that need to implement the 

remediation technique.  

MH 

Environmental 

Impact 

Risk or actual impact on the 

living and or non-living 

environment due to the 

remediation.  

M 

Local Impact 
Changes to the landscape/ 

way of life of the population.  
MH 

The cost of 

remediation 

The total implementation cost 

of remediation minus the 

otherwise paid compensation 

to the farmer. The full 

remediation cycle is included 

from investigation to 

monitoring and waste 

treatment. [€/ha] 

H 

Reduction 

Effectivity 

Reduction in activity of 

agricultural product 

(compared to doing nothing). 

[%] 

VH 

 

The five remedial alternatives are scored on the six 

criteria that produce the alternative-criterion matrix (Table 

5), which is the basis for the distance calculations by the CP. 

More information on the determination of the criteria scores 

in the alternative-criterion matrix can be found in [30].  

 
TABLE 5. ALTERNATIVE-CRITERION MATRIX FOR THE FIVE REMEDIAL 

ALTERNATIVES, SCORING THEM ON SIX CRITERIA. 
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The incorporation of the temporal dynamics in this case 

study is necessary since the values of certain decision 

variables change through time. Because of natural 

attenuation, which causes the mass, toxicity, volume or 
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concentration of contaminants in the soil or groundwater to 

reduce over time. This implies that the contamination 

decreases over time without the interference of specific 

remedial actions. For radioactive contaminations the 

reduction of the contaminant is strongly determined by the 

radioactive decay, the radionuclide’s half-live. For a remedial 

action to be considered feasible, it should be able to reduce 

the contamination levels below the legally allowed limits. 

From the dynamic nature of the contamination, it follows 

that, after a certain period of time other remedial options can 

become more effective and outperform the previously 

selected option. Consequently, the remedial actions for each 

parcel should be revised to ensure they are still optimal for 

this time period. For this case study, the weights are not 

considered to change between periods. 

C. Individual per parcel solution 

For each individual parcel and for each time period, an 

APS score for each feasible remediation technique can be 

calculated. This is illustrated in Figure 8 for a cereal parcel. 

For this specific field, only four remedial actions are feasible, 

and deep ploughing is considered the most optimal since it 

has the lowest value. Topsoil removal is the second-most 

optimal remedial technology. 

 

  
In Figure 9, the optimal remediation technique for each 

parcel, based on the technique with the lowest APS, is shown. 

  

 

 
FIGURE 9. PROPOSED REMEDIATION PLAN BASED ON THE OPTIMAL 

REMEDIAL ACTION FOR EACH PARCEL. 

 

D. Spatio-temporal cluster solution for the affected region 

With the spatio-temporal cluster approach, a multi-period 

action plan can be designed, taking into account when and 

how to remediate the parcels. For the same area, the model 

proposes a remedial technique and timing. Both can be found 

in Figures 10 and 11, respectively. 

The difference in remedial technologies between Figures 

9 and 10 can be explained by the clustering of parcels and the 

changing of some of the parcel characteristics due to the 

delayed remediation. The remedial action “food restriction” 

found in Figure 10 is for agricultural parcels where, due to 

the physical decay process described above, the food crops 

can be produced with radioactivity below the permissible 

levels without the need for a remedial action given the time 

elapsed since the deposition of the radionuclides. It is clear 

that the model will seek optimal homogenous clusters, where 

the solution is optimal overall and not for each individual 

parcel. 

 

 
 

FIGURE 8. ACTION PRIORITY SCORE (APS) FOR THE DIFFERENT 

CANDIDATE REMEDIAL ACTIONS ON AN AGRICULTURAL PARCEL WITH 

CEREAL CULTIVATION. 
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FIGURE 10: THE REMEDIAL TECHNOLOGIES PROPOSED BY THE SPATIO-

TEMPORAL CLUSTERING ALGORITHM WITH A SIMILARITY THRESHOLD OF 

0.025. 

 

  

 
 

FIGURE 11. THE TIMING OF REMEDIATION PROPOSED BY THE SPATIO-

TEMPORAL CLUSTERING ALGORITHM WHEN THE SIMILARITY THRESHOLD IS 

SET TO 0.025. 

 

 

E. Intracluster variability 

The variability of the PPS score within the cluster should 

be as low as possible to make sure that resources are used for 

the most urgent parcels. When the similarity threshold is set 

to 0, as in Figure 12, the clusters consists of only the seed 

parcel. It is clear that as cluster rank increases, so does the 

value of the cluster's PPS score, demonstrating the 

prioritization of resources for the most important parcels. 

 

 
FIGURE 12. PPS SCORE FOR THE 10 HIGHEST RANKED CLUSTERS, WHICH 

ARE EQUAL TO THE 10 HIGHEST RANKED SEED PARCELS FOR A SIMILARITY 

THRESHOLD OF 0. 

 

With an increasing similarity threshold (see Figures 13 

and 14), the variability of the PPS within the cluster is 

allowed to increase. Furthermore, it is important to observe 

the increased presence of outliers due to the higher similarity 

threshold. This can be important when the seed parcel is the 

outlier, because then resources are potentially used on a less 

important site first. 

 

 
 

FIGURE 13. BOXPLOTS REPRESENTING THE VARIABILITY OF THE PPS SCORE 

WITHIN THE 10 HIGHEST RANKED CLUSTERS, WHEN THE SIMILARITY 

THRESHOLD IS 0.025. 
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FIGURE 14. BOXPLOTS REPRESENTING THE VARIABILITY OF THE PPS SCORE 

WITHIN THE 10 HIGHEST RANKED CLUSTERS, WHEN THE SIMILARITY 

THRESHOLD IS 0.05. 

 

It is clear that a higher similarity threshold results in more 

resources going to less important parcels, but on the other 

hand, it results in larger clusters and therefore lower 

operational costs. When lowering the similarity threshold for 

more optimal decision making, the overall cost of 

remediation will increase, resulting in more time needed for 

the remediation of the affected region. This effect can be seen 

in Figure 15, where the remediation will take nine years 

instead of seven, increasing the budget by around 1 million 

euros. 

 

 
 

FIGURE 15. THE TIMING OF REMEDIATION PROPOSED BY THE SPATIO-

TEMPORAL CLUSTERING ALGORITHM WHEN THE SIMILARITY THRESHOLD IS 

SET TO 0.01. 

V. DISCUSSION 

This case study shows the complexity of designing spatio-

temporal remedial schemes. Therefore, the use of a GIS-

MADM based DSS, as proposed in this paper, could help 

decision makers find clarity and see the impacts of certain 

decisions. A major benefit of these tools is the ability to do 

scenario analysis and uncertainty analysis. The impact of 

varying degrees of uncertainty in this decision context is 

described in [31]. Further the use of these dynamic MADM 

approaches allows for a shift to a more adaptive management 

paradigm [32]. 

The spatio-temporal MADM relies heavily on the PPS 

and APS of a parcel; therefore, the determination of these 

scores should be done with great care. The determination of 

the specific applicable criteria and weights is not only the 

work of experts, but it is highly suggested to take into account 

all stakeholders to ensure a solution supported by society is 

proposed [28].  

For the purpose of this research, CP was used with a 

Euclidean distance measure, but other distance metrics are 

possible (e.g., Manhattan distance). Because of the use of two 

distance-based metrics with similar range, the composite 

distance score still has a physical meaning (distance to the 

ideal or anti-ideal situation).  

Figures 12 to 14 show the effect of the increasing 

similarity threshold on the variability of PSS scores within 

clusters. A larger similarity threshold allows more variation 

within the cluster; therefore, less optimal clusters are formed 

and more deviation from the optimal per-parcel-solution is 

allowed. However, larger clusters give rise to lower 

operational costs, resulting in cheaper and faster remediation. 

Decision makers can decide what is the best setting for their 

own specific case, but a rule of thumb to determine the initial 

similarity threshold is half of the range of the APS values. 

The budget constraint limits the amount of interventions per 

year, therefore, a lower budget will spread the remediation 

over more years. This increase in remediation time could 

potentially change the remedial actions for parcels because of 

delayed remediation. 

The reduced cost of remediation for larger units is the 

main driver for the introduction of remedial management 

clusters. For this specific case study, expert-based 

estimations for the discounts were used because empirical 

data for these large-scale remedial actions is not widely 

available. Nevertheless, they should be determined with great 

care and potentially adapted during the remedial process to 

improve the model estimations. 

The proposed technical implementation of the budget 

constraint stops the remediation if the most optimal neighbor 

of the cluster with the specific remedial action exceeds the 

available budget, whereby the remaining budget is 

transferred to the next year. This transfer has a low impact, 

when the yearly budget exceeds largely the remediation cost 

of a single cluster. 
When working with polygon-based datasets, topological 

errors, such as gaps, may occur. Relying solely on these 
topological relationships can have major impacts on 
determining the neighbours. Our EMT approach is less 
impacted by these errors.  

197

International Journal on Advances in Software, vol 15 no 3 & 4, year 2022, http://www.iariajournals.org/software/

2022, © Copyright by authors, Published under agreement with IARIA - www.iaria.org



Other cases could benefit from a similar approach. For 
example, when afforesting a large region, not all sites can be 
afforested at the same time because it is a very costly and labor 
intensive intervention. Additional, every plot has a certain 
suitability and urgency to be afforested. In addition, 
afforesting connected parcels with a similar tree composition 
would severely reduce the cost of planting and also improve 
the ecological connectivity of the landscape. Therefore, 
finding optimal clusters of parcels to be afforested with 
similar tree compositions could be facilitated with our 
approach. A similar approach for raster datasets was already 
reported by [14]. 

VI. CONCLUSIONS AND FUTURE WORK 

With the proposed spatio-temporal clustering approach, 

dispersed polygons can be clustered in space and time and be 

assigned the most optimal intervention type under a budget 

constraint. This allows decision makers to form multi-period 

remedial schemes to address the environmental disaster. The 

approach also gives decision makers the possibility to do 

scenario analysis and uncertainty analysis to better 

understand the impact of the different parameters in the 

model. In addition, the approach shows promise for other 

fields of application. More research on the impact of the 

similarity threshold is needed. In addition, the introduction of 

off-site impacts (e.g., transport and re-deposition of 

contaminated sediment) should be incorporated in the 

MADM criteria [33] to better mimic the contamination 

behavior. Future research should consider multiple 

consecutive remedial actions rather than single ones [20], to 

be more in line with the reality of remediation.  
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Abstract—Parallel distributed file systems are typically run on
dedicated storage servers that clients connect to via the network.
Regular x86 servers provide high computational power, often
not required for storage management and handling I/O requests.
Therefore, storage servers often use low core counts but still
have a relatively high idle power consumption. This leads to high
energy consumption, even for mostly idle file systems. Advanced
Reduced Instruction Set Computer Machines (ARM) systems are
very energy-efficient but still provide adequate performance for
file system use cases. Leveraging this fact, we built an ARM-
based storage system, on which we tested different parallel
distributed file systems. We compare the performance and energy
efficiency of x86 and ARM systems using several metrics. Analysis
of the different file systems on the ARM system shows that
energy efficiency highly depends on the architecture and the used
file system. Results show that while our ARM-based approach
currently provides less throughput per Watt for reads, it achieves
an approximately 174 % higher write efficiency when compared
to a traditional x86 Ceph cluster.

Keywords—energy efficiency; parallel distributed file systems;
x86; ARM

I. INTRODUCTION

Storage systems are scaled up steadily to satisfy increasing
storage demands, leading to growing energy consumption
[2]. High-Performance Computing (HPC) storage systems are
currently built from regular x86 servers, whose computing
power is not fully utilized by storage applications. Traditional
x86 servers feature a relatively high power consumption even
when idle: It is not uncommon to measure idle consumption
of more than 100 W for just the processor, main memory, and
mainboard. In comparison, low-power ARM computers are
often required to stay below 5–10 W maximum consumption
by design. To offset the high idle consumption of x86 servers,
they have to be equipped with large amounts of storage
devices, such as hard disk drives (HDDs) and solid-state disks
(SSDs). However, depending on the used network intercon-
nect, only a limited number of devices can be saturated. For
instance, on a 100 Gbit/s network, two to three Non-Volatile
Memory Express (NVMe) SSDs are enough to provide the
necessary throughput and more devices cannot be used to
their full extent. This proportion gets even worse on slower
networks.

Therefore, we evaluate the use of low-energy ARM-based
single-board computers (SBCs) as a replacement for traditional
servers in storage systems. To assess the feasibility of an
ARM-based storage system, we evaluated the ARM-based

cluster using CephFS, OrangeFS, MooseFS and GlusterFS.
We compared the performance and energy efficiency of the
different configurations to an OrangeFS test cluster at the
University of Hamburg, using different metrics and workloads.
Furthermore, we compared it to a productive CephFS cluster
running at the computer science faculty of the Otto von Gu-
ericke University Magdeburg, to validate the approach against
modern hardware.

The contributions of our paper are:
1) We propose to apply the energy-delay product, typically

used to evaluate the energy efficiency of computations,
as a metric for storage systems as well to measure energy
efficiency while still accounting for the performance
needed by HPC applications.

2) We show that low-power ARM-based storage clusters
can achieve throughput efficiencies comparable to, or
even exceeding, traditional x86 systems.

This paper is based on a previous conference paper [1].
Since then, we analyzed and tested two additional file systems,
MooseFS and GlusterFS, and interpreted the measured power
consumption with respect to performance and energy effi-
ciency. We also included one additional cluster with different
hardware characteristics in our evaluations.

The remainder of the paper is organized as follows. In
Section II, the used file systems are briefly described followed
by a summary of related works in Section III. Section IV
describes the benchmarks which were done and discusses
metrics that can be derived from the measurement data. Next,
in Section V all cluster setups, ARM and x86, are described,
followed by the presentation of the results. Results and setups
are discussed in Section VI. Section VII concludes the paper.

II. BACKGROUND

This section introduces background on used technologies,
such as the used parallel file systems. The information is
taken from the respective file system’s documentation if not
referenced otherwise.

A. Ceph

Ceph [3] is a popular, clustered object store, which is highly
scalable due to its Controlled Replication Under Scalable
Hashing (CRUSH) placement algorithm, which enables all
participating services, that can access the cluster map to locate
and place objects [4]. A typical Ceph cluster is made of Object
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Storage Devices (OSDs), monitoring and management ser-
vices. All components may be redundant to enable automatic
failover.

Apart from access through the library librados, many
interfaces might be used. The POSIX access via CephFS,
realized by additional Metadata Services (MDSs) interacting
with Ceph storage pools, is particularly interesting for HPC
systems. This is because POSIX is often used by scientific
high-level I/O libraries like HDF5 or NetCDF and ensures
portability of many applications. Even so, its semantics are
mostly too strict for typical HPC I/O requirements and can
impair performance [5]. CephFS has a rich feature set, includ-
ing replication, multiple storage pools, file systems, snapshots,
and high control over data placement.

B. OrangeFS

OrangeFS is a traditional parallel distributed file system
designed for HPC [6][7]. Only one type of server is needed,
which can handle both data and metadata, though it can be
configured to handle only one type.

In OrangeFS, data is striped according to a distribution
function that can be specified for each file. The default is
to start at a random server and use all servers in a round-
robin fashion with a stripe size of 64 KiB. Unlike Ceph, which
uses its own object store Bluestore [8], OrangeFS relies on a
separate local file system.

As of the current version, 2.9.8, there are no redundancy
features for data that is not marked as read-only, though this
is planned for OrangeFS version 3 [9]. Many interfaces may
be used to interact with OrangeFS. Most popular choices
include access via the OrangeFS Linux kernel module or direct
access using the library libpvfs2. Noteworthy is the direct
Message Passing Interface I/O (MPI-IO) support by using
ROMIO’s [10] Abstract-Device Interface for I/O (ADIO), for
which OrangeFS provides an implementation [11].

C. MooseFS

MooseFS [12] is a POSIX-compliant parallel distributed
file system designed for Big Data applications [13]. It makes
use of different server types for metadata and data storage,
monitoring and metadata backups.

Metadata is managed using the so-called master server for
any accesses and several metalogger servers for backup pur-
poses. Unlike in the other used parallel file systems, metadata
is completely held in memory. Persistency is guaranteed by
periodic on-disk backups and an on-disk journal for modifying
operations.

Data is striped with a hard-coded size of 64 MiB and
distributed to the chunk servers, which provide persistent
storage using the underlying local file system. The distribution
is random but prioritizes chunk servers with a lower load [14].
For data safety, each file has a replication goal.

D. GlusterFS

GlusterFS [15] is a parallel distributed file system for cloud
storage and media streaming. Like OrangeFS, GlusterFS has

only one type of server. All GlusterFS severs form a Trusted
Storage Pool (TSP), which provides attached storage, called
bricks, for volumes. Each volume creates its own namespace
that clients can mount. Multiple volumes of different types
may be created on top of a TSP.

The different volume types specify the distribution of data
in the cluster. Distributed and replicated volumes distribute
files without striping and are therefore not suitable for HPC
applications. However, dispersed volumes make use of striping
and provide data safety via redundant data blocks using erasure
coding. This type of volume provides the parallel access
needed to satisfy the performance requirements of parallel
applications. The block size depends on the number of storage
servers and the ratio of redundant blocks.

In GlusterFS, no separate metadata handling is needed be-
cause all participants can determine file positions by hashing.
Unix file metadata, like access time or permissions, is stored
in the inodes of the underlying file system. Other GlusterFS-
specific metadata is stored using extended file attributes. In
dispersed volumes, the metadata is duplicated to each file
fragment, which contains all blocks of that file on this server.
These file fragments are stored as a regular file on the servers.

Though GlusterFS is not specifically designed for HPC
applications the use of erasure coding via dispersed volumes
was interesting for the comparison with the other file systems.

III. STATE OF THE ART AND RELATED WORK

There have been various endeavors to measure and increase
the energy efficiency of large systems, as energy consump-
tion is becoming a possible constraint on HPC systems in
the future. Many different aspects have to be considered,
ranging from the system’s energy efficiency to the scalability
of the applications. As ARM processors aim to offer better
energy efficiency, they have been heavily studied across the
years [16–18]. Deployments, such as Fugaku [19], show that
they can provide competitive performance and even work in
exascale systems. Earlier research on systems like Tibidabo
at Barcelona Supercomputing Center indicated that single in-
struction, multiple data stream (SIMD) instructions limited to
single precision were a severe bottleneck for the performance
[17][18][20].

Energy efficiency is also a relevant aspect in distributed
systems, as examined for peer-to-peer systems. A survey
by Brienza et al. [21] showed that often simple energy
models were used, disregarding other hardware components
like intermediate routers. An early approach, and still very
prominent solution to energy savings in storage, is sending
idle peers to sleep [22]. However, it introduces problems when
the load varies. To have systems benefit from the increased
energy efficiency, in the long run, applications have to be
considered as well. The optimization towards energy efficiency
comes indeed with its challenges for applications [20][23–25].
Reducing the performance of a single core, in order to cap
the power consumption, means that scalability is of increased
importance [20].

201

International Journal on Advances in Software, vol 15 no 3 & 4, year 2022, http://www.iariajournals.org/software/

2022, © Copyright by authors, Published under agreement with IARIA - www.iaria.org



Gudu and Hardt evaluated the use of an ARM-based Ceph
cluster, made of Cubieboards, as a replacement for tradi-
tional network-attached storage (NAS) controllers [26]. They
measured the throughput of their cluster via Ceph’s Reliable
Autonomic Distributed Object store (RADOS) and RADOS
Block Device (RBD) access and found that the Cubieboard
cluster is a viable alternative to NAS controllers. However,
the limited network capabilities were the bottleneck of the
system.

Apart from using low-power hardware [27], there have been
efforts to reduce the power consumption of existing HPC
storage clusters [28][ 29]. For example, it was proposed to
assign subsets of storage clusters to individual users and only
run a specific subset at full power when an assigned user uses
the compute-cluster [30].

Considering that local file systems are often part of the stor-
age stack, their influence on energy efficiency and performance
were analyzed, in [31], using simulated workloads of web,
database, and file servers. It was found that the choice of file
system and its configuration greatly influence performance and
energy efficiency. However, no file system performed best for
all workloads.

In contrast to Gudu and Hardt, we measure data throughput
at the CephFS level and evaluate ARM-based clusters as a
replacement for HPC storage clusters.

IV. BENCHMARK AND METRICS

We measured the performance of the clusters for data-
throughput oriented workloads. The benchmark comprised
sequential, independent accesses from one to four clients using
IOR v3.3 [32] with the POSIX backend, individual files per
client and five iterations for each data point. The transfer size
was set to 4 MiB, which corresponds to the default stripe size
of CephFS and is aligned to the stripe size of the other parallel
file systems. On the x86-based Ceph cluster, 96 GiB were
written and read. The amount of data was reduced to 36 GiB
for the other two clusters to keep run-times manageable.

For every iteration of the measurements, the power con-
sumption of the storage cluster was measured using the
methods as described in Section V. As a result, several energy
efficiency metrics can be derived from the collected data.
However, choosing a specific metric is not trivial, as there
is no single optimal metric indicating energy efficiency [33].

We decided to compare the results obtained by using the
energy-delay product (EDP) [34], throughput per Watt and
capacity per Watt [35].

Throughput per Watt is a commonly used metric for eval-
uating and comparing storage energy efficiency. The trans-
ferred data may differ between systems, so it is well suited
to compare systems that greatly vary in their performance.
However, this metric alone is insufficient when analyzing and
optimizing storage systems, as no insight into performance is
given. Geveler et al. [23] found that for simulations, in some
cases, energy savings might lead to performance drops. In such
cases, they motivated using the EDP as a fused metric describ-
ing energy efficiency and performance at once. The EDP is

computed as the product of the total energy E consumed while
performing a task and the time t needed to complete the task
(Equation (1)). Depending on the performance requirements,
the time may be weighted [36]. As we want to focus on energy
consumption, we set w = 1.

EDP = E · tw, w ∈ N (1)

Though the energy-delay product was initially developed for
hardware design, it is also useful when evaluating software, as
done by Georgiou et al. [37]. Nevertheless, the amount of work
needs to stay constant to compare different systems, so only
the two ARM setups are compared using the EDP. Because
its unit is hard to interpret and even changes with different
weights, we normalized the EDP using the lowest value per
comparison.

The third metric considered measures the capacity of the
storage system per Watt. Because of growing storage demands
and, therefore, growing storage systems, optimizing systems
regarding this metric is critical for the cost-efficient and
environmentally friendly operation of data centers.

V. EVALUATION

In this section, the hardware and software setup is described,
followed by an analysis of the respective clusters’ theoretical
peak performance and the presentation of the results.

A. Reference Cluster 1

The first reference cluster is a five node subset of a research
cluster at the University of Hamburg. Each node has two Intel
Xeon X5650 CPUs, each featuring six cores at 2.67 GHz,
11 GB RAM, and two Intel 82574L Gigabit Network Interface
Cards (NICs). One node is equipped with a 250 GB Western
Digital WD2502ABYS HDD [38], while the other nodes are
equipped with a 250 GB Seagate ST3250318AS HDD [39]. A
ZES Zimmer LMG 450 power meter was used to measure the
power consumption of this setup. The five nodes consumed
460.21 W on average in idle state with a standard deviation
of 18.43 W, measured over one hour, with HDDs spun up.
The clients used to benchmark this reference cluster were four
servers of the same specification.

We used OrangeFS version 2.9.8 as file system for its
straightforward setup and good comparability to the ARM-
cluster. One node was used exclusively for metadata storage,
while the other four nodes provided data storage. The used
block size was the default of 64 KiB. The same configuration
of OrangeFS was later used on the ARM-based cluster.

B. Reference Cluster 2

The second reference cluster is a four-node subset of the
productive Ceph cluster running at the computer science
faculty at the Otto von Guericke University using Ceph 16.2.7
deployed as containers. Three nodes of the subset are part of
the Supermicro AS 2124BT-HNTR [40] multi-node system,
each of which is equipped with four Intel P4510 NVMe
SSDs [41]. The fourth server is a Gigabyte R282-Z94 [42]
equipped with one Intel P4510 NVMe SSD and eight Samsung
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MZQL23T8HCJS-00A07 NVMe SSDs [43]. All nodes are
connected by 100 Gbit Ethernet, with a separate 100 Gbit
network for communication between Ceph OSDs. Though
Ceph does not exclusively use the nodes, they are idle most
of the time. The average idle power consumption of the four
nodes was measured to be 699.3 W. This power measurement
was done on a Sunday since the servers are mostly idle
on the weekend. It lasted for one hour, starting at 14:00,
and had a standard deviation of 13.98 W. While running,
the benchmark power consumption peaked at 1,057 W. The
existing monitoring solution, gathering power samples over
IPMI every 15 seconds, was used to collect power samples.

For each SSD, two Ceph OSDs are deployed. The Ceph
monitor and a standby metadata service are located at the
Gigabyte server, while the active metadata service runs on
one of the Supermicro servers. Ceph pools use the default
replication settings and, therefore, produce three replicas of
the data and return to the client after two replicas are written.
The clients used for the benchmark were four servers equipped
with an AMD Epyc 7443, with 24 cores at 2.85 GHz, 128 GB
RAM, and 100 Gbit Ethernet.

C. ARM Cluster

a) Cluster Setup: The low-power cluster is built of six
Odroid HC4 nodes featuring the Amlogic S905X3 SoC, with
four cores at 1.8 GHz, 4 GiB DDR4 RAM, two SATA-3 ports,
and a 1 Gbit NIC [44] (see Figure 1). We decided to use the
Odroid HC4 instead of more typical SBCs like the Raspberry
Pi [45] due to its native SATA ports. Four of the nodes,
nodes A1–A4, are equipped with two 1 TB WD Black HDDs
[46] and one, node C, is equipped with two 512 GB Samsung
V-NAND SSD 860 PRO SSDs [47]. One exception was made
for GlusterFS, where the SSDs were exchanged with two
more HDDs. This decision will be discussed later on. The
last remaining node, node B, has no disks and is intended for
monitoring purposes. All nodes are connected to a Netgear
GS110EMX switch [48].

The ARM-cluster nodes run on Armbian Buster 21.08.8,
which uses Linux 5.10.81-meson64. Armbian [49] is a Linux
distribution based on Debian, which is modified and optimized
for use on SBCs. The pre-installed Petitboot was erased from
the HC4’s flash memory to use the uboot bootloader, which
is part of the Armbian image.

The complete cluster, including the switch, is powered by an
MW HRP450-15 PSU [50] and consumes 56.36 W, measured
over one hour with a standard deviation of 0.14 W, in idle state,
with HDDs spun up. For comparison with the reference cluster,
which does not include the switch in the power measurements,
we subtracted the average idle power of the switch, which
was measured to be 15.46 W, with a standard deviation of
1.13 W over one hour. The adjusted idle power consumption
of the ARM cluster, therefore, is 40.9 W. The highest peak in
power consumption measured while running the benchmark
was 63.68 W, which was observed for writes with four clients
and MooseFS.

For power measurements, the ZES Zimmer LMG 450 [51]
was used to measure the power consumption of the PSU for the
whole cluster. The power meter was connected to a BananaPi
M1 via USB, which collects samples with 20 Hz.

The clients used to perform the benchmark were four Dell
Precision 3650 Tower workstations [52] each with an Intel
Core i7-11700 CPU with 8 cores at 2.5 GHz, 8 GB RAM,
and a 1 Gbit NIC. They were connected via the network
infrastructure of the Max Planck Institute Magdeburg.

We used Debian Bullseye 5.10.46-5 on the clients, which
uses Linux 5.10.0-8. OpenMPI 4.1.0 with the included MPI-
I/O implementation OMPIO was installed from the Debian
Buster Repository for parallel benchmarks. All storage nodes
and clients use Network Time Protocol (NTP) to synchronize
their clocks with node C.

The network topology is visualized in Figure 1, where
dotted lines depict the devices included in the power mea-
surement.

b) Parallel File System Configuration: We compared
four different parallel file systems on the ARM cluster:
CephFS, OrangeFS, MooseFS and GlusterFS. Though not all
of them are originally designed for the same purpose and
workloads, they can be configured to perform reasonably well
for the parallel coordinated access. The different architectures
and features of the file systems were useful to determine the
capabilities of the ARM-based cluster.

We used Ceph version 14.2.21, which is available in the
Buster backports repository. One OSD was deployed for each
storage device. Node C, which was equipped with SSDs,
additionally ran one MDS. The Ceph monitor and management
daemon ran on node B, which has no disks attached. The two
storage pools needed for CephFS used different CRUSH rules
to distribute objects. While the data pool used all HDDs and
managed replicas on the node level, the metadata pool used the
two SSDs and managed replicas on the OSD level. Both pools
were configured to use 64 placement groups, to produce two
replicas and to return immediately after one replica is written.
The relaxed replication settings allowed a fairer comparison
with the other file systems.

We built OrangeFS version 2.9.8 with GCC version 8.3.0
and LMDB 0.9.22 from the Buster repository. As explained
above, OrangeFS has only a single type of daemon, which
was running on all nodes with disks. Metadata was stored by
the daemon, which was deployed on node C, while the other
nodes stored the data. As OrangeFS offers no data redundancy
for data that is not read-only, ZFS version 2.0.3 was used to
mirror disks locally.

We used MooseFS version 3.0.115, which is available
in the Buster backports repository. The chunk servers were
deployed on nodes A1–A4, the master server on node C and
the monitoring server on node B. As file deletes are always
asynchronous in MooseFS, deleted files will be removed in the
background after a certain time, called trash time. We made
sure to avoid overlapping reads and writes with background
file deletions by keeping the default trash time of 24 hours
and timed our benchmarks accordingly.
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Figure 1. This graphic shows the network topology of the ARM-based cluster. The storage nodes (A1–A4), the management node (B), the metadata node
(C), and the BananaPi with the power meter (D) are connected to the Netgear switch (E). The dotted lines indicate which devices are included in power

measurements. The storage cluster is connected to the clients (G1–G4) via the Max Planck Institute Magdeburg network infrastructure (F).

We built GlusterFS version 9.2 with GCC version 8.3.0.
All nodes with disks were part of a trusted storage pool. We
used one disk as brick per node, which was formatted with
XFS according to the recommendations from the GlusterFS
documentation [15]. Additionally, we exchanged the SSDs on
node C for HDDs of the same type as on nodes A1–A4, as
GlusterFS cannot benefit from multiple storage tiers within a
single volume. The dispersed volume was created using all
nodes in the TSP and a redundancy count of one, resulting in
a stripe size of 2 KiB. These changes for GlusterFS did not
change the theoretical peak performance, which is then bound
by the network throughput of the clients.

D. Theoretical Peak Performance

As can be seen in Table I, the theoretical peak performance
(TPP) of the ARM cluster is limited by the network throughput
of each node, which is not as high as the aggregated throughput
of all storage devices of the node. The same applies to
reference cluster 1.

Because no measurements could be made in the productive
reference cluster (reference cluster 2), the maximum through-
put of the components is taken from the respective datasheets.
Adding together the TPP of the two node types, its TPP is
44.04 GiB/s.

This analysis neglects metadata operations, which are, rea-
sonably, assumed not to limit the data throughput of the
cluster, for a few files in use. Furthermore, the table only
presents the performance for writes. However, as the network
already limits peak performance for the ARM cluster, and
aggregated throughput of the SSDs in Supermicro nodes of
the reference cluster is close to the network speed, the same
applies, approximately, to reads.

E. Results

The results of the performance and energy efficiency metrics
are shown in Figures 2 to 4. Each measurement was repeated

five times and the error bars depict the standard deviation of
those samples. The samples for the throughput per Watt metric
are computed by dividing each performance measurement by
the mean power consumption of its measurement iteration. As
explained above, the EDP is normalized by the lowest value
per comparison.

Figure 5 shows box plots of the distributions of measured
power samples during the last measurement iteration with 4
clients on the ARM cluster, to gain further insight into the
power consumption of the different parallel file systems.

The capacity metric shown in Figure 6 was computed using
the idle power consumption of the clusters and the raw storage
capacity. Nevertheless, the usable storage capacity depends
on the respective software setup. The ARM cluster achieved
0.178 TiB/W and the productive reference cluster (reference 2)
0.066 TiB/W. Reference cluster 1 is excluded from this metric,
because it is not designed as a storage cluster and therefore
not equipped with many high capacity storage devices.

VI. DISCUSSION

In this section, we discuss general aspects of our experi-
ments followed by a discussion on the results.

All results need to be seen in relation to the respective
systems’ cost, as the ARM cluster nodes and disks cost only
about C 1,350, while the reference cluster nodes and disks
cost around C 40,000. In addition, the reference cluster 2 only
uses NVMe SSDs, while the ARM-based cluster uses HDDs
for data object storage. Due to the low sampling rate of the
power measurements for the reference cluster 2, some spikes
in the energy consumption are possibly missed, resulting in
an underestimation. In contrast, power measurements on the
ARM-based cluster can be expected to overestimate the actual
power consumption of the nodes and disks, as only the average
idle power consumption of the switch is subtracted.

During previous experiments on a BananaPi M1 single-
board computer cluster, the deployment of traditional parallel
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Figure 5. Distribution of power samples for the last measurement iteration with 4 clients for reading (left) and writing (right). In addition to the quartiles,
the mean is depicted as green dashed line.
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TABLE I. THROUGHPUT OF COMPONENTS RELEVANT FOR THEORETICAL PEAK PERFORMANCE (TPP) THROUGHPUT

Cluster Network Throughput Storage Devices Storage Devices per Node # Nodes TPP
ARM 111.34 MiB/s 140.09 MiB/s 2 4 445.36 MiB/s

Reference 1 112.22 MiB/s 115.35 MiB/s 1 4 448.88 MiB/s
Reference 2 - Supermicro 11.64 GiB/s 2.70 GiB/s 4 3 32.4 GiB/s

Reference 2 - Gigabyte 11.64 GiB/s 2.70 GiB/s / 3.73 GiB/s 1+8 1 11.64 GiB/s

TABLE II. MAXIMUM THROUGHPUT OF ALL MEASUREMENT ITERATIONS
IN MIB/S AND PERCENT OF TPP.

System Write / % TPP Read / % TPP
ARM - CephFS 95.22 / 21.38 172.12 / 38.65

ARM - OrangeFS 289.23 / 64.94 296.82 / 66.65
ARM - MooseFS 365.57 / 82.08 291.41 / 65.43
ARM - GlusterFS 333.26 / 74.83 268.60 / 50.31

Reference 1 266.48 / 59.37 305.52 / 68.06
Reference 2 2322.47 / 5.15 5705.00 / 12.65

0.00 0.05 0.10 0.15 0.20
TiB/W

Reference 2
ARM

Figure 6. Storage capacity per Watt

file systems proved difficult on the unusual hardware. Tested
file systems were CephFS, OrangeFS and BeeGFS. Both
CephFS and BeeGFS needed small patches to run on the
setup. OrangeFS could not run the client on ARM 32-bit
using the upstream kernel module. Additionally, we observed
low read throughput if no direct I/O was used. For four
clients reading a 2 GiB file each, only 12.41 MiB/s could be
achieved. Consequently, measurements on OrangeFS are done
with direct I/O.

Our prototype cannot compete with the throughput of the
productive reference cluster 2. However, using reference clus-
ter 1 the performance of the ARM-based cluster seems com-
parable. We used these two references for different purposes.
While reference cluster 1 has nearly the same TPP, and is
therefore good to compare the performance of the different
file systems on different architectures, it is made of legacy
hardware and not built as a storage cluster. Because of this,
it is not beneficial as a reference for the energy efficiency.
Consequently, we used the second reference cluster, which is
made of modern hardware, to validate the ARM-based cluster
in terms of energy efficiency. For real world HPC applications,
more storage nodes would need to be added to the ARM-based
cluster to achieve higher throughput. This cluster was built as a
proof-of-concept for throughput efficiency and to gain insight
in ARM single-board computer storage clusters.

The different read and write sizes on both setups were
chosen to achieve reasonable run-times of the benchmarks on
both settings. Neither throughput nor throughput efficiency are
influenced by the different amounts of transferred data if run-
times are long enough.

A. Performance

All clusters show good throughput scaling when adding
more clients. Exceptions occur for writes. On the second

reference cluster, one client achieves close to the observed
maximum performance, and no further improvement can be
seen when adding more clients. On the CephFS setup, on
the ARM-based cluster, the situation is even worse, as per-
formance drops for more clients. Both Ceph-based systems
only reached a fraction of the theoretical peak performance,
as can be seen in Table II. For the ARM cluster, this is
most likely related to data replication over the public network.
This hypothesis is supported by the fact that Ceph OSDs
reported slow operation warnings due to waiting times for
sub-operations. As pointed out by Just [53], the Ceph OSD
service utilizes many threads, which could lead to performance
issues for a few cores, as context switches introduce additional
overhead. Ceph’s behaviour is strongly influenced by the
number of placement groups per OSD [3]. While a higher
ratio of placement groups to OSDs ensures a balanced data
distribution, management of each placement group consumes
memory and CPU time. To minimize overhead, we set both
pools to 64 placement groups. The number of placement
groups per OSD also influences recovery behavior for larger
clusters as more placement groups need to be replicated in case
of a server crash. Further experiments are needed to evaluate
different placement group counts and placement group to OSD
ratios for productive usage of Ceph on large ARM clusters.

Nevertheless, replication cannot explain the performance
drop for the second reference cluster, which needs further
investigation. One impacting factor for reads was that only
one process per client was used, resulting in only one network
stream, insufficient to saturate the network. This decision was
made for comparability with the ARM cluster.

Both Ceph-based systems might be impacted by CephFS’
lazy deletes [3], which are done asynchronously by an MDS
and probably overlapped with reads and writes, resulting in
lower throughput.

OrangeFS performs better than CephFS on ARM in nearly
all measurements. In contrast to CephFS, the OrangeFS dae-
mon is lightweight and does not use many threads. Therefore,
context switches introduce less overhead on low core counts.
Because no replication is done between nodes, less data needs
to be transferred via the network, and the management of
replicas does not consume resources. The downside is that
faults of nodes can lead to data loss. Even though performance
is higher compared to CephFS, only about 60 % of the TPP
(see Table II) can be achieved.

MooseFS behaved similar to OrangeFS overall. However,
it achieved the maximum of write throughput of all mea-
surements at 82.08% of TPP, see Table II. Nevertheless, a
disadvantage from the perspective of a single user might be
the asynchronous deletion of files in the background, because
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this overlapping workload reduces the performance of parallel
I/O. Different parameters on how background operations are
performed are available in MooseFS. Further tuning of the
system is needed to show if this problem can be mitigated.

Although GlusterFS is not designed for these parallel co-
ordinated accesses its overall performance was comparable to
OrangeFS on the ARM-based cluster. Its performance does not
seem to be impaired by the small stripe size of only 2 KiB.
However, it also had an advantage compared to the other file
systems because one additional server was available for data
storage resulting in lower I/O stress per node. On the other
hand, due to redundant data blocks added by erasure coding,
each node received the same amount of data to write as with
OrangeFS and MooseFS.

While most of its volume types are not suitable for HPC
workloads, dispersed volumes enable parallel access to multi-
ple servers within one file and ensure data safety using erasure
coding. In contrast to replication, erasure coding will not
duplicate all of the data blocks, but add redundant blocks.
Thus, it is more space efficient and puts less stress on the
network than replication.

The disadvantage of this volume type in GlusterFS is that
the stripe size depends on the number of bricks in the volume
and the desired redundancy count. Scaling up such systems,
without changing the stripe size, can be accomplished by
combining volume types. Multiple dispersed volumes can be
part of a single distributed volume, which would distribute
whole files to the different dispersed volumes.

All tested file systems on the ARM cluster can certainly be
tuned for higher throughput. Many settings of different storage
layers influence their behavior. On top of that, the interactions
between the layers are non-trivial. For example, let us look
at OrangeFS: Tuning the stripe size and the record size of
ZFS can be a first optimization. Compared to the defaults
of other parallel file systems, OrangeFS has a relatively low
default stripe size of 64 KiB. Further benchmarks should be
done to evaluate bigger stripes, which could result in larger
disk accesses depending on server-side cache size and cache
times. As shown by traces of MPI-IO calls and OrangeFS’
internal Trove layer, which does the actual disk I/O, single
client-side write calls can result in multiple server-side Trove
write calls [54]. Those should align to ZFS record sizes, if
possible, to minimize read-modify-write cycles. Additionally
other local file systems (e.g., XFS, BTRFS) and layers for local
disk mirroring (e.g., LVM, MDADM) could be evaluated.

B. Energy Efficiency

While the ARM-based cluster was hardly comparable with
the second reference cluster in terms of performance, its
energy efficiency and throughput per Watt was similar to
or even exceeded the second reference for all file systems
except CephFS. In contrast, the first reference cluster shows
devastating energy efficiency. The reason for this is the high
energy consumption while only operating on a 1 Gbit/s net-
work and therefore showing similar performance to the ARM-
based cluster.

Apart from the first reference cluster, the energy efficiency
plots resemble the performance plots in the relations between
the file systems. This similarity suggests that energy efficiency
on the ARM-based cluster was mostly determined by perfor-
mance and resulting run-times of the operations.

To determine whether there are more differences between
the systems than performance and resulting run-times, we
took a look at the measured power consumption during the
last measurement iteration with 4 clients, which can be seen
in Figure 5. File systems that showed a higher throughput
and energy efficiency, also consumed more power during the
benchmarks. This pattern indicates that a higher hardware
utilization leads to better performance and ultimately higher
energy efficiency. CephsFS, for example, was possibly not
able to fully utilize the disks on the nodes, due to the OSDs’
overhead, which led to lower power consumption of disks, but
also to lower throughput. GlusterFS, on the other hand, had
the highest power consumption, which, in combination with
its high throughput, suggests a high hardware utilization. Even
so, GlusterFS’ power consumption is slightly higher, here,
because two SSDs were swapped for HDDs.

Overall, the ARM cluster’s low idle power and maximum
power consumption allow for usage of the cluster in places or
situations where power restrictions apply, enabling the usage
as a mobile storage solution.

In terms of capacity per Watt, the ARM cluster is superior
to the second reference cluster, achieving 2.68 times more
TB per Watt. However, this result could easily be changed
by using higher capacity disks on both clusters. For a more
sophisticated comparison between the system architectures in
this regard, the power consumption of the server nodes should
be measured separated from the disks as done by Gudu and
Hardt [26] resulting in a storage controller energy efficiency
metric. Nevertheless, this metric is useful for optimizing
existing storage solutions.

C. Energy-Delay Product

Compared to the other metrics, the EDP, as shown in
Figure 4 is a fused metric that measures performance and
energy efficiency at once. The use of this metric for tuning
storage systems enforces that balanced configurations are
found. Neither performance nor energy-saving efforts are
neglected in favor of the other. One example is given by
the first reference cluster and CephFS on the ARM-based
cluster, see Figure 4. While CephFS had low performance
but also a low power consumption its EDP is lower at first.
Nevertheless, with more clients the first reference cluster starts
to gain advantage because performance starts to out weigh
energy consumption.

Even so, for practical applications the weight of the EDP
has to be chosen carefully. To evaluate HPC applications one
would likely choose higher weights to put more focus on per-
formance. Another problem is imposed by great fluctuations
of the measured EDP for repeated measurements, which are
even amplified when a larger weight is chosen. This could be
mitigated by using shorter benchmarks and more repetitions.
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VII. CONCLUSION AND FUTURE WORK

We evaluated different file systems for HPC workloads on
two reference clusters, based on traditional x86 servers, and
an ARM-based low-power cluster. We compared the results in
terms of throughput and efficiency. The ARM cluster is able
to provide more than twice as much TB per Watt compared
to the reference cluster and can achieve similar throughput
efficiency. OrangeFS, MooseFS and GlusterFS have been
shown to perform better than CephFS on the ARM cluster.
Due to the low idle power consumption and low power
peaks, ARM-based storage solutions are helpful in situations
where power restrictions apply, for example, when used as a
mobile storage cluster. In summary, we have shown that the
energy efficiency of storage solutions depends significantly on
both the used architecture and the file system. Lightweight
solutions can reduce energy consumption and thus cost, which
is becoming increasingly important due to the exponentially
growing volumes of data.

As a next step, we will evaluate the ARM-based cluster
using other workloads that are of interest. Examples of such
workloads are metadata-focused workloads and mixed work-
loads that would be produced by multiple users accessing the
storage cluster in an uncoordinated manner. Such workloads
will show whether ARM-based storage clusters with many
small nodes can generally replace traditional storage clusters,
or whether they are more suitable for smaller or special
purpose systems. For this reason, throughput scaling of the
ARM cluster while adding more storage nodes also needs to
be measured.

ACKNOWLEDGMENT

This work is partly funded by the Deutsche
Forschungsgemeinschaft (DFG, German Research Foundation)
– 417705296. More information about the CoSEMoS (Coupled
Storage System for Efficient Management of Self-Describing
Data Formats) project can be found at https://cosemos.de.

REFERENCES

[1] T. L. Erxleben, K. Duwe, J. Saak, M. Köhler, and
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Abstract—In software engineering, measuring software func-
tional size via the IFPUG (International Function Point Users
Group) Function Point Analysis using the standard manual
process can be a long and expensive activity, which is possible
only when functional user requirements are known completely
and in detail. To solve this problem, several early estimation
methods have been proposed and have become de facto standard
processes. Among these, a prominent one is High-level Function
Point Analysis. Recently, the Simple Function Point method has
been released by IFPUG; although it is a proper measurement
method, it has a great level of convertibility to traditional Func-
tion Points and may be used as an estimation method. Both High-
level Function Point Analysis and Simple Function Point skip
the activities needed to weight data and transaction functions,
thus enabling lightweight measurement based on coarse-grained
requirements specifications. This makes the process faster and
cheaper, but yields approximate measures. The accuracy of
the mentioned method has been evaluated, also via large-scale
empirical studies, showing that the yielded approximate measures
are sufficiently accurate for practical usage. In this paper, locally
weighted regression is applied to the problem outlined above.
This empirical study shows that estimates obtained via locally
weighted regression are more accurate than those obtained via
High-level Function Point Analysis, but are not substantially
better than those yielded by alternative estimation methods using
linear regression. The Simple Function Point method appears to
yield measures that are well correlated with those obtained via
standard measurement. In conclusion, locally weighted regression
appears to be effective and accurate enough for estimating
software functional size.

Index Terms—Function Point Analysis, Early Size Estimation,
High-level FPA, Simple Function Points, LOcally Estimated
Scatterplot Smoothing (LOESS)

I. INTRODUCTION

This paper extends a previous study that examined a single
functional measure dataset [1].

In the late seventies, Allan Albrecht introduced Function
Points Analysis (FPA) at IBM [2], as a means to measure
the functional size of software, with special reference to the
“functional content” delivered by software providers. Albrecht
aimed at defining a measure that might be correlated to the
value of software from the perspective of a user, and could
also be useful to assess the cost of developing software
applications, based on functional user requirements.

FPA is a Functional Size Measurement Method (FSMM),
compliant with the ISO/IEC 14143 standard, for measuring the

size of a software application in the early stages of a project,
generally before actual development starts. Accordingly, soft-
ware size measures expressed in Function Points (FP) are often
used for cost estimation.

The International Function Points User Group (IFPUG)
is an association that keeps FPA up to date, publishes the
official FP counting manual [3], and certifies professional
FP counters. Unfortunately, in some conditions, performing
the standard IFPUG measurement process may be too long
and expensive, with respect to management needs, because
standard FP measurement can be performed only when rel-
atively complete and detailed requirements specifications are
available, while functional measures could be needed much
earlier for management purposes.

Many methods were invented and used to provide estimates
of functional size measures, based on fewer or coarser-grained
information than required by standard FPA. These methods are
applied very early in software projects, even before deciding
what process (e.g., agile or waterfall) will be used. One of
these methods is the High-level FPA (HLFPA) method [4],
which was developed by NESMA under the name of “NESMA
estimated” method [5].

In 2010, a new FSMM called Simple Function Point (SiFP)
was developed by Meli [6]. In 2019, IFPUG acquired the
method and in 2021 the IFPUG branded Simple Function Point
(SFP) method was delivered to the market [7].

HLFPA and SiFP have been evaluated by several studies,
which found that the methods are usable in practice to ap-
proximate traditional FPA values, since they yield reasonably
accurate estimates. However, the question if it is possible to
get more accurate estimates from the basic information used
by HLFPA remains open.

In this paper, we evaluate—via an empirical study—the us-
age of LOESS (LOcally Estimated Scatterplot Smoothing)—
also known as LOWESS (LOcally WEighted Scatterplot
Smoothing)—to build models that can be used for early
estimation of functional size.

We also compare the standard IFPUG FPA measures, the
estimates obtained via HLFPA and the estimates obtained
via alternative methods (linear regression models and LOESS
models) with the measures obtained via the Simple Function
Point (SFP) method. SFP is a lightweight method that has
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also been adopted by IFPUG as an alternative to full-fledged
FPA. SFP measurement requires even less time and effort than
HLFPA, and it usually yields measures that are very well
correlated with IFPUG standard measures.

The work presented here extends previous work [1] by using
two datasets to evaluate functional size estimation methods.
Specifically, the availability of two datasets allows for cross-
dataset evaluations. That is, one dataset is used as the training
set, and the other one is used as the test set. This is particularly
interesting for practitioners that do not own historical data: our
results show that by using a “foreign” dataset for training, it
is possible to obtain estimates that appear accurate enough for
being used in practice.

In general, the findings reported in this paper contribute to
increase our knowledge of the techniques that are available for
functional size estimation, their applicability conditions, and
the accuracy of the results that can be expected.

The remainder of the paper is organized as follows.
Section II provides an overview of functional size measure-
ment methods, and other background information. Section III
describes the empirical study and its results. In Section IV
the results obtained in the empirical study are discussed, from
the technical and managerial points of view. In Section V,
we discuss the threats to the validity of the study. Section VI
reports about related work. Finally, in Section VII, we draw
some conclusions and outline future work.

Note that FPA defines both unadjusted FP (UFP) and
adjusted FP. The former are a measure of functional require-
ments. The latter are obtained by correcting unadjusted FP in
order to get an indicator that is expected to be better correlated
to development effort. Noticeably, the ISO standardized only
unadjusted FP, recognizing UFP as a proper measure of
functional requirements [8]. Following the ISO, in this paper
we deal only with UFP, even when we speak generically of
Function Points or FP. As a matter of fact, also HLFPA aims
at providing measures that are compatible with UFP, and not
with adjusted FP.

II. BACKGROUND

Function Point Analysis was originally introduced by Al-
brecht to measure the size of data-processing systems from
the point of view of end-users, with the goal of estimating
the value of an application and the development effort [2].
The fortunes of this measure led to the creation of the IFPUG
(International Function Points User Group), which maintains
the method and certifies professional measurers.

The “amount of functionality” released to the user can be
evaluated by taking into account 1) the data used by the appli-
cation to provide the required functions, and 2) the transactions
(i.e., operations that involve data crossing the boundaries of
the application) through which the functionality is delivered to
the user. Both data and transactions are counted on the basis
of Functional User Requirements (FURs) specifications, and
constitute the IFPUG Function Points measure.

FURs are modeled as a set of base functional components
(BFCs), which are the measurable elements of FURs: each of

the identified BFCs is measured, and the size of the application
is obtained as the sum of the sizes of BFCs. IFPUG BFCs
are: data functions (also known as logical files), which are
classified into internal logical files (ILF) and external interface
files (EIF); and elementary processes (EP)—also known as
transaction functions—which are classified into external in-
puts (EI), external outputs (EO), and external inquiries (EQ),
according to the activities carried out within the considered
process and the primary intent.

The complexity of a data function (ILF or EIF) depends on
the Record Element Types (RETs), which indicate how many
types of variations (e.g., sub-classes, in object-oriented terms)
exist per logical data file, and Data Element Types (DETs),
which indicate how many types of elementary information
(e.g., attributes, in object-oriented terms) are contained in the
given logical data file.

The complexity of a transaction depends on the number of
FTRs—i.e., the number of File Types Referenced while per-
forming the required operation—and the number of DETs—
i.e., the number of types of elementary data—that the con-
sidered transaction sends and receives across the boundaries
of the application. Details concerning the determination of
complexity can be found in the official documentation [3].

The core of FPA involves three main activities:
1) Identifying data and transaction functions.
2) Classifying data functions as ILF or EIF and transactions

as EI, EO or EQ.
3) Determining the complexity of each data or transaction

function.
The first two of these activities can be carried out even if

the FURs have not yet been fully detailed. On the contrary,
activity 3 requires that all details are available, so that FP
measurers can determine the number of RET or FTR and DET
involved in every function. Activity 3 is relatively time- and
effort-consuming [9].

HLFPA does not require activity 3, thus allowing for size
estimation when FURs are not fully detailed: it only requires
that the complete sets of data and transaction functions are
identified and classified.

The SFP method [7] does not require activities 2 and 3: it
only requires that the complete sets of data and transaction
functions are identified.

Both the HLFPA and SFP methods let measurers skip the
most time- and effort-consuming activity, which also needs
that requirements are fully specified; thus both methods are
relatively fast and cheap. The SFP method does not even
require classification, making size estimation even faster and
less subjective (since different measurers can sometimes clas-
sify differently the same transaction, based on the subjective
perception of the transaction’s primary intent).

A. The High-level FPA method

NESMA defined two size estimation methods: the ‘NESMA
Indicative’ and the ‘NESMA Estimated’ methods. IFPUG
adopted these methods as early function point analysis meth-
ods, under the names of ‘Indicative FPA’ and ‘High-level FPA,’
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respectively [4]. The Indicative FPA method proved definitely
less accurate [10], [11]. Hence, in this paper, we consider only
the High-level FPA method.

The High-level FPA method requires the identification and
classification of all data and transaction functions, but does not
require the assessment of the complexity of functions: ILF and
EIF are assumed to be of low complexity, while EI, EQ and
EO are assumed to be of average complexity. Hence, estimated
size is computed as follows:

EstSizeUFP = 7 #ILF+5 #EIF+4 #EI+5 #EO+4 #EQ (1)

where #ILF is the number of data functions of type ILF, #EI is
the number of transaction functions of type EI, etc.

B. The Simple Function Point Method

The Simple Function Point measurement method [6] [7]
has been specifically designed to be agile, fast, lightweight,
easy to use, and with minimal impact on software development
processes. It is easy to learn and provides reliable, repeatable,
and objective results. Like IFPUG FPA, it is independent of
the technologies used and technical design principles.

SFP requires only the identification of Elementary Processes
(EP) and Logical Files (LF), based on the following assump-
tions: 1) a user gives value to a BFC as a whole independently
of internal organization and details, and 2) a cost model based
on SFP shows a precision that is comparable to that of a cost
model based on a detailed FPA measure. The latter assumption
has been verified by different studies [12] [13].

SFP assigns a numeric value directly to these BFCs:

SFP = 7 #LF + 4.6 #EP (2)

thus significantly speeding up the functional sizing process,
at the expense of ignoring the domain data model, and the
primary intent of each Elementary Process.

The weights for each BFC were originally given to achieve
the best possible approximation of FPA but as long as the
method has become a measurement method, those weights
became constants, which are not subject to update or change
for approximation reasons and that are crystallized for stability,
repeatability and comparability reasons. We can approximate
the FPA by setting EstSizeUFP = SFP.

III. EMPIRICAL STUDY

A. The Datasets

In the empirical study, we use two datasets. The first is
an ISBSG dataset [14], which was also used previously to
evaluate SFP [12]; this is the dataset we used in our original
work [1].

The second dataset includes data from software projects
developed and used by a Chinese financial enterprise (hence,
sometimes we make reference to this dataset as the “Chinese”
dataset). These data are subject to non-disclosure agreement,
therefore we cannot publish them in a replication package.
Also the Chinese dataset was used previously [15], [16] in
studies concerning the estimation of functional size measures.

Both datasets contain several small project data. As a
matter of fact, estimating the size of small projects is not
very interesting. Therefore, we removed from the dataset the
projects smaller than 200 UFP. The resulting ISBSG dataset
includes data from 110 projects having size in the [207, 4202]
range. Some descriptive statistics for this dataset are given in
Table I (where all values are rounded to integer).

TABLE I
DESCRIPTIVE STATISTICS FOR THE ISBSG DATASET.

UFP HLFPA SFP #EI #EO #EQ #ILF #EIF #LF #EP
Mean 976 888 971 43 46 46 26 24 50 135
StDev 842 739 785 38 71 51 22 23 39 123
Median 639 607 674 29 17 32 20 18 37 82
Min 207 202 223 0 0 0 0 1 12 14
Max 4202 3755 4257 204 442 366 100 172 234 656

While the ISBSG dataset contains data form projects not
greater than 4202 UFP, the Chinese dataset contains data
also from much larger projects (up to a few thousands UFP).
However, to make the results obtained with the two datasets
comparable, we used a subset of the Chinese dataset, so that
the size range covered by the two datasets is the same. Some
descriptive statistics of the resulting dataset (which accounts
for 276 projects) are given in Table II (where all values are
rounded to integer).

TABLE II
DESCRIPTIVE STATISTICS FOR THE CHINESE DATASET.

UFP HLFPA SFP #EI #EO #EQ #ILF #EIF #LF #EP
Mean 1357 1323 1452 34 14 111 44 87 48 242
Sd 1040 1038 1141 39 23 101 60 101 52 200
Median 1041 984 1074 21 4 80 24 52 29 171
Min 200 142 154 0 0 0 0 0 0 2
Max 4079 4689 5349 220 144 524 428 712 276 997

B. Method used

We built models of functional size using LOESS (locally
estimated scatterplot smoothing) [17]. LOESS belongs to the
family of computational methods, based on least squares
regression, for the estimation of functions fitting subsets of
points of a dataset, without the need to yield a global function
as a model. The way it works is capturing the local variability
of neighbour points of the current point analyzed, in order to
build up a function that describes the deterministic part of the
variation in the data, point by point. For this reason, it is said to
combine k-nearest-neighbor-based models into a meta-model.
The regression can be linear and non-linear, i.e., polynomial.
The mechanism of neighbours selection depends on a smooth-
ing parameter, α, which determines the inclusion span of point
neighbours to be included in the fitting polynomial function.
A polynomial function of zero degree turns the LOESS curve
method into a mobile average smoothing curve. A weighted
variant of LOESS is called LOWESS, which stands for “lo-
cally weighted scatterplot smoothing”. In this variant, local
points are weighted for relevance with respect to the analyzed
point, which is proportional to the variance brought by each

213

International Journal on Advances in Software, vol 15 no 3 & 4, year 2022, http://www.iariajournals.org/software/

2022, © Copyright by authors, Published under agreement with IARIA - www.iaria.org



point, with the nearest point receiving more importance and
the furthest ones having less importance during models fitting.

C. Procedure

The analysis was carried out using the R programming
language and environment [18]. Specifically, we used the
loess function from the Stats package, which is provided
as part of the system libraries.

Through the span parameter, the loess function makes it
possible to control the degree of smoothing. In the empirical
study, we tried different values for the span parameter,
namely 0.5, 0.75 and 0.95.

We aimed at building models using the same five variables
(#EI, #EO, #EQ, #ILF, #EIF) used by HLFPA. However, the
loess function from the Stats package does not allow
more than 4 independent variables. To overcome this problem,
we observe that in the HLFPA method, #EI and #EQ get the
same weight; therefore, it is conceivable to consider EIs and
EQs as a single class of transactions (only as far as size
estimation is concerned). Accordingly, for each project we
compute #EIQ = #EI + #EQ. Then we use four independent
variables (#EO, #EIQ, #ILF, #EIF) to build size models via
LOESS. In addition, we built models that use the same two
variables (#LF and #EP) used by SFP. We also built Ordinary
Least Square (OLS) linear regression models.

The evaluation was carried out via 10-time 10-fold cross
validation. For all the estimates obtained from 10-time 10-
fold cross validation, we compute estimation errors and a few
indicators, as follows. The error (alias residual) for the ith

estimation is defined as eei=Si−Ei, where Si is the actual
size of the element involved in the ith estimation (i.e., the size
measured according to the IFPUG standard process) and Ei

is the estimated size. The computed indicators are:

• MAR is the Mean of Absolute Residuals, i.e., MAR =
1
n

∑n
i=0 |eei|, where n is the number of estimates.

• MR is the MAR divided by the mean size 1
n

∑n
i=0 Si. It

gives an idea of the relative importance or the estimation
errors.

• MdAR is the median of absolute residuals.
• MdR is MdAR divided by the median size. It gives an

idea of the relative importance or the estimation errors,
while taking into account that the distribution of sizes is
skewed.

• MMRE is the mean magnitude of relative errors.
MMRE = 1

n

∑n
i=0 |rei|, where rei =

eei
Si

is the relative
error. MMRE has been widely criticized as a biased
metric [19]: we report it for completeness. At any rate,
we also report MR, which is not a biased metric, since
the mean size is a characteristic of the given dataset: MR
is a sort of normalization of the MAR.

• MdMRE is the median magnitude of relative errors.
• Finally, R2 (the coefficient of determination) is given,

since it is a quite reliable indicator of the models’
accuracy [20].

To assess the effect size, we use the non-parametric statistic
A by Vargha and Delaney [21], as provided by the R package
effsize [22].

To evaluate if the estimates provided by a method are
significantly better than those provided by another method, we
tested the statistical significance of the differences among ab-
solute errors yielded by the considered methods [19]. Namely,
we compared the absolute residuals via Wilcoxon sign rank
test [23] (using the wilcox.test function from the R
Stats package).

D. Evaluation procedure

Our study was carried out in two steps, the first one dealing
with within-dataset and the second one with cross-dataset
evaluation.

The within-dataset evaluation was carried out using the
ISBSG dataset (as reported [1]) and the Chinese dataset. In
both cases, we carried out 10-times 10-fold cross validation. In
the process, we did not always get usable results. Specifically,
via OLS regression we sometimes obtained invalid models
(e.g., models with not normally distributed residuals); via
LOESS we obtained models that did not support estimation
in extreme cases, i.e., for too large or too small independent
variables. All these cases were not evaluated. They are a strict
minority, hence the reported results represent the most likely
outcome of estimation in practice.

Cross-dataset evaluation was straightforward: we built a
model (for each of the considered types) using the ISBSG
dataset as the training set, and evaluated it using the Chinese
dataset as the test set. This operation was then repeated using
the Chinese dataset for training and the ISBSG dataset for
testing.

E. Results of within-dataset evaluations

This section reports the results obtained for the within-
dataset evaluations obtained using first the ISBSG dataset, and
then the Chinese dataset.

Results obtained with the ISBSG dataset

The accuracy indicators computed over the estimates that
were obtained for the ISBSG dataset are given in Table III.
Models LMv are built using OLS regression using v inde-
pendent variables; models LWMv (where LWM stands for
Locally Weighted Model) are built using LOESS, based on
v independent variables. For LWMv we give in parentheses
the value of the span value.

Table III suggests that OLS linear models provide quite
good estimates. Surprisingly, LM4, i.e., the model based on
#EO, #EIQ, #ILF, #EIF achieves better results than the LM5,
i.e., the model based on #EO, #EI, #EQ, #ILF, #EIF.

We can also observe that estimation accuracy of LWM
models varies with the span; specifically, accuracy improves
with span. However, the improvement is modest for LWM2
(MAR decreases from 91.4 to 86.6), while it is quite large
for LWM4 (MAR decreases from 93.7 to 55.6). Overall, it
seems that when LOESS is used with two variables it is not
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TABLE III
WITHIN-DATASET EVALUATION USING THE ISBSG DATASET: ACCURACY

INDICATORS.

MAR MR MdAR MdR MMRE MdMRE R2

HLFPA 103.8 0.106 58.0 0.091 0.097 0.084 0.966
SFP 87.1 0.089 60.5 0.095 0.105 0.078 0.978
LM5 62.0 0.064 40.6 0.064 0.074 0.057 0.985
LM4 58.2 0.060 39.0 0.061 0.071 0.055 0.987
LM2 91.6 0.096 52.2 0.089 0.096 0.084 0.971
LWM4(0.5) 93.7 0.107 53.5 0.089 0.109 0.089 0.943
LWM2(0.5) 91.4 0.099 56.5 0.089 0.103 0.082 0.940
LWM4(0.75) 66.5 0.076 39.5 0.066 0.082 0.068 0.972
LWM2(0.75) 88.7 0.096 58.2 0.091 0.101 0.075 0.950
LWM4(0.95) 55.6 0.064 37.4 0.062 0.073 0.064 0.984
LWM2(0.95) 86.6 0.094 53.9 0.085 0.096 0.072 0.958

able to substantially improve the estimates provided by LM2;
instead, LOESS used with four variables achieves good results,
provided that span is sufficiently large. In fact, the minimum
MAR is achieved by LWM4 with span=0.95.

It can also be observed that SFP measures provide an
approximation that is better than HLFPA’s, and not much
worse than the best estimators’. Considering that SFP uses
fixed weights and does not even require classifying data and
transactions, and that the method is not specifically intended
to approximate IFPUG measures, this is a quite remarkable
result.

The results of the Wilcoxon sign rank test (which are all
statistically significant at the usual α = 0.05 level) are given
in Table IV, where symbol “>” (respectively, “<” and “=”)
in the cell at row i and column j indicates that the model
in row i has greater (respectively, smaller and equal) absolute
residuals than the model in column j.

TABLE IV
WITHIN-DATASET EVALUATION USING THE ISBSG DATASET:

COMPARISON OF MODELS’ ABSOLUTE RESIDUALS VIA WILCOXON SIGN
RANK TEST.

HLFPA SFP LM5 LM4 LM2 LWM4 LWM2 LWM4 LWM2 LWM4 LWM2
(0.5) (0.5) (0.75) (0.75) (0.95) (0.95)

HLFPA – > > > > > > > > > >
SFP < – > > > = > > > > >
LM5 < < – > < < < < < > <
LM4 < < < – < < < < < < <
LM2 < < > > – < < > = > >
LWM4(.5) < = > > > – = > > > >
LWM2(.5) < < > > > = – > > > >
LWM4(.75) < < > > < < < – < > <
LWM2(.75) < < > > = < < > – > >
LWM4(.95) < < < > < < < < < – <
LWM2(.95) < < > > < < < > < > –

To assess the effect size, we use the non-parametric statistic
A by Vargha and Delaney [21], as provided by the R package
effsize [22]. We obtained the results given in Table V,
where each numeric result is accompanied by its interpreta-
tion [22]: ‘n’ and ‘s’ indicate negligible and small effect size,
respectively.

LWM4(0.95) appears to be the best model according to
MAR (Table III). However, According to the Wilcoxon sign
rank test, LM4 is the most accurate model. The disagreement
between this two indications is explained by Vargha and
Delaney’s A, which is 0.51 for LM4 vs. LWM4(0.95), showing

that the size effect is practically nil, i.e., LM4 is better, but by
a practically irrelevant extent.

Finally, we look into the error distributions yielded by the
estimation methods that we used in the study.

Figure 1 shows the boxplots of estimation errors for each
of the used methods. It can be noticed that LWM2 models
provide exceedingly large errors in a few cases.

Fig. 1. Within-dataset evaluation using the ISBSG dataset: error boxplots.

Figure 2 provides the same information as Figure 1, but
omitting outliers. It can be seen that the various models do not
yield dramatically different accuracy levels, when the outliers
are excluded. However, it is noteworthy that HLFPA tends
to underestimate (as already noted in [16]). The other models
provide more balanced errors, with medians very close to zero.

Fig. 2. Within-dataset evaluation using the ISBSG dataset: error boxplots (no
outliers).

Figure 3 shows the boxplots of absolute estimation errors
for each of the used methods, excluding outliers. The mean
absolute error (i.e., the MAR) is shown as an orange diamond.
Also according to Figure 3, LM4, LM5 and LWM4(0.95) are
the most accurate models.
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TABLE V
WITHIN-DATASET EVALUATION USING THE ISBSG DATASET: EFFECT SIZE ACCORDING TO VARGHA AND DELANEY’S A.

HLFPA SFP LM5 LM4 LM2 LWM4 LWM2 LWM4 LWM2 LWM4 LWM2
(0.5) (0.5) (0.75) (0.75) (0.95) (0.95)

HLFPA NA 0.52(n) 0.61(s) 0.62(s) 0.54(n) 0.53(n) 0.53(n) 0.59(s) 0.55(n) 0.61(s) 0.56(n)
SFP 0.48(n) NA 0.60(s) 0.62(s) 0.52(n) 0.51(n) 0.51(n) 0.58(s) 0.53(n) 0.60(s) 0.54(n)
LM5 0.39(s) 0.40(s) NA 0.52(n) 0.44(n) 0.42(s) 0.42(s) 0.49(n) 0.43(n) 0.51(n) 0.45(n)
LM4 0.38(s) 0.38(s) 0.48(n) NA 0.42(s) 0.40(s) 0.40(s) 0.47(n) 0.42(s) 0.49(n) 0.43(n)
LM2 0.46(n) 0.48(n) 0.56(n) 0.58(s) NA 0.48(n) 0.49(n) 0.55(n) 0.50(n) 0.57(n) 0.51(n)
LWM4(0.5) 0.47(n) 0.49(n) 0.58(s) 0.60(s) 0.52(n) NA 0.50(n) 0.57(n) 0.52(n) 0.59(s) 0.53(n)
LWM2(0.5) 0.47(n) 0.49(n) 0.58(s) 0.60(s) 0.51(n) 0.50(n) NA 0.56(n) 0.51(n) 0.58(s) 0.52(n)
LWM4(0.75) 0.41(s) 0.42(s) 0.51(n) 0.53(n) 0.45(n) 0.43(n) 0.44(n) NA 0.45(n) 0.52(n) 0.47(n)
LWM2(0.75) 0.45(n) 0.47(n) 0.57(n) 0.58(s) 0.50(n) 0.48(n) 0.49(n) 0.55(n) NA 0.57(n) 0.51(n)
LWM4(0.95) 0.39(s) 0.40(s) 0.49(n) 0.51(n) 0.43(n) 0.41(s) 0.42(s) 0.48(n) 0.43(n) NA 0.45(n)
LWM2(0.95) 0.44(n) 0.46(n) 0.55(n) 0.57(n) 0.49(n) 0.47(n) 0.48(n) 0.53(n) 0.49(n) 0.55(n) NA

Fig. 3. Within-dataset evaluation using the ISBSG dataset: absolute error
boxplots (no outliers).

Results obtained with the Chinese dataset

The accuracy indicators computed over the estimates that
were obtained for the Chinese dataset are given in Table VI.

TABLE VI
WITHIN-DATASET EVALUATION USING THE CHINESE DATASET:

ACCURACY INDICATORS.

MAR MR MdAR MdR MMRE MdMRE R2

HLFPA 119.0 0.088 69.0 0.066 0.095 0.077 0.970
SFP 154.3 0.114 91.9 0.088 0.124 0.108 0.945
LM5 121.0 0.089 78.1 0.076 0.104 0.087 0.972
LM4 128.3 0.095 75.7 0.074 0.105 0.087 0.964
LM2 131.8 0.097 75.8 0.073 0.108 0.088 0.960
LWM4(0.5) 151.9 0.115 82.3 0.081 0.119 0.098 0.942
LWM2(0.5) 116.6 0.087 69.3 0.068 0.104 0.083 0.970
LWM4(0.75) 154.7 0.117 79.9 0.079 0.120 0.104 0.939
LWM2(0.75) 118.7 0.089 74.9 0.073 0.104 0.083 0.970
LWM4(0.95) 123.6 0.094 74.9 0.074 0.106 0.090 0.966
LWM2(0.95) 118.8 0.089 77.8 0.076 0.104 0.082 0.970

Table VI shows that HLFPA provides quite good estimates:
better than those achieved for the ISBSG dataset, according to
MR. OLS linear models provide estimates that are slightly less
accurate than HLFPA’s; as expected, the fewer independent
variables are used, the less accurate the estimates. Surprisingly,
models LM4 (regardless span) perform worse than LMW2,
which achieve the smallest MAR.

The results of the Wilcoxon sign rank test (which are all
statistically significant at the usual α = 0.05 level) are given
in Table VII.

TABLE VII
WITHIN-DATASET EVALUATION OF THE CHINESE DATASET: COMPARISON

OF MODELS’ ABSOLUTE RESIDUALS VIA WILCOXON SIGN RANK TEST.

HLFPA SFP LM5 LM4 LM2 LWM4 LWM2 LWM4 LWM2 LWM4 LWM2
(0.5) (0.5) (0.75) (0.75) (0.95) (0.95)

HLFPA – < < < < < = < < < <
SFP > – > > > = > > > > >
LM5 > < – > > < > < > > >
LM4 > < < – = < > < > > >
LM2 > < < = – < > < = = >
LWM4(0.5) > = > > > – > = > > >
LWM2(0.5) = < < < < < – < < < <
LWM4(0.75) > < > > > = > – > > >
LWM2(0.75) > < < < = < > < – = >
LWM4(0.95) > < < < = < > < = – >
LWM2(0.95) > < < < < < > < < < –

According to the Wilcoxon sign rank test, HLFPA provides
smaller absolute errors than all other models, except for
LWM2(0.5). At any rate, Vargha and Delaney’s A, indicates
that all model pairs are likely to provide very similar absolute
residuals. Finally, we look into the error distributions yielded

Fig. 4. Within-dataset evaluation using the Chinese dataset: error boxplots.

by the estimation methods that we used in the study. Figure 4
shows the boxplots of estimation errors for each of the
used methods. The same boxplots are shown in Figure 5
without outliers, to improve readability. It can be noticed
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TABLE VIII
WITHIN-DATASET EVALUATION USING THE CHINESE DATASET: EFFECT SIZE ACCORDING TO VARGHA AND DELANEY’S A.

HLFPA SFP LM5 LM4 LM2 LWM4 LWM2 LWM4 LWM2 LWM4 LWM2
(0.5) (0.5) (0.75) (0.75) (0.95) (0.95)

HLFPA NA 0.45(n) 0.48(n) 0.48(n) 0.49(n) 0.46(n) 0.50(n) 0.46(n) 0.49(n) 0.49(n) 0.49(n)
SFP 0.55(n) NA 0.53(n) 0.53(n) 0.53(n) 0.51(n) 0.55(n) 0.51(n) 0.54(n) 0.53(n) 0.54(n)
LM5 0.52(n) 0.47(n) NA 0.51(n) 0.51(n) 0.48(n) 0.52(n) 0.48(n) 0.51(n) 0.51(n) 0.51(n)
LM4 0.52(n) 0.47(n) 0.49(n) NA 0.50(n) 0.47(n) 0.52(n) 0.48(n) 0.50(n) 0.50(n) 0.51(n)
LM2 0.51(n) 0.47(n) 0.49(n) 0.50(n) NA 0.47(n) 0.51(n) 0.48(n) 0.50(n) 0.50(n) 0.50(n)
LWM4(0.5) 0.54(n) 0.49(n) 0.52(n) 0.53(n) 0.53(n) NA 0.54(n) 0.50(n) 0.53(n) 0.53(n) 0.53(n)
LWM2(0.5) 0.50(n) 0.45(n) 0.48(n) 0.48(n) 0.49(n) 0.46(n) NA 0.46(n) 0.49(n) 0.49(n) 0.49(n)
LWM4(0.75) 0.54(n) 0.49(n) 0.52(n) 0.52(n) 0.52(n) 0.50(n) 0.54(n) NA 0.53(n) 0.53(n) 0.53(n)
LWM2(0.75) 0.51(n) 0.46(n) 0.49(n) 0.50(n) 0.50(n) 0.47(n) 0.51(n) 0.47(n) NA 0.50(n) 0.50(n)
LWM4(0.95) 0.51(n) 0.47(n) 0.49(n) 0.50(n) 0.50(n) 0.47(n) 0.51(n) 0.47(n) 0.50(n) NA 0.50(n)
LWM2(0.95) 0.51(n) 0.46(n) 0.49(n) 0.49(n) 0.50(n) 0.47(n) 0.51(n) 0.47(n) 0.50(n) 0.50(n) NA

that, as already observed for the ISBSG dataset, HLFPA
tends to underestimate. All the other models either provide
estimation errors that are equally distributed between negative
and positive, or (like SiFP, LWM4(0.75) and LWM4(0.95))
overestimate.

Figure 6 shows the boxplots of absolute estimation errors
for each of the used methods, excluding outliers. The mean
absolute error (i.e., the MAR) is shown as an orange diamond.
Figure 6 shows that most models provide similar accuracy.
The only models that yield evidently less accurate estimates
are SiFP, LWM4(0.5) and LWM4(0.75). Concerning SiFP, it is
useful reminding that it is not an estimation method, hence it is
not correct to talk about estimation errors, in this case; rather,
we should talk about the distance between SiFP measures and
standard FPA size.

Fig. 5. Within-dataset evaluation using the Chinese dataset: error boxplots
(no outliers).

With both datasets, the lowest MAR is obtained by using a
LOESS approach, although with different spans. This confirms
the flexibility of the method and its adaptability to different
datasets after a tuning phase regarding the configuration of the
span based on the peculiarities of each dataset.

F. Results of cross-dataset evaluations

This activity consisted of two steps:

Fig. 6. Within-dataset evaluation using the Chinese dataset: absolute error
boxplots (no outliers).

1) We built models using the ISBSG dataset as the training
set and used the obtained model to estimate the size of
projects in the Chinese dataset.

2) We built models using the Chinese dataset as the training
set and used the obtained model to estimate the size of
projects in the ISBSG dataset.

TABLE IX
CROSS-DATASET EVALUATION (TRAINING SET ISBSG, TEST SET

CHINESE): ACCURACY INDICATORS.

MAR MR MdAR MdR MMRE MdMRE R2

HLFPA 119.0 0.088 69.0 0.066 0.095 0.077 0.970
SFP 154.3 0.114 91.9 0.088 0.124 0.108 0.945
LM5 140.7 0.104 82.8 0.080 0.112 0.088 0.955
LM4 143.1 0.106 85.3 0.082 0.113 0.090 0.953
LWM4(0.5) 403.3 0.322 147.8 0.135 0.273 0.188 0.144
LWM2(0.5) 218.1 0.148 144.5 0.114 0.146 0.123 0.859
LWM4(0.75) 315.7 0.252 129.9 0.119 0.208 0.152 0.534
LWM2(0.75) 180.2 0.122 114.2 0.090 0.119 0.107 0.920
LWM4(0.95) 241.4 0.192 106.4 0.097 0.163 0.115 0.724
LWM2(0.95) 168.5 0.114 113.5 0.090 0.113 0.100 0.929

When considering point 1) the comparison of Table VI
with Table IX shows that prediction accuracy decreases for all
models when “foreign” data are used for training. Of course,
the accuracy obtained by HLFPA and SFP do not change, since
these predictions are not obtained from any dataset.

Noticeably, models obtained via linear regression achieve a
level of accuracy that is quite close to HLFPA’s and slightly
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Fig. 7. Cross-dataset evaluation (training set ISBSG, test set Chinese): error
boxplots.

Fig. 8. Cross-dataset evaluation (training set ISBSG, test set Chinese): error
boxplots (no outliers).

Fig. 9. Cross-dataset evaluation (training set ISBSG, test set Chinese):
absolute error boxplots (no outliers).

TABLE X
CROSS-DATASET EVALUATION (TRAINING SET ISBSG, TEST SET
CHINESE): COMPARISON OF MODELS’ ABSOLUTE RESIDUALS VIA

WILCOXON SIGN RANK TEST.

HLFPA SFP LM5 LM4 LWM4 LWM2 LWM4 LWM2 LWM4 LWM2
(0.5) (0.5) (0.75) (0.75) (0.95) (0.95)

HLFPA – < < < < < < < < <
SFP > – > > < < < < < <
LM5 > < – = < < < < < <
LM4 > < = – < < < < < <
LWM4(0.5) > > > > – > > > > >
LWM2(0.5) > > > > < – = > > >
LWM4(0.75) > > > > < = – > > >
LWM2(0.75) > > > > < < < – > >
LWM4(0.95) > > > > < < < < – =
LWM2(0.95) > > > > < < < < = –

better than SFP’s. However, this applies for models using 4
or 5 variables; no valid model using 2 variables could be
found via linear regression. LOESS models appear definitely
less accurate, although LWM2(0.95) appear only slightly less
accurate than SFP.

The results of the Wilcoxon sign rank test are given in
Table X. The results of the Vargha and Delaney’s A test are
given in Table XI.

According to the Wilcoxon sign rank test, HLFPA is the
most accurate method, although according to A, the difference
in accuracy is negligible when compared to SFP and linear
regression models, and small when compared to LOESS
models.

Figure 7 and Figure 8 show the boxplots of estimation
errors for each of the used methods with and without outliers,
respectively.

From both figures it can be noticed that, as already observed
for the ISBSG and the Chinese dataset, HLFPA tends to
underestimate. All the other models tend to overestimate, in
some cases by fairly large amounts.

Figure 9 shows the boxplots of absolute estimation errors
for each of the used methods, excluding outliers. It can be
noticed that HLFPA, SFP and LM models provide similar and
the better accuracy. All LWM4 models yield evidently less
accurate estimates than LWM2.

When considering point 2) i.e., the estimation of the ISBSG
dataset via models obtained from the Chinese dataset, the
comparison of Table III with Table XII confirms that prediction
accuracy decreases for all models when “foreign” data are used
for training.

However, both linear regression and LOESS models achieve
better results than HLFPA when using 4 or 5 variables. Among
2-variable models, SFP and linear regression appear more
accurate than HLFPA, while LOESS models achieve slightly
worse accuracy.

The results of the Wilcoxon sign rank test are given in
Table XIII. The results of the Vargha and Delaney’s A test
are given in Table XIV.

According to the Wilcoxon sign rank test, LOESS models
using 4 variables are the most accurate. According to A,
LOESS models using 4 variables provide a small advantage
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TABLE XI
CROSS-DATASET EVALUATION (TRAINING SET ISBSG, TEST SET CHINESE): EFFECT SIZE ACCORDING TO VARGHA AND DELANEY’S A.

HLFPA SFP LM5 LM4 LWM4 LWM2 LWM4 LWM2 LWM4 LWM2
(0.5) (0.5) (0.75) (0.75) (0.95) (0.95)

HLFPA NA 0.45(n) 0.47(n) 0.47(n) 0.34(s) 0.36(s) 0.39(s) 0.40(s) 0.42(s) 0.42(s)
SFP 0.55(n) NA 0.52(n) 0.51(n) 0.38(s) 0.41(s) 0.43(s) 0.44(n) 0.46(n) 0.46(n)
LM5 0.53(n) 0.48(n) NA 0.50(n) 0.37(s) 0.39(s) 0.41(s) 0.43(n) 0.45(n) 0.45(n)
LM4 0.53(n) 0.49(n) 0.50(n) NA 0.37(s) 0.40(s) 0.41(s) 0.43(n) 0.45(n) 0.45(n)
LWM4(0.5) 0.66(s) 0.62(s) 0.63(s) 0.63(s) NA 0.54(n) 0.54(n) 0.57(n) 0.58(s) 0.59(s)
LWM2(0.5) 0.64(s) 0.59(s) 0.61(s) 0.60(s) 0.46(n) NA 0.50(n) 0.53(n) 0.54(n) 0.56(n)
LWM4(0.75) 0.61(s) 0.57(s) 0.59(s) 0.59(s) 0.46(n) 0.50(n) NA 0.53(n) 0.54(n) 0.54(n)
LWM2(0.75) 0.60(s) 0.56(n) 0.57(n) 0.57(n) 0.43(n) 0.47(n) 0.47(n) NA 0.51(n) 0.52(n)
LWM4(0.95) 0.58(s) 0.54(n) 0.55(n) 0.55(n) 0.42(s) 0.46(n) 0.46(n) 0.49(n) NA 0.50(n)
LWM2(0.95) 0.58(s) 0.54(n) 0.55(n) 0.55(n) 0.41(s) 0.44(n) 0.46(n) 0.48(n) 0.50(n) NA

over HLFPA and SFP, while the advantage is negligible with
respect to linear regression models.

Figure 10 and Figure 11 show the boxplots of estimation
errors for each of the used methods, with and without outliers,
respectively. The boxplots show that most methods tend to
underestimate. LWM4 models are either well balanced or tend
to overestimate. Similarly, SFP tends to overestimate.

Figure 12 shows the boxplots of absolute estimation errors
for each of the used methods, excluding outliers. It can
be noticed that the better accuracy is provided by LMW4
methods, while HLFPA, LM2 and all the LMW2 provide
similar and worse accuracy with respect to the other methods.
LM methods are between those extremes.

TABLE XII
CROSS-DATASET EVALUATION (TRAINING SET CHINESE, TEST SET

ISBSG): ACCURACY INDICATORS.

MAR MR MdAR MdR MMRE MdMRE R2
HLFPA 103.8 0.106 58.0 0.091 0.097 0.084 0.966
SFP 87.1 0.089 60.5 0.095 0.105 0.078 0.978
LM5 90.3 0.093 51.8 0.081 0.090 0.083 0.976
LM4 81.9 0.084 48.5 0.076 0.086 0.080 0.978
LM2 108.0 0.111 57.8 0.091 0.106 0.100 0.959
LWM4(0.5) 63.6 0.069 35.5 0.057 0.075 0.058 0.980
LWM2(0.5) 115.1 0.118 62.7 0.098 0.107 0.094 0.947
LWM4(0.75) 69.8 0.076 50.8 0.082 0.082 0.063 0.979
LWM2(0.75) 118.5 0.121 65.2 0.102 0.108 0.088 0.941
LWM4(0.95) 66.9 0.073 42.9 0.069 0.077 0.059 0.978
LWM2(0.95) 113.7 0.117 58.4 0.091 0.102 0.087 0.945

TABLE XIII
CROSS-DATASET EVALUATION (TRAINING SET CHINESE, TEST SET

ISBSG): COMPARISON OF MODELS’ ABSOLUTE RESIDUALS VIA
WILCOXON SIGN RANK TEST.

HLFPA SFP LM5 LM4 LWM4 LWM2 LWM4 LWM2 LWM4 LWM2
(0.5) (0.5) (0.75) (0.75) (0.95) (0.95)

HLFPA – > > > = > = > = > >
SFP < – = > < > = > = > =
LM5 < = – > < > < > = > =
LM4 < < < – < > < > < > <
LM2 = > > > – > = > = > >
LWM4(0.5) < < < < < – < < < = <
LWM2(0.5) = = > > = > – > = > =
LWM4(0.75) < < < < < > < – < > <
LWM2(0.75) = = = > = > = > – > =
LWM4(0.95) < < < < < = < < < – <
LWM2(0.95) < = = > < > = > = > –

Fig. 10. Cross-dataset evaluation (training set Chinese, test set ISBSG): error
boxplots.

Fig. 11. Cross-dataset evaluation (training set Chinese, test set ISBSG): error
boxplots (no outliers).

IV. DISCUSSION

In this section we discuss the obtained results from two
points of view: a technical one (in Section IV-A) and a
managerial one (in Section IV-B).
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TABLE XIV
CROSS-DATASET EVALUATION (TRAINING SET CHINESE, TEST SET ISBSG): EFFECT SIZE ACCORDING TO VARGHA AND DELANEY’S A.

HLFPA SFP LM5 LM4 LM2 LWM4 LWM2 LWM4 LWM2 LWM4 LWM2
(0.5) (0.5) (0.75) (0.75) (0.95) (0.95)

HLFPA NA 0.52(n) 0.52(n) 0.55(n) 0.50(n) 0.61(s) 0.51(n) 0.59(s) 0.51(n) 0.60(s) 0.53(n)
SFP 0.48(n) NA 0.51(n) 0.54(n) 0.48(n) 0.60(s) 0.49(n) 0.58(s) 0.49(n) 0.59(s) 0.51(n)
LM5 0.48(n) 0.49(n) NA 0.53(n) 0.47(n) 0.58(s) 0.48(n) 0.56(n) 0.49(n) 0.58(s) 0.50(n)
LM4 0.45(n) 0.46(n) 0.47(n) NA 0.45(n) 0.56(n) 0.45(n) 0.53(n) 0.45(n) 0.55(n) 0.47(n)
LM2 0.50(n) 0.52(n) 0.53(n) 0.55(n) NA 0.61(s) 0.50(n) 0.58(s) 0.51(n) 0.60(s) 0.52(n)
LWM4(0.5) 0.39(s) 0.40(s) 0.42(s) 0.44(n) 0.39(s) NA 0.40(s) 0.47(n) 0.41(s) 0.49(n) 0.42(s)
LWM2(0.5) 0.49(n) 0.51(n) 0.52(n) 0.55(n) 0.50(n) 0.60(s) NA 0.58(s) 0.50(n) 0.59(s) 0.51(n)
LWM4(0.75) 0.41(s) 0.42(s) 0.44(n) 0.47(n) 0.42(s) 0.53(n) 0.42(s) NA 0.43(s) 0.52(n) 0.44(n)
LWM2(0.75) 0.49(n) 0.51(n) 0.51(n) 0.55(n) 0.49(n) 0.59(s) 0.50(n) 0.57(s) NA 0.59(s) 0.52(n)
LWM4(0.95) 0.40(s) 0.41(s) 0.42(s) 0.45(n) 0.40(s) 0.51(n) 0.41(s) 0.48(n) 0.41(s) NA 0.43(n)
LWM2(0.95) 0.47(n) 0.49(n) 0.50(n) 0.53(n) 0.48(n) 0.58(s) 0.49(n) 0.56(n) 0.48(n) 0.57(n) NA

Fig. 12. Cross-dataset evaluation (training set Chinese, test set ISBSG):
absolute error boxplots (no outliers).

A. Technical discussion

The approaches to size estimation presented in the previous
sections correspond to different model building strategies,
which are based on different assumptions and require different
types of knowledge. In fact,

• HLFPA exploits the knowledge of how FPA works.
According to FPA, the measure of size is obtained as
a weighted sum of the numbers of EI, EO, EQ, ILF and
EIF. HLFPA adopts exactly the same schema. HLFPA
does not rely on any data, i.e., the model is fixed and
does not depend on the characteristics of the known
projects. In other words, HLFPA does not try to learn
from data; instead, it simply adopts fixed weights, namely
low complexity weights for data and medium complexity
weights for transactions.

• SFP works along similar lines. Structurally, it is a simpli-
fied version of FPA. Like HLFPA, it does not learn from
data, i.e., it does not try to adapt to the characteristics of
the known projects. Even though the weights to be used
were originally derived by the observation of data from
real projects, these weights are now fixed and apply to
whatever project has to be measured.

• OLS exploit, like HLFPA, the knowledge of the structure
of FPA sizing, in that they model size as a linear function

of the numbers of EI, EO, EQ, ILF and EIF. In addition,
OLS linear regression models also exploit data from
known projects, since they derive the weights to be
used in the computation of size from historical data.
Accordingly, any organization owing suitable historical
data can build its own OLS model.

• LOESS is a more flexible method with respect to OLS in
that it builds models based on ML approaches (like near-
est neighbours), also keeping the simplicity of regression
models. Using locality principles, it may possibly yield
more accurate estimates than OLS methods.

The size of the dataset may hinder the performance of the
LOESS method. As a counterpart, in cross-dataset validation,
LOESS models showed the best performances of the whole set
of experiments. This may suggest that the generalizability of
this approach should be further analyzed in search of specific
conditions for a better performance of the algorithm.

B. Managerial Discussion

From the managerial standpoint, LOESS has some limi-
tations and potential, depending on its use and application
context.

With respect to HLFPA and SFP, the LOESS-based methods
have the disadvantange that they need to be trained on a
dataset, while the former models are fixed formulae (see
(1) and (2)) that just need measures from the project being
estimated. Therefore, an historical dataset is needed, and using
“foreign” data may not work well, as in the case of the models
trained on the ISBSG dataset and use to estimate projects
from the Chinese dataset. However, using LOESS models
yielded quite accurate estimates in several cases, therefore it
is seems that build LOESS models is worth trying, when data
are available for training. In this respect, the work needed to
build LOESS models is similar to the work needed to build
linear regression models, which is a fairly common activity.

It must also be considered that in some contexts, like public
sectors, for instance, estimates base on LOESS models may
be difficult to accept, depending on the kind of contractors.
An estimation tool like LOESS could seem not transparent
enough to yield reliable estimated to be agreed upon.

However, in general, from the organizational and managerial
perspectives, using the LOESS method could be useful for
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the early assessment of the feasibility of a project before
any elicitation phase, as in the case of agile methodologies.
Pursuing the study of functional size estimation via LOESS
may act as a proof of concept mechanism to help identify
project features; to simulate and quantify the average error
and intrinsic residuality of early estimation methods vs post-
hoc measurement; to help compare functional size models
and estimation procedures and their measurement validity and
reliability.

A further opportunity represented by this approach is that
of introducing evolutionary-wise estimation methods, whereby
different outcomes may come from the identification of the
same BFC (and whereby, in this respect, fixed weights meth-
ods would always return the same outcome). In this light,
LOESS may represent a more situated approach, evolving
through time and in line with factors characterizing and
influencing from time to time the productive system.

C. Applicability
In this section, the practical applicability of LOESS for

functional size estimation is briefly discussed.
First of all, to use LOESS, we need historical data. Besides

the usual requirements for data, we need data that represent
the entire size range in which we are interested. Specifically,
LOESS requires fairly large, densely sampled data sets in order
to produce good models. Remember that LOESS performs
local fitting, therefore fairly complete information concerning
BFC configurations have to be available.

Besides data, we just need a reasonable computer environ-
ment. A modern PC running the R environment (the loess
function is available by default).

As we reported above, LOESS works well, but does not
always provide the best estimates. Therefore, we do not
recommend replacing estimation practices based on HLFPA
or linear regression models, for instance, with LOESS right
away. Instead, it can be useful to use LOESS alongside other
estimation methods. In this way, if LOESS results agree
with other methods’ estimates you increase your confidence
in the correctness of estimates. Otherwise, i.e., if LOESS
disagrees with other methods’ estimate, you should regard all
the obtained estimates as subject to some uncertainty.

V. THREATS TO VALIDITY

A typical concern in this kind of studies is the generaliz-
ability of results outside the scope and context of the analyzed
dataset. In our case, the ISBSG dataset is deemed the standard
benchmark among the community, and it includes data from
several application domains. Therefore our results may be
valid in general. However, this dataset resulted too small for
local approaches like LOESS, which showed its effectiveness
and efficiency when applied to a larger dataset as the Chinese
one. This may also suggest a limitation of the approach related
to the specific dataset that each time is used. For this reason,
the problem of generalizability remains crucial.

The usage of MMRE is questionable, since it is has been
shown to be a biased indicator (see for instance [19]). Nonethe-
less, we used MMRE together with other indicators—like

MAR, the boxplots of residuals and R2—to provide a more
complete and balanced picture of the accuracy of our results,
and compared the precision of different models via sound
statistical tests, namely Wilcoxon sign rank test and Vargha
and Delaney’s A measure of effect size. Therefore, the role
of MMRE in the presented evaluations is marginal. Although
the comparison of precision did not always yield significant
differences, it is nonetheless a formal and robust method for
comparing the used techniques.

VI. RELATED WORK

The quest for measures that are available in the early
stages of the software lifecycle dates back to decades
ago [37] [38] [30].

The “Early & Quick Function Point” (EQFP) method [32]
uses analogy (similarities between a new and a classified piece
of software) and analysis (statistical analysis of the estimated
similarity) to get size estimates. It was reported that estimates
are within ±10% of the real size in most real cases, while the
savings in time and costs are between 50% and 90%.

“Easy Function Points,” [39], adopt probabilistic approaches
to estimate not only the size, but also the probability that the
actual size is equal to the estimate.

Lavazza et al. built estimation models for UFP based on
BFCs [40] using Least Median Squares robust regression
models. They observed that FP measures could be altogether
replaced by measured based on a smaller set of BFCs.

Several other early estimation methods were proposed:
Table XV list the most popular ones.

Lavazza and Liu [11] used 7 real-time applications and
6 non real-time applications to evaluate the accuracy of the
E&QFP [30] and HLFPA methods with respect to full-fledged
Function Point Analysis. The results showed that the Indicative
FPA method yields the greatest errors. On the contrary, the
HLFPA method yields size estimates that are close to the
actual size. Specifically, the HLFPA method proved fairly good
in estimating both Real-Time and non Real-Time applications.

Lavazza and Liu [16] used a dataset containing data from
479 projects to compare the accuracy of HLFPA method with
Ordinary Least Squares method, with both 5 predictors (LM5)
and only 2 predictors (LM2). Their conclusions were that,
although HLFPA method is sufficiently accurate for practical
usage, it tends to underestimate effort. Since underestimation
may lead to unrealistic development plans and possibly to
project failure, the authors looked for motivations of HLFPA
method underestimation behaviour, finding that it assumes that
data functions are mainly of low complexity and transaction
functions are mainly of medium complexity, while in the
considered dataset it was not so. An alternative strategy they
derived from it is to compute linear regression in order to
derive the most likely weight by analyzing the data from
projects. They found that (1) unlike HLFPA, linear regression
models do not underestimate, (2) linear regression models
yield slightly less accurate estimates, and (3) models based on
only two variables yield marginally less accurate estimates.
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TABLE XV
EARLY ESTIMATION METHODS: DEFINITIONS AND EVALUATIONS

Method name Definition Used functions Weight Evaluation
NESMA indicative [24] [25] data fixed [5] [15], [26]–[29] [11]
NESMA estimated [24] [25] all functions fixed [5] [15], [26]–[29] [11]
Early & Quick FP [30] [31] [32] all functions statistics [11] [33]
Tichenor ILF model [34] ILF fixed [11]
simplified FP (sFP) [35] all functions fixed [11]
ISBSG average weights [36] all functions statistics [11]
SiFP [6] data and trans. statistics [12] [13]

Also Machine learning (ML) techniques have proved to
provide quite good estimation models, in several different
domains and situations, and are increasingly being used in
software project management activities [41], [42]. A review
of the usage of ML for software project management [42] re-
ported that ML is used for software effort and cost estimation:
the reported accuracy spans from 91% for cost estimation with
K-NN (K-Nearest Neighbours), to 92% for effort prediction
with Decision Trees, and 99% for effort estimation with
Random Forests.

Local regression methods are extensively used for DNA
microarray normalization studies [43], as well as for studying
spatiotemporal trends, and improving image resolution and
forecasts predictions. They have also been used for hand
tracking rapid movements in Human-Computer Interaction
studies [44]. However, regarding software size estimation,
only a few study have focused on the use of LOESS (see
for example [45]), by comparing this method with other ML
approaches. In this paper, we are interested in the estimation
of functional size, which is generally the main input for effort
estimation. Approaches based on local regression have been
rarely adopted in this field. We hope to have contributed in
a constructive way to better introduce this technique for the
analysis and the modelling of software functional size.

VII. CONCLUSION

Measuring software functional size via IFPUG FPA with the
standard manual process is sometimes a long and expensive
activity, and it is simply impossible when the details of a
functional specification are not available for any reason. To
solve this problem, several early estimation methods have been
proposed. In this paper, we compare the estimates obtained
via a standard estimation methods, namely HLFPA, and a
new functional size measurement method, namely IFPUG SFP,
with the estimates obtained with traditional (namely, linear
regression) models and LOESS models.

To evaluate the accuracy of the functional size estimates pro-
vided by the considered methods, we performed both within-
dataset and cross-dataset studies. Specifically, we performed
two within-datasets analyses, one using an ISBSG dataset
containing data from 110 projects and one using a dataset
containing data from 276 software projects developed and
used by a Chinese financial enterprise. We then performed
two cross-datasets analysis: in the first one the ISBSG dataset
was used for training and the Chinese dataset was used for

testing; in the second one the Chinese dataset was used for
training and the ISBSG dataset was used for testing.

When performing within-dataset evaluation using the IS-
BSG dataset, the LOESS and linear regression models pro-
vided the best MAR. Among models using only two variables
(unclassified data and transaction functions) the LOESS and
SFP models provided the best MAR.

When performing within-dataset evaluation using the Chi-
nese dataset, HLFPA provided the best MAR, with the linear
regression and LOESS models providing very similar perfor-
mance. Among models using only two variables the LOESS
model provided the best results, even better than HLFPA’s.

When using the ISBSG dataset to train models and the Chi-
nese dataset for testing, HLFPA was definitely most accurate
than other models. However, when using the Chinese dataset
to train models and the ISBSG dataset for testing, the LOESS
model provided definitely the best results. SFP proved also
quite good.

We assessed the effect size via the non-parametric statistic
A by Vargha and Delaney; we also compared the absolute
residuals via Wilcoxon sign rank test to evaluate if the esti-
mates provided by a method are significantly better than those
provided by another method. In general, the obtained results
show that no methods appears consistently better than others,
and the differences are small or even negligible.

In conclusion, even though there is no clear winner, the
LOESS method provided generally quite good results; there-
fore, practitioners needing to estimate software functional size
in the early stages of projects are advised to try also LOESS
models.

Among future work, we envision the following activities:
• Comparing LOESS estimates with those produced by

machine learning techniques [46].
• Study LOESS estimates with confidence intervals.
• Evaluating size estimates obtained via LOESS models,

when used for effort estimation.
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Abstract– This paper reviews suggestions for changes to  

database technology coming from the work of many 

researchers, particularly those working with evolving big data. 

We discuss new approaches to remote data access and standards 
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concept implementations on Github. 
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I. INTRODUCTION 

The design of relational database management systems 
(RDBMS) has always focused on the management of 
structured and evolving data, such as customer accounts and 
scientific results, where shared access and long-term 
durability are important [1]. The Standard Query Language 
SQL, developed in the 1970s, rapidly became an international 
standard [2] with many features, and its evolution has been 
followed by most database products. Many researchers have 
been inspired to develop the theoretical underpinning for the 
implementation of these products, and this work continues 
today [3][4][5][6]. 

With all forms of evolution, some inherited aspects 
become awkward over time, for example, the early use of 
fixed-size fields and limited precision primitive types persists 
in database storage, limiting backwards compatibility of 
newer product versions and affecting durability and 
portability [7]. Some research projects including PyrrhoDB 
have chosen instead to use new globalized primitive types to 
avoid dependency on machine architecture and locale [8]. 
Avoiding such dependency facilitates data import and sharing, 
and the construction of data warehouses [9]. 

The development of data warehouses has led to a focus on 
metadata and semantics and has led many systems to use 
document-based NoSQL systems while other researchers 
have developed ways of including semantics in relational 
systems [10]. With these developments, it is natural to seek 
ways of adapting the relational DBMS paradigm to manage 
evolving data warehouse content (big live data) [11].  

The tension between evolution and durability of data has 
always been a feature of relational database management 
systems (RDMS) and the associated technology. The use 
cases that inspired RDBMS development were business 
records such as customer accounts and inventories, and 
collaborative science, where support for shared access by 

many users with the responsibility for keeping data up to date 
needs to be balanced by the requirements for long-term 
storage, consistency, and audit. Over the years, such support 
has evolved, by the addition of powerful declarative and 
processing features in the evolving standard language SQL 
[2], and this evolution has come with a cost in compatibility 
between systems, since not all RDBMS implement the same 
version of the standard, and in durability, since RDBMS 
products also evolve, and not all RDBMS provide adequate 
backward compatibility to work with databases developed for 
a previous version. For these reasons, legacy data and systems 
are a continuing concern in all forms of business and scientific 
endeavor. 

The starting point in this contribution is that the DBMS 
should generally support enterprise data integration where 
appropriate, and co-operative data sharing where this is useful. 
That is, the DBMS itself should support, but not require, ways 
of extending a data model through the enterprise, while 
providing mechanisms for supporting useful applications for 
the situations where the responsibility for data evolution is in 
another organization. In both cases the resulting structure will 
be a federation allowing some local management, with a 
hierarchy of delegation and responsibility, to avoid over-
centralization on the one hand, or wasteful duplication on the 
other. This paper considers a number of improvements to 
DBMS technology designed to achieve this aim, while 
maintaining strong safeguards for preserving consistency for 
such complex systems where shared data evolves through 
supported activities in all parts of the system. 

In the next section we consider an important set of use 
cases where people are interested in very targeted real-time 
data, gathered from many sources, where queries often lead to 
a unique entity on a single server. SQL remains a popular way 
of implementing database applications and even more general 
query systems, and ideally any changes should remain close 
to its original intent. In later sections of this paper, we examine 
some novel open-source approaches to such use cases in the 
PyrrhoDB project, which are based in widely used 
technologies and so have the potential to be useful in future 
big data developments. PyrrhoDB itself is a research project 
dating from before 2005 [12] rather than a product, but from 
its beginnings it has used globalized and machine-independent 
structures and the international standards and has always 
supported both evolution and backward compatibility. 

In Section II we consider the state of the art, with an 
analysis of recent research papers that draw attention to 
changing requirements in database support for large and 
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evolving data sets. This section also creates an agenda for the 
rest of the paper, to consider and suggest changes to relational 
data technology: serialized transactions and hierarchical 
privileges in Section III, proposals for the data type system 
and metadata in Section IV, virtual data warehousing (view-
mediated remote access) in Section V, a suggestion to build 
implementations using shareable data structures in Section 
VI. Section VII looks at the implications for query processing, 
and Section VIII proposes a versioned API alongside the usual 
SQL data access methods and compares them with those of 
other database products. These sections include examples, and 
proof-of-concept implementations of these ideas are offered 
on Github. 

II. THE USE CASE OF BIG LIVE DATA 

 
Raw scientific and administrative data are often 

meaningless to the general public but is usually carried on the 
public web and usually has a significant real-time aspect. 

Examples:  

• The DNA signature of the latest Covid variants (whose 
data is progressively refined) [13],  

• the latest data from sensors mapping a tsunami [14],  

• the treatment history of a patient with a serious illness 
[15],  

• the results from a particular fluid calculation that has 
taken a supercomputer three days to compute [16],  

• the history of a piece of steel reinforcement in a tower 
block [17],  

• the availability of intensive-care equipment for an 
emergency hospital admission [18], 

• a particular sensor or actuator in the Internet of Things 
[19]. 

In some cases, there may be expectations coming from 
modeling (or AI) but a lot of important people in WHO, 
NASA, etc. want the scientists or investigators to get the right 
data. In some cases, the data (e.g., from sensors) is real-time, 
in others (e.g., the supercomputer example) the results may be 
a high-resolution image from numerical results that might not 
even be stored anywhere. Often such requests have life-and-
death implications, and in order to guard against receiving 
approximate or out-of-date information, people resort to email 
or telephone.  

In all such cases the data is conceptually part of a giant 
sparse database that no-one could possibly construct. Any 
individual observations would have lots of dependent 
metadata (provenance, device-specific details, confidence 
etc.). But often, the questions that the scientists want to ask 
are phrased in database terms, e.g., to examine the outcomes 
of patients with rare diseases and specific treatments, the 
quality of steel used in a component that needs to be replaced 
etc. 

If SQL querying and secure remote update is also 
considered desirable, the above use cases point to some 
potentially desirable features. Excluding already-standard 
aspects such as authorization, universal time, international 
standards, auditing and linked data, and including features that 

not everyone would require, we can easily come up with the 
following wish list for SQL support: 

• Search current data from a named collection of remote 
data sets 

• Allow searching by metadata such as the resource 
description framework (RDF) or provenance where 
available 

• Ensure transmitted data comes with timed provenance 
and ownership information 

• Ensure remote updates (if permitted) are directly handled 
by the data owner, and fully recorded with user 
information of sender 

• Avoid second-hand or out-of-date data by directly 
accessing the data’s “transaction master” 

• Specify service quality. e.g., to prioritize correctness over 
availability, report on out-of-date data or servers offline 

• Minimize the amount of data that needs to be obtained or 
preloaded from remote servers 

• Allow for transformation during retrieval, with inverses 
for updates if permitted 

• Ensure changes are securely transacted, and durably 
recorded. 

From the above discussion, in what follows we are 
motivated by the following general considerations: 

• A focus on the need to support legacy data should 
motivate the separation of durable data from volatile data. 
The current state of any individual account or evolving 
record needs to be accessible from memory, but as in 
archiving, durable systems should prioritize and enable 
auditing of primary data such as particular inputs, 
changes, and deletions. In what follows, we reserve the 
concept of durable storage for this archive. 

• On the other hand, access to and modification of the 
shared state of evolving data needs effective transaction 
control. The capturing of the desired durable archive then 
amounts to a log of such transactions, and the best way to 
prove the serializability of recorded transactions is that 
this log should itself record them atomically, in commit 
order, with all the steps of each commit kept together. 
Implementation of this log should be as append storage 
[20]. We note that some widely-supported DBMS 
features such as constraints, cascades and triggers 
complicate this requirement. 

• Most DBMS are wary of the use of the Internet and prefer 
managing all network interaction using custom features. 
In our view this is now a mistake and ignores the 
opportunities for globalization that the evolving Internet 
standards offer. Greater opportunities for access should 
be balanced by better recording of data ownership, 
provenance, and responsibility, and these would help to 
address the concerns noted above for the ability in special 
cases to obtain results from (or even to update) sources 
rather than copies. We will demonstrate that such 
increased use of Internet standards has the potential to 
reduce wasteful data replication, especially for “live” 
data. 

In considering the requirements for DBMS evolution, 
therefore, we consider the following aspects: 
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• The validation of transaction serialization, taking account 
of all side effects of transactions, so that transactions that 
violate constraints should not commit, nor if a resulting 
cascade or triggered action will conflict with other 
transactions. This requirement is mandated by the 
international SQL standard [2] but rarely implemented in 
commercial DBMS. 

• We suggest a modified approach to DBMS design and 
security that places the data model and security model in 
the database rather than in applications. The SQL 
standard provides almost all of the support needed to 
achieve this: we take this forward by highlighting the 
definer’s role for precompiled code and constraints, and 
through the creation of metadata features for the database 
itself. There are some consequential suggestions for 
enhancing SQL’s extensive data type system. 

• As in the US Department of Defense Orange Book 
standards for mandatory access control, we place the 
focus on user responsibility and security, while granting 
permissions to roles rather than users. Our proof-of-
concept code includes the features required to implement 
the Orange Book levels B and C for users and database 
objects. Roles offer privileges on objects, and users are 
granted roles. We suggest however that the SQL standard 
should be modified so that a user can only use one role at 
a time. This is a practical suggestion since a user can be 
allowed to substitute for a sick colleague, but all actions 
are recorded in a way that identifies both the user and 
their declared role at the time. 

• The SQL programming model is computationally 
complete: we recommend that the use of external code 
and procedures is disallowed, so that the DBMS can 
manage all of the validation and auditing required. 

• In these circumstances, we support ways to allow better 
remote access to databases in SQL. 

The remaining sections of this paper deal with practical 
proposals for all these aspects, making minimal changes to the 
SQL standard. Proof-of-concept code for these ideas already 
exists in PyrrhoDB on Github. Details are provided here in the 
following feature groupings: serialized transactions, DBMS 
accountability and data ownership, metadata, and view-
mediated remote access.  

III. SERIALIZED TRANSACTIONS 

From the above discussion, we implement a validation 
step for all transaction commits, to ensure that the requirement 
for fully serialized transactions is met. This renders obsolete 
the list of isolation levels (READ_UNCOMMITTED, 
READ_COMMITTED, REPEATABLE_READ, SERIALIZABLE) in the ISO 
standard, as there is only one possible isolation level, which 
could be called SERIALIZED [21],[22],  reduces the number of 
available actions for integrity constraints by disallowing NO 
ACTION and limiting the extent to which constraints can be 
DEFERRED. The validation step guarantees fully isolated 
transactions. This means that changes made during a 
transaction are never visible to other users, but will prevent 
commit of conflicting transactions. 

During a transaction, new records and database objects are 
temporarily given locations in memory, so that they are 
accessible and work as expected within the transaction thread. 
On commit, following the validation step, these objects are 
relocated in a cascade to the file positions where they will be 
recorded in the transaction log, and re-installed in the in-
memory database.  More details of this process are to be found 
in [23]. 

The granularity of the test for transaction conflict that is 
applied in this validation step is that (a) changes to the same 
database object (other than tables) will always conflict, (b) for 
tables, we report conflict if any columns read have been 
updated by another transaction, but if only specific rows have 
been read, we can limit the validation step to these rows. 
Validation for this level of granularity is practical even in 
situations of high concurrency [25]. The most recent 
implementation of this test (August 2022) uses two simple tree 
structures for columns and rows for any affected table, and 
also demonstrates correct behavior for cascades, constraints 
and triggers (files in [23] have been updated to show this). 

For the best implementation of the optimistic concurrency 
control implied by the existence of the validation step in the 
commit algorithm, we advocate the use of shareable data 
structures. When discussing the sharing of modifiable data 
such as arrays, computer science textbooks often contrast the 
two approaches of copy on read and copy on write. From our 
point of view both are wasteful of time and resources, and the 
use of shareable data structures provides a different approach, 
which is well suited for the many tree-like structures found in 
database technology. A good way of motivating the concept 
is to consider the implementation of strings in programming 
languages.  

In Unix, traditionally, strings (char *) are mutable: anyone 
with access to the string can modify individual characters in 
the string. In Java, C# and Python, strings are shareable: the 
only way to modify an individual character is to create a new 
string, so if a string is shared between two threads, any change 
to the string in one thread is not seen in the other thread unless 
it is explicitly given the new version.  

Apart from strings, the most popular data structure in 
database technology is the B-tree, where each node apart from 
the root has at least n children and not more than 2n, where 
n>1, and information is placed in the leaves. In order to make 
database structures shareable, therefore, the key step is to use 
a shareable sort of B-tree. The model for this dates from 1982 
[26], and the illustration reproduced in Figure 1 below shows 
that when a change to a tree is made to a leaf, we get a new 
root and the change requires O(lognN) new nodes, where N is 
the number of leaves. 

This means that the old and new version continue to share 
most of the nodes of the structure. With a little thought we can 
see that this is more storage-efficient than any of the 
approaches mentioned above (string implementation, copy on 
read, copy on write), but imposes a greater load on memory 
allocation and garbage collection. Crucially though, it is safe, 
and if we use this kind of structure for to implement all of the 
indexes and lists in the database many database operations 
such as starting a new transaction are made much simpler [27]. 
We return to these aspects in Section VII below.  
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The DBMS should specify and provide auditing support 
for a security model that allows local management. There is 
an opportunity for the SQL standard to encourage good 
practice in this area. PyrrhoDB has implemented the following 
practical steps for the local database: 

A. Maintenance of the full transaction log as the only 

artefact placed in non-volatile memory.  

There were good reasons for placing volatile information 
in non-volatile storage in 1972, but they are not valid now. It 
is understandable that where a database occupies large 
amounts of physical storage, a database administrator would 
regard the additional storage required for a transaction log as 
a luxury. PyrrhoDB’s full transaction log is also serialized, so 
that it is evident that concurrent transactions have been 
correctly handled. Even in situations of high concurrency, the 
algorithms and solutions offered here have been shown to be 
practical [21]. 

When the only data written to disk is the inserted or 
updated record, or an indication that a record has been deleted, 
disk activity required for database traffic is drastically 
reduced, especially where the database has indexes that are 
stored on disk [12].  

B. Recording the user and role for each change to the 

database 

This is relatively easy to implement, though strongly 
resisted by database professionals and accountants, who 
dislike leaving their fingerprints all over the databases they 
administer or client account they prepare. However, it requires 
several departures from the SQL standard [2]: its features 
F771 and F321 allow the “current user” to be declared in the 
query language rather than being guaranteed by the operating 
system, and it does not demand that a user sets a single role. 
For forensic purposes, and to allow staff to substitute in 
different roles (due to illness etc) it is important to identify 
both user and declared role and is a simple matter if the 
transaction log is being maintained as suggested in Section 
III.A above.  

In order to make the role and user information useful for 
forensic analysis, the grant of object ownership and role usage 
to roles should be deprecated, and the grant of anything other 
than these privileges to users should be deprecated. 

As suggested in Section III.C, it should be possible to use 
the definer’s role of an object to grant ownership to another 
user. 

C. Database objects should be modified only by their 

owner, and all execution should use definer’s role  

From III.B, when objects are defined there is a current 
role: this is the definer’s role, and it must be one of the roles 
that the user is permitted to use. This role and the owner’s 
identity become properties of the object and can be modified 
by grant. The details of the new definition are checked both 
during parsing on every subsequent execution of the object.  

The SQL standard specifies a context stack for procedure 
invocation, so it is again relatively easy to extend the use of 
such a stack for access to table columns, the sources of views, 
and the execution of constraints and triggers.  

The execution engine then simply sets the current role for 
the called context to that of the definer of the table, view, 
procedure, constraint, or trigger, which it knows because of 
III.B. The invoker still needs appropriate permissions to 
initiate the process (by accessing or modifying the table or 
view or calling the procedure) and to access the columns of 
any table or row result.  

The specifications in the standard make it very difficult to 
create a usable set of permissions for database operations, 
because users require usage permissions on every data type 
and column.  

Two additional simplifications are recommended: the 
REFERENCES privilege in the standard then becomes redundant 
as it becomes the same thing as SELECT, and it simplifies the 
security model if all data types are usable by PUBLIC (though 
there may be restrictions on access to their fields if any). Using 
definer’s role as described here, together with these changes, 
make the security model much easier to operate. New objects 
can be owned by the user that defines them (with their 
declared role as the definer’s role) and the granting of 
privileges on an object does not need to consider data types or 
dependent definitions. Thus, it is much easier to maintain a 
usable set of privileges on even a large set of database objects. 

With these provisions, Pyrrho’s security model is simpler 
to administer and check for validity, but of course it makes 
execution somewhat slower: to check access permission on a 
single object requires a single access to the tree of properties 
of the object, which is typically of depth 3 (see below).  

We believe this is an improvement on the arrangements 
used in Oracle [28] and PostgreSQL [29]. The cautionary 
words used about definer’s role by these products are correct 
since they are installing native external procedures. Execution 
by the database server is safe because it  can check all object 
permissions as they are accessed.  

By using the role declaration model discussed above, all 
security settings for a relational database can and should be 
managed by the database itself, rather than in the database 
applications. The standard SQL model allows for hierarchical 
delegation of management of roles and permissions, separate 
from the authentication of users. 

For example, consider the following simple database for a 
table-tennis club. It allows select access to the two tables 
shown, but changes to the database by ordinary members must 
be done with the help of the two procedures provided: 

 
create table members (id int primary key, firstname char) 
[create table played (id int primary key,  
  winner int references members,  
  loser int references members, agreed boolean)] 
grant select on members to public 
grant select on played to public 
[create procedure claim(won int, beat int)  
  insert into played(winner, loser)  
    values(claim.won, claim. beat)] 
[create procedure agree(p int)  
  update played set agreed=true  
   where winner=agree.p and loser in 
    (select m.id from members m where user like 
       '%'||firstname escape '^')] 
create role admin 
create role membergames 
[grant execute on procedure claim(int, int) to role  
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  membergames] 
grant execute on procedure agree(int) to role membergames 
grant membergames to public 
 

To use the given procedures, a member of the public who 
is allowed to login to the system should set their role to 
membergames. 

IV. THE TYPE SYSTEM AND METADATA 

A major difficulty in both enterprise data integration and 
data collaboration is the definition of a data model that 
supports application development in different parts of the 
enterprise.  We consider it useful for databases to provide as 
much support for data semantics where possible, while 
retaining as much flexibility as possible for local 
development.  

As a first step, we introduce the primitive Document type 
for JSON values and allow the braces '{' and '}' to delimit row 
values in SQL, the brackets '[' and ']' as string subscripts for 
Document values and a built-in Document-valued function 
HTTP whose parameters are the verb and url, with an optional 
third parameter being a Document for posted data. 

Many DBMS have found the need to embellish their data 
access methods and database applications in various ways: 

• Controlling XML and JSON output for queries, to 
identify whether table columns are output as 
attributes/fields or children/subdocuments of the table. 

• For data visualization, e.g., charts 

• Entity data models: Declaring classes in a database 
application corresponding to base tables in the database, 
with derived class references associated with foreign 
keys, lookup functions etc. 

We consider it is good practice to include all such 
metadata in the database design, and it should be done on a 
per-role basis, to allow for suites of database applications for 
different business purposes. 

 In PyrrhoDB, we have come up with a list of useful 
metadata identifiers.  

 
Metadata  = CAPTION | LEGEND  |  X | Y | 

((HISTOGRAM | LINE | PIE | POINTS) ['(' id ',' id ')'])   
| ([URL | MIME | SQLAGENT | USER | PASSWORD] string) 

| JSON | CSV | ETAG | MILLI 
| MONOTONIC | ((INVERTS|FORMATS) id)  
| ATTRIBUTE | ENTITY | ((SUFFIX|PREFIX) id) | iri . 
 

This syntax is a Pyrrho extension, and metadata can be 
added to a database object (or dropped) by almost any DDL 
command. Most of the options affect query output for a role 
in Pyrrho’s Web service. The above list provides a rough 
grouping of these keywords into four groups: (1) data 
visualization for specific tables and views, (2) provision for 
collaboration with remote data, (3) provision for adapter 
functions, and (4) support for local data models. ATTRIBUTE if 
present for a column indicates a preference for XML output 
for the containing table.  HISTOGRAM, LEGEND, LINE, POINTS, 
PIE (for table, view or function metadata), CAPTION, X and Y 
(for column or sub-object metadata) specify JavaScript added 
to HTML output to draw the data visualizations specified. The 
syntax allows a string for a description. For INVERTS the id 
should be the name of the function being inverted, while for 

FORMATS the id is a type. PREFIX and SUFFIX define ids added to 
the client output string and in SQL triggers a default 
constructor for the type, as explained in the currency example 
at the end of this section. 

Pyrrho helps with data visualizations defined using the 
keywords in group (1) above, using a simple URL-mapped 
HTTP service, as the following example shows: 

With the database E created by 
 
[create table sales (cust char(12) primary key, 
custSales numeric(8,2))] 
[insert into sales values ('Bosch' , 17000.00),('Boss' 
,  13000.00), ('Daimler',20000.00)] 
[insert into sales values 
('Siemens',9000.00),('Porsche', 5000.00), ('VW', 
8000.00), ('Migros' , 4000.00)] 
create role E 
grant E to "usermachine/username" 
 

The data visualization output uses HTML returned to the 
client application or for immediate display. Here, if the 
browser is asked for 
 
http://localhost:8180/E/E/SALES/?PIE(CUST,CUSTSALES)LEGEND 
 

The browser will display the following output from the 
PyrrhoDB server:  

 

 
 
We return to this example below. 
User-defined types can nominate a primitive type in the 

UNDER clause, and this can be useful for distinguishing data that 
has been imported or used in different suborganisations. The 
SQL standard already provides the OF predicate for selecting a 
value of a type, a TREAT function for specifying the subtype for 
a scalar value, and a “create table of type” mechanism for 
specifying row types. Pyrrho adds the ability to specify a 
subtype for VALUES. 

As an example of the resulting syntax, if we defined: 
 
[create type currency as(amt numeric,unit char) 
  method exchange(tounit char) returns currency,  
  method tonumeric() returns numeric]  

 

The exchange method here would be implemented for the 
database using the above-mentioned HTTP function. There 
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are many currency converters available on the Internet, for 
example 
 
[create method exchange(tounit char) returns currency 
for currency 
    begin 
      if unit=tounit return this;  
      declare rates document;  
      declare roe numeric; 
      set rates=http('post', 
'http://www.floatrates.com/daily/'||unit||'.json'); 
      set roe=rates[lower(tounit)]['rate']; 
      return currency(amt*roe,tounit) 
    end]  

 

 Then we could have 
 
[create type dollars under currency check(unit='USD')    
   constructor method dollars(x numeric),  
   constructor method (x currency) prefix "$"] 
[create constructor method dollars(x numeric)  
   begin set amt = x; set unit = 'USD' end] 
[create constructor method dollars(x currency)  
   begin set amt=x.exchange('USD').amt;  
   set unit='USD' end] 

 

If we have similar declarations for euros, we could write 
things as simple as 

 
select euros("$" 10) 
create table money (cur currency) 
insert into money values ("$" 34), ("€" 212.7) 
select * from money where cur is of(dollars) 

 

 
 
 We give an example using the data model metadata 

directive ENTITY in Section VIII below.  

V. VIEW-MEDIATED REMOTE ACCESS 

Data warehousing involves creating central data 
repositories (using extract-transform-load technologies) to 
enable analytic processing of a combined data set. There are 
several situations where this is undesirable, for example where 
the resulting data protection responsibility at the central 
repository is excessive, where the data is volatile and it 
becomes expensive to maintain all of the centrally-held data 
in real time, or where it is better to leave the data at its sources 
where the responsibility lies [10]. With database technology, 
a View (if defined but not materialised) allows access to data 
defined in other places. The virtual data warehouse concept 
exploits this notion, and endeavours to avoid the central 

accumulation of data. Pyrrho uses HTTP to collect data from 
the remote DBMS using a simple REST interface [22], and so 
the resulting technology here is called RESTView. 

Thus, with RESTView, a Pyrrho database allows 
definition of views where the data is held on remote DBMS(s), 
and is accessible via SQL statements sent over HTTP with 
Json responses. Pyrrho itself provides such an HTTP service 
and the distribution includes suitable interface servers (RestIf) 
to provide such a service for remote MySQL and SqlServer 
DBMS. The implementation allows for authentication as an 
ordinary client of the remote DBMS, whose administrator can 
grant access to a suitably defined view. 

The HTTP access provides the user/password 
combinations set up for this purpose within MySQL by the 
owners of contributor databases. In the use cases considered 
here, where a query Q references a RESTView V, we assume 
that (a) materializing V by Extract-transform-load is 
undesirable for some legal reason or because of the high data 
volumes required, and (b) we know nothing of the internal 
details of contributor databases. A single remote select 
statement defines each RESTView: the agreement with a 
contributor does not provide any complex protocols, so that 
for any given Q, we want at most one query to any contributor, 
compatible with the permissions granted to us by the 
contributor, namely grant select on the RESTView columns. 

Crucially, though, for any given Q, we want to minimize 
the volume D of data transferred. We can consider how much 
data Q needs to compute its results, and we rewrite the query 
to keep D as low as possible. Obviously, many such queries 
(such as the obvious select * from V) would need all of the 
data. At the other extreme, if Q only refers to local data (no 
RESTViews) D is always zero, so that all of this analysis is 
specific to the RESTView technology.  

During query processing views are replaced by their 
definitions, so that the overall query becomes a selection from 
the tables they reference. The process deals with the situation 
that a table can be referenced in more than one place by adding 
unique identifiers for each table reference. 

Filters are applied at the lowest level of the query (e.g., 
directly on a remote table), and traversal of a remote table 
creates a roundtrip of the REST service to the given URL. The 
JSON representation of the result returned is slightly enhanced 
to add the registers used to compute any remote aggregations 
[23]. 

The syntax is 
 

ViewDefinition = [ViewSpec] AS  
(QueryExpression | GET [USING Table_id]) {Metadata}.  
 
The alternative shown by the vertical bar corresponds to 

whether the view has one single contributor or multiple 
remote databases. The QueryExpression option here is the 
normal syntax for defining a view. The REST options both 
contain the GET keyword. The simplest kind of RESTView is 
defined as GET from a url defined in the Metadata. The types 
of the columns need to be specified in a slightly extended 
ViewSpec syntax. If there are multiple remote databases, the 
GET USING table_id option is available. The rows of this 
table describe the remote contributions: the last column 
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supplies the metadata for the contributor including a url, and 
data in the other columns (if any) is simply copied into the 
view. For example: 

 

 
 
Depending on how the remote contributions are defined, 

RESTViews may be updatable, and may support insert and 
delete operations.  

The implementation of these ideas was demonstrated in 
[23]. 

With these arrangements it is important to consider 
transaction requirements for multiple-host scenarios. The 
fundamental difficulty is the so-called two-army problem, 
according to which all data needs a single transaction master. 
Every transaction is initiated at one database (call its server’s 
host local), and then accesses remote data via a view definition 
of the type described above. The transaction can commit 
changes on the local server and at most one remote server 
update, assuming the transaction provides suitable credentials 
for that database. The commit takes place according to the 
following mechanism (a) the local database is locked, (b) the 
local changes are validated, (c) HTTP 1.1 is used to perform 
the single remote update (using the RFC7232 mechanisms), 
(d) then the local commit can complete and unlock. With just 
one remote update this mechanism is safe and can be rolled 
back on any exception. 

It is possible to imagine interworking between 
heterogeneous DBMS using these techniques, so that it is 
important to maintain the use of standard industry approaches 
for REST services. Many systems have implemented a URL 
and XML/JSON to database mapping, and the ETag 
mechanism from RFC7232 [24] can be leveraged to provide 
transactional features [20]. Currently in Pyrrho there are 
several options for this, determined by the metadata flags URL 
and ETAG listed above.  

Consider again the sales database E from Section IV, 
which over time gains a great many sales records. Suppose E 
offers to role rs_V a view into the data that includes a 
computation of the current runningSalesShare as a number 
between 0 and 1: 
 
[create view sales_V(cust, custSales, runningSalesShare) 
 as select cust, custSales, 
  (select sum(custSales) from sales where custSales >= 
u.custSales) / 
   (select sum(custSales) from sales) 
from sales as u] 
create role rs_V 
grant rs_V to "user\machine" 
 

Then this view can be accessed from the named machine 
using dashboard-style queries that categorize the customers A, 
B or C depending on the current runningSalesShare without 
having to be told all of the individual sales. 
 
[select case when runningSalesShare <= 0.5 then 'A'  
  when runningSalesShare > 0.5  and  
   runningSalesShare <= 0.85 then 'B'  
  when runningSalesShare > 0.85 then 'C'  
  else null 
  end as Category, 
 cust, custSales, 
 cast(cast(custSales / (select sum(custSales) from 
sales_V) * 100  
   as decimal(6, 2)) 
  as char(6)) || ' %' as share  
from sales_V  
order by custSales desc] 
 

The output, and a pie chart derived from it, are shown in 
Figure 2. 

VI. IMPLEMENTATION USING SHAREABLE DATA 

STRUCTURES 

This section provides some details of the implementation 
for the above features, following the philosophy outlined 
above using globalized and architecture-independent data 
formats.  PyrrhoDB uses 64-bit uids for all database objects, 
log entries, and table rows. It uses a representation for variable 
length primitives Integer (up to 2040 bits), Real (Integer 
mantissa, int scale) and Char (Unicode strings up to 260 bytes). 
The naming of database objects (except data types) is on a per-
role basis.  

As mentioned above, the database is represented on disk 
by a transaction log, consisting of a sequence of “physicals”: 
there are roughly 70 physical formats: one of these is for 
transaction details, another for a table identifier, another for 
column details etc. The details are in the Pyrrho manual in the 
Github distribution. The transaction log uses append storage.  

On first access by the server a database’s entire transaction 
log is read and the live database objects constructed in 
memory. 

Following the success of StrongDBMS [21] in performing 
serializable transactions in a high-concurrency demonstration, 
PyrrhoDB has been re-implemented to use shareable data 
structures throughout. A shareable data structure cannot be 
updated or modified, so any change involves creation of a new 
instance. Examples of shareable data structures are primitive 
data types such as integer or float, the string type in C#, Java 
or Python, and classes whose fields are all readonly shareable 
data structures. With the help of some simple shareable 
building blocks (BList<V> and BTree<K,V>) it is 
straightforward to build up shareable data structures 
representing tables, indexes and even databases.  

A Domain class specifies a base type and many other 
properties. If it has columns (e.g., a user-defined type or base 
table) the Domain will also specify a list of column uids, and 
a tree giving the Domain of each field. The primitive types 
have system-allocated (negative) uids, and any other Domain 
is created as physical objects in the database that defines it. 
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Table rows are composed of TypedValues: a TypedValue is 
defined by a Domain and a shareable data structure. 

The BTree<K,V> implementation was described above: it 
is an unbalanced B-Tree that gives worst-case O(logN) 
performance for inserting, changing or deleting a node. Any 
of these changes creates a new root node and new internal 
nodes to the new leaf node, making at most logN new nodes, 
while the rest of the nodes are shared between the old and new 
version of the tree. This is therefore surprisingly efficient. 

BList<V> is not so clever. It is implemented as a BTree, 
but it renumbers its nodes 0, 1, 2, … resulting in a worst-case 
performance of O(N). 

BList and BTree are shareable data structures provided 
their contents (all K and V objects) are shareable. Instead of 
the enumerators found in Java and C#, traversal of BTrees and 
BLists uses “bookmarks” that are also shareable data 
structures: two-way traversal is possible, and traversal 
continues to traverse from the root it was given and so is 
unaffected by changes to the tree it is traversing. 

All classes that make up database objects are shareable. 
For example, Rowsets are basically a BTree of rows that are 
TypedValues, traversed by Cursors, which are a subclass of 
the bookmark class mentioned above. 

A new server thread is started for each connection to a 
database. Protocol requests typically create a Transaction to 
query or modify the database or read the next group of data 
from the result of a query, which is confined to the connection 
thread The creation of a transaction is a simple matter: each 
transaction starts with a copy of the root node of the database 
(a snapshot). On rollback or disconnect, the transaction can 
simply be forgotten, as no other thread has seen it.  

VII. QUERY PROCESSING AND COMPILED OBJECTS 

During parsing, uids are allocated for the resulting 
expressions, and for anything that may be committed as a new 
database object. Uids in the range above (currently) 4×260 are 
allocated as required: there are several ranges for these 
depending (for example) on whether their lifetime is the 
current session, the current transaction, or the current lexical 
input. SQL expressions all have Domains discovered during 
parsing, and RowSets all have Domains that specify their 
columns, so that ad-hoc Domains are constructed as required 
during query processing. Since a query may reference a table 
source more than once (via a TableRowSet), the column uids 
for TableRowSets need to be specific to such a reference and 
are allocated in the heap range (above 7×260): this process is 
called instancing in the implementation. Views may also 
reference more than one source, so the instancing process also 
applies to them. A similar requirement exists for table-valued 
functions. 

In this section we also consider how the concept of local 
data management can be realized. As mentioned in Section 
III.C, the server should remain in control of execution of 
stored procedures, triggers, and constraints, so that such 
features should be written in SQL. Since the definer of a 
compiled object generally has different privileges from the 
user making a query or update, it is important to ensure that 
executable code is compiled in advance. For reasons of 
forward and backward compatibility the database file contains 

only the SQL source code for stored procedures, constraints, 
triggers, etc. The compiled components are constructed when 
the database is loaded in the server (after a cold start). 

As mentioned above, many database objects correspond to 
permanent physical records in the transaction log, and so their 
defining position is fixed and they can be shared with all 
transactions for this database. Objects constructed by the 
server during compilation (also in fact shareable) do not have 
physical file positions, so instead receive uids in a dedicated 
range (currently 6×260 .. 7×260-1), and form a collection stored 
with the in-memory version of the compiled object. Most 
compiled objects contain executable code, but this mechanism 
is also used for the Domain of a base table or view. The actual 
uids allocated to these compiled objects will depend on the 
order of the physical objects in the log, and will depend on the 
current version of the server. During instancing, column uids 
will be allocated in a cascade, since many compiled objects 
will contain references to the columns being instanced. 

Cascades are also used in the process of RowSet review, 
in which the RowSet pipeline is simplified wherever possible 
based on the existence of indexes and filters that were not 
available at compilation time. 

VIII. THE VERSIONED LIBRARY AND DATA MODELS 

The above discussion described how the data model for a 
database could be represented in the database implementation. 
The real benefit of placing the data model in the database is to 
make it available to the application programmer, so that all 
applications targeting a database can agree on the structure 
and semantics of its data. At present, Pyrrho provides such 
support for applications written in C#, Java, and Python, in 
addition to a thread-safe version of the 
Command/ExecuteReader/Read programming interface 
familiar from ADO.NET and JDBC. 

The current implementation was inspired by Microsoft’s 
Entity Framework [30] and Java Persistence Architecture [31] 
but differs from these in the crucial proviso that application 
programmers should start with class definitions generated by 
(and at runtime checked by) the server, rather than writing 
their own version of the model in the form of annotations or 
code attributes. 

The following example illustrates the type of support 
available. Suppose a database ABC contains a role “Sales” 
that defines the following tables: 

 
[create table "Customer"(id int primary key, "NAME" 

char unique)] 
[create table "Order"(id int primary key, cust int 

references "Customer", "OrderDate" date, "Total" 
numeric(6,2))] 

 

Then the system table "Role$ClassValue" will provide 
code fragments similar to the following: 

 
using System; 
using Pyrrho; 
 
/// <summary> 
/// Class Customer from Database ABC, Role Sales 
// PrimaryKey(ID) 
// Unique(NAME) 
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/// </summary> 
[Table(23,122)] 
public class Customer : Versioned { 
[Field(PyrrhoDbType.Integer)] 
[AutoKey] 
  public Int64? ID; 
[Field(PyrrhoDbType.String)] 
  public String? NAME; 
  public Order[] orders => 
     conn.FindWith<Order>(("CUST",ID)); 
} 
/// <summary> 
/// Class Order from Database ABC, Role Sales 
// PrimaryKey(ID) 
// ForeignKey, RestrictUpdate, CascadeDelete(CUST) 
/// </summary> 
[Table(175,362)] 
public class Order : Versioned { 
[Field(PyrrhoDbType.Integer)] 
[AutoKey] 
  public Int64? ID; 
[Field(PyrrhoDbType.Integer)] 
  public Int64? CUST; 
[Field(PyrrhoDbType.Date)] 
  public Date? OrderDate; 
[Field(PyrrhoDbType.Decimal,"Domain NUMERIC Prec=6 
Scale=2")] 
  public Decimal? Total; 
  public Customer customer => 
     conn.FindOne<Customer>((“ID”,CUST)); 
} 

 
The numbers 23 and 175 are references to the defining 

positions of these objects in the database, and the other 
numbers are schema keys, which will be checked by the server 
when the application runs to ensure that the table definition 
has not changed. We can see that the columns defined for the 
table are publicly accessible in these classes (while the server 
will check the user and role on access), and Pyrrho’s data 
types of these columns are provided as attributes. 

Importantly, the foreign key relationship between the 
tables has resulted in two additional “navigation” fields in the 
classes above, providing quick access to the customer for an 
order, and the orders for a customer. The primary and unique 
key declarations also allow quick access. 

A simple program to use the above class definitions could 
begin 
 
static void Main 
{ 
 conn = new PyrrhoConnect("Files=Demo;Role=Sales"); 
 conn.Open(); 
 try 
 { 
// Get a list of all orders showing the customer name 
   var aa = conn.FindAll<Order>(); 
   foreach (var a in aa) 
    Console.WriteLine(a.ID + ": " + a.customer.NAME); 
   if (aa.Length == 0) 
   { 
    Console.WriteLine("The Order table is empty"); 
    goto skip; 
   } 
 // change the customer name of the first  
 // (update to a navigation property) 
   var j = aa[0].customer; 

   j.NAME = "Johnny"; 
   j.Put(); 
 // add a new customer (autokey is used here) 
   var g = new Customer() { NAME = "Greta" }; 
   conn.Post(g); 
 // place a new order for Mary  
 // (secondary index, single quotes optional here!)  
   var m = conn.FindOne<Customer>(("NAME","Mary")); 
   var o = new Order()  
    { CUST = (long)m.ID,  
      OrderDate = new Date(DateTime.Now) }; 
    conn.Post(o); 
 

The Versioned base class above uses ETags, allowing the 
library to associate object references in the code to rows in the 
database, and this enables the shorthand notation in the above 
sample program, in addition to providing automatic 
transaction validation when committing an explicit 
transaction is started, using an API similar to ADO.NET and 
JDBC. For further details see the Pyrrho manual [32]. 

IX. CONCLUSIONS 

This paper has reviewed a number of desirable changes to 
the relational database model that have been signaled in recent 
literature and outlined implementations of these 
improvements that can be found in the 
ShareableDataStructures project on Github [32]. The 
implementation of PyrrhoDB v7 is currently at the alpha stage 
and feedback on these ideas is welcomed. The authors are 
grateful for the many expressions of support and 
encouragement we have received during this project. 
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Figure 1.  Operation of B-Trees [26] 

 

 
Figure 2:  ABC analysis from Section VI example (as output from PyrrhoDB client and server) 
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Abstract—In the last two decades, computing and storage
technologies have experienced enormous advances. Leveraging
these recent advances, Artificial Intelligence (AI) is making
the leap from traditional classification use cases to automation
of complex systems through advanced machine learning and
reasoning algorithms. While the literature on AI algorithms
and applications of these algorithms in automation is mature,
there is a lack of research on trustworthy AI, i.e., how different
industries can trust the developed AI modules. AI algorithms
are data-driven, i.e., they learn based on the received data,
and also act based on the received status data. Then, an initial
step in addressing trustworthy AI is investigating the plausibility
of the data that is fed to the system. In this work, we study
the state-of-the-art data plausibility check approaches. Then, we
propose a novel approach that leverages machine learning for
an automated data plausibility check. This novel approach is
context-aware, i.e., it leverages potential contextual data related
to the dataset under investigation for a plausibility check.
We investigate three machine learning solutions that leverage
auto-correlation in each feature of dataset, correlation between
features, and hidden statistics of each feature for generating
the checkpoints. Performance evaluation results indicated the
outstanding performance of the proposed scheme in the detection
of noisy data in order to do the data plausibility check.

Index Terms—Artificial intelligence; Machine learning; Au-
tomation; Plausibility check; Anomaly detection; Ontology;
Context-aware.

I. INTRODUCTION

Due to the rapid development of information technology and
manufacturing process, traditional manufacturing enterprises
have been transformed to the digital and smart factories [1],
[2]. This improvement leads to the emerging complex systems
with thousands of components and sub-systems, in which con-
tinuous monitoring of these systems is of crucial importance.
From the data analytic point of view, this means surveillance
of large amounts of time series data in order to ensure the
correctness of the data and run data plausibility checks. So,
regarding the huge amounts of data, human monitoring of
data is not feasible, which conducts us to the automated
plausibility check using Machine Learning (ML) and data
mining approaches [3].

Data plausibility describes the state when data seems rea-
sonable. Conversely, an anomaly or outlier is a data point that
is remarkably different from the remaining data. A possible
approach for implementing outlier detection is to run plausibil-

ity checks [4]. Rapid and efficient outlier detection is critical
for many applications including intrusion detection systems,
credit card fraud, sensor events, medical recognition, law en-
forcement, etc. [5]. Although outlier detection is an intensively
researched topic in the machine learning and statistics com-
munity [6], there are still many open challenges in practice.
The first challenge is context dependence. For example, a very
high fluctuation rate in a company dataset might be reasonable
for a catering service, but not for a construction company.
Thus, the decision of whether a data sample seems reasonable
(i.e., it is not an outlier) often depends on the context within it
appears. Second, the high dimensionality of the dataset creates
difficulties for data plausibility check [7]. Since the number of
features increases in a high-dimensional dataset, the amount
of data for accurate generalization also raises, which results in
data sparsity and scattering. This data sparsity is because of
inessential features or irrelevant attributes that hide the correct
anomalies. So, anomaly detection is becoming a challenging
task by increasing the number of features and attributes in
large datasets. In addition to these challenges, there are some
inherent issues such as difficulties in the design of threshold
between normal and anomalous data, and much noise existence
due to incorrect measurements or sensor malfunctioning that
may cause the false notifications. On the other hand, data
imbalance as the common problem in anomaly detection
approaches affects the robustness of models, as very few
outlier samples are available.

In order to address the aforementioned challenges, we
present a novel context-aware approach for an automated data
plausibility check, where there is a lack of research in the
literature. In this approach, machine learning techniques are
leveraged on top of semantic models, e.g., ontology, and
benefited from side information in the datasets. Semantic
data models like ontology [8] facilitate the incorporation of
semantic information into the data. This work is the extended
version of [1]. The focus of this paper is on multivariate outlier
detection on the level of records (i.e., samples, rows) instead
of single values. In this regard, the main contributions of this
work include:

1) Presenting a data plausibility check framework; including
test ontology, test data generator, checkpoint, and their
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message exchanges.
2) Disclosing three types of tests, to be deployed in the

test ontology, executed in the test generator, and used in
decision making in the checkpoint module. These tests
include:

a) Inter-feature check, checking features based on their
relations leveraging an machine learning module for
prediction of a feature from some related features
(list of neighbors is given by the test ontology from
training)

b) Intra-feature check (1), checking a feature based on
its lags (previous values) using an ML module for
prediction based on the lags (number of lags is given
by the test ontology from training),

c) Intra-feature check (2), checking a feature leveraging
metadata and its long-term statistics (the type of needed
metadata and action on them are given by the test
ontology)

3) Presenting a comprehensive analysis of the performance
of the proposed solution on a propriety dataset and
drawing insights and conclusions from the analyses.

The rest of this paper is organized as follows: Section II
presents state-of-the-art anomaly detection techniques. Sec-
tion III describes the needed background for the work in more
details. Section IV presents the data and models used to solve
the problem. Section V describes our solution for solving
the problem. Simulation results and discussion are presented
in Section VI. In Section VII, the findings of this work are
presented in a brief but succinct manner.

II. RELATED WORK

Anomaly detection, as the concept of identifying patterns
or data points that are significantly different from the ex-
pected behavior, has been widely studied. State-of-the-art
using anomaly detection algorithms can be categorized as
following [9]:

Classification Based: This algorithm strives to discern nor-
mal data instances from the abnormal ones in the given dataset
space by using a trained model. It is categorized into one-
class and multi-class models. In one-class models, a distin-
guished threshold is learned to label data points outside of this
threshold as anomalies instances [10]. In multi-class models,
multiple classifiers are trained. A data point is recognized as
an anomaly if none of the classifiers can label it as the normal
instance [11]. Various anomaly detection techniques such as
neural networks, Bayesian networks, support vector machines,
and rule-based utilize different classification algorithms to
build their classifiers.

Nearest Neighbor Based: In this technique, normal data
points are in compact neighborhoods, while anomalous data
points are far from their nearest neighbors. This technique
needs a distance or similarity measurement between two data
points in order to recognize which data points are far from
or different from other points. For continuous features, Eu-
clidean distance is used, and for categorical features, a simple

matching coefficient is a common option. In multivariate
data points, the combination of computed distance for each
feature is usually leveraged. The nearest neighbor technique
is categorized into two groups regarding how they compute
the anomaly score: 1) The distance of a data point to its kth

nearest neighbor is used as the anomaly score, e.g., k-nearest
neighbor approach [12]. 2) The relative density of each data
point is computed as the anomaly score, e.g., Local Outlier
Factor (LOF) [13].

Clustering Based: In this algorithm, similar data instances
are grouped into clusters. There are three categories of
clustering-based anomaly detection techniques. First, tech-
niques that suppose normal data instances belong to a cluster,
while abnormal data points do not belong to any cluster,
e.g., SNN clustering [14]. Second, algorithms that consider
normal data instances are near to the closest cluster centroid,
while outliers are far from their closest cluster centroid, e.g.,
Self-Organizing Maps [15]. Third, those assume normal data
instances create large and dense clusters, while anomalous data
points create small or scattered clusters, e.g., Cluster-Based
Local Outlier Factor (CBLOF) [16].

Statistical: Regarding the basic assumption of statistical
anomaly detection techniques, a data point is anomaly if it
is not generated by the stochastic model. In other words,
normal data points happen in high probability areas of a
stochastic model, while outliers happen in the low proba-
bility areas of the stochastic model. In these approaches, a
statistical model (usually for normal patterns) is applied to
the dataset and then a statistical inference test is utilized to
identify whether a data point fits well to this model or not.
Regarding the applied test statistic, data instances that there
are low probability to be created from the learn model are
considered as anomalous data. Parametric and non-parametric
techniques are two approaches that can be leveraged to fit a
statistical model. Parametric techniques benefit the distribution
knowledge and compute parameters from the given data,
while non-parametric techniques do not. Gaussian model based
algorithms like Maximum Likelihood Estimation (MLE) [17],
regression model based like Auto-regressive Integrated Mov-
ing Average (ARIMA) [18], and combination of parametric
distribution based algorithms like Expectation Maximization
(EM) [19] are instances of parametric techniques. Histogram
based such as Intrusion-Detection Expert System (IDES) [20],
and kernel function based like parzen windows estimation [21]
are samples of non-parametric techniques.

Information Theoretic: In this approach, the information
content of the dataset is analyzed. The purpose of this tech-
nique is to solve a double optimization problem in order to
determine the minimized subset that maximizes the complexity
reduction of the dataset, and finally label that subset as the
outlier. Entropy and Kolmogorov Complexity [22] are two
examples of this category.

Spectral: This technique tries to find a lower-dimensional
subspace in such a way that outliers and normal data points
are remarkably different. Hence, anomalies can be easily
distinguished. Principal Component Analysis (PCA) is used in
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many techniques in order to project data points into a lower
dimensional space [23].

In order to have better overview of different techniques
and their algorithms, advantages and disadvantages of each
techniques are summarized in Figure 1.

III. BACKGROUND

In this section, ARIMA, decision tree, and random forest
as machine learning algorithms and ontology are described in
more details.

A. ARIMA

ARIMA (Auto-Regressive Integrated Moving Average) is
an extension of an auto-regressive moving average (ARMA)
model. Both of these models are utilized in order to have
better understanding of time series data or predict future
values of an attribute [18]. The AR part of ARIMA shows
that the attribute of interest is regressed on its own lagged
(i.e., on its prior values). The MA part is representation
of the regression error, which is the linear combination of
contemporaneous error values and errors at various times in
the past. The I (for ”integrated”) shows that the data values
have been substituted with the discrepancy between their
values and the previous values. ARIMA model is denoted by
ARIMA(P, I,Q), where P is the order of auto-regressive
model (number of time lags), I is the degree of differencing,
and Q is the order of moving-average model. The aim of each
of these features is to make the model fit well with the data.

B. Decision Tree and Random Forest

Decision tree as a rule-based classifier corresponds each
internal node of the tree to an attribute. Each branch of the
tree represents a condition (rule) on the related attribute. The
result of the condition on the related attribute can be binary,
categorical, or real-valued. Depending on the result of the
condition, a test example pursues the related branches starting
from the root node and moves down to a leaf node. Leaf nodes
represent the labels, which are the results of classification.
The basic idea of a single decision tree is leveraged for
random forests (RF)s and ensemble learning. Regarding the
main principle, utilizing an ensemble of several naive weak
classifiers can cause to a much more powerful classifier, such
that each of this unique weak classifier can perform rather
more powerful than random estimation and independent of all
other classifiers [24].

As shown in Figure 2, random forest works based on the
bagging algorithm and uses ensemble learning technique. It
builds as several trees as possible on the subset of data and
merges the results of all the trees together. In this way, it
decreases overfitting problem and also reduces the variance
and hence improves the accuracy. This classifier can handle
missing values and does not need feature scaling. Random
forest is usually stable to outliers. Even if a new data instance
is inserted in the dataset, the entire algorithm is not affected
much. Since only one tree might be impacted by the new data,

it is difficult to impact all the trees. Moreover, random forest
is comparatively less impacted by noise.

Fig. 2. How random forest algorithm works. (Source: [25])

C. Ontology

Ontology is utilized to obtain knowledge about some
domain of interest. An ontology defines the concepts in the
domain and also the relationships that exist between these
concepts, i.e., an ontology defines common words in order to
share common understanding of the structure of information in
a domain [26]. Various ontology languages provide different
possibilities. Our focus is on introducing the components of
OWL ontology as the most recent development in standard
ontology languages [27]. An OWL ontology consists of
Individuals, Properties, and Classes as the components. In the
following, each of these components is introduced.

Individuals: Individuals expose objects in the domain of
interest. OWL does not use the Unique Name Assumption
(UNA). This implies that two different names could refer
to the same individual. For instance, ’Queen Elizabeth’,
’The Queen’, and ’Elizabeth Windsor’, all of them might
refer to the identical individual. In OWL, individuals must
be explicitly declared that they refer to the same object or
they are different. Figure 3 depicts a demonstration of some
individuals in various domain.

Properties: Properties are relations that connect two
individuals together. As shown in Figure 4, the property
livesIn connects the individual Matthew to the individual
England, or the property hasSibling links the individual
Matthew to the individual Gemma. Properties could be
inverted. For instance, the inverse of hasOwener property
is isOwnedBy property. Also, properties could be either
transitive or symmetric.

Classes: OWL classes behave like sets that contain individu-
als. They precisely declare the needs of the class memberships.
For example, the class Person would contain all the individuals
that are persons in the domain of interest. Classes might have
superclass-subclass taxonomy. For instance, assume the classes
Animal and Dog - Dog is the subclass of Animal. So, Animal
is the superclass of Dog. This means that all dogs are animals
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Fig. 1. Advantage and disadvantages of various anomaly detection techniques [9]
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Fig. 3. Demonstration of individuals. (Source: [27])

Fig. 4. Demonstration of properties. (Source: [27])

and all members of class Dog are members of class Animal.
Figure 5 depicts a demonstration of some classes, which are
containing some individuals. Classes are shown as circles or
ovals and individuals are as the instances of classes.

IV. DATA AND MODELS FOR EXPERIMENTS

This section sheds light on the data under investigation.
Furthermore, it provides details on the pre-processing per-
formed on the received data, and the planned data analytics
and verification procedures.

A. Data Collection

The relation of data to AI is as food to the human being.
In other words, there is no artificial intelligence in isolation,
and any AI approach needs corresponding data for learning.
For this project, we receive the dataset through our industrial
partner, from a third-party company. While the data itself is
confidential and could not be shared open access on the web,
in this section we try to provide insights into the data, in order

Fig. 5. Demonstration of classes, containing individuals and properties
between them. (Source: [27])

to make the reader familiar with the approaches that will be
presented in the next section.

1) A deep Look into the Dataset: Our dataset contains 18
unique test runs for produced machine parts. Each of these
tests has been run for a different period of time, i.e., there are
different reported cycles per test.

2) Features available per test: The first dataset
(testoverview.csv) provides a comprehensive list of features
available per test (out of 18 tests). These features include the
type of material used in the experiments, e.g., the oil, and the
setting that has been applied in the experiment, e.g., distance
between disks. This metadata has been collected to be used
for verification of dataset and its reproducibility, as we will
see in the next section (Section V-C).

3) Features available per test cycle: For each of the tests
mentioned above, measurements have been done for different
periods of time, and a number of features have been recorded
per time cycle in the second dataset (tests.csv). In other words,
this dataset presents a comprehensive list of features available
per time cycle for each test. In contrast to the first dataset,
most of the features of the second dataset are unknown to the
reader and have not been revealed by the third company to us.

B. Pre-processing of Data

For pre-processing of data, we investigate NaN values and
missing entries in the dataset. Then, we start plotting the data
to see trends in the results from each test. Figure 6 represents
two features of a specific test across time. It is interesting to
see that the features represent 3 trends in 3 different phases,
including (a) an increasing trend at the start phase (up to 600
cycles, with a return to 50 periodically for the second feature),
(b) a semi-constant trend from 600 cycles until the end cycle
-600 cycles, and (c) an increasing trend in the last 600 cycles
(with a return to 50 periodically for the second feature). In
order to see if it is a recurring trend, we investigate the same
thing for other tests. For example, Figure 7 represents the
same phenomena for another test. Here, the start and end
phases show a decreasing trend, while the middle phase is
semi-constant with low variations. The increasing/decreasing
trend at the start/end phases and the semi-constant trend in the
middle phase are observed in all tests unless one test (depicted
in Figure 8), and this test is excluded from our analysis based
on the human expert information, as it does not show the
standard behavior.

C. Planned Data Analysis

Figure 9 represents the plausibility check problem and the
planned analysis for dealing with this problem. Based on this
figure, we receive the data per test per time cycle (as the
data pipeline from the bottom of the blue box), and also
some metadata per test (as the left data pipeline), and aim
at investigating if each test data is plausible or not. The focus
of this work is on the design of the plausibility check module
and the design of an ontology for the generation of the check
data to be used in the plausibility checker module.
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Fig. 6. Description of subset-1 of data versus cycle index

Fig. 7. Description of subset-2 of data versus cycle index

Fig. 8. Description of subset-3 of data versus cycle index

1) Evaluation Metric: In this work, we focus on predicting
the test values and comparing them with the real values for
detection of a potential anomaly, i.e., performing regression
analysis. Regression refers to predictive modeling, and in-
volves predicting a numeric value, and is different from the
classification that involves predicting the label of a class
of data. In regression analysis, we use Mean Squared Error
(MSE), as an error metric designed for evaluating predictions
made on regression problems. The MSE metric is derived as
the mean or average of the squared differences between real
and predicted values, i.e., MSE = 1

N

∑N
i=1(X[i] − X̃[i])2,

in which, X[i] is the i’th real value in the dataset and X̃[i] is
the i’th predicted value. The difference is squared, which has
the effect of resulting in a positive error value and inflating or
magnifying the large errors.

2) Evaluation Framework: Figure 9 represents the evalua-
tion framework for performance assessment of the proposed
plausibility check solution. Based on this figure, we will
add two types of error, including constant bias noise and
random noise, to the test data per cycle, and will check if the
plausibility check module is capable of finding inconsistency
in the data.

Fig. 9. Planned evaluation framework

V. THE PROPOSED SOLUTION

This section aims at presenting contributions of the work.
Our contributions include the design of a data analytics unit
for plausibility check of data. The schema of the proposed
solution has been depicted in Figure 10. This proposed unit
includes two novel functions: (a) the test data generator
function and (b) the plausibility check function. The former
one collects further information about the test and generates
checkpoints (contextual data) to be evaluated by the checker
function. The checker function compares the checkpoints with
the threshold values and makes the plausibility decision. Then,
before storing data in the database or actuating based on the
received data, the customer can pass the data through the
data analytics unit and check whether this data is plausible
or not. As we will see in detail of the proposed approaches,
the test data generator function includes an intelligent agent
for generating the test data.

Implementation of the proposed solution requires contextual
data to be collected. Contextual data is test data, which is
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Fig. 10. The proposed solution

related to the dataset to be checked at the plausibility check
function. Also, the contextual data should be contributory in
the plausibility check of the dataset. In the following, three
ideas are presented for generating contextual data:

1) Cross-correlation between columns of the dataset is used
for prediction of the column of interest. The performance
of prediction (MSE) is reported as a property of column
of interest for a plausibility check.

2) Prediction of future values of each column based on
the previous values of that column and comparison with
the received data (Auto-regression). The performance in
terms of MSE is used for a plausibility check.

3) Finding rules and statistics for each column based on
metadata and configuration available for the test, e.g.,
type of oil used at the machine part.

A. Design of contextual information for plausibility check: The
first solution

In tests.csv dataset, there are 18 unique tests with 29 data
columns, unique hash codes, and different cycles. The columns
of the dataset could be correlated together. Then, one can use
some columns to check the plausibility of other columns.

For testing the hypothesis of mutual correlation between
different columns, we consider one unique test and find the
correlation between each column with itself and with 28 other
columns, by using the built-in correlation function of Python.
As shown in Figure 11, the correlation results of each test are
stored in a matrix of 29 ∗ 29. The correlation number in each
cell ci,j of this matrix is an amount between -1 and 1 and this
number states that how much the column i is correlated to the
column j. The higher the absolute value of each cell ci,j , the
more correlated the column i to the column j.

Since the correlations between columns in one test might
randomly be high or low, the correlation matrix is calculated
for each 18 unique tests, and 18 correlation matrices of 29 ∗
29 are obtained. Then, each cell of correlation matrices is
averaged over all 18 tests. Figure 12 refers to the result of
averaged correlation matrices over 18 tests. This correlation
matrix is for the starting phase. Since the behavior of features
in the various phases is different, the correlation matrix for
the steady-state and ending phase are calculated separately.

As the absolute value of the correlation matrix is of impor-
tance, the features with the hottest and coldest colors are more

Fig. 11. The correlation matrix for one test before averaging

Fig. 12. The correlation matrix after averaging over all available tests

correlated together. As shown in Figure 12, the results confirm
the existence of strongly related features for plausibility check
of each feature.

Having access to the m most related columns for each
column, we can train a machine-learning algorithm to predict
the value of feature of interest (FoI) based on the selected
features. Here, we select the three most related features for
prediction. If the prediction based on the selected features
matches the recorded data, there is a low probability of
implausibility. If the predicted and recorded values do not
match, an alarm could be raised. For deploying this idea,
we need an ML agent. Figure 13 depicts the check data
generation and decision-making procedures in more detail. In
this figure, the FoI is X1, and the subset of features related
to it is X2. Then, X2 is fed to the test generator node, and a
prediction of X1 based on X2 is generated (call it X̃1). The
predicted value, X̃1 along with X1 are fed to the comparator
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Fig. 13. Feature selection and decision making procedure in more details for
the first solution.

node, and from the comparison, the system can carry out
the validation process. Finally, the X1 data will be accepted
or an alarm will be triggered. One must note that the test
ontology can trigger generating any kind of test data for X1

based on X2. For example, after setting the ontology by a
human expert, the ML agent in the test generator node takes
ontology and customer dataset as inputs. Ontology determines
what contextual information should be collected. In the above
example, ML agent understands from the ontology that MSE
is required to be collected for the FoI. So, the ML agent, by
applying an appropriate algorithm, generates the MSE in the
prediction of feature-1 using the three most related features to
it. In the decision-making step, this MSE is compared with the
ground-truth value. If the value of MSE is less than or equal to
the ground-truth value, then the customer data is plausible and
can be stored in the database, otherwise, the data is implausible
and an alarm is raised.

Towards deploying the ML agent, we need to select an ML
algorithm, prepare a train and test dataset, train it over train
dataset, and test it over test dataset. To select an ML algorithm,
we need to consider some points such as simplicity in usage,
scalability, being model-free, explainability, resistance against
overfitting and noise, resistance against non-available values in
measurements, and working with categorical and continuous
values. Regarding these tips, a random forest (RF) algorithm
for regression is selected to be implemented in the ML agent.
Investigation of the RF algorithm on our dataset for configu-
ration of its parameter, i.e., number of estimator trees, showed
us that the best performance, in terms of speed and overfitting,
is achieved by 50 trees. Performance of the RF algorithms for
plausibility check is investigated in subsection VI-A of the
next section. Towards using RF algorithm, we train an RF
agent based on several tests (out of 18 as described in the
previous section), and then test this agent on a test dataset
(excluding the training datasets).

B. Design of contextual information for plausibility check: The
second solution

Not only does cross-correlation exists between columns of
the dataset, but also auto-correlation among values of one
column could be considered. It means that one can utilize
the previous values of a column to check the plausibility of a
specific value in this column.

Fig. 14. Auto-correlation of feature 1 in the starting phase of test A

Fig. 15. Auto-correlation of feature 1 in the starting phase of test B

To see if auto-correlation could be used for the prediction
of a feature from its lags, we consider one unique test and
find the auto-correlation for each feature of this test. By using
auto-correlation, we can find how a value of a feature in time
t is related to the previous values of this feature at time t− 1,
t − 2, t − 3, ..., t − n. Figure 14 and Figure 15 depict the
auto-correlation of E-spec in starting phase of test A and B
respectively.

Since the values of auto-correlation for a specific feature
of one test could randomly be high or low, we repeat auto-
correlation for this feature over the 18 tests and average the

Fig. 16. Average of auto-correlation for feature 1 over different tests in the
starting phase

242

International Journal on Advances in Software, vol 15 no 3 & 4, year 2022, http://www.iariajournals.org/software/

2022, © Copyright by authors, Published under agreement with IARIA - www.iaria.org



Fig. 17. Auto-correlation of feature 2 in the steady phase of test C

Fig. 18. Auto-correlation of feature 1 in the end phase of test C

values of these tests. So, Figure 16 is resulted. Then, among
these averaged values, previous m recent values are selected
for use in the ML agent. Since the behavior of features in the
various phases follows different models, the auto-correlation
function is calculated for each phase of a feature separately.
Figure 17 and Figure 18 refer to the auto-correlation functions
in the steady phase and end phase of feature 1 and 2 for the
same test. Figure 19 and Figure 20 show the average of auto-
correlation function over different tests in the steady phase of
feature 2 and ending phase of feature 1.

Having access to the previous m recent values of a feature,
we can train a machine-learning algorithm to predict the value
of FoI at time t based on the previous values of the feature at
time t−1, t−2, ..., and t−n. If the prediction value at time t
based on the previous m recent values match the recorded data,
there is low probability of implausibility, otherwise because of
mismatch of prediction data and recorded one, an alarm could
be raised. Figure 21 depicts the overall architecture of the
second solution in more detail. In this figure, part of X1[0 :
N2], e.g., X1[0 : N1] in which N1 < N2, is fed to the test
data generator (Note: X1 is the FoI. ). Then, based on the test
ontology, e.g., time series forecasting of X1 using ARIMA,
test data for the validity of X1[0 : N2] will be generated, e.g.,
X̃1. Finally, at the comparator node, the real value of X1 will
be compared against X̃1. Based on this comparison, X1 data
will be accepted or an alarm will be triggered.

Fig. 19. Average of auto-correlation for feature 2 over different tests in the
steady phase

Fig. 20. Average of auto-correlation for feature 1 over different tests in the
end phase

Toward deploying an ML agent for the second hypothesis,
Random Forest (RF) and ARIMA algorithms are implemented.
As mentioned in subsection V-A, we use the RF algorithm with
50 estimators for our test purpose. For the RF algorithm, the
plausibility of each data point is checked based on the 10 lags
of the data, i.e., x[n] is checked based on x[n-10]:x[n-1]. For
ease of notation, we call this RF algorithm as RF(50,10). For
the ARIMA approach, the investigation of parameters on our
dataset showed that P=3, Q=I=0, i.e., ARIMA(3,0,0) matches
our dataset. Performance of ARIMA and RF algorithms for

Fig. 21. Feature selection and decision making procedure in more details for
the second solution.
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plausibility check is investigated in subsection VI-B of the
next section. Towards using ARIMA and RF algorithms, we
train the ML agent based on several datasets (out of 18 tests),
and then test these agents on a test dataset (excluding training
tests).

C. Design of contextual information for plausibility check:
The third solution

In the previous sections, we have leveraged the information
in the features, either in the FoI or a combination of features,
for plausibility check. In other words, the other contextual data
gathered by the test maker related to the overall test have not
been considered. In this section, we aim at investigating the
impact of such contextual data on the statistics of FoI, and the
potential application of such connection in plausibility check
for the dataset. Figure 22 represents the overall structure of the
proposed solution. In this figure, the metadata about X1, which
is the FoI, is fed to the test data generator along with X1.
Then, based on the test ontology, e.g., partitioning Cumulative
Distribution Function (CDF) of X1 based on states of the
metadata, test data for the validity of X1 will be generated,
e.g., S̃X1

. Finally, at the comparator node, the real value of
SX1

from received X1, e.g., the average value of X1 will be
compared against the S̃X1

. Based on this comparison, X1 data
will be accepted or an alarm will be triggered.

In our dataset, there are several contextual information
corresponding to each unique test that potentially have impacts
on the statistics of features. Examples of such contextual
data include type of the oil and separator metal used in the
experiment. Let us focus on oil. The initial hypothesis is that
there is a connection between the type of oil used in a test
and the statistics of measurements in this test. For example,
the min, max, variance, median, mean values of distribution
for Oil-A have considerable differences from the ones of Oil-
B. Figure 23 and Figure 24 show the statistics for feature-2.
One can observe that the Probability Density Function (PDF)
and Cumulative Distribution Function (CDF) of this feature
are different for various oil types. Furthermore, the min and
max values of this feature for type-A oil differ from type-B oil.
So, using these explored statistics, we can add some rules to
the ontology to discover the implausibility of the data. If the
data would be implausible, the related statistics will change in
comparison with the normal ones.

We train the metrics of decision-making using statistics
of feature-2. If statistics of the test dataset comply with the
statistics of the trained dataset, i.e., metrics like min, median,
and variance are within the accepted bound found in the
training, the decision-maker accepts the test data as plausible.
Performance of plausibility check by using statistics of the
data is investigated in subsection VI-C of the next section.

VI. RESULTS AND DISCUSSION

A. Performance test for the first solution

Recall the first proposed solution in Figure 13. In this
solution, the test ontology mandates predicting FoI for validity
check based on the three most-related features. It also proposes

Fig. 22. Feature selection and decision making procedure in more details for
the third solution.

Fig. 23. PDF of feature-2

MSE as the prediction analysis metric. Then, the three most
related features to the FoI are fed to the test data generator
and are used for predicting the FoI. Figure 25 shows the
performance test results such that the prediction values are
fitted well with the real values of FoI (here, feature-1).

In this figure, along with the test data and predicted data,
the three most related features to feature-1 can be seen as well.
One can observe that these three features have almost either
direct or inverse (because of negative values of correlation)
relationship with the feature of interest (feature-1). The above
tests have been repeated for the steady phase and ending phase,
and the same behavior has been almost observed for tests in
these phases. We aim at leveraging the proposed ML agent

Fig. 24. CDF of feature-2
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Fig. 25. Testing agent for predicting feature-1 with more details of 3 most
related features

Fig. 26. Testing agent for predicting feature-1 based on 3 most related feature.
No noise has been applied, MSE=0.0002= MSE (ground truth). (Blue: real
data, Orange: predicted data)

for carrying plausibility checks out. So, seven test cases are
presented based on applying bias measurement errors, and
random measurement errors to the column of interest, and
most related columns. The first plausibility check is related
to the state that there is no noise in the data. As shown in
Figure 26, plausibility of data has been confirmed. In second
plausibility test, bias noise is added on the feature of interest
(E-spec). From results of Figure 27, it can be observed that
the predicted values are not the same as real values. So, the
ML agent can detect the error on the data and conclude the
implausibility of data. The third plausibility test, as shown in
Figure 28, is related to the adding bias noise to the least related
feature. In forth plausibility check, bias noise is added to the
most related feature. The result is depicted in Figure 29. The
same plausibility tests are done by adding random noise on
the feature of interest, least related feature, and most related
feature. The results of these tests are shown in Figure 30,
Figure 31, and Figure 32, respectively.

B. Performance test for the second solution

Recall the second proposed solution in Figure 21. In this
solution, the test ontology mandates predicting FoI for validity
check based on its lags. It also proposes MSE as the prediction

Fig. 27. Testing agent for predicting feature-1 based on 3 most related
features. Bias noise on the feature of interest, MSE=0.068 (340 times more
than ground truth). (Blue: real data, Orange: predicted data)

Fig. 28. Testing agent for predicting feature-1 based on 3 most related feature.
Bias noise on the least related feature, MSE=0.0034 (16.5 times more than
the ground truth). (Blue: real data, Orange: predicted data)

analysis metric. Then, the lags of FoI are fed to the test
data generator, and are used for predicting the FoI. Figure 33
shows the performance test result using random forest for
predicting feature-1 (FoI). In the random forest algorithm, we
used 10 recent values of feature-1 for prediction. Figure 34
depicts the performance test result for predicting feature-1
using auto-correlation and ARIMA. In our implementation,
ARIMA works with three recent values of feature-1. Both
Figure 33 and Figure 34 confirm that the prediction values fit
well with the real values of feature-1. We do the performance

Fig. 29. Testing agent for predicting feature-1 based on 3 most related feature.
Bias noise on the most related feature, MSE=0.0421 (210 times more than
the ground truth). (Blue: real data, Orange: predicted data)
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Fig. 30. Testing agent for predicting feature-1 based on 3 most related feature.
Random noise on the feature of interest, MSE =0.01 (50 times higher than
the ground truth). (Blue: real data, Orange: predicted data)

Fig. 31. Testing agent for predicting E-spec based on 3 most related feature.
Random noise on the least related feature, MSE=0.0012 (6 times more than
the ground truth).

test for the steady phase and ending phase of feature-1 using
random forest and ARIMA algorithms and the results for these
phases also follow the same trend.

For plausibility check using the auto-correlation contex-
tual data, we apply bias measurement errors and random
measurement errors to the FoI, and examine if the proposed
solution can assess the incorrectness of data. Towards this end,
we leverage the FoI’s forecasting results using ARIMA and
random forest methods. From Figure 35, Figure 36, Figure 37,
and Figure 38 with random and bias noises, one can observe

Fig. 32. Testing agent for predicting feature-1 based on 3 most related feature.
Random noise on the most related feature, MSE= 0.00068 (34 times more
than the ground truth). (Blue: real data, Orange: predicted data)

Fig. 33. Testing agent for predicting feature-1 using auto-correlation and
random forest.

Fig. 34. Testing agent for predicting feature-1 using auto-correlation and
ARIMA.

that the predicted values are not the same as real values of
FoI. So, the ML agent can detect the error on the data and
conclude the implausibility of the data. Table II summarizes
the results of plausibility tests for the second solution.

C. Performance test for the third solution

Recall the third proposed solution in Figure 22. In this
solution, the test ontology collects metadata about FoI for
validity check. Then, the past values of this feature are fed to
the test data generator, and are used for extraction of statistics
of this feature, and predicting the validity of the feature based
on the extracted statistics. Here, we focus on the oil data and
try to partition the PDF of FoI based on the type of oil used

Fig. 35. Plausibility check for predicting feature-1 using auto-correlation,
Random forest, and bias noise.
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Fig. 36. Plausibility check for predicting feature-1 using auto-correlation,
ARIMA, and bias noise.

Fig. 37. Plausibility check for predicting feature-1 using auto-correlation,
random forest, and random noise.

in the experiment. Figure 39 represents the partitioned PDF
of the feature-2 (FoI) based on the type of oil used in the
experiment. One observes the same trend from the test data
and train data when there is no noise added to data (plausible
test dataset).

In this section, we apply bias noise and random noise on
the test data to check if our designed solution can detect the
implausible data. Figure 40 and Figure 41 show the results of
performance analysis for bias and random noise respectively.
One observes in Figure 40 that adding the noise to the test
data (red one) clearly shifts the plot to the right. Figure 41
represents the dataset with random noise. One can observe that

Fig. 38. Plausibility check for predicting feature-1 using auto-correlation,
ARIMA, and random noise.

Fig. 39. Comparison of PDF of FoI in two tests

Fig. 40. Comparison of PDF of FoI with and w/o bias noise

the noise added to the data has changed the shape of PDF in
both cases of bias and random noise, e.g., the mean and median
have changed in Figure 40 and Figure 41 in comparison with
the original data without noise shown in Figure 39.

D. Discussion

In Table I, the results of plausibility test for the first solution
(subsection VI-B) have been summarized in more details.
Table II summarizes the performance results for the second
solution (subsection VI-B). Table III summarizes the results
of Figures 39, 40, and 41 in subsection VI-B.

Fig. 41. Comparison of PDF of FoI with and w/o random noise
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TABLE I
SUMMARY OF PLAUSIBILITY CHECK USING SOLUTION 1

Test description MSE MSEratio :
MSE

MSEtrue

Check:
MSEratio <
Ratioth;
Ratioth =
1.5

True data 0.0002 1 Y
Bias error on column of
interest (feature-1)

0.068 360 N

Bias error on least related
feature

0033 16.5 N

Bias error on most related
feature

0.0420 210 N

Random error on feature of
interest (feature-1)

0.010 50 N

Random error on least re-
lated feature

0.0012 6 N

Random error on most re-
lated feature

0.0068 34 N

TABLE III
SUMMARY OF PLAUSIBILITY CHECK USING SOLUTION 3

Test description Mean Mean-
ratio

Median Median
-ratio

Plaus.
check

Train data (base
measurement)

22.8 1 18.2 1 -

Test data w/o noise 24.6 1.08 20.4 1.12 Y
Test data with bias
error

47.42 2.08 43.4 2.38 N

Test data with ran-
dom error

35.8 1.57 31.7 1.74 N

From Table I, it is clear that the plausibility check solution,
which is powered by the prediction of FoI based on the most
related features, performs well against the bias noise. In other
words, when a constant value, i.e., a measurement error, is
added to the reading of a sensor, the plausibility check module
can easily detect that data is inconsistent with the past learning
(from 16.5 to 360 times more MSE has been reported). For the
random noise, when the amount of the added noise to the data
could vary, the performance is lower than the bias noise, but
still completely acceptable (from 6 to 50 times more MSE has
been reported). For example, one observes that the plausibility
test has been shown 6 times more MSE in the prediction of
FoI when random noise on the least relevant feature to the FoI
has been added. Furthermore, Table II showed that the second
solution (using RF) is not vulnerable to the random noise,
and it performs equivalently for the bias and random noises
(7 times more MSE in prediction of FoI). In the same time,
we observe that the ARIMA has a poor performance as an ML
agent for this solution, and it misses the alarm for the test-
case with bias noise on the the FoI (the corresponding MSE-
ratio is 1.125, which is lower than the threshold value, i.e.,
1.5). Finally, the third approach shows a weaker performance
than the previous ones (around two times more MSE has been
reported). One must note that the stronger performance of the
first approach and relatively the second approach is achieved
at the cost of further computing required for them. In other

words, there is a hidden reliability-complexity trade-off here,
where going from solution 1 to 3, complexity is reduced and
the probability of error in plausibility check is increased.

VII. CONCLUSIONS

In this work, we investigated data plausibility automation
for a given dataset from a smart factory. Towards this end,
a data analytics framework, consisting of a contextual data
generation function (which generates checkpoints based on a
given ontology) and a plausibility check function (which works
based on the designed checkpoints), was proposed. For the
implementation of the first function, we have investigated three
machine learning approaches that leverage auto-correlation in
each feature, correlation between features, and hidden statistics
of each feature for generating the checkpoints. Performance
evaluation results indicated the outstanding performance of
the proposed schemes in the detection of noisy data. The
main concluding remarks of this work include: (i) This study
indicated that each feature of the dataset, or a collection of
features, could be used without any other data for plausibility
check leveraging machine learning. (ii) Metadata about the
test, including conditions in which the test has been carried
out, could be an important part of the design of the plausibility
check. (iii) Checking of plausibility for a dataset that may
contain random noise on some features (or some cycles) is
much harder than checking the presence of static noise on
the data. (iv) Performances of different checkpoint generation
functions (using different ML approaches) are not the same.
The ones based on the investigation of each cycle of the
test, solutions 1 and 2, are more complex and provide a
better distinction between noisy and healthy data. While the
third solution is a lightweight solution with a lower reliability
performance.
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