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THE DEVELOPMENT OF RELIABLE ESTIMATION METHODS FOR THE USAGE OF TEST
AUTOMATION IN AN AGILE ENVIRONMENT

Short Paper

Jos van Rooyen
Identify Test Services BV
Rosmalen, the Netherlands

jos.van.rooyen@identify.nl

Abstract- One way to ensure the quality of software is by testing
it. Running tests can be done both manually and automatically.
Test automation, with its ups and downs, has been the centre of
attention for many years. It is usually underestimated what
implementing test automation entails and the impact it has on
an organization, especially the estimation of the required effort.
Adding test automation within the entire range of testing
measures requires extra human capacity, both for the initial set
up and the maintenance of the automatized tests apart from test
implementation. The question is how much human capacity is
needed in order to test automatize the functionality which has to
be tested automatically? This article describes several methods
to estimate the required effort for test automation and the
approach to collect the required data. By applying the described
estimation methods via a case study key figures can be defined
to estimate the required effort for test automation projects.

Keywords-Estimation; Test Automation;
Return on Investment; Future proof.

Agile; Testing;

l. INTRODUCTION

During Valid2016 the first ideas were presented [1] how
to estimate test automation in an Agile environment. Based
on the discussion during the conference and further
elaboration of the topic, this paper describes several methods
to estimate the required effort for test automation. Inside
testing [2], test automation is one way to ensure the quality
of software.

What is meant by testing software is the following [3]:

“The process consisting of all lifecycle activities, both
static and dynamic, concerned with planning, preparation and
evaluation of software products and related work products to
determine that they satisfy specified requirements, to
demonstrate that they fit for purpose and to detect defects.”

Running tests can be done both manually and
automatically. Test automation, with its ups and downs, has
been the centre of attention for many years. It is usually
underestimated what implementing test automation entails
and the impact it has on an organization [4][5]. Because of
the rising popularity of Agile [6] and the implementation of
continuous deployment and development [7], it seems that
test automation is taking on a fixed position. The most

important reason for this is that the amount of work is no
longer manageable to be done manually [8].

Adding test automation within the entire range of testing
measures requires extra human capacity, both for the initial
set up and the maintenance of the automatized tests apart
from test implementation. The question is how much human
capacity is needed in order to test automatize the functionality
which has to be tested automatically?

Test budgeting has been a problem since the beginning [9].
Several methods have been developed [10][11][12], but they
do not always produce the correct results. Practice shows that
significantly more time is needed than was budgeted at the
start of the project.

The question is how to get a grip on this in order to make
reliable predictions concerning the necessary capacity. Based
on previous methods [10][11][12], which are the utilized
ways of budgeting within the Agile methodology [13], three
ways of thinking have been developed to budget automatized
test capacity. These three ways of thinking are described in
this article. However, they still have to be tested in practice.

The fundamental principle in this article is a structural,
future proof design of test automation within the Agile
developed methodology. That means the following:
designing test automation in such a way that developed
automatized tests cannot only be executed, reused, and easily
transferred to others today, but also in the future, and done in
such a way that maintenance effort is minimal.

The paper has the following structure. Section Il describes
the causes of poor test budgets on behalf of test automation.
Section 11l describes the general elements that affect the
required test capacity. Section IV will give insight into
budgeting future proof elements on behalf of test automation.
Section V discusses the three ways of budgeting. A detailed
example has been included in Section VI. Section VII
describes the collection of the data and the approach to
classify into the described estimation methods. Return on
investment is dealt with in Section VIII. Lastly, Section IX
describes the conclusions and future work.

2018, © Copyright by authors, Published under agreement with IARIA - www.iaria.org



Il.  CAUSES OF POOR TEST AUTOMATION BUDGETING

As indicated in the introduction, budgeting within ICT is a
common problem [9]. Which causes are at the core of this? A
couple of reasons can be found.

Using new development and or programming techniques
of which there is not enough knowledge. Not questioning the
desired functionality enough which causes new problems to
arise during the implementation and test phase. Unfamiliarity
with the quality of the software in the beginning is another
reason. Furthermore, the quality of the persons involved, such
as the tester or developer, plays a role. Is someone
sufficiently skilled to make a solid budget? [12][11][10].

What we see in practice is that experience numbers are
hardly recorded, if recorded at all. This is especially the case
for budgeting test automation. A short research in the ISBSG
database [14] shows that only three projects have been
recorded in which Agile development technique is combined
with automatized testing. Of only 1 project out of these three,
the delivered test effort has been registered (see Table I).

TABLE |: ANALYSIS ISBSG-DATABASE FOR THE ATTENTION OF TEST

projects
#pro Way of testing Agile Test effort
jects development known
methodology
Manual | Automa Y N Y N
tized
95 29 66 3 63 1 2

It becomes clear from this analysis that there is no useful data
available to draw conclusions.

In order to try to answer the question: “How is budgeting
done in an Agile development environment concerning test
automation,” a survey has been conducted in which 100
people participated. The results are recorded in Table I1.
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During this presentation three ways of thinking were
sketched how test automation can be budgeted in an Agile
development environment in order to set up test automation
in a structured and future proof manner. This article
elaborates on the presentation whereby received input has
been included in further working out the ways of thinking.
Besides the manner of budgeting, each approach has a
number of general elements which influence the eventual
budget for test automation. These general elements will be
elaborated on first.

I1l.  GENERAL ELEMENTS INFLUENCING BUDGETING OF
TEST AUTOMATION

Apart from the required budget to automatize the test
scripts, there are several preconditional elements which
influence the required budget for test automation. No matter
at which level in the organization (project, division or
company level) [15] you wish to implement test automation,
you will have to deal with these elements. Dependent on the
level at which you would like to implement test automation,
the impact on the organization will be bigger. If you focus
test automation on company level instead of a project or
individual sprint, the involved elements will have a wider
impact. The elements can be separated in the so-called initial
costs and continuity costs. The initial costs are those which
you have when setting up and developing test automation for
the first time in an organization.

Continuity costs are costs which have to be made after the
introduction of test automation in order to maintain and
expand (if necessary) test automation. In Table IlI, the
relevant elements are mentioned with an indication how these
elements can be measured and a short explanation.

TABLE II: INITIAL AND CONTINUITY ELEMENTS TEST AUTOMATION

TABLE Il: RESULTS SURVEY WAY OF BUDGETING TEST AUTOMATION Compo Element Unit of Explanation
i nent measure
Way of budgeting Number Initial People #people Number of people that
Not budgeted 2 costs Costs per are going to work on
Percentage available time 1 day test automation
Pokering of the effort 3 Test tools #tools Type and number of test
Experience based 5 Price per tools to purchase
No response 89 license aligned with various
Total 100 development platforms
Installation #days Installation of test tools
As Table I1 shows, no reliable results can be extracted from costs dC;;tS per in the ICT- landscape
the survey. Despite a reminder, response was very low. Both Test data #days Choosing a working
the results of the survey and the analysis of the ISBSG Costs per method: formulate test
database, which show comparable results, were a trigger to day data requirements,
keep on thinking of ways how to budget test automation dmai:”;grm‘g;f;'gc test
re“ab_ly and predictably. ) ) production data to use
A first draft was made during the Valid2016 conference as test data. Taking
where the first ideas were drafted during the presentation: privacy into account
“Estimation of test automation in an Agile Environment” in - [16] -

; . . . o Education # days Number of required
Wh_lch the foIIOWI_ng Question was dlscgssed. _How to educations/courses
estimate the required effort in an Agile environment Frequency of | #runs How often is test
regarding test automation” [1]. usage automation used?

Virtualization Is virtualization used?
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Number of #integrations | Which integrations are
integrations costs per relevant and how are
with integration they mutually
surrounding dependent?
systems
Support n/a (not Which strategic
which applicable) objectives have to be
company supported?
objectives
Continuity | License costs | Price per Annual costs on behalf
test tools license of the test tools
Maintenance | Modification | Percentage time
test scripts frequency reserved for
maintenance of the test
scripts
Additional #days Required training for
training #days new employees and new
upgrade versions of test tools
Test tool #licenses Costs linked to
upgrade times purchasing and
updates installing test tool
upgrades
Integrations #integrations | Expansion and
costs per maintenance of
integration integrations surrounding
systems

IV. BUDGETING FUTURE PROOF ELEMENTS

This information is partly delivered by the overarching test
procedure on company level. You can think of frameworks
for reusability, tooling, test data generation for repeatability
and a wiki for setting up the transferability aspect.

The question is which percentage of the required test
capacity for test automation has to be reserved for developing
future proof automated test scripts?

The following rules of thumb can be applied as shown in
Table IV.

TABLE IV: RULES OF THUMB ON DETERMINING FUTURE PROOF FACTOR

Aspect Priority Factor

Reusability H (= High) 1.2

M (= Medium) 1

L (= Low) 0.8
Repeatability H (= High) 1.2

M (= Medium) 1

L (= Low) 0.8
Transferability H (= High) 1.2

M (= Medium) 1

L (= Low) 0.8

An example:

100 hours have been calculated for test automation. In order
to set up future proof test automation, the following values
have been agreed upon (see below). Determining these values
is done in accordance with the principal and is linked to a
company’s objectives.
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Aspect Factor
Reusability H
Repeatability M
Transferability M

The number of hours required to set up this part future proof
will be:

(100 x 1.2) x1 x 1 = 120 hours.

Another aspect to take into consideration is the scope of
test automation. For which test type [3] are the test
automation scripts developed? A sprint, an integration test
(IT) or a chain test (CT)? The bigger the scope, the more
synchronization with all parties becomes necessary. Think of
which test data to use, which test scripts, availability of test
environments for example and analysis of the results [17]
[18].

You can introduce another factor namely the test type
with the following parameters:

Test type Factor
Sprint 1

IT 12

CT 15

Say you would like to do for example a chain test
automation. The necessary effort, based on the table above
would be:

(120 x 1.5) = 180 hours.

As stated, these are rules of thumb, which will have to be
tested and adjusted by collecting data from yet to be executed
case studies.

V. BUDGETING TEST AUTOMATION

In previous sections, it has been discussed both which
general elements influence the test automation budget and
that making test automation future proof also impacts the
budget.

So how do you really budget test automation?
The following methods of budgeting will be elaborated on:
1. Percentage of the available time;
2. Pokering the required effort;
3. Pokering the required effort in combination with being
1 sprint behind.

A. Percentage of the available time

This method uses reserving a percentage of the total
available test time for test automation as a starting point. A
frequently used percentage, distilled from various projects, is
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20% of the available test time. Suppose that for 100 hours of
testing time 20 hours are used to do test automation. A part
of these 20 hours is then used to make the test automation
future proof.

By monitoring the actually needed capacity during each
sprint, a realistic percentage can be established eventually.
The velocity [19] becomes more and more accurate. The
question is how reliable such a number is? Does a fixed
number allow you to automatize everything that has to be
automatized?

The risk is that in, for example, a sprint, not everything can
be tested automatically, since the amount of work requires
more time than can be realized in the time that is available. A
debt is build up which either has to be removed during a next
sprint, or in order to finish the amount of work scaling up is
done. One of Agile’s features is a shared team effort.
Developers can support in test automation but this will be at
the expense of other work, which puts pressure on the
velocity and leads to not being able to realize all the selected
product backlog items.

The way of budgeting, as described here, is a very basic
way of budgeting, which begs the question of how much
functionality can be tested automatically given the
framework conditions. The advantage is that you always
know how much time is available for test automation.

B. Pokering the required effort

Another way of budgeting is applying poker planning [20]
specific for test automation. Perhaps initially this might seem
like reserving a percentage of time. Initially, pokering the
effort uses the brain power of the entire team to reach an
actual estimation of the required time.

By placing the items which qualify for test automation on
the product backlog, insight will be given into the amount of
test work which has to be automatized. Pokering items also
provides insight into whether the amount of work fits the
current sprint. If the necessary effort is large one can decide
to develop less functionality, so that developers can assist in
developing the necessary test automation.

This way of budgeting has some caveats to take into
consideration. Is the to be test automatized item on the
backlog of sufficient depth to determine the scope properly?
The second observation has to do with the stability of the
features for which test automation has to applied. Is the team
only capable of automatizing the test on unit level or also all
the features itself?

C. Pokering the required effort in combination with
being 1 sprint behind

To obtain a larger predictability of the work that has to be
done, you can choose to start the test automation in the next
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sprint using the version of software which was produced in
the previous sprint.

This approach has a number of advantages. The software
which qualifies for test automation has reached a level of
stability which makes it suitable for test automation. Another
major benefit is that more detailed information is available
with regard to functionality. After all, software has already
been produced, which makes it easier to determine which
effort is necessary to automatize the tests. Counting the
number of functions goes back to the method of budgeting as
applied within the TestFrame methodology [17].

This way of budgeting overlooks an important Agile
principle namely the fact that working software has to be
produced at all times. As a team you cannot guarantee that all
software from for example a sprint works, simply because
you can no longer test everything manually.

VI. A DEVELOPED EXAMPLE

To give an idea of the various elements influence on the
needed capacity, a fictive example has been developed.

BASIC REQUIREMENTS:

Activity Required capacity in Calculating
hours factor

Testing 1000

Way of budgeting: 1 | 200

(fixed percentage)

Future proof:

Reusable: H 1.2

Repeatable: H 1.2

Transferrable: L 0.8

Scope test automation: 15

chain test

Relevant general 4 persons 1 day

elements €1000, -- per day

Additional training: 4 licenses
€1000, -- per

License costs year

Hourly fee €75

TOTAL AMOUNT:
Activity Calculation Amount
Required capacity (200 x 1.2 x 1.2 x 0.8) x | €25.920
15x€75

Training costs ((4 x8) x €75) + 1000 €3.400

License costs 4 x €1000 €4000

Total costs: €33.320

VII. COLLECTION OF THE DATA

In the previous sections a few methods are described to
estimate test automation in an Agile context. Till now there
is no real evidence which method is the best. A first attempt
was made as described in Section Il. To verify the described
estimation method a new survey will be set up to collect the
data based on Table V.
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TABLE V: COLLECTION OF THE DATA

Pr Type of Prio Conti SDLC Estimat | Estim Actual
oje Initial nuity ion ated hours
ct cost costs method hours

The major problem with the first survey was the timeframe.
It was to short to collect data from different customers and
projects. The new survey will take place during a period of
two years to collect the required data as a base for a proper
analysis. At least the data of 100 projects will be collected.

VIIl. RETURN ON INVESTMENT

Initially, test automation costs money. As indicated,
various elements have to be put in place before test
automation can really be applied. The question is when the
required investment will be recouped. Tied to this question is
the question: what you will earn exactly? Soon thoughts will
go to quantitative aspects. However, when it comes to return
on investment (ROI) qualitative aspects also play a part.
Table VI describes a number of aspects that show how you
can recoup the investment.

TABLE VI; ASPECTS RELEVANT FOR THE ROI

Aspect

Description

Shortening test execution
time [21]

Manual execution has been replaced by
test tools by means of which test
automation can be executed in so called
off-peak hours. Besides this, a test tool is
many times faster than a human being.

Prevention of regression

Because of the acceleration in test
execution it has become easier to execute
all automatized test scripts. Insight into
possible regression can be gotten quickly.

Impact analysis in case of
modifications

By executing automatized test scripts in
the first sprint, insight into the suggested
modifications can be gotten quickly. This
can be especially beneficial in a Devops
environment.

Time to market

By raising the test execution power, the
company can enter the market much faster
than its competitors.

Independence

By automatizing the functionality, a
company becomes less dependent on a few
functional experts. This expertise can be
used in other parts or parts of which
automation is not useful.

Reliability in the
execution

The execution of the automatized test
always happens in the exact same way.
This provided insight into the stability of
the software.

Uniform way of reporting

The test tool generates reports. These
describe in detail what happened during
the test execution. This makes it easier to
track faults and takes less time.

Quality to market

The accuracy of tests gives a good insight
into the quality and stability of the

information system.

IX. CONCLUSIONS AND FUTURE WORK

This article describes three ways of thinking on how to
budget future proof test automation in an Agile environment.
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These ways of thinking came into being because the existing
methodology did not support a reliable budget sufficiently.
They will have to be tried and tested in practice by means of
a case study. Data has to be collected in order to eventually
develop a balanced way of budgeting. Lastly, the article
describes the benefits of applying test automation in an
organization.
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Abstract— Web platforms and applications are generating a
normalized environment for users to consume information.
This process of making the Internet experience “clickable” and
“fun” comes at a price: we are less inclined to face important
decisions on how applications work, data are handled, or how
algorithms decide. This article will examine the possibility of
shifting from predetermined results to open and descriptive
applications. We inscribe this effort in the context of the Social
Semantic Web (s2w) and aim to add a pragmatic approach
relying on the importance of humanly created semantics, as a
means to fulfil the vision of the s2w. To achieve this we have
introduced a descriptive protocol (CoWaBoo) that revisits
fundamental web user activities such as search, classification,
group formation and valorization of participation. This article
will build on the 2017 results from our university group course
and, particularly, the prototype applications created through
the API of CoWaBoo during the same period. Our aim is to
shift our attention from how things end up on the web, to how
things become, regarding software and applications
development. The conclusions of this article will provide
further questions for the development of the protocol
(CoWaBo0), its applications and the competencies that we need
to develop to become actors in the s2w.

Keywords-social semantic web; learning protocols; learning
driven applications; semantic structure; descriptive applications.

l. INTRODUCTION

The growing web and algorithmic reality, where users
perform prescribed functions or tasks, is an area that we need
to continuously discover and understand. As we will attempt
to demonstrate in this paper, the CoWaBoo protocol
empowers a human-driven interaction in the web — social
space [1] providing a better understanding of the opacity and
the impact of these tasks, framed around the term ‘digital
inequality’. The latter has frequently focused on the
distribution of computational resources and skills [2]. How
people may be subject to computational classification,
privacy invasions, or other surveillance methods in ways that
are unequal across the general population, could be in
violation of existing regulatory protections [3].

The widely spread culture of opacity of web applications,
data or machine learning algorithms is operating a certain
normativity: when a computer learns and consequently
builds its own representation of a classification decision, it

Jean-Philippe Trabichet

Information Systems Department
HESSO / HEG-GE,
Geneva, Switzerland
e-mail: jean-philippe.trabichet@hesge.ch

does so without regard for human comprehension. The
examples of handwriting recognition and spam filtering
illustrate how the workings of machine learning algorithms
can escape the full understanding and interpretation by
humans, even for those with specialized training [4].
Algorithms, such as those underlying the Google search
engine, are often multi-component systems built by teams
producing an opacity that programmers who are ‘insiders’ to
the algorithm must contend with as well [5]. The opacity
concern arises in the middle of an input - black box - output
approach. For the most part, we know how the data are being
fed into the algorithm: we produce it ourselves through our
activities. We know some of the outputs of the algorithm and
can reasonably infer how the algorithm has classified the
data. What we do not know is how the ‘black box’ operates,
or which bits of data the algorithm selects and how it uses
that data to generate the classifications.

The elements above interact with our understanding of
the Social Semantic Web (s2w). S2w can be defined as a
space in, which social interactions lead to the creation of
explicit and semantically rich knowledge representations. An
interaction of collective knowledge systems is able to
provide useful information based on human contributions
and gets better as more people participate [6]. As web
application development is conditioned from the
communication structure and technological decisions of the
organizations [7] providing them, alternative approaches
become crucial.

To sum up, we cannot rely on the modern disciplinary
methods and frameworks of knowledge in order to think and
interpret the transformative effect which new technology is
having on our culture. It is precisely these methods and
frameworks that new technology requires us to rethink [8].
Our goal in this paper is to propose an analysis that intersects
the current state of opacity and, at the same time contributes
to our understanding and application of semantic rules to
user created applications.

The following sections of this paper will pursue this
analysis. In Section Il, we briefly position protocols as an
important, but not sufficient, parameter against an opaque,
black-box culture of application use and development and
introduce the Social Semantic Web mechanisms. Section IlI
is devoted to CoWaBoo, a protocol of building web
applications, empowered by specific rules and architecture.
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In Section IV, we demonstrate the prototype applications,
built by students as proof of work for creating open and
descriptive applications, based on the CoWaBoo API.
Finally, in Section V, we highlight how such user driven
applications validate the rules and functions of the
CoWaBoo protocol and how more complex social rules can
emerge, while raising further research questions. Our results
include presenting the use of CoWaBoo for a specific,
knowledge management, application, providing with some
early directions on social tagging and user based web
ontologies.

Il.  PROTOCOLS, DATA AND THE SOCIAL SEMANTIC WEB
IN A WORLD OF INTERNET APPLICATIONS

The advent of blockchain facilitated the creation of
several protocols allowing for the implementation of user
driven web applications under the heading of decentralized
applications [9]. The most prominent example of such
protocols is Ethereum an open-source, public, blockchain-
based distributed computing platform, featuring smart
contract (applications) functionality [10]. A protocol is an
ambivalent space where both opacity and transparency are
possible and certain short-term goals are necessary in order
to realize one’s longer-term goals [11]. Applications running
on protocols can use or, sometimes, play down this
contradiction but never break away from it. A protocol is
never neutral in the sense that all decisions regarding its
functions are already set to bring some kind of normality on
users (agents) behaviors. In this sense, it contributes to
generating a semantic normativity for users to consume
information, but not necessarily transforming it. This process
is interlinked with the production and reuse of data in
semantic mechanisms that are prescribed in accordance with
the objectives of their creators.

This use of semantic mechanisms to describe the
meaning of data, and enable the description of their
metadata, is allowing for more complex user driven analysis.
This includes using potentially any data in any format and
apply smart data management algorithms as a commonly
accessible resource [12]. However, this initial position does
not explain how the social happens in the semantic. Having
semantically structured data inputs does not guarantee that a
social learning is in place or, even, possible. We will turn to
the Social Semantic Web (s2w) to understand how this could
possibly happen. S2w aims to add a pragmatic approach
relying on description languages for semantic browsing
using heuristic classification and ontologies, emphasizing the
importance of humanly created loose semantics as means to
fulfil the vision of the semantic web. Manuel Zacklad, Jean-
Pierre Cahier and Peter Morville define s2w as the pace
layering of ontologies, taxonomies, and folksonomies to
learn and adapt as well as teach and remember [13].

Various investigations have been published regarding the
evolution of the social and semantic web, including the
development of ontologies for tagging [14], the extraction of
ontologies from social network graphs and folksonomies
[15], collaborative ontology evolution and reasoning over
tags [16]. The social and semantic web is appearing as a
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mixture of multi-disciplinary information that is evolving
within an open environment [17], making it difficult to
initiate a learning process. In these efforts, there are various
possible social approaches for solving the problems of user
driven ontology evolution for the semantic web. Users could
create folksonomies or flat taxonomies to document their
information. Social Network Analysis (SNA) allows the
ontology to be extracted from the tags and be reused into
topic maps or ontology stores. These organized tags could be
manually analyzed to create a more sound ontology. Another
approach is to create a system for self-governance where the
users themselves create the ontology over time in an organic
fashion. All of these approaches could start out with an
empty ontology or be seeded manually or with an existing
ontology.

The protocol that exemplifies user-oriented ontologies is
SSWAP (Simple Semantic Web Architecture and Protocol).
SSWAP is an architecture and protocol for semantic web
services. It uses the W3C standard of OWL (Web Ontology
Language) to ground a web services model on computable
semantics and logic by formulating an architecture and a
protocol. The HTTP API allows developers to generate
SSWAP RDF/XML graphs using JSON [18]. The main
application, based on SSWAP, is called iPlant. The iPlant
Collaborative seeks to enable data-driven scientific
integration both within the enterprise and across web
resources, including widely used programs of general interest
and niche programs for specific needs [19]. IPlant’s
Semantic Web Platform is developed as the technological
conduit for integration across various plant resources. It is
by having software layers handle data, service syntax and
semantics that iPlant seeks to free the scientist to focus on
data and service use.

Application development comes at the junction of these
diverse and interdisciplinary efforts. With the multiplication
of user driven applications, we could tap into a large part of
the motives and rules of the created interactions. When it
comes to information and internet technologies’ mediated
systems, the technical arrangement of the underlying
interaction platforms do have an impact on the social
cognition processes [20]. The process of channeling more or
less sophisticated representations, from opinions and
likes/dislikes, to tags, sentences, or documents are some of
the elements that need to be, continuously, examined.

However, a single instance of data (i.e., a tag) can never
be semantic on its own. Semanticity is captured at the logic
of organizing data within a system of relations or rules
applied to this system. Several problems encountered in
ranking, documentation and automated search can be
handled by semantic conceptualization and graph theory
[21], while many others persist. Our position is that instead
of relying entirely on automated semantics with formal
ontology processing and inferencing, humans could (learn
to) build their applications. While the semantic web enables
integration of business processing with precise automatic
logic inference computing across domains, a Social Semantic
Web could be used for a more socially oriented technology
interface, allowing for a more divers interaction between
various objects, actions and their users. The CoWaBoo
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protocol, including this paper, aim to contribute to this exact
area, in between semantically oriented protocols such as
SSWAP, or transaction oriented ones like Ethereum.

As importantly, we need to connect s2w with a clear
educational demand; the people who craft the code, that
determines all the million material ways in which we
interact, are able to consciously articulate the things they
believe, agree or disagree [22]. The Social Semantic Web
presents us with a possibility to understand and affect the
design of software and applications and, eventually, how
could it be reformed. The CoWaBoo protocol and its
applications are set to intermediate this effort.

1. THE COWABOO PROTOCOL AND ITS OPEN API

CoWaBoo starts as a concept, leading to an ambition of
understanding and affecting user actions in a socio
technological context. The CoWaBoo protocol considers the
addressee, user of these wider computational systems made
up of processes, technologies or networks, as a possible actor
in their design. As the interaction needs to be open to further
development, the code of the CoWaBoo protocol needs to
apply the following default rules [1]:

e Assure the lucidity of past (as stored data), present
(as current data collection, or processed archival
data), and future (as both the ethical addressee of the
system and potential provider of data and usage).

e Store objects with a semantic description that
generate functions for applications.

e Demonstrate that the code’s mediation can be
rethought, researched for intervention, contestation,
as a tool for the un-building of other code/software
systems.

The overarching concept of the protocol is to formalize
an always-editable space realized by the rules set above.
However, this space stays vague if we do not test and
experiment its utility. This is why we bring in the collective
observatories application, as one of the many possible
applications, built upon the protocol. In this application, the
protocol would store and allow us to recover a general index
of a given subspace (observatory) and then be able to
navigate through the different versions of the entries in this
observatory. To achieve this within the application, we
introduce two more layers of representing information
reusing data from the protocol: a) the use cases, or the way
we propose users to explore the possibilities of the protocol,
through the creation of collective observatories and b) the
graphic representation of classified information. The use
cases need to be concrete with a measurable result. Users can
search information that communities have already curated
and form groups. The graphic interface attempts to address
how users will experience the above.

In terms of communication, data and account handling
the CoWaBoo protocol adopts the following approach. All
data are stored on the InterPlanetary File System (IPFS), a
P2P (peer to peer) storage protocol, with its current state
available in the application. Account creation is based on
Stellar, a blockchain based, open source protocol, used for all
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transactions between users. CoWaBoo is utilizing a NodeJs
server with a Stellar Javascript SDK to provide the
CoWaBoo APl with a way to communicate directly with
Stellar. Every time that a new member is subscribed, a new
Stellar account is created. This account receives the
minimum amount of lumens (Stellar currency) to work
properly as a CoWaBoo account. Once the account is
created, it automatically give its consent to carry out
currency exchanges created by the “bank”, or main wallet, of
CoWaBoo in Stellar. Consequently, all transactions (i.e.,
votes in groups) are stored on the Stellar blockchain
infrastructure creating an exchange community with a
cryptographic Public Address and Secret Key. While Web
2.0 applications tend to prescribe our participation, in
CoWaBoo we seek to re-open the discussion on the group
rules and their results. Therefore, all new entries or
definitions are openly editable, as long as her/his entry is
voted in a group. In the following paragraphs, we will
discuss in detail the utility of this function and demonstrate if
and how the default rules are applied.

Once an entry is added, modified or deleted, the
observatory generates a new version of itself with a unique,
cryptographically generated and traceable identity. This
system of versioning, creating new instances for every
edition on an entry, follows the blockchain paradigm.
Blockchain as a distributed, cryptography boosted, database
technology is a thing of the 80s, which computational
capacity of our time brought to full implementation with the
Bitcoin deployment. Blockchain can be understood as an
implementation of distributed ledgers that comes with a
unique set of possibilities in its design. It opens up the way
to shared databases, where multiple entities can transact,
with no or some trust between them, co-existing with no
intermediation.

The CoWaBoo protocol reproduces the main blockchain
synchronous properties, as described above in the following
generic approach: a) accessible and affordable shared data
with resilience through replication and no single point of
failure and control, b) where multiple entries are possible, c)
based on the possibility of disintermediation. Blockchain
implementation comes with more interesting feature: d)
application based transactions, or smart contracts [23]. Going
back to our collective observatories application, we will try
to point out the exact process and code that demonstrate the
above. The CoWaBoo objects described by the protocol are
organized in the following categories:

e Dictionaries or Observatories
Entries
Propositions
Users
List of all users
o Listofall tags

The process of communication and connection between

these objects in the protocol is depicted in Figure 1.
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Figure 1. The connections between the CoWaBoo protocol objects

This loose semantic architecture of the protocol, as well
as, the collective observatories application proposed above
have one important result. CoWaBoo can be understood as a
re-documentation effort opening to possible, iterative
transformations of user drive applications through its API
and the way it organizes the user access to its objects. Figure
2 offers an overview of the CoWaboo API and its structure:
tags, observatories, entries, users and accounts creation. It
consists of several functions and elements, also presented in
the following chapter: The user-oriented view of the
CoWaBoo API is demonstrated Figure 2.

CoWaboo API

The api for the CoWaBoo project

Figure 2. A user-oriented view of the CoWaBoo protocol and its API

In the following section, we will demonstrate how user
driven applications are intermediated by the CowaBoo API.
This activity provides us with a key resource for
understanding semanticity, as the logic of organizing data
within a system of social relations. These relations will be
deployed with user proposed rules functioning on code.
Beforehand, we will present the use cases that define the
protocol and present the context for the CoWaBoo API
utilization. In other words, how it prescribes the construction
of user driven applications with socio semantic decisions and
contributions.

¥ = |USER PUBLIC ADDRESSE == USER EMAIL] | -
WS TPFS
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IV. IMPLEMENTING THE COWABOO PROTOCOL THROUGH
USE CASES AND USER APPLICATIONS

A protocol is never neutral in the sense that all decisions
regarding its functions are designed to bring some kind of
standardization on its user’s actions. Thus, it becomes crucial
to describe, in more detail, the use cases of the collective
observatories application and illustrate how the interaction
with the protocol will take place. We can think of the use
cases as a descriptive middleware, positioned between the
protocol and the collective observatories application,
appearing itself to its users, as its initial implementation.

Build your story: A prompt to click on the start button
and move to an empty text area is the first step. The empty
text area is destined to be the user's notebook, potentially
filled up with search results discovered using the connected
APIs for search on tag, bookmarks, articles and existing
entries, themselves, linked to the visualize tags and stories in
our observatories use case. Keywords for initial search lead
to tags looking to visualize existing stories in the CoWaBoo
observatories. The user selected data are inserted in the text
area, as part of the actual user story. This tentative story-
result can stay local, private and unfinished, which is posted
in an observatory, or become the first entry in a new possible
observatory. Adding a post in an existing observatory is
subject to a verification process depending on the rules of the
observatory: self — validated means that the post is validated
by the user, peer — validated means validated by a “vote”
from someone in its existing members.

Edit a story: A click on the full text search button of the
application connects the user’s keywords, then transformed
to user tags, used to visualize existing stories in observatories
or observatories themselves. These tags are linked to the
visualize tags and stories in observatories use case. The
CoWaBoo user can select them as content for further editing
into the text area.

Start a community of transactions (group): A click on
the community button initiates a community creation
function with the possibility to add emails, each participation
verified through the related email account and attribution of
both public and secret keys. The group creation launches the
possibility of starting: transparent, intra-group transactions
with all group users being informed on energy limits to credit
or stored value of the group. Group participants use the
secret key to perform transactions, while the results of the
transactions, as well as, the user balance remain publicly
linked to each user’s public key. New members propose
themselves through direct demands to join an observatory
(group) or through accepted stories: when observatory
entries are accepted they become a member, while, his/her
public key is added to the group users for further
transactions.

Editing tags: CoWaBoo treats tags as distributed objects,
recasting the tag object as an autonomous transaction
providing its user with an opportunity to redefine, rebuild
and redistribute through the work of others. Tags in
CoWaBoo acquire a multiple meaning as they
simultaneously represent:
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a) “Tags to be”: user typed search keywords in the text
area leading to tags used by other users.

b) Keywords that are then selected as tags, leading to
educated choices of entries description, or proposed entries
or definitions for observatories.

c) Tags are treated as semantic elements pointing to
entries in observatories (list of tags per observatory).

d) Names of observatories are treated as tags (list of
observatories). They are proposed to users for consultation
before creating a new observatory.

Propose or “vote” an entry or a member (validation &
valorization). Each story is accepted as an entry (definition)
when posted and voted on by at least one group member as a
verification (the fastest reply - user is considered for
attributing the value of the transaction). Each accepted entry
is tokenized with one (1) energy (limit +10 for every user),
while a vote for an entry uses 1 energy, (- 10 for every user).
The variation in personal energy is, initially, anonymous but
transparent, connected to each user’s public key.

Visualize tags and stories in observatories: This use
case is connected to user keywords (full text search)
becoming tags and visualizing an index view with linked
tags, entries and observatory names.

The following are some important questions that will
guide the presentation of the initial results of the protocol
and its collective observatories application: Firstly, do tags
serve at the same time as descriptive keywords, linked data
(to stories) and ongoing collections (observatories names)?
How do they connect entries and observatories? Do they
provide some kind of navigation through the information
initiated by the application and stored by the protocol?
Secondly, the protocol does not promise, or highlight, a
completed story or observatory but a possibility of creating
stories and editing all products in future events. How is this
appearing in the existing digital space? Can the CoWaBoo
protocol and its linked applications serve as an experimental
understanding at semantic, representational and process
levels in a context of collaboration and knowledge
production?

Before attempting to answer these questions, we will
present how the CoWaBoo API prescribes the construction
of user driven applications. As mentioned before, the
CoWaBoo API allows users to experiment and develop
applications on the CoWaBoo protocol. This process seeks to
create a space where a user centered semantic construction
becomes possible, under the defining and implementation of
tags, observatories, entries, users, blockchain enabled
accounts and transactions.

Tags: The user can call (GET) all the tags and access the
documentation in the provided URLs. Tags, as semantic
objects, have multiple functions: form an id for entries, act as
descriptive keywords or provide a list of data available.
Figure 3 demonstrates how the use of a simple API function
(GET) allows the user to call all tags with their semantic
description, see exactly how this function works (CURL) for
the CoWaBoo protocol and access the generated URL
available to reuse.
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Tags

Notes d'implémentation
Get all tags by observatories

Messages de la réponse

Code de statut HTTP  Raison Modéle de réponse

200 successful operation

Testez |
Curl

curl -X GET --header 'Accept: application/json' 'http://sandbox.cowaboo

URL appelée

http://sandbox.cowaboo.net/api/tags

Corps de la réponse

{
"tag list": {

"list": {
"Ynternet.org": "||Présenter ColaBoo||",
"Cours de HEG": "||Preparer le cours||",
"Cuisine": "[[[]",
“test": "[]][",
"Liste de démonstration": "||Créer des taches||Créer une liste]|
"test luca": "||entry n°1||entry n®2||entry n°3||new entry||",
"test luca_2": "||fulll]|",
"test luca_search_index": "||HIV et SIDA||"

s

"previous”: "QmSzgT2f1zNL792yBuVcY6rgqDUPaT7kRLY1yYhXKI74GM",

"date": "201805176858"

Figure 3. The CoWaBoo API call for all tags

Observatories: This API section acts as the main logical
container of whatever information or concept is to be
expanded by the forthcoming entries of the application. In a
sense, this is an initial hierarchization and organisation of the
application’s data as shown in Figure 4.

Observatories

=lane  /observatory

e /observatory

if: )¢

=65 /observatory

o598  /observatory/conf

/user/observatories

DELETE

o5 /user/observatories

Figure 4. The CoWaBoo API observatories

Entries: The Entries section is the core semantic
repository of the protocol. This is where JSON, XML or any
other structure form of user-oriented and application rules
data can be saved, recuperated, edited, deleted, reposted and,
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infinitely, versioned through its cryptographically created
editions. Figure 5 summarizes the CoWaBoo API entries.

Entries

DELETE [EL1Y

Figure 5. The CoWaBoo API entries

The Entries section (Figure 6) come with a detailed API
description: this is where the user Secret Key (author) is used
to add and validate data posts and add tags as entries i/d or
keywords.

ﬁ fentry

Notes d'imy

Creata a ne

paramlre
secratiey (required) Author secret key formData
observatoryld (required) Id of the observatory fo formData
which the entry will be

created

tags {required] tags of the entry formData

valus {required) value of the entry formData

Figure 6. The CoWaBoo API entries’ section structure

Users: Users, as shown in Figure 8, are handled by
creating a new, public and blockchain (Stellar) linked,
account. This creates a public and a secret key
communicated automatically to every new user. Both are
then reused to validate observatories, entries and perform
transactions in applications (i.e., votes).

3@ /user/balance

c
7]
2]
=
]

e /user/transfer

h=iaid  /user/observatories

el /user/observatories

o /users

S /user

e /user

Figure 7. The CoWaBoo API users’ section
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Figure 8 demonstrates how the user’s transactions are
taking pace using their public and secret Key. The amount
can be any value the user wants to transfer through the
Stellar blockchain protocol. It corresponds to a generic
currency called “energy” created by the CoWaBoo protocol
and allowing users to define it as credit, votes or other. In
summary, “Energy” is a subdivision of Stellar’s Lumens
cryptocurrency and is implemented as a rule centrally
administrated by the protocol maintainers.

ol /userftransfer

Notes dimplémentation
Transfer an amount

Paramétres
Paramotre Valour Descnption \l il
paramélres
public {requirad) Sender public address (find It query
with the GET Jusers
oparation
secratay {requirad) Sender sacret hey query
destination [required) Receiver public addreas (find query

it with the GET fusers
operation

amount {requirad) Positive amount to be query
transfered

Figure 8. The CoWaBoo API and its users’ transactions section

Stellar use: As mentioned above, Stellar related
~ functions are adding the possibility to access user related
“™ transactions. This function, described in Figure 9, gives the

possibility to users to create their own currency for their
*"% applications use and test all their transactions with the public
= Stellar blockchain.

Stellar - Stall

luzer/balance
luserftransfer

Notes dimplémentation

Transfer an amount

Paramétres

Paramétre Valeur Description

public {required) Sender public address {find it query
with the GET /users
operation

secrethey {required) Sender secret key query

destination  (required) Receiver public address [find  guery
it with the GET jusers
operation

amount {required) Positive amount to be query
transfered

Figure 9. The CoWaBoo API and its Stellar related functions

Different instances of the API are easily created to
provide a new space for users to develop their applications.
At this point, every new CoWaBoo API instance is
controlled centrally. However, this is not a bottleneck for
future creation of applications because there are no data or
other information kept locally and the creation of API
instances could be handled directly by its users. This
architecture, although rudimentary in its current state,
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provides a novel experience to users on creating new
applications. Users are free from the data based
infrastructure and account generation process to focus on the
semantic representation of their application’s data and
processes.

V. EARLY RESULTS AND REMARKS ON HOW TO EVOLVE
THE SOCIAL-SEMANTIC MECHANISMS IN APP BUILDING

Our results are organised and presented in the following
areas: firstly, we present with some documentation around
the learning and development context: this is a testing effort
structured around groups, for a minimum prototype
application building activity. Secondly, we will highlight an
example of an application built in the CoWaBoo protocol
context, demonstrating the social semantic potential of this
process. Finally, we will try to summarize and organise our
contributions to the development of a user driven s2w
understanding.

The design and implementation of the CoWaBoo
protocol started in 2015, as a research effort on building a
bottom up, social bookmarking process. The design activities
and results of our 2015 - 2016 experiments including focus
groups with experts and students testing various versions of
the application, led to the creation of the presented
collaborative observatories application on the CoWaBoo
protocol. This application was introduced in our university
courses during the spring semester of 2016 for further testing
and analysis. The use of the CoWaBoo protocol and API, as
a user-driven, application development space was introduced
in 2017. This new experimentation phase was organized with
twenty-four students of the University of Applied Sciences
in Geneva during a dedicated course on Digital Business
Technologies. This group of, 3rd year, bachelor students
were invited to work in groups of three, around a specific
thematic area (i.e., Blockchain, Bitcoin, Wikipedia, Airbnb,
Uber, Free and Open source software, Open licensing, Open
innovation) using the CoWaBoo collective observatories
application as the main space of documentation and the
CoWaBoo protocol and APl for their own prototype
applications’ development. This activity included two
concrete areas for further evaluation. Firstly, participants
were asked to organize and present an introductory course in
class. The course is documented in the collaborative
application based on CoWaBoo. Thus, it was important to
demonstrate how the use of an application relates with the
CoWaBoo protocol. Secondly, each group had to design and
prototype an application based on CoWaBoo. While
reviewing below these results, we will try to highlight
several social semantic elements related to web applications’
building.

In the following paragraphs, we are presenting selected
results regarding the use of tags from students in their
respective observatories. This is linked to the use of an
application related with the CoWaBoo protocol and is
connected to our Editing tags use case, described in Section
IV. Our understanding of tags as descriptive keywords,
linked data and ongoing collections is the basis of the
following remarks.
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The first remark targets the way the information of each
observatory, eight in total, is presented, accordingly to a
certain tags selection. Let us wuse the *“blockchain”
observatory to see how its tags are visualized:

Blockchain (theme and name of the CoWaBoo
observatory) with selected tags:

|| DAO || France || IDE || Parlement || analysis || badge ||
banques || bdd || bitcoin || blockchain || chain || concept ||
crypto-money || ethereum || finance || finance on blockchain ||
fonctionnement || governance || infographie || peer-to-peer ||
plate-forme || politique || presentation | questionnaire ||
reference || smart contract | technologie | wikinomie ||
wikipedia ||

This static and hierarchized representation of an
observatory with its related tags is a straightforward use of
all social bookmarking applications on the web and gives
access to related user entries.

The second remark is on how each tag is linked to other
tags. This function uses data, coming from all other
CoWaBoo observatories, connecting them as linked tags
with the word blockchain. In this sense, we are advancing to
a networked relation and navigation of various observatories
through commonly used tags.

Linked Tags (in English and French) to other
observatories for the “tag” blockchain include:

Cowaboo, properties, avantage, bitcoin, monnaie,
concept, fonctionnement, infographie, smart contract,
reference, presentation, wikinomie, badge, questionnaire,
Wikipedia, peer-to-peer, innovation ouverte, plateformes,
copyleft, creativecommons, smartcontract

A third remark has to done on the entries (stories) that are
being created and edited in the respective observatories, with
the tag blockchain in each entry. Entries using the tag
blockchain include:

e CoWaBoo
|| CowaBoo || blockchain || properties ||
e Bitcoin

|| avantage || bitcoin || blockchain || monnaie ||

e Blockchain

|| blockchain || concept || fonctionnement || infographie ||
|| blockchain || smart contract ||

|| blockchain ||reference ||

|| blockchain ||presentation || wikinomie ||

|| badge || blockchain || questionnaire ||

|| blockchain ||smart contract || wikipedia ||

|| bdd ||blockchain || peer-to-peer ||

e Innovation Ouverte

|| R&D || blockchain || innovation ouverte || plateformes ||

o Copyleft
|| blockchain |lcopyleft || creativecommons ||
smartcontract ||

In this representation, we observe that multiple tags act as
the title of an entry. The word blockchain is now used as a
search keyword that leads, subsequently, to entries that
include it in its tags.

A fourth remark needs to be placed around the use of the
word blockchain in all the observatories that CoWaBoo is
hosting. Observatories using the tag CoWaBoo include:

2018, © Copyright by authors, Published under agreement with IARIA - www.iaria.org

12



CoWaBoo

Bitcoin
Blockchain
Innovation Ouverte
Copyleft

This presentation highlights the observatories that can
interest a user with a search interest in the blockchain: before
clicking on a specific entry, the CoWaBoo user has a
hierarchized overview of the areas that could be connected to
his/her research.

These four remarks derive from the daily, dynamic use of
the CoWaBoo protocol and its social bookmarking -
collective observatories application. They summarize the
possibility of an application, like our collective
observatories, to use the CoWaBoo protocol’s functions in
order to reclassify user data. The protocol therefore
formalizes all the necessary functions:

e Data storage, recording new data in an observatory:

entry, member list, configuration

Ensuring the current state of an observatory
Possibility to add, change and delete data from an
observatory

Registration and acceptance of new members

Vote counted and executed through blockchain intra-
community transactions

e Configurability and re-applicability of the rules of

the group in the protocol itself.

It is important, to describe if and how the default rules
are applied. Once an entry is added, modified or deleted, the
observatory creates and stores a new version of itself. In
Figure 10, we depict the current state of the blockchain
observatory. This includes its i/d, entries, members, date,
configuration (public or private) author and, most
importantly, the path (hash) to its previously stored version.
This process applies to all data stored from the CoWaBoo
protocol and generated from the collaborative observatories
application: observatories, entries and member list.

dictionary: |
id: "BL

- entries: {

It | |eaneepe] | |14nfographia] ]
| Ibleckehain| |smart contract]| QS
I 1bitcoin| [erypto-money|]: “QeidchdoTes
1} m:||cm_n||or1.||nnnnm||p1n. m||ﬂun contrac
|Iblockehain| |reference| | :
| lblackehain] |prezentation| |uik
| Ibadge| |blockchain| |questionnaire|
| lblockehain| [3mart contract| |wiki pedull
| Ibd4] |Bloskehain| | poar-ta-poar] | :

| {040 |analysis] | eth ||¥inance on bloch 2
| IFranca] |Parlesant| [banquez| | finamce] |whtww||t|=hn=1=nu||

- mesber_list: |

date
cont
previo
suthor: “celine. paniifetu, besg

Figure 10. A CoWaBoo (blockchain) observatory stored on IPFS

As already mentioned the InterPlanetary File System
(IPFS) is a content-addressable, peer-to-peer hypermedia
distribution protocol. Nodes in the IPFS network form a
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distributed file system. IPFS plays a crucial role in
CoWaBoo acting as a public ledger of all posted or edited
data. The same goes for any rule, or post. All changes in
membership, authorship and rules of this observatory are re-
traceable in the blockchain logic of the protocol with the
previous version always available. Content wise, things are
significantly different, compared to a standard social
bookmarking application. Entries are taking more of wiki
form with a descriptive text and links. Figure 11 shows the
entry linked to the following tags:

|| France || Parlement || banques |[finance || politique ||
technologie || entry

Select anentry

13

Figure 11. A CoWaBoo, collective observatories application, entry

There is a clear shift, in all observatories, to adding text
and sources in entries and forming them more as stories. This
is due to the discussion related to CoWaBoo lecture on social
bookmarking and the evaluation criteria but it goes hand in
hand with our initial anti-click-culture approach. In the table
below, we summarize how CoWaBoo introduces the
redocumentation process in steps.

TABLE I. THE COWABOO REDOCUMENTATION PROCESS

Step title Description Process
Search and Users are invited to Search through tags on existing
Post search in existing community curated resources
communities, Select resources and edit a story
discern Publish on a group a shared “block
knowledgeable of information” with tags = Create
others, edit text and unique link (URI) that could be
post result in posted on selected web services
existing groups
Reuse and Initiate a process of Engage in a group - observatory,
Curate critical scrutiny and where an exchange between users,
group content data and group rules is possible.
production for Provide feedback on group’s entries
participants Contribute to the implementation of
the group’s collective observatory
Provide history of group decisions
and documentation

The second area of results announced in the beginning of
this section is around the social semantic web elements in
application building possibilities of the CoWaBoo protocol.
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The user applications created in 2017 complete the results
presented above. The overall estimated effort to create each
application is one week, as a total effort for all group
members. The main idea behind this initiative was to
introduce them to an early application building and confront
them with the design and implementation opportunities and
decisions that come therewith.

To illustrate our analysis we will use the ShareMyPlace
app as a representative example of the eleven applications
created and available in the CoWaBoo applications
repository. The landing page of this application is presented
in Figure 12 and acts as a list of private parking spaces
available in the city. The use of this application can see the
entries involved (time, locality, contact) and reserve its
place.

ShareMyPlace

St MrSOwoRiS o

Figure 12. The ShareMyPlace CoWaBoo application: landing page (list
observatories)

The first observation that we can do while clicking on the
Reserve button is that we can “pay” in credits. These credits
are blockchain transactions linked to the CoWaBoo protocol
possibility to use its currency as credits or votes. Once the
function triggered, the user needs to identify as a blockchain
user and complete the transaction. Figure 13, shows the
interface of the ShareMyPlace CoWaBoo application.

uc place de parking, vous transfererez 1 crédit  l'auteur.
Votre Clé

‘Votre Cle public

Vintre cbé secrite

Figure 13. The ShareMyPlace CoWaBoo application: transactions’
interface

The second observation is about the use of the protocol to
organize the post of entries in the application. As shown in
Figure 14, entries can have multiple values and connect to
observatories. Their posting to the application involves a
Secret Key validation, meaning that users need to identify,
describe and propose a new parking space as a tentative or
permanent entry (transaction) to an observatory.
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Proposer votre place

Contact

Tékphane Email

O secridte

Adresse de la place

Acresse e ville
Disponibilités
De A

% Annwler

Figure 14. The ShareMyPlace CoWaBoo application: entries

The main social semantic lesson to retain from this
prototype application development is the way its
observatories (dictionaries for the protocol) are organized.
The application designers opted for the creation of multiple
observatories: one observatory was used for each parking
space proposed in the application. Thus, the developers
preferred to make a distinctive and separate entry for each
value leading to a linear, heavy and non-efficient creation
and data storage process, as shown in Figure 15.

dictionary:{id: "parkinglede38f6-446¢-002e-1cc9-
2493858aba0e”, entries: {,...},...}

dictionary:{id: "parkingcdd6d6f1-5987-911b-ea45-
9cdff84a68bl", entries: {,..},..}

dictionary:{id: "parking@906c3b5-6f17-0c10-
58d9-11ebf252e77d", entries: {,..},..}

Figure 15. The ShareMyPlace CoWaBoo application:
observatories, one observatory used for each parking space

multiple

Multiple entries can be inserted in multiple observatories,
as shown in Figure 16. This implies a minimum of effort to
organize and describe the application data and rules in a
coherent and structured way. This would mean, for example
that one observatory could accommodate all values of an
entry through a semantically structured text.

dictionary:{id: "parking0906¢3b5-6f17-0c10-58d9-
11ebf252e77d", entries: {,...},...}
author: XXXX-XXxXxxxxxx@etu.hesge.ch

conf:[]
date:"201705231318"
entries:{,...}

id:"parking0906¢3hb5-6f17-0c10-58d9-11ebf252e77d"

member_list:["xxx.xxx-dasilva@xxx.hesge.ch"]

previous:"QmPhgxXC6xkLWYwVvpnjUboyEtGaSxngyStdjU
psPffoGg"

Figure 16. The ShareMyPlace CoWaBoo application: multiple entries in
multiple observatories
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We will profit from this lesson learned in order to
provide an analysis of a different experience of application
building through the CoWaBoo protocol. This example falls
under the social semantic web elements in application
building possibilities of the CowWaBoo protocol but comes
from a personal student effort during its Bachelor degree
work during the summer of 2017. This new application is
called GraphtoLearn and it is being designed as a learning
path based on the indexing and organisation for several
keywords. It starts out as a thesaurus of learning courses in
the Information Technology area, augmented with the
following possibilities:

e custom and dynamic term search based on user
participation (user and entries reputation and
institution rules)

e user participation and entries annotation comes
with assigned reputation rules

¢ 3D visualization of the results search that attempts
to demonstrate the above rules

This indexing - learning application demonstrates the rise
of social semantic structures empowered by the CoWaBoo
protocol. We do not intend to analyse all the GraphToLearn
possibilities but focus on the organisation of entries and
reputation, rules as a part of its social semantic web
elements.

Firstly, let us have a look on Figure 17 and, particularly,
on how the architecture of GraphToLearn is organised. The
APl CoWaBoo is central in all data storage and reputation
rules (votes on user actions and entries). GraphToLearn
comes with the ambition that its semantic entries can
describe and incorporate existing structured data; new user
generated data and automatically harvested data (i.e.,
Google, Wikipedia). The selected data flows can be used to
enrich the GraphTolLearn entries, as well as, boost the
application’s reputation and search algorithms.

APl Google API Wikipedia

GraphTolearn

Stellar Blockchain —
APl CoWaBoo

API Cowaboo

—
—
-

Figure 17. The GraphTolLearn initial architecture
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In this architecture, GraphToLearn is presented as a
concept where the aforementioned possibilities are inscribed.
This is a crucial step to our analysis, a clear intention to
explore the social semantic in knowledge organisation and
production. It shows that the application developer is
inspired by the CoWaBoo protocol to deploy a more
complex vision of user-oriented taxonomies, including a
system for their self-governance. The organization of its
entries, as presented in Figure 18, take a semantic turn with
the following choices:

e  One observatory including all entries
e Each entry includes all the needed information
in a JSON format

{

"dictionary": {

"id": "Words",

"entries": {
"QmMST307XqmJILG8ZHalM81vFH1ZHgAocammPEjBsR9s
zaho": {

"tags": "|JActiveX||", -> nom du terme
"value":

"{\"name\":\"ActiveX\" \"type\":\"Terme\",\"source\":[\"CRI\"

1,\"definition\":\"\" \"explications\":\"Controles utilisés en

programmation web pour permettre d'animer des
pages.\",\"context\":\"Technique\"}",

"author": "xxx@etu.hesge.ch", -> la personne qui I’'a
inséré

"date": "201707101559", -> date de création du terme

"previous™: null,

"conf": []

}
}

Figure 18. The GraphToLearn: observatory and entries

Each entry is structured and described as presented in
Figure 19. Various elements (data with their metadata)
of the application are described and posted in the
“value” area, following the design of the CoWaBoo
API.

"QmShYR6hQrD83pgh7ndofhi8ipQ7QC7w6t6N95dMn
13Soe™: {
"tags": "||MIB]|",
"value":
"{\"name\":\"MIB\" \"type\":\" Acronyme\",\"so
urce\":\"IDEC Metafichier\" \"modules\":\"471|
498\" \"definition\":\"Management Information
Base.\",\"explications\":\" Arborescence de
variables stockant les états des matériels el
logiciels selon le protocole
SNMP.\" \"context\":\"Technique\"}",
"author™ "xxx@etu.hesge.ch"™,

"previous": null,
"conf": [] -> qu’est-ce que je pourrais mettre dans conf ?

}

Figure 19. The GraphToLearn entry structure
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Figure 20 demonstrates, through a JSON representation
and structure, how the value of the entry is organised and
posted in a specific entry (see Figure 20).

"{
"name":"MIB",
"type":"Acronyme",
"source":"IDEC Metafichier",
"modules":"471, 498",
"definition™:"Management Information Base.",
"explications":"Arborescence de variables stockant les états
des matériels et logiciels selon le protocole SNMP.",
"context™:"Technique"
"commentary":""

"review"

3

Figure 20. The GraphToLearn JSON representation (data in a single
entry)

There is a second area, where the socio-semantic
intention of the developer appears in GraphToLearn: the
reputation rules for both users and entries. We will present,
briefly, the reputation rules, not as a complete technical
approach, but as a token of the reflection that the CoWaBoo
protocol has allowed for.

Setting up the GraphTolLearn reputation makes an
algorithmic search possible, allowing the application to sort
out the proposed terms and highlight terms that have a better
reputation in its search result. This element improves search
by distinguishing terms that are related to the term the user
wanted to search for. It is reducing search time by looking at
the reputation of each term that would be best suited to the
term initially sought.

To implement this system of reputation GraphtoLearn
defines certain criteria in order to be able to evaluate each
term (Term based reputation). It sets a corresponding weight
for each criteria. The weight allocation is based on the sub-
division of the CoWaBoo protocol currency. The main
principles of the user reputation include modifications, new
contributions, validating, or not, the work of others. A user
who proposes an accepted entry gains one (1) energy if the
entry matches the expectations of one (1) or more
collaborators and is taken from the tokens of those who
voted to accept the entry. Another possibility is that a user
who proposed on entry loses one (1) energy if the entry does
not match the expectations of one (1) or more collaborators
and is distributed to those who have to report the content.
Following this process, energy (the CoWaBoo protocol
currency) is distributed over the latter. This set of rules is an
integral part of the application and can be revisited by its
users.

These early reputation rules presented above, affecting
reputation of terms and users, are not to be considered as
compete reputation systems. They are a clear indication that
the CoWaBoo protocol offers its users an accessible
possibility to experiment and deploy such rules a in a
concrete application. By lowering the barrier of users
accessing such features we aim to make the social semantic
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more user oriented and trigger considerations about the
competencies that application developers need to develop.

VI. CONCLUSIONS AND FURTHER WORK

S2w does not imply a high level of “automation of the
meaning” with formal ontologies processed by automated
inferences, but focuses in situations where a semantic need
is translated with the technology. Human beings need to
stay in the loop, interacting during the whole lifecycle of
applications, for both cognitive and cooperative reasons
[13]. S2w is taking a new turn with the rise of P2P (peer to
peer) storage protocols and the open public blockchain
realm. Users need to come up with new analysis and
development tool and face in a more learnable way web
platform, protocols, applications. The semantic normativity
in platforms and applications around us is not designed,
with its users. However, it is influenced by the data the users
themselves produce, while using them.

This paper tried to add more details and use cases on how
the CoWaBoo protocol aims to reverse our habits to
consume prescribed information and describe how user-
oriented processes could take place [1]. We used the
previous experience of social semantic web efforts to
understand how this can happen and brought user driven
applications as concrete examples to study this. We focused
on the importance of humanly created semantics in web
application development, as a means to bridge the gap
between opaque algorithmic platforms and user designed,
semantically rich, data representations. The GraphToLearn
reputation system, appearing in the previous section, is a
clear indication that complex socio-technical mechanisms do
not need to be opaque or incomprehensible.

During our activities with our university students, we
were surprised to notice their leapfrogging possibility to
confront with this novel application building. Expressing
ideas, documenting their evolution and coding them becomes
possible with limited effort. The non-efficient creation
process of these applications, equally, surprised us: a lot
needs to be done to transform users into s2w actors. In
addition, it became clear to us that the social semantic web
elements in application building are part of the possibilities
provided by the CoWaBoo protocol. Elements such as
custom and dynamic term search based on user participation
and entries reputation, implementation of group participation
rules, individual or group entries’ annotation are part of these
possibilities. Several problems encountered in ranking,
documentation and automated search can be handled by a
more detailed semantic conceptualization of these
applications. This could lead us to an era where the s2w
includes not only taxonomies and ontologies but real life,
bottom up applications, using powerful user designed
validation systems.

Although we can give not a binary answer as to whether
the CoWaBoo protocol and applications provide us with a
semantic and representational tool, specifically, in a context
of collaboration and knowledge production, we have
demonstrated how such a process could be initiated. Further

2018, © Copyright by authors, Published under agreement with IARIA - www.iaria.org

16



International Journal on Advances in Software, vol 11 no 1 & 2, year 2018, http://www.iariajournals.org/software/

work on the use of the protocol and its applications is
scheduled. This work includes the multiplication of similar
use cases, during the spring semester 2019, within a targeted
course in the Information Systems Department (HEG) of the
University of Applied Sciences in Geneva. This involves
reusing the protocol through its use cases and functions,
experimenting on:

e An

e More complex group rules and valorization of

transactions between participants in various groups.
This should include testing of the default rules of the
protocol and evaluation of the transactions functions
in the application, while leading to group rules and
results editable and possible to change from
everyone, as long as her/his entry (definition) is
voted in a group through the CoWaBoo currency.
alternative search experience based on
GraphtoLearn and a more educated understanding of
community resources as a reference to information
search. Our goal is to stimulate competences as
penetrating intelligence, keen perception and sound
judgment in community driven curation.

e Creating new applications, scenarios and early

implementations, based on the CoWaBoo protocol
API (including both IPFS and Stellar protocols).
These scenarios can be deployed using the protocol
and its rules, or being inspired by it.

Finally, we believe that understanding web applications as

potential open and descriptive protocols is a crucial step
towards more transparency, less opacity, in our digital era.
We intend to continue our research both as a way to unmask
current opacity in digital technologies and experiment on
new tools that could support collaborative and critical
competencies.
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Abstract—Runtime verification checks if the behavior of a system
under observation in a certain run satisfies a given correctness
property. While a positive description of the system’s behavior
is often available from specification, it contains no information
for the monitor how it should continue in case the system
deviates from this behavior. If the monitor does not resume its
operation in the right way, test coverage will be unnecessarily
low or further observations are misclassified. To close this gap,
we present a new method for extending state-based runtime
monitors in an automated way, called resumption. Therefore,
this paper examines how runtime verification monitors based on a
positive behavior description can be resumed to find all detectable
deviations instead of reporting only invalid traces. Moreover, we
examine when resumption can be applied successfully and we
present alternative resumption algorithms. Using an evaluation
framework, their precision and recall for detecting different kinds
of deviations are compared. While the algorithm seeking expected
behavior for resumption works very well in all evaluated cases, the
framework can also be used to find the best suited resumption
extension for a specific application scenario. Further, two real
world application scenarios are introduced where resumption has
been successfully applied.

Keywords—-resumption; runtime verification; monitor; state ma-
chine; current state uncertainty; networked embedded systems;
model-based.

I. INTRODUCTION

This paper extends, updates, and provides more detail on
earlier research results presented at the International Confer-
ence on Trends and Advances in Software Engineering [1].

In various application areas, new kinds of services are cre-
ated by combining a multitude of different software functions.
Off-the-shelf products provide means to connect software
functions on a physical and logical level, regardless if the
functions are spread over several devices or share a common
platform. However, verifying the correct functionality and
identifying deviating services remains a challenge, since not
only static interfaces have to be compatible but also the inter-
action behavior [2]. Moreover, the verification process of the
final product remains incomplete, as the entire verification of
embedded programs is unsolvable in general [3]. Thus, diverse
approaches suggest monitoring such a system at runtime to
check that it adheres to its specification [4][5][6].

A robust system continues its work after a non-critical
failure or deviation from its specification occurs. Hence, it
may deviate multiple times during a single execution and
all deviations should be identified by the monitor. By this,
the development time and effort needed to observe deviations
can be reduced; especially, if they are rare and hard to
be reproduced. The effort for creating such a monitor can

Bernhard Bauer

Department of Computer Science
University of Augsburg, Germany
e-mail: bauer @informatik.uni-augsburg.de

be reduced, if artifacts from the specification phase can be
reused [7]. State machines are a common way to specify
interactions and protocols. However, these state machines are
often limited to expected behavior and have an incomplete
transition function. This means, it remains undefined what
happens if an unpredicted deviation in the interaction behavior
occurs. If the monitor has to terminate on a deviation, any
further deviation that would be observable will be missed.

This work presents a novel approach for detecting all
differences between an execution of a system and its speci-
fication using a single runtime verification monitor. Our main
research goal is to enable a monitor to identify all detectable
deviations instead of reporting only invalid traces. Moreover,
we strive for eliminating the need to split a specification into
independent properties. Therefore, we examine how the same
monitor instance can resume its observation and find multiple
deviations. We call this approach resumption.

Using resumption, the same model can be used to define
valid behavior in the specification and to verify its imple-
mentation, i.e., no separate verification model needs to be
created. If available, we suggest to use a reference model
of a specification as basis for the monitor. Thereby, it is
easier to understand deviations, as they can be directly related
to the context of the whole specification. Further, the reuse
of the specification guarantees compliance of the respective
monitor. We examine the conditions that allow deviations to
be identified and the current state uncertainty to be reduced,
i.e., when resumption can succeed. We present alternative
resumption algorithms and the evaluation framework used to
compare them. By selecting a different resumption algorithm,
the monitor can be optimized for a particular application
scenario. We introduce two real world application scenarios
where resumption has been successfully applied.

The rest of this paper is structured as follows. Section II
introduces runtime verification using a specification-based
monitor and the problem of detecting all deviations. Section III
gives a survey of state-of-the-art methods to detect multiple
deviations in a system’s execution. The method of resumption
is introduced in Section IV: First we examine unexpected
behavior, before we discuss the detection of deviations and
introduce the algorithms considered in this paper. Section V
presents the evaluation and discusses the findings. In Sec-
tion VI, we demonstrate our approach with real world appli-
cations. Section VII concludes the paper and gives an outlook
on future work.
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System Under Observation

Mohitor

Figure 1. Monitor using a reference model to verify communication behavior
of a system under observation.

II. PROBLEM DESCRIPTION

This work considers the problem of finding all differences
between an execution of a system under observation (SUO)
and its specification using a single monitor. The core of a
monitor is an analyzer which is created from the requirements.
Different languages can be used to specify the analyzer [6].
In the literature, several approaches can be found, e.g., linear
temporal logic [8]. Such a description can also be given as
a set of states and a set of transitions between the states [9],
i.e., a (finite) state machine. Further, in automotive and other
embedded system domains, state machines are often used for
specifying communication protocols or component interaction-
s. We suggest using them in the form of so-called reference
models [7], which focus on capturing valid behavior and
include only critical or exemplary deviations. Such reference
models can be learned from observed behavior or generated
from other specification artifacts and are quite versatile. They
can be used as reference for development, but may also serve
as basis for a restbus simulation, or the generation of test
cases. Further, a passive reference model can be used as
a monitor [7]. Any reference model can be passivated by
transforming actions into triggers and introducing intermediate
states. It is run in parallel to the SUO and cross-checks
the observed interactions with its own modeled transitions
(cf. Figure 1). The communication can use a hardware bus,
separate links, a middleware or other means. However, we
assume the monitor taps into a (virtual) communication bus at
a single point and observes the messages in order. Otherwise,
this may require additional efforts, e.g., to synchronize times
and merge traces, which is beyond the scope of this work.
For concurrent behavior, all possible orders are expected to
be modeled. The monitor uses the reference model to check
the communication and produces verdicts accordingly. As this
model is directly derived from the specification, the monitor
effectively compares observations with the specification.

A reference-model consists of three main layers: struc-
tual interface, mapping to events and behavior description.
Structural interface specifications define available messages
and their parameters. A mapping defines constraints on the
parameters. Thereby, each message can be labeled with a
semantic event. The semantic event also captures the sender
and receiver of the message. The set of semantic events is used
to distinguish the different interactions of the SUO relevant for
the specification. At runtime, there are various ways to extract
the semantic events by preprocessing and slicing the observed
interactions, e.g., [9][7][10][11]. In the following, we will refer
to them in general as events.
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ack

@ &@ ack @ leave

reject
info info

Figure 2. Example illustrating a state machine used to describe the valid
communication behavior of a subscription service.

They are used to specify the expected behavior of the SUO
as a state machine SM = (E, S, §).

e [E is the set of events that can be observed.

e S is the set of states of the state machine, including
the initial state sg.

e § C S xE — S is the relation of transitions. It is
incomplete, as unexpected behavior is omitted.

e Its size is defined as |SM| = [S| + |d].

An example of such a state machine is shown in Figure 2.
Sender and receiver of the events have been omitted for clarity.
Where applicable, we use e; and s; to refer to events and states
as known by the state machine; respectively, a; and ¢; are
used for events and states in the sequence of execution by the
SUO. For brevity, the labeling function e(a;) is omitted and
a; is used directly. Therefore, a trace is a sequence of events
aias...a, = v € E*. Moreover, ¢ is extended to accept traces
(1) and sets of states (2).

5((]171}) = 5(6((]17 ay ... an—l)a an) = 5(Qna an) =(qn+1 (D
6(Q,v) ={s€S|3¢€Q:5(q,v) — s} (2)

To facilitate referral to events and states with a defined
mapping in 4, let dom(d) be the domain of the partial function
d, i.e., the set of elements with a defined mapping. Further, E®
is the set of events with a defined transition in state s (3) and
S€ is the set of states with a defined transition for event e (4).

E°={ecE | (e s) € dom(d)} 3)
S¢={seS|(es) e dom(d)} 4)

A trace w is valid, if it describes a path through the state
machine SM starting at the initial state so. Any subsequence of
a valid trace is expected behavior, i.e., at least one prefix v, and
suffix v, exist, such that v,vvs = w. In other words, expected
behavior v is contained in a valid trace w and, therefore, v is
a sequence of events that can be observed by following a path
in the state machine. If the behavior is unexpected, it contains
at least one event a; with (g;,a;) & dom(d). An invalid trace
w contains unexpected behaviors and, thereby, contradicts the
specification. The SUO conforms to the specification if it is in
s € S and emits e € E°. Otherwise, it deviates and violates the
specification. In the example from Figure 2, any sequence of
events obtainable by starting at s and following a path through
the machine is a valid trace, e.g., join,ack,info,info,leave,ack.
Any subsequence of this is expected behavior. An invalid trace
has no path through the machine, e.g., if info is appended
to the previous example, the trace becomes invalid and any
subsequence containing leave,ack,info is unexpected behavior.
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Figure 3. State machine from Figure 2 extended with transitions added for
monitoring of any violation without resumption.

A monitor M = (E,S,§,D,) defines specific outputs,
i.e., the verdicts, for each transition of the state machine that
reflect if a violation was detected. In addition to the elements
of a state machine, it contains

e a verdict domain D,
e and a verdict function v : S x E — D.

Usually, it reports only one of the following violation kinds:
invalid traces, unexpected behaviors or deviations. Therefore,
the verdict domain contains at least an accepting verdict (T)
and a rejecting verdict (L). To produce a verdict for a set
of states (), we assume that verdicts can be combined by an
operation . This results in the extended verdict function given

by (5).

7@ a:) = P (g, @) ©)
q€Q

We call a monitor that uses E, S and § of the reference
model a specification-based monitor. Because only expected
behavior is given in the reference model, each transition cor-
responds to an expected observation. However, if unexpected
behavior is observed, the current state of the SUO becomes
undefined by definition. If the deviation was not critical and
the SUO is implemented in a resilient way, the SUO will often
be able to continue. The SM in Figure 2 shows a SM that
specifies the communication behavior related to a subscription
service. It has only accepting transitions; a possible resolution
of implicit transitions is shown in Figure 3. The wild-card
*’ matches any unbound event. Exactly all violations are
unbound in the original state machine. Hence, the extended
state machine enters the rejecting state s, after a violation.
However, as the state machine remains there, the respective
monitor only detects invalid traces by a first deviation. To
detect further deviations or unexpected behaviors, the monitor
must be able to resume its observation.

III. RELATED WORK

Various areas address the problem of detecting differences
between a system’s behavior and its specification model. This
section gives a brief overview of how existing approaches
match specified model and observed behavior.

Conformance checking compares an existing process model
with event logs of the same process to uncover where the
real process deviates from the modeled process [12]. It is
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used offline, i.e., after the SUO finished its execution, because
the employed data mining techniques to match model and
execution are computationally intensive. They can only be
used efficiently once the complete logs are available. Cook et
al. [13] use a best-first search to find the necessary insertions
and deletions of events to transform the given event stream
into one that exactly matches the model. Based on the least
changes needed, they give a measure for the difference of
an observed trace from its process description. Reger [14]
suggests including the origin of an event into the analysis to
find sensible edits that are consistent for the same origin and
correct the trace. He transforms trace, edits and state machine
into weighted transducers T, Tx and Ts. Transducers are
composable algorithmic transformations, i.e., automations that
read an input sequence and write the result of the transforma-
tion as an output sequence. Each step of a weighted transducer
is associated with a cost. A three-way composition [15] of the
three transducers can be performed in O(|Tx||Tr|) without
a large intermediate result. Every path in the composition
represents a way to edit the trace to match a path in the state
machine. This composed transducer can then be searched for
the lowest overall cost edit. The computational complexity to
find this edit sequence requires it to be executed offline. In
contrast, resumption does not yield precise edits, but can be
performed online, in parallel to the execution of the SUO.

Allauzen and Mohri [16] have shown that such a composed
transducer can be computed in linear-space. However, the
computation is still expensive with regard to time. Therefore,
Cook and Wolf [17] utilize pruning to reduce the cost of
finding a low-cost goal by discarding portions of the search
space that look unpromising. They reason that even though
pruning breaks the guarantee of identifying the lowest-cost
goal, it often has negligible effects on the result while reducing
the search space dramatically. They suggest using cost pruning
and position pruning. The former eliminates nodes that are
estimated to result in a higher than expected overall cost; the
latter removes nodes that are Tpne steps in the trace behind
the current best node from the search. In contrast to these
mining algorithms, the verification with resumption presented
in this paper works at runtime. However, we would like to note
that, if position pruning is used, all information to perform the
search for an edit path is available at runtime with an offset of
Tprune Steps. Therefore, we chose the least changes approach
for comparison with resumption.

Model-based testing aims to find differences between the
behavior of a system under test (SUT) and a valid behavior
model [18]. An environmental [19] or embedded [20] test
context stimulates the SUT with test sets, i.e., selected input
sequences. The SUT’s outputs are then compared with the
expected output from the behavior model. Homing sequences
actively maneuver the SUT into a known state [21]. Gener-
ally, these sequences reduce the current state uncertainty by
utilizing separating or merging sequences [22]. Former assure
different outputs for two states, latter move the machine into
the same state for a given set of initial states. Minimized Mealy
Machines are guaranteed to have a homing sequence [22].
However, a passive monitor cannot influence the SUO. There-
fore, it cannot actively force the system to a known state.
Nevertheless, we utilize occurrences of separating and merging
sequences to reduce the number of possible candidates for the
current state.
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In general, runtime verification can be seen as a form
of passive testing with a monitor, which checks if a certain
run of a SUO satisfies or violates a correctness property [5].
Such a dynamic analysis is often incomplete, i.e., it may yield
false negatives; however, this incompleteness helps neutralize
limitations of static analysis [9], e.g., state-explosion. The
observation of communication is well suited for black box
systems, as no details about the inner states of the SUO are
needed. Further, the influence on the SUO by the test system
is reduced by limiting the intrusion to observation. In case the
deviations are solely gaps in the observation, a Hidden Markov
Model can be used to perform runtime verification with state
estimation [23]. Runtime verification frameworks, such as
TRACEMATCHES [10] or JAVAMOP [11], preprocess and filter
the input before it is passed to a monitor instance. Thereby,
each monitor only observes relevant events. These stages
implement the first two layers of a reference model [7]. The
monitor uses the reference model’s third layer to answers yes or
no to the question, if the provided trace fulfills or violates the
monitored property. This is also the case, if it contains multiple
violations. However, it may be of interest to identify all vio-
lations, similar to conformance checking. Simply keeping the
monitor running after it encountered and reported a violation
only works in very specific scenarios. This is similar to using
the resumption algorithm Waiting presented in Section IV-D.
Nevertheless, if the properties are carefully chosen, multiple
instances of the monitor can match different slices of an
input trace [10][24]. Such properties can be extracted from
the behavior model [3] or by data mining techniques from a
running system or traces [17][21][25][26][27]. However, the
former implies additional design work and the latter requires
a correctly working system to learn from. Furthermore, this
creates a secondary specification that needs to be maintained
and validated. In contrast, the presented resumption enables
reuse of an available specification by automatically augmenting
it with robustness for verification.

IV. RESUMPTION

A specification-based monitor, such as shown in Figure 3,
will only be able to find the first deviation from a specification,
since it enters the final state s, at this point. Different tech-
niques can be applied in order to create robust monitors and
to find deviations beyond the first. Up to now, this is usually
done manually and requires additional design work, e.g., to
repeatedly add transitions and triggers or to artificially split
the specification into multiple properties that can be checked
separately. Therefore, we suggest using a generic definition
for how a monitor can resume its duty. This section describes
resumption, a method that enables a monitor to analyze a trace
for more than one violation with respect to the same property.

For illustration, runtime verification can be seen as a game
for two players: DECEIVER and VERIFIER. DECEIVER acts as
SUO and he covertly moves on a map, which represents SM,
while leaving a trace of moves. After each move, VERIFIER,
the monitor, has to tell if DECEIVER violated the specification
given by the map. She knows only the trace and the map. Fig-
ure 4a shows an example map for the game. Figure 4b depicts
the path that DECEIVER has chosen in this example, producing
a trace bus,tram,bus,bus,tram,bus. He starts at HOME. On step
a3 and ag, he choses to deviate and claims to move using bus,
actually not available at state PARK. For a3, he decides to go
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bus

HOME MALL

tram

PARK

(a) Example map known by
DECEIVER and VERIFIER.

(b) DECEIVER’s hidden movement. Arrows
show conforming, circles deviating moves.

Figure 4. Example illustrating a game of runtime verification, where
VERIFIER (monitor) tries to detect, if DECEIVER (SUQO) violates the
specification given as a map (state machine).

HOME,; for ag, he may still jump to any state. All other moves
conform to the map.

Knowing the current state of DECEIVER it is trivial for
VERIFIER to follow the conforming movement of DECEIVER
using only trace and map. She can infer his next states using
the moves recorded in the trace and §. Further, she can
easily identify his first deviation. Then, DECEIVER’S move is
not contained in §. This exemplifies how monitors without
resumption work.

Theorem 1: VERIFIER can detect deviations using the ver-
dict function given in (6), if she knows DECEIVER’s current
state is ¢;.

T, if {(g;,a;) € dom(9)
1, otherwise.

v(qi,a;) — { (6)

Proof: If VERIFIER knows DECEIVER is in state ¢; and
the event is a;, she can look up his next state in §. If a;
is available at g;, i.e., (g;,a;) € dom(d), DECEIVER cannot
deviate using a;. If a; is not available at g;, he has to deviate
to be able to use it. Thereby, if VERIFIER knows the current
state of DECEIVER, she can directly tell if he deviates. [ |

However, after a deviation, VERIFIER does not know to
which state DECEIVER has moved. She is uncertain of his cur-
rent state. Becoming aware of this uncertainty and reducing it
in order to be able to resume runtime verification is resumption.
To express multiple deviations in a sequence of verdicts, each
verdict refers to the trace after the last reported violation. First,
we show that detection of all unexpected behavior is possible
through resumption. Later, we demonstrate how resumption
can be employed to find minimal subsequences of a trace,
each containing exactly one detectable deviation.
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A. Resumption for Unexpected Behavior Detection

Unexpected behavior is defined as any sequence of events
the SUO may not emit according to the specification. Behavior
is unexpected if it cannot be matched to anywhere in the
specification. We assume it is unknown how the behavior of the
SUO’s components is implemented internally and only their
stimuli and responses are observable (black-box assumption).
We expect these interactions in the SUO to be specified by a
state machine SM. If the observed events can be matched to
SM, such behavior is assumed to conform to the specification.
Otherwise, i.e., in case of a violation, the new state of the
SUO is unknown as the observations are the only available
information. In general, no restrictions on the new state can
be given, i.e., such a transition may even be non-deterministic.
A monitor M knows only the specification and observes the
events emitted by the interactions in the SUO.

More formally, unexpected behavior is a trace that contains
an event a; with (g;,a;) ¢ dom(d). As ¢; is unknown to
VERIFIER, it is replaced by Q? =0(S,ak...a;_1), the set of
states reachable with expected behavior from any state with
the trace starting at step k and ending before step j. Please
note that @} = S.

Theorem 2: A trace can be split within space O(|SM|) and
time O(|S|) per step so that each segment contains exactly
one unexpected behavior. For each appended event, it can be
decided in this space and time if it belongs to the same or a
new segment.

Proof: For brevity, we define p;,y1 = p}. A valid seg-
mentation of the trace is a sequence of indexes determined
by (7). Each of the segments is delimited by two indexes p;
and p). The trace v; = a,, ...a, always encloses exactly
one unexpected behavior. If there was no unexpected behavior
in v;, then Q”’ would not be empty. If there was additional

unexpected behaV10r at step p with p; < p < pi, then
Q5" would be empty already and p would have been chosen
as minimum. Therefore, exactly one unexpected behavior is
contained in v;.

po=1Ap;=min{p|p>p; ANQI =0} @)

For each step, the set of successors of the possibly active
states must be calculated, i.e., §( ,,al) This requires up to

|S| lookups in the transition relatlon of size |d|. Each lookup
takes time O(1), if perfect hashing is used. Therefore, each
step needs time O(|S|) and space O(|S|+ [0]) = O(|SM]). =

To relate this to resumption, we explain how VERIFIER
checks DECEIVER’s movement with no information about
DECEIVER’s initial state. VERIFIER has to find a verdict for all
possible locations of DECEIVER. The transition function ¢ is
already extended by (2) to accept a set of states () and to return
all states reachable with event e from a state in (). § will return
an empty set if none of the possible states has a matching
transition for the event. To continue verification, this function
needs to be extended with the actual resumption. VERIFIER’s
uncertainty of DECEIVER’s state resets if she cannot confirm
his movement. The most general assumption is that DECEIVER
is in any state. This is reflected in transition function 6% (8).

5(@3 6)7 if 7(Q7e) =T

+ _
07(@Qe) = {S, otherwise. ®)
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Figure 5. Power map of the example from Figure 4a including the
interpretation of DECEIVER’s trace for unexpected behavior from
VERIFIER’S perspective.

Similar, the verdict function + is extended by (5) to produce
a verdict for multiple states using a combination operation .
For detecting unexpected behavior, this may be done using
Ber (9), where I' is the set of verdicts to merge. As long
as Q¢ is not empty, there is a state in () with an accepting
transition for e and the behavior remains expected. Otherwise,
unexpected behavior is detected and the next segment of the
trace starts.

T, if Tel
)= ’
et (T) {L, otherwise ©)

Instead of analyzing the model at runtime, power set con-
struction can be used to resolve the non-determinism before-
hand. Also, this allows to illustrate resumption for the game
example. DECEIVER’s moves are translated to the power map
SM” = (E, P(S), %), starting at state ss. P(S) is the set of
all subsets, the power set, of S. 5P is 5T, except that it returns
the respective state for the set of states instead of the set itself.
Transitions that were unexpected behavior in SM are routed
to ss in SM”. 67 is complete and deterministic. Thereby,
VERIFIER always knows DECEIVER’s precise state in SM”
and merely has to follow his movement (see Theorem 1). She
starts assuming DECEIVER is in any state of the original map,
i.e., in sg (cf. Figure 5). After step as, the states DECEIVER
could be in using only expected behavior are narrowed down
to HOME. As we know from Figure 4b, DECEIVER deviated at
a3 to HOME. However, this is still expected behavior as there
would be no deviation if DECEIVER started at MALL. This is
shown in Figure 6. The second deviation at ag is unexpected
behavior, as there are no other valid options left. Compared to
Theorem 2 above, checking for unexpected behavior in sm”
only takes time O(1) for each step; however, the extended map
requires significantly more space: O(2/5!).
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Figure 6. Alternative of DECEIVER’s hidden movement producing the same
trace as Figure 4b, but with no deviation at a3 by starting at a different state.

B. Resumption for Deviation Detection

The previous section revealed that it is possible for a
monitor to detect all unexpected behaviors of a SUO. This
section examines how resumption can help to detect deviations
of a SUO. A deviation is an event that is not allowed in
the SUO’s current state. Therefore, deviations are directly
linked to the SUQ’s state. In terms of the example, VERIFIER
must detect if DECEIVER chose to deviate with a move.
This changes how VERIFIER can handle uncertainty about
DECEIVER’s state. She may be unable to decide if DECEIVER
deviated. This requires a third verdict to express that she is
inconclusive (I).

Theorem 3: VERIFIER is exactly then conclusive about
DECEIVER’s move a;, if the move is defined or undefined
for all states () she knows he could be in (10).

Y(Q,a;) = T <<= 351,52 € Q :7(s1,0a:) # Y(s2,05)

(10)

Proof: The implication from left to right follows from

the limitations of DECEIVER’s moves. If none of the states in
Q has a transition for the event, DECEIVER cannot conform;
therefore, he obviously deviates. If all of the states in () have a
transition for the event, DECEIVER cannot deviate; therefore,
he obviously conforms. In all other cases, VERIFIER cannot
give a conclusive verdict, as there is at least a state s; in @
that has a transition for event a; and a state s, that has not.
If her verdict was L, DECEIVER may in fact have been in s;
and actually conforms; if it was T, he may have been in so
and deviates. Thereby, her verdict must be L. If the verdict is
the same for all individual states in (), it must be T or L and
it follows the implication from right to left. [ ]

This helps to formulate &4 (11) for combining verdicts.
Identical verdicts combine to the same verdict and different
verdicts combine to an inconclusive verdict.

T, if {T}=T
@a(T)=<1L, if {L}=T 1n
I, otherwise

This sounds promising, as at least in some cases there can be
conclusive verdicts. Further, one might expect that VERIFIER
should be able to close in on DECEIVER’s position eventually.
However, as it is always possible that DECEIVER deviates,
Qi+1 must be the set of all states, unless he obviously
conforms. This is enforced by 6.
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tram

Figure 7. Power map of the example from Figure 4a for deviation detection
from VERIFIER’s perspective.

As a consequence, VERIFIER can only reduce her current
state uncertainty, if she observes a sequence of obviously
conforming events. Further, the sequence must eliminate s-
tates from her current state uncertainty. In the following,
we examine if such sequences exist. Sandberg [22] describes
how synchronization and homing sequences can be found in
completely specified, deterministic Mealy machines in time
O(S|® +|S|* - |E|) — in case one exists. A synchronization
sequence is a trace z € [E* that transitions the machine
into a single known state, regardless the initial state, i.e.,
|67 (S, z)| = 1. In essence, it consists of a sequence of merging
sequences. A homing sequence may also include separating
sequences. It is a trace x € E* that guarantees different outputs
for different target states (12). While a state machine is not
guaranteed to have any synchronization sequences, e.g., the
automation in Figure 4a has none, a minimized Mealy machine
always has a homing sequence [22].

Vs1,80 € 5

5(s1,2) # 8(s2,2) => (51,2) # Y(s2,2) O

Homing sequences can be mapped to the deviation game.
SM contains no output and is incomplete. For former, ~y could
act as replacement and latter can be mitigated by using 6.
Then, we call them unique sequences, as they identify a unique
state. However, the pure possibility of DECEIVER deviating
negates the benefit of a separating sequence as this resets
VERIFIER’s search; i.e., she has to consider all possible states
again after the possible deviation. As there is no other output
available, separating sequences would work only under the
assumption that no violations occur during resumption. As SM
has no merging sequence, SM” for deviation detection could
be trimmed to Figure 7. VERIFIER knows DECEIVER confirms
using tram but this does not tell anything about DECEIVER’S
location. DECEIVER could be in PARK; therefore, if he uses
bus, VERIFIER is inconclusive and has to restart at ss. An
option would be to resolve undefined transitions differently.
However, this would impose additional assumptions on the
deviations. Nevertheless, we can use the knowledge about
unexpected behavior to conclude on deviations.

Theorem 4: Each trace segment a,, ...a, of the split
trace contains at least one deviation.

Proof: For proof by contradiction, we assume that there
is no deviation in the trace segment. If there is no deviation,
only conforming moves were used by DECEIVER. Then, there
must be at least one path in SM matching the trace, i.e.,
6(S,ap, ...a,) # 0. Therefore, the current state uncertainty

2 ; should contain at least one state. However, this conflicts

with (7), that ensures Z i = (0. Hence, the trace segment must
contain at least one deviation. |
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The trace segments span from one unexpected behavior to
the next. Somewhere within each segment is a deviation. Yet,
we want to locate the deviations as precise as possible. The
segments are constructed in a way so that they always end with
unexpected behavior. Therefore, they cannot be cut on that
side. The following will show that their length can be limited
by maximizing the start index while retaining the constraint for
the trace segment, i.e., that it contains unexpected behavior.

Theorem 5: The trace ay, ...a,,,, is the closest possible
enclosure of a deviation before step p;; that retains the notion
of unexpected behavior in the segment, with «; defined by (13).

/@:max{n|pi§m<p;/\Q';;=@} (13)

Proof: The proof for existence of a deviation in the trace
stays the same as for Theorem 4: Q; is only empty if it
contains a deviation. Thus, it remains the proof that there is no
shorter segment that could enclose the deviation. If xk; = p} —1
DECEIVER is obviously deviating with a,;, as no state in S
has a transition for the event. Since there must be at least
one event to deviate, there cannot be a shorter sequence in
this case. Equation (13) selects the greatest start index x; that
still contains unexpected behavior and thereby a deviation. We
cannot reduce the end index as it was already selected to be
minimal when starting at p; by (7). Starting at a later index
than p; can only increase the current state uncertainty, because
the later starting segment must consider at least all paths from
the earlier, i.e., Q;‘? C Q? +1. Moreover, Q;,’F can only be empty
if QZ ; is empty. Therefore, the closest possﬁble enclosure is the
trace ‘ay, ... ap, ;- [ ]

k can be calculated by searching unexpected behavior using
backwards steps, starting from step p;. As following transitions
backwards may yield up to |S| source states for the same event,
the time needed for each of the p, — x; < pl — p; < |v| steps
is increased to O(|S|?) compared to what was shown for the
forward search in Theorem 2. Preparing the reverse lookup
tables will require space O(|S|? - |E|). It follows that there is
at least one deviation located in the intersection of unexpected
behavior found forward and backward. Moreover, the existence
of x; implies that each segment a,, . .. a,,—1 must be expected
behavior, even if it actually contains deviations. The deviations
perfectly mimic expected behavior and cannot be detected.
This can also be seen by the options of DECEIVER in SM” .

Theorem 6: Deviations in the trace segment a,, ... ax,—1
cannot be detected.

Proof: According to Theorem 5, segment ay, ... a,, con-
tains exactly one unexpected behavior and the unexpected
behavior happens at or after step x;. As there is only one
unexpected behavior in the complete segment, there cannot be
another before step «;. Therefore, any deviation that may have
occurred in this part of the segment is observed as expected
behavior and cannot be detected. ]

The deviations cannot be detected because there is no
possibility to distinguish them from expected behavior with
the available information. However, if additional or more
detailed observations can be obtained from the system, they
may become detectable.

Moreover, if the current state uncertainty is reduced to
a single state without the (unobservable) occurrence of a
deviation, the detected unexpected behavior is the deviation.
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Therefore, if given enough time between deviations, monitor-
ing with resumption will identify exactly the deviations.

Theorem 7: If n non-overlapping unique sequences are
observed without unexpected behavior, the assumed state is the
actual state of the SUO, unless n or more undetected deviations
occurred. However, unless one unique sequence is an obviously
conforming synchronization sequence, there may have been at
least n deviations.

Proof: For the first part, we show that not all unique
sequences can be mislead with n — 1 deviation. As the unique
sequences do not overlap, there remains at least one unique
sequence u without a deviation. As w does not contain a
deviation, it reveals the actual state of DECEIVER. Theorem 1
guarantees the detection of deviations if the current state is
known. Moreover, u must be the last of the unique sequences.
Otherwise, the deviation would have been detected and there
would be unexpected behavior. With an additional n-th devia-
tion, DECEIVER can mislead all unique sequences, therefore,
his actual state may remain uncertain. For the second part, we
recall how unique sequences are constructed. Each sequence
is unique, as it reduces |@| to 1. Like homing sequences, the
reduction can be achieved by merging or separation sequences.
A merging sequence uses the structure of the state machine,
e.g., if transitions for the same event lead from two states to a
single one. During a merging sequence, no deviation can occur
by definition. As a synchronization sequence consists of con-
catenated merging sequence, it is obviously conforming and
no deviations could have happened when it is observed. The
observation of the synchronization sequence itself guarantees
the actual state of DECEIVER is known. Separation sequences,
however, work differently. They remove states from the current
state uncertainty for which DECEIVER would have to deviate
for the chosen event. Hence, there is at least one possibility to
deviate in each separation sequence. If none of the observed
unique sequences is a synchronization sequence, each contains
at least one distinct separation sequence. As there are n unique
sequences, there may have been at least n deviations. ]

Detecting multiple unique sequences before detecting unex-
pected behavior may sound unlikely. Nevertheless, sometimes
rare deviations are of interest. In this case, there may be
many events between deviations that can be used to resume
verification. Protocols such as the subscription service in
Figure 2, often contain unique events. Therefore, detecting
multiple unique events or short unique sequences increases
the confidence that you were not deceived. However, only the
detection of unexpected behavior can be guaranteed.

C. Resumption Extension

Any specification-based monitor may be extended with a
resumption extension. Even a monitor that has a complete
transition function may be improved by resumption, if it has
unrecoverable states, like s; in Figure 3. Sub-scripts are
used to distinguish between the original monitor (L), the
extension (R), the extended monitor (£) and their components
respectively. M is created by combining the sets and functions
of M, with My, where M is preferred. However, 65, may
override ¢, for selected verdicts, e.g., L.

Example 1 (Resumption Extension): Figure 8a depicts a
possible extensions of the SM in Figure 2. Instead of entering
a final rejecting state for unexpected events, the extended
monitor ignores the event and stays in the currently active state.
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The resulting M, has a complete transition function and is able
to continue monitoring after reporting deviations. Thereby, the
original monitor is extended by resumption.

While a resumption extension can be created in an arbitrary
way, we suggest to use a resumption algorithm (R) to create
the extension. The algorithm’s core function (14) takes an
event and a set of (possible) active states as input. It returns
the set of states that are candidates for resumption. The
R-based resumption extension can be easily exchanged to
adjust the monitor to the current application scenario. Let
Sc =S, U{sr} and P(S.) be the set of all its subsets.

Using R, the additional states and transitions needed for
the extension of the original monitor can be derived. For finite
sets S, and E, a preparation step creates the states P (S ) \
S . The transitions are derived by evaluating R to find the
target state. If R(q,e) returns an empty set or solely states
that cannot reach any state in S, it reached a finally non
resumable state. The existence of such states depends on R
and the specification. All states not reachable from a state in
S can be pruned.

An alternative is using R at runtime as transition function
during resumption. If R returns solely a single state in S -, M,
can resume verification in that state. Otherwise, the candidates
are tracked in parallel while removing non-conforming ones.
If s is a candidate, R is used to transition the candidate set,
otherwise 6. vz is created using (5) with a suitable @.

D. Resumption Algorithms

This section introduces algorithms that can be used for
resumption. These algorithms are often mimicked to extend
specifications manually for creating robust monitors. Based
on an observed event and a set of candidates for the active
state, R will determine possible states of SUO with respect
to the observed property. The presented algorithms can gen-
erally be categorized into local and global algorithms. The
former are influenced by the state that was active before the
deviation, while the latter analyze all states equally. Each of
the algorithms can be used to construct a replacement for
d% introduced in subsection IV-A and represents a different
error model. They are only guaranteed to find all unexpected
behaviors, if all occurring deviations match this error model.
However, certain assumptions can lead to a significantly sim-
pler M. The results of applying the algorithms on the SM
from Figure 2 are shown in Figure 8.

The local algorithm Waiting (15) is inadvertently used
when interpreting a trace with an unaltered state machine. Im-
plementations usually ignore superfluous messages and remain
in the same state, waiting for the next valid event. Therefore,
the algorithm introduces no runtime overhead. It resumes
verification with the next event accepted by the previously
active state ¢, i.e., it stays in ¢ and skips all events not in
E4. This creates loops at every state as shown in Figure 8a
for the example. However, R, requires that all deviations
are superfluous message that may be ignored. Otherwise, the
guarantee to find all unexpected behaviors will no longer hold.
Therefore, it is expected to perform badly for other deviations
and may stall in many scenarios.

Rwait(Si'm 6) =5

wm

5)
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An obvious danger is, SUO may never emit an event that
is accepted by the active state. Therefore, the next algorithms
also considers states around the active state. The used distance
measure ||s, s¢|| is the number of transitions € 6, in the
shortest path between a source state gs and a target state q;.
The extension ||S,,S,|| is the transition count of the shortest
path between any state in S, and any state in S,. The algorithm
Nearest (16) resumes verification with the next event that is
accepted by any state reachable from the active state. Figure 8b
shows the extension of the example. If multiple transitions
match, it chooses the transition reachable with the fewest
steps from the previously active state. A static calculation of
R ear Tequires additional states only if tie-breakers are needed.
Ryear assumes that the deviations will be caused by skipped
messages. It will resume on the next matched event, unless
the two closest valid states require the same number of steps.
As it only looks forward, superfluous or altered messages may
cause it to errantly skip ahead.

Rnear(Sin ’ 6) =

near

argmin  min [|gs, ¢¢|| (16)
4+€5, (Sere) qs€S,,,

The algorithm Nearest-or-Waiting (17) is a combination of
Nearest and Waiting. It measures the length of the shortest
path from the active state to a state returned by Nearest and
the shortest path of any candidate state with an accepting
transition to the active state. If the latter path is shorter, Waiting
is used. The extension of the example using R, ,, is depicted
by Figure 8c. The idea is to ignore superfluous messages and
identify them by looking as far back as was required to look
forward to find a match.

Rn-o—w(gm, e) = {zwaitv

near’

near‘
17
otherwise an

Global algorithms consider the whole specification to iden-
tify the current communication state. Therefore, they analyze
all states equally to keep all options open for resumption.

Unique-Event (18) resumes verification if the event is
unique, i.e., the event is used on transitions to a single state
only. R is the only examined R that ignores all input states.
As there is only one target state of a unique event in the
state machine, the algorithm considers this a synchronization
point. For other events, a resumption state (s ) is entered. This
extension is illustrated for the example in Figure 8d. Therefore,
a static calculation only needs a single additional state.

if [6,(S,e)f =1

1
otherwise (%)

Ru—e(Sin7 6) = {({5;:7(28}07 6)7

Unique-Sequence (19) extends the previous algorithm to
unique sequences of events, as unique events may not be
available or regularly observable in every specification. R
follows all valid paths simultaneously and resumes verification
if there remains exactly one target state for an observed
sequence. Similar to homing sequences used in model-based
testing, R, aims to reduce the current state uncertainty with
each step. It evaluates which of the input states accept the
event. If the observed event is part of a separating sequence,
the non-matching states are removed from the set. If a merging
sequence was found, the following J .-step returns the same
state for two input states and the number of candidates is
further reduced. If there are homing sequences for £ and the
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SUO emits one, R, will detect it. Any unexpected behavior
causes 0, (S;,,e) to be empty and therefore resets the set
of possible candidates to any state accepting the event, i.e.,
the resumption is reset. New intermediate states are created
to capture the current state uncertainty during resumption.
For example, ’sg,s3” in Figure 8¢ means that M considers
the SUO in state s, or s3. Therefore, the size of the static
calculation is limited by |SM”|.

5£ (Sznv 6),
5£ (SCv 6)7
{SR}7

The formal analysis in this extended version of [1] has
shown that R is not the most general case. Like the other
algorithms, it can be used to extract trace segments containing
deviations matching its error model. However, resumption with
R,.s uses the last event of the previous unexpected behavior.
Hence, verification may be deceived as this reflects a deviation
to a state accepting the event instead of any state. Therefore, we
introduce the algorithm Expected-Behavior (20) that takes into
account all expected behavior. It is the resumption algorithm
version of the candidate selection §* given in (8). As shown
in Figure 8f, sg is always entered in case of a violation. This
reflects the assumption that the SUO could be in any state
after a deviation. Theorem 7 indicates that multiple unique
sequences of expected behavior can further improve a monitors
confidence when identifying deviations. R, uses 2 of such
sequences.

if 0,(S;,,e) #0
else if §,(Sq,e) 0  (19)
otherwise

Ru—s (Sirw 6) =

6[1 (Szna 6),

Re-b(S'Mm 6) = {SC if 6[: (S’Lna 6) # @

20
otherwise (20)

A variety of resumption algorithms have been introduced.
And this enumeration is not conclusive. More could be created
to match specific requirements. The next section presents an
evaluation framework that identifies strength and weaknesses
in the algorithms’ performance. It can be used to judge the
algorithm for a given application scenario and identify the best.

V. EVALUATION

This section presents an evaluation of the introduced
method for automatic resumption of runtime verification moni-
tors. We have already given proof that all unexpected behaviors
can always be found and used to encircle the detectable
deviations in Theorems 2 and 5. They are also confirmed by
the collected raw data. The evaluation examines how well the
presented resumption algorithms perform for different SMs
and kinds of deviations. If the monitor’s uncertainty of the
SUO’s state is reduced to a single state without missing a
deviation, a detected unexpected behavior equals a deviation.
Therefore, if Mg can identify deviations well, it performs a
good resumption.

A. Evaluation Framework

An overview of the evaluation setup is depicted in Fig-
ure 9. The framework is employed to compare the presented
resumption algorithms. A specific application scenario usually
provides the specification and, thereby, a reference model.
However, to make statements about the general performance
of the algorithms, a generator creates the models. A single
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Figure 9. Overview of the evaluation framework for resumption algorithms.

state is used as initial seed. In each iteration step, one state is
randomly selected and replaced by a randomly chosen number
of states. The input and output transitions of the replaced
state are assigned to random states in the subset. The subset
of states is then connected with transitions, guaranteeing that
each state is reachable from an incoming transition and can
reach an outgoing transition of the original state. Otherwise,
the states are connected randomly. The used set of events
changes with each iteration step, i.e., some events are removed
or some new events are added. This is repeated to create SMs
of various sizes. The resulting SMs use global events across the
whole machine and local groups. To classify the SMs, different
metrics of their structure are collected, e.g., number of states
and uniqueness. Uniqueness is the likelihood of an occurring
event being unique. It is approximated by the fraction of all
transitions in the SM that have a unique event.

For each reference model, multiple traces are generated by
randomly selecting paths from SM’. The deviation generator
creates SM’ by adding new states and transitions to SM for
the deviations shown in Figure 10. The added transitions use
undefined events (y & [E%) of the source state ¢s. The different
deviations are characterized by their choice of transition targets
g¢: superfluous (¢ = ¢s), altered (3e : 5,.(gs,e) — @),
skipped (Je : d,(gs,e) — ¢ A d.(x,¢) — ¢) and random
events (¢: € S;). The generated transitions for deviations are
equivalent to faults in a real implementation. If a scenario
expects more complex deviations, they can be simulated by
combining these deviations. However, to evaluate the influence
of each deviation kind, we apply only one kind of deviation
per trace. For later analyses, the injected deviations are marked
in the meta-data of the trace, which is invisible to the monitor.

The traces are eventually checked using SM extended
with the individual R. For the evaluation, our Eclipse-based
tool DANA was used and extended. It is capable of using
reference models as monitors [7]. Using hooks in its model
execution runtime, resumption is injected if needed. Thereby,
all introduced algorithms can easily be exchanged. In addition,
we include R, ., an offline least changes (see Section III)
algorithm, for comparison.

The goal of the evaluation framework is to measure how
well a monitor is at finding multiple deviations in a given
application scenario. Therefore, the reported deviations eval-
uator rates each algorithm’s performance by comparing the
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Figure 10. Examples illustrating the different deviation modules used in
evaluation. The deviations are shown by dotted arrows.

detected and the injected deviations. It calculates for each
extended monitor the well-established metrics from informa-
tion retrieval: precision and recall [28][29]. Precision (21)
is the fraction of reported deviations (rd) that were true
(td), i.e., injected by the deviation generator. Recall (22) is
the fraction of injected deviations that were reported. Both
values are combined to their harmonic mean, also known as
F score (23).

p=|tdNrd|/|rd] 21

r = [tdNrd|/|td] (22)
p-r

F=2. 23

1 P (23)

A monitor that reports only and all true deviations has a
perfect precision p = 1 and recall » = 1. Up to the first
deviation, all extended monitors exhibit this precision, as they
work like regular monitors in this case. Regular monitors only
maintain this precision by ignoring everything that follows.
Extended monitors may lose precision as they attempt to find
further deviations. Therefore, recall estimates how likely all
true deviations are reported. A regular monitor reports only
the first deviation; thus, its recall is |¢td|~

B. Comparison of Resumption Algorithms

The subscription service example (cf. Figure 2) evaluates
to the F scores: R — 0.56, Ryear — 0.71, R ., — 0.82,
Rue — 082, R — 081, R., — 099, R,.,
0.99,R,. = 0.93. For the general evaluation, traces with
a total of 80 million deviations in 220 different SMs with
up to 360 states have been generated and were analyzed by
monitors extended with the algorithms. Each trace included
20 injected deviations on average, so the recall for a monitor
reporting only the first deviation is 0.05 and its Fj score
0.095. Figure 11 shows the precision and recall for each R
per kind of deviation. While R ,;, has the worst precision for
most deviations, it shows very high recall scores overall and
a perfect result for superfluous deviations. Besides that, each
algorithm performs very similar for altered and superfluous
deviations. When comparing R, and R, the former has
slightly less precision; however, it provides a better recall. R,
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Figure 11. Precision and recall of R compared for different kinds of
deviations.

has a low recall independent of the kind of deviation but also
a good precision for skipped deviations. Overall, R has a
high recall. The offline algorithm R, has a perfect result for
superfluous and altered deviations. For skipped deviations, it
also provides the missing event very reliably. While hardly
visible at the scale of the figure, R eb ’s precision of 0.9878 was
improved to 0.9995 by a second unique sequence in R, .

Figure 12 compares the F} scores of the algorithms for
different levels of uniqueness and numbers of states of the
generated SMs. For clarity, SMs are grouped into buckets
based on the metrics and the scores are averaged for each
bucket. This allows a quick comparison of the algorithms, but
hides the distribution of the scores across the evaluated SMs.
These details are visible in the scatter plots in the Appendix,
Figure 16. For example, R, ., performed nearly perfect for all
tested scenarios, whereas the results of R ., are much more
distributed. The low overall score of R, is clearly visible for
both metrics. For SMs with low uniqueness, R, outperforms
many other algorithms. However, its F} score slightly drops
with increased uniqueness. The other algorithms benefit from
an increase of uniqueness, especially R, .. For very high
uniqueness, R, and R, are identical. Nevertheless, both
Rp-ow and R, perform better in this case. An increase of the
state count leads to a declined performance for R ., R,_,.,, and
Rocar- Ry €ven drops below R, ;.. R., and R, are hardly
affected by state count and uniqueness and provide a near
perfect overall performance. The slight advantage of R,
can be seen by the small decline of R, for low uniqueness
and high state counts. R, . cannot match this performance, but
still excels the remaining algorithms. For higher state counts,
its score is comparable to R .
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C. Discussion

In this evaluation, R, is outperformed by R, and R,_ .
They perform almost perfectly for all tested scenarios. So does
R, for deviations matching its edits. However, it is challenged
by random deviations. For example, a random deviation can
transition out of a dead end or a completely different part of
SM. R, can only match this, if it steps back in its search
space and introduces further edits. In contrast, R, and R,
can match such behaviors. The slight improvement with R, .
also shows that a higher precision for detecting deviations can
be reached by requiring more than a single unique sequence to
resume verification. While we could provide an upper bound
for the worst case space and time requirements of R, which
is equal to segmenting the trace by unexpected behaviors,
sometimes more efficient algorithms are desired.

The perfect precision and recall of R, for superfluous
deviations were as expected, since this deviation matches ex-
actly the resumption behavior of the algorithm. This shows that
knowing the kind of deviation expected in a scenario can help
formulate specialized, highly efficient algorithms. However,
Raic Performs worst for all other kinds of deviations, as the
SUO transitioned already internally to a different state and
would have to return to its original state. It benefits from
unique events, because they prevent taking wrong transitions
in the meantime.
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Figure 13. Scatter plot comparing uniqueness and state count of the state
machines used for evaluation.

The metric uniqueness can be used as indication for the
class of algorithm that is needed for a scenario. For low
values, the algorithm needs to combine multiple events in
order to reliably synchronize model and SUO. Therefore, in
this case, algorithms should be preferred that take multiple
events into account, e.g., R,_. However, R slightly drops its
precision with increasing uniqueness, as the chance increases
to overeagerly synchronize with an erroneous unique event.
For example, if all events are unique, any observed deviation
is a unique event and the algorithm will resume with the
associated state. As the next valid event is unique again, the
monitor will jump back. However, in this case it registered
two deviations when there actually was only one. The same
holds for R, .. Therefore, especially with a high uniqueness, it
may be desirable to limit the number of options for which an
algorithm may resume and use a local resumption algorithm
instead. The choice between R, and R, ., depends on
the desired precision and recall. According to the Fj score,
Ry 1 slightly favorable. However, as these algorithms may
maneuver themselves into dead-ends, they are less suited for
higher state counts. A bias towards lower uniqueness for higher
state counts in the sample set severs the impact on R,..
This bias is indicated by the diagonal arrangement in the
comparison of uniqueness and state count for the evaluated
SMs depicted in Figure 13. Nevertheless, in all cases, the F}
scores of the extended monitors always show better results
than for a regular monitor.

The results for the subscription service example (unique-
ness 0.43, 4 states) and the respective results from Figure 12
match well. While the evaluation framework can be used to
identify the best suited algorithm, this example shows that the
metrics state count and uniqueness can be used as indicators
for such a selection.

VI. REAL WORLD APPLICATION SCENARIOS

In this section, we provide examples where resumption has
been applied successfully to real world use cases. DANA is the
platform for description and analysis of networked applications
that the presented resumption concepts were implemented in.
Previous work has already shown how the platform can be
used to analyze various in-vehicle infotainment functions at
runtime, e.g., an auxiliary input service [7], and a parking
assistance service [30]. In both cases, preliminary versions of
the resumption algorithms were employed.
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Figure 14. Use case of a hazard warning application.

In a more recent use case, we successfully employ re-
sumption to support the development of a hazard warning
application. A sudden obstacle in traffic can be dangerous;
especially, if drivers realize the obstacle too late. A hazard
warning can help to inform drivers in time. For example,
in Figure 14a the driver in the car on the left notices an
obstacle and brakes hard. As the view of the right car’s driver
is occluded by the van in the middle, she would only be able to
notice the reaction of the van in front. With a hazard warning
message from the front car, she could start braking imme-
diately. However, such an application involves multiple cars,
thus, multiple systems have to be considered. DANA is also
capable to address such distributed networked systems, e.g.,
connected cars. We can capture the behavior to be verified of
all involved cars in a model and use this for verification. Hooks
in the used communication stack for car-to-car communication
are employed to monitor the different communication layers.
Thereby, deviations in the hazard warning implementations can
be identified. For instance, the reason why a hazard warning
was not displayed in the receiving car can easily be located
by monitoring the progress of the animated state machine.
Resumption helps to analyze the underlying problem: By
providing a model containing the expected interactions, all
violations of a single run can be identified.

Besides the automotive domain, resumption has been suc-
cessfully applied to other application scenarios. Figure 15a
shows a small industrial plant composed of three stations.
The plant assembles cubes from two halves. The first station
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Figure 15. Use case of a small industrial plant.

collects parts from two magazines and checks their orientation
and material. The second station joins the two halves in
a hydraulic press. The third station stores the assembled
cubes. For each station, the changes of internal sensors and
actuators controlled by the respective station are reported.
This enables monitoring the plant’s operation without having
to alter the original control program. The communication
between the stations is recorded by tapping into the switch
of the Ethernet-based Modbus TCP connection. Actually, the
model shown in Figure 15b contains much more details as it
was automatically learned from observed behavior, i.e., each
of the states contains sub-states, which are hidden in this
example for clarity. Nevertheless, the sub-states are still used
for verification, while this diagram provides a comprehensive
overview of the plant’s overall operation. Resumption helps
to overcome imperfections, which such a learned model may
have. While the monitor will report unexpected behavior in the
case of an imperfection, resumption can often realign model
and system so that verification can continue. A developer
analyzing the (falsely) reported unexpected behaviors can use
this feedback to improve the behavior description.

VII. CONCLUSION

To conclude the paper, the contributions are summarized
and the findings are discussed before an outlook to future work
is provided.
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A. Contributions

This work examined the identification of all differences
between a trace of a system under observation (SUO) and
its specification at runtime through resumable monitoring. We
have shown under which conditions deviations of the SUO
can be detected and when they will be missed. As the main
problem of detecting deviations is the current state uncer-
tainty, the detection of unexpected behavior was examined.
Unexpected behavior is independent of the SUQ’s actual state.
By definition, the verification only needs to consider possible
states of the SUO. We could show that all occurrences of
unexpected behavior can be found within space O(|SM|) and
time O(|S|) per step at runtime. Such unexpected behavior is
always an indication for a deviation, but there may still be de-
viations that cannot be detected with the available information.
Using these results, we have introduced a method for extending
runtime monitors with resumption. Such an extension allows
a specification-based monitor to find subsequent deviations.
Thereby, an existing reference model of the system can be
used directly without creating a secondary specification for test
purposes only. Each of the introduced resumption algorithms
has its strength and weaknesses. The presented framework and
metrics help to find the best suited algorithm for an application
scenario. Nevertheless, expected-behavior is the most general
case of a resumption algorithm, as it has the least assumptions
on possible deviations. Identifying all unexpected behaviors
guarantees that all subsequences containing detectable devia-
tions are reported.

By the result of the evaluation, R_, that tests for any
expected behavior is the most stable and reliable of the
compared algorithms. Yet, the evaluation result is not surpris-
ing, considering it is the resumption algorithm equivalent to
the general candidate function T used in subsection IV-A.
Therefore, using runtime verification with R, resumption is
equal to segmenting a trace by unexpected behaviors for any
kind of deviation. Further, this fulfills our main research goal
of reporting all detectable deviations using a single monitor
instance.

B. Discussion

The biggest misery for resumption shown in this paper is
that the current state uncertainty can only be provably reduced
by an obviously conforming merging sequence and there is
no guarantee that such a sequence exists. While the evaluation
has demonstrated that for many cases it is still possible to
identify deviations with a high likelihood using resumption,
there may be cases where it is impossible to identify devia-
tions. The problem is not limited to resumption. How is this
handled by other approaches? Some consider certain events or
sequences to be trusted, e.g., model-based testing can rely on
the input it provides to the SUO. A fixed initial state is another
example. If such events are integrated into the specification,
they can be used as a kind of checkpoint to reliably resume
verification. Other approaches may only attempt to detect
unexpected behavior. There are runtime verification approaches
that expect the specification to be split into multiple properties.
They rely on detecting trigger sequences before they verify a
constraint. However, their verdict always judges trigger and
constraint. Further, these triggers can get quite complex and,
for example, check for necessary or sufficient conditions of
the property. With many properties to test, these checks may
quickly become redundant. Therefore, it may be more efficient
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to use a single state machine, as we could show that it can
detect all unexpected behaviors. Different verdicts can be
associated with missing transitions and, thereby, used to retain
the categorization of unexpected behaviors provided by a set
of properties.

Resumption strives to resume verification after a deviation
was observed. In general, the quality of the resumption de-
pends on carefully selecting candidates for the actual state of
the SUO. This entails a strong relation to the deviations that
are possible or expected. Different assumptions on the system,
e.g., the kind of deviations, will lead to different selections
of optimal candidates. The selection of candidates is made
by a resumption algorithm. This replaces §* from (8) with a
different function. 5% determines the current state uncertainty
for the next step. Therefore, all other findings in this paper
remain untouched, even if a different algorithm is chosen.
However, any deviation that does not match the candidates
provided by J7, breaks the guarantee of detecting all unex-
pected behaviors. Nevertheless, this allows to use specialized
algorithms for specific application scenarios. Several different
resumption algorithms have been evaluated and compared with
regard to how well they detect deviations. R, is often
(unintentionally) used, as it just ignores deviating events and
waits in the same state. For the general case, this is not always
correct and usually very unreliable. However, if deviations
are only superfluous - the SUO stays in the same state when
deviating - R, provides perfect identification of deviations.
The proof is simple, as the current state uncertainty always
contains exactly one state. Thereby, we can apply Theorem 1.

C. Future Work

Currently, the resumption algorithms are designed for plain
state machines. This is still useful, as many advanced design
concepts for state machines, like hierarchical state machines
and orthogonal regions can be directly mapped to plain state
machines. The event model in the layered reference model
allows the state machine to be oblivious to parameter values,
which would otherwise require extended state machines. If the
event model can store parameters for comparison, this implies
there is a state of the event model in the parameter space
in addition to the state of the state machine. However, the
event model is currently not updated by resumption. This is
the equivalent of using R,;, for states. Therefore, future work
will extend resumption to include the parameter space, i.e., the
event model.

Moreover, we currently expect a total order on the observed
events. In a distributed system, events can be collected in
independent traces at many different sources and a global time
is not always available. Therefore, obtaining a total order for
all observations is not always feasible. The reference model
needs to be extended to better support modeling such behavior.
Possibly, a special kind of resumption can be utilized to
synchronize the different traces.
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APPENDIX
DETAILED RESULTS FROM EVALUATION
The scatter-plots in Figure 16 show the average results of
the presented resumption algorithms for each machine.
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Figure 16. Scatter plots of the algorithms’ F7 score, precision and recall on the y axis. The x axis of the three left plots shows uniqueness, the right ones’
show the state count of the evaluated machine. Each dot represents the result of all evaluations for one machine with the respective algorithm.
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Abstract - Due to its abstract nature, program code structures
have been inherently challenging to visualize. As virtual reality
(VR) hardware products become common, their utilization for
providing insights into these software structures become
feasible. However, for certain user programmer-centric
interaction scenarios, typical VR interfaces (controller held in
each hand) can be awkward. This paper describes our VR and
mixed reality (MR) fly-through software structure approach
for visualizing internal program code structures and
investigates additional interfaces to augment the virtuality. MR
use of any keyboard and mouse are supported for
programming tasks. To interface with a virtual tablet menu
that is used as an oracle, a real tablet is used as a touchpad for
the VR tablet. Voice control of the tablet menu was also
implemented and investigated in comparison to the other
interfaces. The paper evaluates the various VR and MR
interfaces for their suitability for selected software
development and computer science educational tasks. The
evaluation results provide insight into which interfaces were
more efficient and preferred by subjects.

Keywords - Virtual reality; mixed reality; augmented
virtuality; software visualization; program comprehension;
software engineering; speech recognition; voice control.

1. INTRODUCTION

This paper extends [1], where we described a VR
approach for visualizing, navigating, and conveying program
code information interactively in a VR environment called
VR-FlyThruCode (VR-FTC).

The volume of program source code produced and
maintained worldwide continues to increase, yet gauging this
metric is difficult since large portions are not publicly
available. Google alone is estimated to have at least 2bn lines
of code (LOC) internally accessible by 25K developers [2].
By some estimates well over a trillion lines of code (LOC)
exist worldwide with 33bn added annually [3]. The
limitations for humans to comprehend source code are
evident in the relatively low code review reading rates of
around 200 LOC/hour [4].

Faced with this ever-increasing code base, the question
becomes: how can programmers quickly comprehend large
amounts of code and understand their underlying and mostly
invisible abstract structures? Common display forms used in
the comprehension of source code include text, the two-
dimensional Unified Modeling Language (UML), and
software analysis tools. For large projects, typically multiple
UML diagrams exist that are not coherently tied together and
no screen can support showing all diagrams simultaneously,

thus a mental patchwork of the multiple visual images is
used to create a coherent model in the programmer’s mind.
For code files, typically these are hierarchically hidden
among various subdirectories, and determining relations is an
arduous task. These forms of extraction leave the
programmer creating and stitching explicit or implicit visual
images together.

One software pioneer, F. P. Brooks, Jr., asserted that the
invisibility of software is an essential difficulty of software
construction because the reality of software is not embedded
in space [5]. Yet the philosopher Aristotle once stated,
"thought is impossible without an image."

In 1998, Feijs and De Jong [6] presented a vision of
walking through a 3D visualization of software architecture
using VRML. Currently the immersive potential of VR and
game engines for improving software engineering (SE) tools
has still not been realized, and their practicality with off-the-
shelf VR hardware remains insufficiently explored.

This paper describes our visually immersive VR
approach for visualizing, navigating, and conveying program
code information interactively to support exploratory,
analytical, and descriptive cognitive processes [7]. In
extending [1], it contributes additional interface capabilities
to the VR-FTC solution concept and investigates their
suitability. Specifically, the following interfaces: speech
recognition for voice-directed control of the oracle — our VR
voice FTC (VRVoc-FTC), as well as an MR tablet that was
added to the to the MR-FTC variant to control the oracle like
a touchpad. Furthermore, the fly-in theaters were replaced
with an always-accessible virtual tablet which functions as
an oracle — an interactive screen supplying information on
request to the user. Also, as a form of augmented virtuality
[8], MR support for real keyboard and mouse interfacing
were added to support programming on the tablet [9],
henceforth known as the MR-FTC variant. A prototype
realization demonstrates the viability of these capabilities,
and initial empirical experiments investigate effectiveness,
efficiency, and user experience (UX) factors of the various
interfaces for programming and menu navigation tasks.

The paper is organized as follows: the next section
discusses related work; Section III then describes the
solution approach. Section IV provides details on our
prototype realization. Section V describes the evaluation of
prototype and the alternative interfaces from a technical or
empirical perspective. It is followed in Section VI by a
conclusion.
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II.  RELATED WORK

As to voice interfaces in SE, work related to voice
control of SE tools includes Delimarschi et al. [10], who
applied voice and gesture control to IDE tools. Lahtinen and
Peltonen [11] investigated voice control for UML modeling
tasks.

As to utilizing tablets in VR, Afonso et al. [12] tracked
hand movement to determine if people preferred to see a
virtual hand on a virtual tablet while holding a real tablet in
VR. In our case, the tablet is not necessarily held (it is placed
on the desk like the keyboard and mouse in a known
position), we do not track hand movement, and we do not
show a hand but do show a small box indicator where the
tablet was last touched.

Work on visualization of software structures in VR
includes Imsovision [13], which visualizes object-oriented
software in VR using electromagnetic sensors attached to
shutter glasses and a wand for interaction. ExplorViz [14] is
a Javascript-based web application that uses WebVR to
support VR exploration of 3D software cities using Oculus
Rift together with Microsoft Kinect for gesture recognition.

Work regarding software visualization without the use of
VR includes Teyseyre and Campo [15], who give an
overview and survey of 3D software visualization tools
across the various software engineering areas. Software
Galaxies [16] provides a web-based visualization of
dependencies among popular package managers and
supports flying. Every star represents a package that is
clustered by dependencies. CodeCity [17] is a 3D software
visualization approach based on a city metaphor and
implemented in SmallTalk on the Moose reengineering
framework. Buildings represent classes, districts represent
packages, and visible properties depict selected metrics,
improving task correctness but slowing task completion time
[18]. Rilling and Mudur [19] use a metaball metaphor
(organic-like n-dimensional objects) combined with dynamic
analysis of program execution. X3D-UML [20] provides 3D
support with UML in planes such that classes are grouped in
planes based on the package or hierarchical state machine
diagrams. A case study of a 3D UML tool using Google
SketchUp showed that a 3D perspective improved model
comprehension and was found to be intuitive [21]. Langelier
et al. [22] supports the visualization of metrics (e.g.,
coupling, test coverage).

In contrast to the above work, the VR-FTC approach and
its variants (MR-FTC and VRVoc-FTC) leverage game
engine capabilities to support an immersive VR software
structure  visualization environment; provide multiple
dynamically-switchable (customizable) metaphors; use one
VR system and controller set (without requiring gesture
training) for interaction and navigation; uses a virtual tablet
to provide an information screen within the VR landscape;
leverages MR to support keyboard, mouse, and tablet
interfaces in VR; and provides a voice direction capability to
control menu options.
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III.  SOLUTION APPROACH

As described in [1], our VR-FTC solution approach uses
VR flythrough for visualizing program code structure or
architecture. This inherent 3D application domain view
visualization [15] arranges customizable symbols in 3D
space to enable users to navigate through an alternative
perspective on these often-hidden structures. For example,
certain information typically not readily accessible is
visualized, such as the relative size of classes (not typically
visible until multiple files are opened or a UML class
diagram is created), the relative size of packages to one
another, and the dependencies between classes and packages.

A. Principles

The principles (P:), (basic ideas or primary methods)
involved in the VR-FTC solution approach include:

P:Multiple 3D visual metaphors: Analogous to the
concept of skins, it models and supports tailoring and
switching between multiple code structure visualization
metaphors. While our initial implementation focused on
modeling and visualizing object-oriented packages, classes,
and their relationships, the approach is extensible for other
programming languages. Initially, two metaphors are
provided "out-of-the-box" while custom mappings to other
object types are supported. In the universe metaphor, each
planet represents a class with its size based on the number of
methods, and solar systems represent a package. Any metric
can be used to map to any visual object property (like color).
Multiple packages are shown by layer solar systems over one
another. In the terrestrial metaphor, buildings can represent
classes, building height can represent the number of
methods, and glass bubbles can group classes into packages.
Relationships are modeled visually as colored pipes.

P:Group metaphor: elements (classes) are grouped and
delineated in a way appropriate for that language (packages
for Java) and metaphor. For instance, the terrestrial metaphor
uses either a glass bubble over a city or a circle of trees at the
city border, and the universe metaphor uses solar systems.

P:Connection  metaphor: elements (classes) are
connected in a way appropriate for that metaphor. For our
two metaphors, we chose colored light beams, which often
are used to portray networks on a geological background.

P:Flythrough navigation: 3D navigation (motion) is
provided by moving the camera in space based on controller
or motion sensor input. The scenery, however, remains
anchored in the scene, allowing users to remember places via
their geolocation relative to other elements.

P:Oracle: a virtual tablet is provided, and can be viewed
as a type of oracle to answer questions a user might have,
although these cannot be formulated directly like a chatbot.
Instead, it provides menus and displays source-code and SE
tool-generated information as selected by the user within
their given context (such as a selected object). The screens
currently presented include:

e  Tags: Setting, searching, or filtering automatic (via

patterns) or manual persistent annotations/tags.

e Source Code: code is shown in scrollable form.
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e UML: 2D UML diagrams can be shown on the
tablet, including dynamically generated 2D
diagrams, allowing users to leverage knowledge of
this form if already available or if dynamic
generation thereof is desired.
e Metrics: code metrics are displayed textually due to
the large number of possible metrics that may be of
interest to the user; displaying a large amount of
metric information visually may be disconcerting.
Customization enables metrics of interest to be
utilized in a metaphor (e.g., colors, object height can
relate to number of class methods, font colors can
indicate a threshold is exceeded).
o  Filtering: shows elements that match selectors.
e  Project: change metaphors, load, or import a project.
P:MR interfaces: in addition to the VR controllers and a
virtual keyboard and a virtual tablet, use of a real keyboard,
mouse, and tablet used as a touch pad are supported in the
MR-FTC variant.

P:Voice interface: Voice control of the tablet menu is
supported in the VRVoc-FTC variant using speech
recognition.

B. Process

Five steps are involved in the solution process, consisting
of:

1) Modeling: modeling generic program code structures,
metrics, and artifacts as well as visual objects. More details
on what models and formats are used in our prototype are
given in Section I'V.

2) Mapping: mapping a model to a visual object
metaphor.

3) Extraction: extracting a given project's structure (via
source code import and parsing) and metrics.

4) Visualization: visualizing a given model instance
within a metaphor.

5) Navigation: supporting navigation through the VR
model instance (via camera movement based on user
interaction) and navigation of the oracle menu.

Iv.

For the implementation, we utilized the Unity engine for
3D visualization due to its multi-platform support, VR
integration, and popularity, and for VR hardware both HTC
Vive, a room scale VR set with a head-mounted display and
two wireless handheld controllers tracked using two
'Lighthouse' base stations. First, we reiterate implementation
details based on [1] and then in Sections E, F, and G we
provide descriptions of the new interface implementations.

IMPLEMENTATION

A. Architecture

Figure 1 shows the architecture. Assets are used by the
Unity engine and consist of Animations, Fonts, Imported
Assets (like a ComboBox), Materials (like colors and
reflective textures), Media (like textures), 3D Models,
Prefabs (prefabricated), Shaders (for shading of text in 3D),
VR SDKs, and Scripts. Scripts consist of Basic Scripts like
user interface (UI) helpers, Logic Scripts that import, parse,
and load project data structures, and Controllers that react to
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user interaction. Logic Scripts read Configuration data about
Stored Projects and the Plugin System (input in XML about
how to parse source code and invocation commands). Logic
Scripts can then call Tools consisting of General and
Language-specific Tools. General Tools currently consist of
BaseX, Graphviz, PlantUML, and Graph Layout - our own
version of the KK layout algorithm [23] which we use for
placing and spacing objects within a metaphor. Java-specific
tools are srcML, Campwood SourceMonitor, Java
Transformer (invokes Groovy scripts), and Dependency
Finder. Our Plugin system enables additional tools and
applications to be easily integrated.

Ve Ve
Assets \ (

( Animations ) | VR
(__Fonts ) i(_ SteamVR (__Basex )

_/

' Java-specific
srcML

(" Imported ) Google (_ Graphviz Source ]
{__ Assets J [ Cardboard j ( PlantumL ) Monitor
( Materials ) e ~ ~

X h ) Java
calls ey Transformer
Layout
Dependency
|

—— Scripts
\Me—dnaj Controllers
3D Models -

(__Prefabs ) = """ - -
(_shader ) @ 777777777777777777 ,fre‘id_’sc'/ ' Configuration

~ £ ~ ( Stored |( Plugin \‘
 Unityengine s _sysem

Figure 1. VR-FlyThruCode software architecture.

B. Information Extraction

For extracting existing code structure information into
our model, srcML [24] is used to convert source code into
XML that is then stored in the XML database BaseX,
Campwood SourceMonitor, and DependencyFinder are used
to extract code metrics and dependency data, and plugins
with Groovy scripts and a configuration are used to integrate
the various tools.

C. Project structure

For an imported project the following files are created:

e metrics_{date}.xml:  metrics  obtained from
SourceMonitor and DependencyFinder are grouped
by project, packages, and classes.

e source_{date}.xml: holds all classes in XML

e structure_jdate}.xml: contains the project structure
and dependencies utilizing the DependencyFinder.

e swexplorer-annotations.xml: contains user-based
annotations (tags) with color, flag, and text including
both manual and automatic (pattern matching) tags.

o swexplorer-metrics-config.xml: contains thresholds
for metrics.

e swexplorer-records.xml: contains a record of each
import of the same project done at different times
with a reference to the various XML files such as
source and structure for that import. This permits
changing the model to different timepoints as a
project evolves.
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D. Metaphor Realization

To support P:Multiple 3D visual metaphors, a universe
and a city metaphor were chosen since these are universally
known and can be easily related to by users, however other
metaphors are easily realizable. A welcome room similar to a
cockpit, shown in Figure 2, enables the user to select the
desired metaphor and project state. Figure 3 shows the city
metaphor, where buildings represent classes with a label at
the top and the height can portray a metric of interest such as
the number of methods in that class. In the City metaphor,
P:Group was implemented as a glass bubble over the city as
shown in Figure 4. In the universe metaphor, planets
represent classes and have a label in the center as shown
Figure 5. P:Group was implemented as solar systems (sce
Figure 6 and compare with Figure 7). For P:Connection, in
both metaphors colored light beams were used to show
dependencies between classes or packages (see Figure 8 and
Figure 9) To highlight a selected object, we utilized a 3D
pointer in the form of a rotating upside-down pyramid.
Graph Layout was used for placement of the visual objects,
which is done automatically by the system.

To allow the user to remember objects, tagging is
supported, which allows any text label to be entered and
placed on an object (e.g., the ‘Important’ Tag in Figure 5).

Figure 6. Universe metaphor showing solar systems.

Figure 3. The city metaphor, with buildings as classes and the VR
controller visible.

Figure 7. City metaphor showing glass bubbles.
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Figure 9. A directed dependency in the Universe metaphor.

To highlight a selected object, we utilized a 3D pointer in
the form of a rotating upside-down pyramid (see Figure 4
and Figure 5). This was needed because, once an object is
selected, after navigating to a screen or menu one may turn
around and lose track of where the object was, especially if
the object was small relative to its surrounding objects.

E. Virtual Reality Interaction

On the HTC Vive the touchpad on the left controller
controls altitude (up, down) and the one on the right hand the
direction (left, right, forward, backward), which realizes
P:Flythrough navigation by moving the camera position.
The controllers are shown in the scenery when they are
within the view field, as shown in Figure 10. A virtual laser
pointer was created for selecting objects, as was a virtual
keyboard (see Figure 10) to support text input for searching,
filtering, and tagging. To implement P:Oracle, menus and
screens showing source code, code metrics, UML diagrams,
tags, filtering, and project data are accessible via a virtual
tablet.

Figure 10. VR controller using the virtual keyboard.
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F. Mixed Reality Keyboard, Mouse, and Tablet

To implement P:MR interfaces in the MR-FTC variant,
access to a real keyboard and mouse in MR was achieved via
a live camera view, which was integrated into the VR
landscape using a virtual plane object (see Figure 11). A
Logitech C920 webcam with a 1080p resolution was used
instead of the Vive Front camera to achieve better resolution.
With this option, the user can utilize their favorite keyboard
and mouse that they are already accustomed to.

Figure 11. MR-FTC variant with a MR keyboard (mouse out of view).

We chose to automatically activate and show MR when
the user's tilts the goggles low enough, as one would if one
were to wish to see the keyboard when using it and turn MR
off again if one tilts the head up far enough again. Keyboard
and mouse inputs are accessible at any time, not just when
MR is activated.

Figure 12. Android tablet use as augmented virtuality.

To support a tablet, we created an Android app with no
visible user interface (it only needs to detect the finger
location as shown in Figure 12) and tested it on a Sony
XPERIA Z2 Tablet with Android 6.0.1. When a user touches
the App screen, a UDP packet consisting of the finger
location coordinates and a tap event flag to our MR-FTC
Unity application on the PC via the wireless network. A
mouse pointer in the form of a white cube is then shown on
the oracle (virtual tablet) at the equivalent position. A
double-tap results in an OnClick-Event. Figure 12 shows a
user holding the tablet and “seeing” the location on the
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virtual tablet. Figure 13 shows a closeup of the oracle and
shows the cube indicator of the finger location. Note that no
orientation information is sent (e.g., tilt angle) and that for
the experiment the tablet was fixed to the desktop in a known
location for the user, so they do not need to hold it. The app
is blank except for displaying the coordinates because the
user in VR does not see the real tablet; it is not under the
camera as the MR keyboard and mouse but rather in a fixed
position on the desk known to the user before putting the VR
goggles on. A Sony XPERIA XZ with Android 8.0.0 was
also tested.
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,.as.—-nu-—nFE; n-.; e

| seec )

publ

+
PROJECT
MANAGER

Figure 13. Closeup of the oracle showing menus and the source code view.

G. Voice Directed Control

To implement a P:Voice interface in our VRVoc-FTC
variant - specifically voice-directed control of the oracle
menu, we evaluated various openly available speech
recognition options. Our constraints were that we not be
required to pay for any service, which constrained certain
well-known cloud options. We then evaluated various
popular libraries but our requirements were that little to no
training would be required. After various attempts that did
not result in satisfying solutions, we settled on Windows
System Speech (WSS) and Unity Speech (Cortana). For the
evaluation, only WSS was used since network access to
Cortana was blocked by campus IT. Off-campus, Windows
10 Pro (with Fall Creators Update) was tested with Cortana.

Because WSS support is not integrated in Unity 5.6, we
used a client-server program to send the commands from
WSS to Unity, where it is processed by the SpeechHandler
class. Thus, any Speech API (Application Programming
Interface) could send the commands over TCP/IP to VR-
FTC.

The microphone was mounted on a headset, so it is close
to the mouth and thus reduces unrelated noise inputs.
Currently no indication is given if a command is not
understood, but because the response is normal fast, after a
second the user should notice that the command was not
executed and will likely try again.

The following words are supported at this time:

"class information", "class details": opens the view
"Class Details"

"source code", "
selected class

"project manager", "project": opens the view "Project
Manager"

source": shows the source code for the
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"feature screen", "feature": opens the view "Feature
Screen"

"option screen", "options screen", "option", "options":
opens the configuration options view

"left", "previous": changes the view to the previous
window

"right", "next": changes the view to the next window

Under Unity Cortana, we also support "search
<classname>", which shows the program code of that class.
In WSS this functionality was not possible since only
predefined words can be used, and its free speech recognition
mode performance was unusable for SE-specific tasks.

WSS does not improve automatically over time. While
one can manually improve WSS, we noticed no
improvements after a half hour session. Unity Speech
(Cortana) probably improves automatically but we were
unaware of an option to manually improve it via sessions.

V. EVALUATION

After showing the feasibility of the solution with our
implementation, our technical evaluation focused on
assessing the implementation’s viability on current VR
hardware options. To compare our VR-FTC solution’s
suitability, effectiveness, and efficiency with non-VR and
provide an overall picture, empirical evaluations were
performed as indicated below. Section D includes new
evaluations focused on the interfaces for programming-
centric tasks, where we performed an empirical evaluation of
MR-FTC with a keyboard and mouse input compared to
non-VR and a virtual keyboard. And to evaluate menu
interfaces of the oracle (virtual tablet), we performed an
empirical study comparing VR controllers, a MR touchpad-
like tablet interface, and voice control.

A. Technical Evaluation

Our technical evaluation performed in [1] utilized an
HTC Vive with a 2160x1200 447 PPI resolution, Unity
5.3.5f1 PE, SteamVR 1479163853. The desktop PC had a
4GHz i7-6700K, 32GB RAM, SSD, NVIDIA GeForce
GTX980Ti with 6GB GDDRS, Win7 Pro x64 SP1. The
notebook was a MSI GS60 2.5GHz i7-4710HQ, 16GB
RAM, NVIDIA GeForce GTX870M with 3GB GDDRS,
SSD, Winl0 Home x64, which did not meet Vive's
minimum requirements but allows us to determine if a
notebook (popular among software developers) would
suffice for our VR application.

1) Resource usage: RAM was allocated for a 64-bit
implementation was 220MB (with no project), 250MB
(project with 27 classes), and 620MB (project with 95
classes). On the notebook, graphics card load was 80%
without a project and went to 90% with a loaded project (for
the PC 20%). We determined the CPU was the bottleneck,
with load on the PC for a large project almost always at
100%. We believe that scripts attached to each visible class
invoke their update method for each frame, and plan to
optimize this in future work.
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1) Frame rate: to determine the performance impact of
each metaphor and if a notebook would be sufficient, the
Saxon XSLT 2.0 and XQuery processor consisting of 300K
lines of code and 1635 classes was loaded and the frames
per second (FPS) measured via a custom script.
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Figure 14. Universe metaphor frame rate over time on notebook and PC.
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Figure 15. City metaphor frame rate over time on notebook and PC.

Figure 14 and Figure 15 show that the notebook mostly
exhibited lower FPS rates than the PC, and that the city
metaphor lowered the FPS rate. This is also shown by the
average FPS rates for universe (notebook=20.0; PC=22.2)
and city (notebook=12.7; PC=16.0). Below 15 FPS is not
tolerable (early silent films had 16-20). An initial analysis
found the dynamic UML generator - run in a separate
process - as a main cause, and this will be addressed in future
work. The universe ran better than city, since city included
multiple shadows, reflections from the glass bubble, and a
terrain. Higher FPS occurred when flying to an outer
package such that far fewer objects were in view.

B. Suitability of VR for SE Tasks

Our empirical evaluation to compare the SE task
suitability of VR vs. non-VR was performed in [1] using the
HTC Vive. Our hypotheses were (1) that VR mode is on par
with non-VR in effectiveness and efficiency for SE code
structure analysis tasks and education, and (2) VR mode
offers an immersive and UX quality absent in non-VR.

Resource-constraints such as having only one Vive and
the time-intensive 2-on-1 supervision of the experiment with
a single subject at a time limited our sample size. A
convenience sample of 10 computer science students of
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various academic semesters (1; 3-4; 6-9 grouped respectively
as beginner, intermediate, and advanced) participated and
self-rated their programming and UML competency (Figure
16). Object-orientation (OO) is taught in the second and
UML in the fourth semester. The one first semester student
had work experience in the software industry and thus knew
OO and UML. Each received a short tutorial on non-VR
FTC (three had prior experience). Project A consisted of 2
packages, 27 classes, and 170 methods, while Project B had
5 packages, 95 classes, and 800 methods.
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Figure 16. Participant UML/programming self-rating by semester level.

In non-VR mode, project A was loaded in the universe
and thereafter the city metaphor, and likewise with B, and
the same sequence repeated for VR mode. 8 questions were
asked per case dealing with program code structural
comprehension requiring navigation (not the same set each
time), resulting in 64 questions (see Figure 17); 5 additional
general questions followed giving 69 in total. So that the VR
glasses need not be removed, and in order not to skew the
task durations in non-VR mode, questions were asked and
answered verbally and noted by a supervisor.

1) How many connections/dependencies does class X
have within the package Foo?

2) How many connections/dependencies does class Y
have within the package Bar?

3) Add atag to the class X

4) Which package is the largest/smallest?

5) How many connections/dependencies does package
Foo have?

6) How many connections/dependencies does package
Bar have?

7) How many variables are declared in the class Y in
package Foo?

8) Which classes are directly connected with the class Y?

9) Name all classes on the shortest path from A to B.

10) How many overloaded functions does the class Z have
in package Bar?

11) In what package did you set your tag?

Figure 17. Sample timed task questions and requests.

As to efficiency, on average 92.5 min were needed for
the 64 questions, 43.4 in VR mode vs. 39.5 min in non-VR
(10% difference), while VR training took 9.4 min. Figure 18
shows the sum of the task durations for each mode per
subject, whereby subjects 8-10 had prior FTC familiarity.
Although VR mode was 10% slower, this was their first
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experience using VR. In addition, in non-VR mode the HUD
is instantly available and screens can be switched, while in
VR mode navigation to a screen is required. In our opinion,
more VR practice might reduce this difference further.

With regard to effectiveness, given 32 questions in each
mode across 10 subjects, in non-VR 300 (94%) and in VR
296 (93%) were answered correctly.
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Figure 18. Sum of task durations per subject for VR and non-VR modes.

Subjects considered both FTC application modes suitable
for these SE tasks. Comments included liking how
information was visually displayed, its closeness to a reality,
its clear arrangement, and that head movement could be used
for exploring (which non-VR cannot provide). Subjects felt
no differently after using non-VR, whereas after VR the
feeling was described as impressive for seven of the ten
subjects. The other three subjects reported VR sickness
symptoms, a type of visually-induced motion sickness
exhibiting disorientation. We plan to address the VR
sickness in future work, e.g., by increasing the frame rate via
optimizations and reducing the speed of camera movement.

C. Mixed-Reality Interface for SE Tasks

An empirical evaluation of the MR-FTC keyboard
capability using a convenience sample consisting of
Computer Science students was performed as described in
[9]. For evaluating typing speed in particular, for program
text such as comments which are full words without special
characters, five subjects were required to write two unique
pangrams consisting of 18 words using a text editor
(Notepad++), the MR keyboard, and the VR only keyboard.
We varied the starting configuration order among the
subjects to minimize training effects. As shown in Table I,
the text editor was the most efficient with 50 seconds
duration and 22.5 words per minute (wpm) with an average
error rate of 3.3%. With MR 75 seconds were required (16.0
wpm) with an error rate of 3.3%. With the VR keyboard 110
seconds were required (10.1 wpm) with an error rate of
4.4%. Thus, the MR keyboard was faster than the VR
keyboard and did not exhibit a higher error rate. However,
the subjects needed 11 seconds on average between laying
down the VR controllers and pressing the first letter on the
keyboard.
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TABLE 1. TEXT EDITOR, MR, AND VR PANGRAM MEASUREMENTS
(AVERAGE)
Text
Editor MR VR
Duration (seconds) 50 75 110
Words per minute 22.5 16.0 10.1
Error rate 3.3% 3.3% 4.4%

For evaluating programming, four subjects were required
to view a certain class and then create a class and were given
certain specified modifications thereafter (creating some
object and setting some variable to some value) using either
a text editor or the MR keyboard. As seen in Table II, using a
text editor (Notepad++), they needed on average 50 seconds
to analyze a similar class, 30 seconds to create a new class,
and 144 seconds to do the programming. Using the MR
keyboard, they needed 84 seconds to analyze a similar class,
77 seconds to create a class, and 245 seconds to complete the
programming.

TABLE II. TEXT EDITOR AND MR MEASUREMENTS (AVERAGE IN
SECONDS)
Analysis Class Creation Programming
Text editor 50 30 144
MR 84 77 245

We were pleased that none of the subjects reported
motion sickness despite the inclusion of MR and the average
response to how they felt afterwards was 4.75 (on a scale of
1 to 5 with 5 best).

Although the keyboard was a German layout keyboard,
we noted that some subjects already had used that specific
keyboard model before (Logitech K280¢) while others had
not and thus needed more time to search for certain specific
keys. In searching they needed to get close with the VR
goggles to see the key label, so we will consider providing a
zoom or magnification option in the interface in the future.

D. Voice, Tablet, and Controller Interface Comparison

To compare menu-centric control of the oracle with the
VR-FTC, MR-FTC tablet, and VRVoc-FTC variants
empirically, we used a convenience sample of six Computer
Science students. During the experiment, one of the subjects
exhibited VR sickness symptoms and could not continue, so
the results for this student were removed. In future work, we
will attempt various optimizations and see if this reduces the
likelihood. After the supervised treatments, the subjects
filled out a questionnaire and were debriefed.

To ascertain efficiency effects of the different interfaces,
each subject was given five different SE tasks by a
supervisor to perform in the VR-Based VR-FTC City
metaphor with each interface, such as find a certain class,
determine how many methods a certain class has, tag a class,
add a comment. Similar tasks were given for each case of
interface when using primarily Voice control (V), Tablet
control (T), or VR Controller (C). A random order of
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treatments was applied in order to ascertain if the treatment
ordering created a training effect (e.g., always faster with the
second or third interface), and the order is depicted as labels
in Figure 19 which shows the total task duration by subject
for each interface. As can be seen, the ordering did not show
a clear trend. On average, voice took 353 seconds, the tablet
346 seconds, and the VR controller 197 seconds. we
approximate that the tablet and voice are similar in efficiency
and averaged together (350s) they are 77% slower than
controller use.
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Figure 19. VR-FTC total task duration in seconds by subject for voice,
tablet, and controller interfaces.

Figure 20 shows the results of the subjective assessment
of suitability and enjoyment by the subjects. Overall one
observes that the VR controllers had the most positive
suitability and enjoyment ratings, and that voice was had
three positive assessments for suitability and enjoyment. The
tablet had the least positive suitability and enjoyment
assessment.

Controller Tablet Voice Controller Tablet Voice

SUITABILITY ENJOYMENT

Figure 20. Suitability and enjoyment assessments in VR-FTC for voice,
tablet, and controller interfaces from very high (++) to very low (--).

The supervisor gave subjects their tasks via speech, and
subjects also spoke with supervisor during their tasks, which
caused unintended commands to be executed. Also, the
university lab setting included various other students and
background noise, which reflect a realistic setting for
software developers. From approximately 50 voice
commands that were required to perform the SE tasks, the
supervisor noted that less than 1 was not heard and less than
1 misinterpreted. For instance, if the subject was naming the

International Journal on Advances in Software, vol 11 no 1 & 2, year 2018, http://www.iariajournals.org/software/

functions the speech interpreter might interpret a command
based on the name of a function or class. To address this, in
future work we plan to provide a clear delineation for voice
command mode (e.g., push to talk on a controller) and to
inject the experiment directions into the scenery.

We were surprised that the MR-FTC tablet was not found
to be that suitable or enjoyable for controlling the virtual
tablet. We thought it would be found to be similar to a touch
pad on a notebook, some users thought it was a good idea
and more stable than holding the controllers.

Voice was the slowest overall. Voice direction almost
always requires more time than direct control (e.g., keyboard
or mouse on a PC vs. voice control), however it can free up
other interfaces, and this was recognized as a benefit in the
debriefing by a number of subjects.

E. Discussion

The technical evaluation of Section V.A showed suitable
resource usage but pointed out frame rate issues. As to the
suitability of using VR-FTC for SE tasks such as answering
structural issues like those in Figure 17, Section V.B showed
that while VR-FTC was 10% slower on average for
untrained VR users, no significant difference in correctness
were observed. Thus, our empirical hypotheses were
confirmed by our results and the feedback from participants.

One threat to validity is the order effect of application
usage in that non-VR followed VR. Thus, non-VR times
include the overhead for gaining familiarity with the
application concepts, and VR mode did not have this
overhead. However, 2D monitor and mouse-centric
interaction was a pre-existing competency, while VR display
and navigation was a new interaction paradigm for all
subjects. Furthermore, subjects 8, 9, and 10 had prior
familiarity with the non-VR FTC via a prior experiment, yet
their task duration times did not exhibit any clear trend that
prior familiarity sped up the non-VR task durations.
Furthermore, the 1% difference in correctness might be
attributed to mental fatigue since VR was done in the second
hour. A further threat to wvalidity is that the positive
experience is possibly a novelty effect - VR veterans would
be needed to be included to assess this factor. For better
external validity, the sample size should be larger and more
diverse to include professionals. However, the results can be
viewed as indicative and the approach as promising if we can
address the VR sickness. We made optimizations for the
frame rate issues to address VR sickness in further empirical
studies, and only one person in those experiments
experienced VR sickness.

With regard to the results in Section V.C of using FTC
with a keyboard, a non-VR text editor remains more
efficient, yet usage of the MR-FTC keyboard was faster than
a purely VR-FTC keyboard and, once familiar with a certain
keyboard, we expect the overhead of MR to be reduced to an
acceptable level given sufficient practice. The overhead of
switching between VR controllers to keyboard and back
again can be seen as analogous to the overhead of keyboard
use on a PC and moving the hand to the mouse and back
again and may thus be considered acceptable for certain
users. We will investigate this further in future work.
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The Section V.D results regarding interfaces for oracle
menu control found that the use of the VR controllers was
most efficient, suitable, and enjoyable. Since VR controllers
are specifically intended for interacting in VR, this result is
not surprising. However, our investigation showed that the
impacts of alternative interfaces may still be acceptable for
certain users, and this efficiency impact is not on the order of
magnitudes in scale. VRVoc-FTC indicated that it has
potential, with no subject indicating it was not suitable. MR-
FTC with a real tablet was not found to be suitable or
enjoyable and was about as slow as VRVoc-FTC, which we
found surprising since the virtual tablet is shown in VR and
one would think it would be enjoyable to hold one while in
VR. In future work we will investigate potential
improvements to its interface and removing all need for
having VR controllers when using the tablet. One threat to
validity is the small sample sizes, yet it does provide some
indicator as to which interfaces to pursue and investigate
further and consider for industrial usage studies.

VL

As VR devices become more commonplace, the potential
of VR to assist programmers in program comprehension can
provide an immersive alternative to commonly available
tools and paradigms. This paper described our VR flythrough
software structure visualization approach called VR-FTC. As
augmented virtuality we explored alternative interfaces to the
VR controllers including MR-FTC (keyboard and tablet) and
VRVoc-FTC (voice) variants. It immerses users into
multiple and customizable VR metaphors for visualizing,
navigating, conveying, and changing program code
information interactively to support exploratory, analytical,
and descriptive cognitive processes.

Our investigation observed that when comparing SE
tasks in VR to non-VR, non-VR (with which the subjects are
quite familiar) was more efficient. However, given more VR
experience and training these differences could become
smaller, and the VR efficiency overhead may be justified by
the better and more enjoyable and motivational experience
for users. In exploring alternative interfaces in VR, for text
input we found that MR-FTC using keyboard and mouse was
a viable option and faster than a virtual keyboard. For menu
navigation, we found that VR controllers were most efficient
and that voice, although less efficient, was an acceptable
alternative option. A real tablet interface equivalent to a
touchpad was not found to be suitable or enjoyable and was
equivalent to voice in efficiency. However, in future work
we intend to turn the tablet into a complete replacement for
the VR controllers and reevaluate its suitability.

Future work includes further analysis and optimizations
to address any remaining VR sickness symptoms, and
comprehensive empirical studies in the industry.

CONCLUSION
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Abstract—The mobile world is fragmented by a variety of mobile
platforms, e.g., Android, iOS and Windows Phone. While native
applications can fully exploit the features of a particular mobile
platform, limited or no code can be shared between the different
implementations. Cross-Platform Tools (CPTs) allow developers
to target multiple platforms using a single codebase. These
tools provide general interfaces on top of the native Application
Programming Interfaces (APIs). Apart from the performance
impact, this additional layer may also result in the suboptimal use
of native APIs. More specifically, this paper focuses on Apache
Cordova; the most used CPT. Via a data storage case study, the
impact of the abstraction layer is analyzed. Both the performance
overhead and API coverage are discussed. Based on the analysis,
an extension to the cross-platform storage API is proposed and
implemented. In addition, the Cordova framework, including the
employed bridge techniques, is studied and elaborated.

Keywords—Cross-Platform Tools; data storage; performance
analysis; API coverage; Apache Cordova/Phonegap.

I. INTRODUCTION

An increasing number of service providers are making their
services available via the smartphone. Mobile applications are
used to attract new users and support existing users more
efficiently. Service providers want to reach as many users as
possible with their mobile services. However, making services
available on all mobile platforms is very costly due to the frag-
mentation of the mobile market. Developing native applications
for each platform drastically increases the development costs.
While native applications can fully exploit the features of a
particular mobile platform, limited or no code can be shared
between the different implementations. Each platform requires
dedicated tools and different programming languages (e.g.,
Objective-C, C# and Java). Also, maintenance (e.g., updates or
bug fixes) can be very costly. Hence, application developers
are confronted with huge challenges. A promising alternative
are mobile Cross-Platform Tools. A significant part of the code
base is shared between the implementations for the different
platforms. Further, many Cross-Platform Tools such as Cordova
use client-side Web programming languages to implement
the application logic, supporting programmers with a Web
background.

Although several Cross-Platform Tools became more mature
during the last few years, some skepticism towards CPTs
remains. For many developers, the limited access to native

device features (i.e., sensors and other platform APIs) remains
an obstacle. In many cases, the developer is forced to use a
limited set of the native APIs, or to use a work-around —which
often involves native code— to achieve the desired functionality.
This paper specifically tackles the use case of data storage APIs
in Cordova. This paper extends our previous work [1] with an
elaboration of the inner workings of the Cordova framework and
new experiments concerning the employed bridge mechanisms.

Cordova is one of the most used CPTs [2][3]. It is a Web-
to-native wrapper, allowing the developer to bundle Web apps
into standalone applications.

Contribution. The contribution of this paper is fourfold.
First, the Cordova framework including the Cordova Bridge
is discussed. Second, four types of data storage strategies
are distinguished in the setting of mobile applications (i.e.,
variables, databases, files and sensitive data). The support for
each strategy using both native and Cordova development is
analysed and compared. Third, based on this analysis a new
Cordova plugin that extends the Cordova Storage API coverage
is designed and developed. This plugin tackles a shortcoming
in the currently available Cordova APIs. Finally, the security
and performance of the different native and Cordova storage
mechanisms is evaluated for both the Android and iOS platform.

The remainder of this paper is structured as follows.
Section II points to related work. Section III gives an overview
of CPTs. Section IV discusses the inner workings of Cordova
applications, followed by Section V where an overview of
data storage strategies and their API coverage in Cordova and
native applications is given. The design and implementation of
NativeStorage, a new Cordova storage plugin, is presented in
Section VI. Section VII presents a security and performance
evaluation of the Cordova and native storage mechanisms with
a strong focus on the performance evaluation. The final section
presents the conclusions and points to future work.

II. RELATED WORK

Many studies compare CPTs based on a quantitative
assessment. For instance, Rosler et al. [4] and Dalmasso
et al. [5] evaluate the behavioral performance of cross-platform
applications using parameters such as start-up time and memory
consumption. Willocx et al. [6] extend this research and
include more CPTs and criteria (e.g., CPU usage and battery
usage) in the comparison. Further, Ciman and Gaggi [7] focus
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specifically on the energy consumption related to accessing
sensors in cross-platform mobile applications. These studies are
conducted using an implementation of the same application in
a set of cross-platform tools and with the native development
tools. This methodology provides useful insights in the overall
performance overhead of using CPTs. Other research focuses on
evaluating the performance of specific functional components.
For instance, Zhuang et al. [8] evaluate the performance of the
Cordova SQlite plugin for data storage. The work presented in
this paper generalizes this work by providing an overview and
performance analysis of the different data storage mechanisms
available in Cordova, and comparing the performance with
native components.

Several other studies focus on the evaluation of
cross-platform tools based on qualitative criteria. For in-
stance, Heitkotter et al. [9] use criteria such as development
environment, maintainability, speed/cost of development and
user-perceived application performance. The user-perceived
performance is analyzed further in [10], based on user ratings
and comments on cross-platform apps in the Google Play Store.
The API coverage (e.g., geolocation and storage) of cross-
platform tools is discussed in [11]. It is complementary with
the work presented in this paper, which specifically focuses
on the API coverage, performance and security related to data
storage.

III. CROSS-PLATFORM TOOLS

Cross-platform tools can be classified in five categories
based on their employed strategy [12]: JavaScript frameworks,
Web-to-native wrappers, runtimes, source code translators and
app factories. The latter provides a drag-and-drop interface to
allow the creation of simple applications without programming
knowledge. This paper focuses on the web-to-native wrapper
Cordova. However, an overview of relevant CPT strategies is
given to illustrate the differences, similarities and rationales.
We can further classify cross-platform tool strategies in: (I)
web-based CPTs and (II) source-code translators and runtimes.

A. Web-Based Cross-Platform Tool Strategies

JavaScript frameworks as well as Web-to-native wrappers
make use of Web technologies for the development of mobile
applications. A major advantage of these tools is that they
enable Web developers to participate in mobile application
development. Due to the availability of web browser capabilities
in mobile operating systems this strategy is widely adopted.
The user interface of such an application is developed with
HTML and CSS, and the functionality is implemented using
JavaScript.

To adapt to the specific interfaces and navigation patterns
of mobile applications new mobile Javascript frameworks have
been developed. These mobile interfaces are optimized for
smaller screen sizes compared to regular websites and, for
instance, provide support for the touch UI of mobile devices.
Some frameworks also try to mimic the UI of native applications
by providing native skins. Thereby tailoring the UI of the
application to the look and feel of the platform on which
it is running. These skins, however, do not provide a fully
native experience. Most JavaScript frameworks also support
traditional architectural design patterns such as Modelviewcon-
troller (MVC) and Modelviewviewmodel (MVVM) to facilitate
the development of well-structured and maintainable code.
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Examples of such mobile JavaScript frameworks are: JQuery
Mobile [13], Ionic [14] and Sencha Ext JS [15].

Two strategies can be applied to distribute the applications
to end-users. First, an application (i.e., Web app) can be
hosted on a Web server. This flexible approach allows the user
to access the application in a mobile browser in a platform-
agnostic manner. Hence, a large market can be easily reached
and the time-to-market can be short. However, the application
is constrained to the resources available in the browser. For
instance, the JavaScript API of the browser (e.g., access to
sensors such as accelerometer and GPS) is more limited than
using native approaches. Furthermore, accessing the application
is more cumbersome than starting an application installed on
the device.

A second strategy is to pack the Web app into a standalone
application by using a Web-to-native wrapper. The resulting
application is often called a hybrid app due to the fact that it has
both native as well as web characteristics. The packaging results
in an application that can be submitted to the app stores of the
different platforms. The Web app does not longer reside in the
browser, but in a chromeless (without the window decoration
of a regular web browser) WebView. The application consists
of the WebView wrapper and the applications HTML, CSS
and JavaScript files. The Web-to-native wrapper also features
a JavaScript bridge that allows access to a broader range of
platform APIs compared to the browser-exposed functionality.
A typical structure of a hybrid application is illustrated in
Figure 1. The most popular Web-to-native wrapper is Apache
Cordova, formerly PhoneGap.

B. Source-Code Translators and Runtimes

Another CPT strategy is translating source code to code
which can be understood by the underlaying platform such
as a runtime. Runtimes shield applications from underlying
platform differences through compatibility layers. The applica-
tion source code can be either compiled or interpreted by the
runtime during execution.

Also, the source code can be translated to the platform’s
native language or to executable byte code via a Source-Code
Translator. Popular source code translators are Xamarin [16]
and Qt [17]. In most cases, a combination of a source-code
translator and a runtime is employed where a compilation step
translates the source code to a binary or intermediary language
that runs on the runtime. In a minority of tools, the source
code will run straight on the runtime (e.g., Titanium [18]) or
will be translated to native source code without a runtime (e.g.,
NeoMAD [19]). For each platform, the resulting source code is
compiled using the development tools provided by the platform
developer.

IV. CORDOVA FRAMEWORK

A typical Cordova application consists of three important
components: the application source, the WebView and plugins,
as depicted in Figure 1. The Cordova framework allows these
components to exchange information. A crucial component
is the Cordova bridge which provides a way to connect the
client-side native code with the JavaScript source.

A. Cordova Application Structure

The application code is loaded in a chromeless WebView.
By default, Cordova applications use the WebView bundled
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Figure 1. Structure of a Cordova application. Light grey arrows represent
JavaScript calls, darker grey arrows represent native calls. The Cordova
framework is illustrated by the grey area.

with the operating system. An alternative is to include the
Crosswalk WebView [20]. The Crosswalk WebView provides
uniform behaviour and interfaces between different (versions
of) operating systems. Hence, developers do not need to take
into account the differences in behaviour/APIs between the
WebViews contained in the different (versions of) operating
systems. Despite the efforts of the Crosswalk project, the
maintenance and further developments have halted. The Android
platform WebView has moved to an application so it can be
updated separately to the Android platform. As a consequence,
the crosswalk WebView will not yield a better performance
on devices were the WebView is kept up-to-date. Therefore,
we do not consider the impact of the crosswalk project on the
performance of data storage strategies in this paper.

Cordova developers have two options for accessing device
resources: the HTML5 APIs provided by the WebView and
plugins. Despite the continuously growing HTMLS5 function-
ality [21] and the introduction of Progressive Web Apps [22],
the JavaScript APIs provided by the WebView are not —yet—
sufficient for the majority of applications. They do not provide
full access to the diverse resources of the mobile device, such
as sensors (e.g., accelerometer, gyroscope) and functionality
provided by other applications installed on the device (e.g.,
contacts, maps, Facebook login). Plugins allow JavaScript code
to access native APIs by using a JavaScript bridge between
the Web code and the underlying operating system. Commonly
used functionality such as GPS are provided by Cordova as
core plugins. Additional functionality is provided by over 1000
third-party plugins, which are freely available in the Cordova
plugin store [23]. Plugins consist of both JavaScript code and
native code (i.e., Java for Android, Objective-C and recently
Swift for i0S). The JavaScript code provides the interface to the
developer. The native source code implements the functionality
of the plugin and is compiled when building the application. The
Cordova framework provides the JavaScript bridge that enables
communication between JavaScript and native components. For
each platform, Cordova supports several bridging mechanisms.
At runtime, Cordova selects a bridging mechanism. When an
error occurs, it switches to another mechanism. Independently
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of the selected bridging mechanism, the data requires several
conversion steps before and after crossing the bridge.

B. Cordova Bridges

It is crucial to understand the inner workings of this bridge
to be able to correctly evaluate the performance of the Cordova
storage APIs. Here we consider the used bridge techniques on
the Android and iOS platform.

Default in Android, Cordova uses the
addJavaScriptInterface method for reaching
the native side. This method injects a supplied object into the
WebView. Afterwards an interface to the client-side Android
code is accessible in JavaScript running in the WebView.
This results in a bridge which can be invoked in JavaScript.
Cordova invokes the evaluateJavascript method to
execute JavaScript code in client-side Android.

The following bridge techniques are used in Android to
exchange data and commands:

e  JavaScript to Native Android:

o JS Object (default). Methods of a Java object
are directly accessed in Javascript via the
addJavaScriptInterface as described
above.

o  Prompt. The data is communicated through
the prompt functionality of the WebView. This
is used pre-JellyBean (i.e., Android 4.1), where
addJavascriptInterface is disabled.

e  Native Android to Javascript:

o Evaluation Bridge (default). Through
evaluateJavascript native Android
code can execute JavaScript directly. This
bridge was recently added and is now the
default bridge.

o  Polling. The JavaScript side can be accessed
by periodically polling for messages using the
Javascript to Native Bridge.

o  Event interception. The Javascript code inter-
cepts events (i.e., Load URL and Online event)
and extracts the message from that event.

In iOS similar bridge techniques can be used. The
javascript-to-native bridge is realized via URL loading in-
terposition. On the JavaScript side a URL is loaded in
an iframe or via XMLHttpRequest (XHR). This loading is
intercepted by the native side. The JavaScript side com-
municates via the native side by encoding messages inside
these URLs. The native side can access the JavaScript side
by executing JavaScript code via the WebView’s method
StringByEvaluatingJavaScriptFromString.

V. DATA STORAGE IN CORDOVA

This work focuses on data storage mechanisms in Cor-
dova applications. Four types of data storage strategies are
distinguished: files, databases, persistent variables and sensitive
data. Databases are used to store multiple objects of the same
structure. Besides data storage, databases also provide methods
to conveniently search and manipulate records. File storage can
be used to store a diverse set of information such as audio, video
and binary data. Persistent variables are stored as key-value
pairs. It is often used to store settings and preferences. Sensitive
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data (e.g., passwords, keys, certificates) are typically handled
separately from other types of data. Mobile operating systems
provide dedicated mechanisms that increase the security of
sensitive data storage.

The remainder of this section discusses the storage APIs
available in Cordova and native Android/iOS. A summary of
the results is shown in Table 1.

TABLE I. STORAGE API COVERAGE

Cordova Android i0S
WebSQL
Databases IndexedDB SQLite SQLite
SQLite Plugin
Files Cordova File Plugin java.io NSData
Persistent Variables LocalStorage Shared Prefs ~ NSUserDefaults

Property Lists

Sensitive Data SecureStorage Plugin KeyStore

Keychain

Keychain

A. Databases

Android and iOS provide a native interface for the SQLite
library. Cordova supports several mechanisms to access database
functionality from the application. First, the developer can use
the database interface provided by the WebView. Both the
native and CrossWalk WebViews provide two types of database
APIs: WebSQL and IndexedDB. Although WebSQL is still
commonly used, it is officially deprecated and thus no longer
actively supported [24]. Second, developers can access the
native database APIs via the SQLite Plugin [25].

B. Files

In Android, the file storage API is provided by the java.io
package, in iOS this is included in NSData. Cordova provides
a core plugin for File operation, namely Cordova File Plugin
(cordova-plugin-file) [26]. Files are referenced via URLs
which support using platform-independent references such as
application_folder.

C. Persistent Variables

In Android, storing and accessing persistent variables is
supported via SharedPreferences. It allows developers to
store primitive data types (e.g., booleans, integers, strings).
i0S developers have two options to store persistent variables:
NSUserDefaults and Property Lists. NSUserDefaults has a
similar behaviour to SharedPreferences in Android. Property
Lists offer more flexibility by allowing storage of more complex
data structures and specification of the storage location. Cordova
applications can use the LocalStorage API provided by the
Android and iOS WebView. Although it provides a simple API,
developers should be aware of several disadvantages. First,
LocalStorage only supports storage of strings. More complex
data structures need to be serialized and deserialized by the
developer. Second, LocalStorage is known [27] to perform
poorly on large data sets and has a maximum storage capacity
of SMB.
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// coarse grained API

NativeStorage.setItem("reference_to_value",<value>,
<success-callback>, <error-callback>);

NativeStorage.getlItem("reference_ to_value",<success-—
callback>, <error-callback>);

NativeStorage.remove ("reference_to_value", <success-—
callback>, <error-callback>);

NativeStorage.clear (<success-callback>,
callback>);

<error-—

Listing 1. NativeStorage — Coarse-grained API

// fine grained API

NativeStorage.put<type> ("reference_to_value",<value>,
<success-callback>, <error-callback>);

NativeStorage.get<type> ("reference_to_value",<
success—-callback>, <error-callback>);

NativeStorage.remove ("reference_to_value",<success-—
callback>, <error-callback>);

Listing 2. NativeStorage — Fine-grained API

D. Sensitive Data

Android provides two mechanisms to store credentials: the
KeyChain and the KeyStore. A KeyStore is bound to one
specific application. Applications can not access credentials
in KeyStores bound to other applications. If credentials need
to be shared between applications, the KeyChain should be
used. The user is asked for permission when an application
attempts to access credentials in the KeyChain. Credential
storage on i0S is provided by the Keychain. Credentials
added to the Keychain are, by default, app private, but can be
shared between applications from the same publisher. Cordova
developers can use the credential storage mechanisms provided
by Android and iOS via the SecureStorage (cordova-plugin-
secure-storage) [28] plugin.

VI. NATIVESTORAGE PLUGIN

An important limitation of using HTMLS5 APIs (e.g.,
IndexedDB and LocalStorage) to store data in Cordova ap-
plications is that both on Android and iOS the cache of the
WebView can be cleared when, for instance, the system is
low on memory. This section presents NativeStorage [29], a
Cordova plugin for persistent data object storage, mitigating
the limitations of the HTMLS storage mechanisms.

A. Plugin Requirements
The requirements of the plugin are listed below:

R;  Persistent and sufficient storage

Ry  Storage of both primitive data types and objects
R3  Support for Android and i0OS

R4 App private storage

Rs  Responsive APIs

Rg A user-friendly API

B. Realisation of NativeStorage

The plugin consists of JavaScript and native code. The
JavaScript API provides the interface to application developers.
The native side handles the storage of variables using native
platform APIs.

NativeStorage provides two sets of JavaScript APIs, a fine-
grained and a coarse-grained API, which are both asynchronous
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and non-blocking. The coarse grained API (Figure 2a) provides
a type-independent interface, variables are automatically con-
verted to JSON objects via the JSON interfaces provided by the
WebView and passed as string variables to the native side. When
a value is retrieved, the WebView is used to convert the string
back to an object. The fine-grained API (Figure 2b) provides a
separate implementation for the different JavaScript types. On
the native side, the variables are stored via SharedPreferences
in Android and NSUserDefaults in iOS.

r—— -1 r— - "— " —__— |
Object > Object JSQN
string
: ) ) JSON
: | Object i i Object - string
© Web A . Plugi .
eb App ] L ugin 1

(b) Fine-grained API

Figure 2. NativeStorage API

C. Evaluation of NativeStorage

The plugin is evaluated based on the previously listed
requirements.

Persistent storage is provided via the native storage mech-
anisms. The documentation of the used native mechanisms
does not state a limitation on the storage capacity. Hence, as
opposed to LocalStorage, the storage capacity is only limited
by the available memory on the device, satisfying R;.

The native part of the plugin is developed for both Android
and iOS. These mobile operating systems have a combined
market share of 99% [30]. The used native storage mechanisms
were introduced in iOS 2.0 and Android 1.0. The plugin, hence,
provides support for virtually all versions of these platforms
used in practice, satisfying Rs.

The plugin uses NSUserdefaults and SharedPreferences
to store the data in app-private locations, ensuring that the
variables can not be accessed from outside the application.
This satisfies Ry.

The APIs are implemented using an asynchronous non-
blocking strategy, facilitating the development of responsive
applications (conform Rjs).

Web developers are familiar with duck typing used in
languages such as JavaScript. These types of languages often
have APIs that don’t distinguish between data types. The coarse-
grained API provides such a storage mechanism. This API is
shown in Listing 6. Not all Cordova developers, however, have
a Web background. Therefore, a fine-grained API (Listing 5)
is provided for developers who are more comfortable with a
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statically typed language, satisfying R and Ra. Using both
the coarse- and fine-grained API, the different JavaScript data
types can be stored. Developers, however, need to be aware
that the object storage relies on the JSON interface of the
WebView to convert the object to a JSON string representation.
The WebView, for instance, does not support the conversion of
circular data structures. These types of objects, hence, need to
be serialized by the developer before they can be stored.

Since its release to Github [31] and NPM [32] the plugin has
been adopted by many Cordova application developers. We have
registered over 16 500 downloads per month; with an overall
number of downloads of 172 250 over a time span of two years.
Furthermore, the plugin is part of the 4% most downloaded
packages on NPM. The plugin has been adopted in Ionic Native
(Tonic 2) [33] and the Telerik plugin marketplace [34]. Telerik
verifies that plugins are maintained and documented, thereby
ensuring a certain quality.

VII. EVALUATION

The evaluation of the data storage mechanisms consists of
two parts: a quantitative performance analysis and a security
evaluation.

A. Performance

Developers want to be aware of the potential performance
impact of using a CPT for mobile app development [12].
This section evaluates the performance of the different storage
mechanisms for Cordova applications and compares the results
with the native alternatives. Each storage strategy is tested by
deploying a simple native and Cordova test application that
intensively uses the selected storage strategy on an Android
and i0S device. For Android the Nexus 6 running Android 6
was used, for iOS the IPhone 6 running iOS 9 was used. The
test application communicates the test results via timing logs
that are captured via Xcode for iOS and Android Studio for
Android. The experiments were run sufficient times to ensure
the measurements adequately reflect the performance of the
tested storage mechanisms.

1) Databases

a) Test Application The database test application exe-
cutes 300 basic CRUD operations (i.e., 100 x create, 100 x
read, 50 x delete and 50 x read) of objects containing two
string variables. The performance is determined by means of
measuring the total duration of all the transactions. This test has
been executed using the SQLite (native and Cordova), WebSQL
(Cordova) and IndexedDB (Cordova) mechanisms.

b) Results and Comparison The results are presented in
Table II. The mechanism for retrieving values by means of an
index clearly results in a better performance compared to the
SQL-based mechanisms. This analysis shows that IndexedDB
provides an efficient way of storing and retrieving small
objects. WebSQL —provided by the WebView— acts as a
wrapper around SQLite. This is illustrated by the performance
overhead associated with this mechanism. The deprecation of
the specification/development stop could also have contributed
to the performance penalty. The SQLite plugin suffers from
a performance overhead caused by the interposition of the
Cordova framework/bridge and has consequently a noticeable

IThe statistics of the NativeStorage plugin can be found at https:/npm-
stat.com/charts.html?package=cordova- plugin-nativestorage.
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performance overhead. The performance overhead introduced
by the Cordova bridge is discussed in more detail in the
following section.

TABLE II. RATIO OF DATABASE EXECUTION TIME TO THE NATIVE
(SQLITE) OPERATION DURATION (IN %). *IN 10S INDEXEDDB 1S ONLY
SUPPORTED AS OF 10S 10.

Android i0S

Nexus 6 iPhone 6
SQLite (Native) 100 100
IndexedDB 6.94 12.47*
WebSQL 153 128
SQLite Plugin 133 116

2) Files

a) Test Application The test application distinguishes
between read and write operations. Each operation is tested
using different file sizes, ranging from small files (~ 1kB) to
larger files (~ 10 MB). The performance of small files provides
a baseline for file access. The performance of the read and
write operations itself can be determined via the results of the
large files. This test has been conducted ten times for each
file size. The read and write operations consist of different
steps on Android and iOS. Both the duration of the individual
steps and the entire operation (i.e., read/write) is measured via
timestamps. The application’s memory footprint is measured via
Instruments tool (Activity Monitor) in Xcode and via Memory
Monitor in Android Studio.

b) Results and Comparison The results of the timing
analysis on Android and iOS are presented in Figures 3
and 4, respectively. In both Android and iOS a significant
performance difference between the native and the Cordova
mechanism can be observed. R/W operations via the file plugin
take longer compared to the native mechanisms. On top of
a performance overhead, Cordova also comes with a higher
memory consumption, especially in iOS (Figure 5).
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Figure 3. Duration of file operations in Android

Speed. Tables III and IV give a fine-grained overview of
the different operations executed during respectively a file read
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Figure 4. Duration of file operations in iOS

and write using the Cordova platform on Android. Tables V
and VI provide the results for iOS. Before data can be sent
over the Cordova bridge, it needs to be converted to a string.
This can create significant overhead when large binary files
such as images need to be manipulated. Before they are sent
over the bridge, the binary data is converted to a Base64 string.
On Android, this is illustrated in the Processing file component
of Table IV. Sending the data over the bridge also comprises
a significant part of the overhead (i.e., Sending over bridge,
from Table III). For small files, the overhead originates for the
most part from resolving the platform-independent URL to a
local path and retrieving meta-data. Similar observations can
be made based on the iOS results.

TABLE III. EXECUTION TIME OF COMPONENTS ASSOCIATED WITH A READ
OPERATION IN CORDOVA ANDROID (FILE PLUGIN). THE PROCEDURE
”SENDING OVER BRIDGE” CONSISTS OF ENCODING, SENDING AND
DECODING MESSAGES FROM THE JAVASCRIPT SIDE TO THE NATIVE SIDE.

Component Duration [1 MB] Duration [20 M B]

(ms) (% total) (ms) (% total)
Resolve to local URL 58 46 59 7.56
Native reading 20 16 366 47
Sending over bridge 28 22 339 43
Total 126 780

Memory. In i0S, applications manipulating large files will
require large amounts of memory. This is illustrated in Figure 5.
As shown, reading and writing a 10 MB file results in 400 MB
of allocated memory. Reading and writing files larger than
10 MB can result in unstable behavior on iOS due to the large
memory requirements. A solution for developers is to split
large file operations in different steps.

c) Conclusion File storage on Apache Cordova comes
with a number of limitations in terms of performance. This is a
result of the Cordova framework/bridge technology. Allowing
binary data to pass over the Cordova bridge could significantly
improve the performance of plugins that perform operations
on binary data. For instance, in [35] a bridging technology is
presented that allows access to native device APIs in HTMLS
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TABLE IV. EXECUTION TIME OF COMPONENTS ASSOCIATED WITH A
WRITE OPERATION IN CORDOVA ANDROID (FILE PLUGIN). THE
PROCEDURE ”"PROCESSING FILE” CONVERTS THE BYTES —AS AN

ARRAYBUFFER— TO A STRING ARRAY. THE "EXECUTE CALL DELAY”

REPRESENTS THE DELAY BETWEEN THE WRITE COMMAND EXECUTED IN
JAVASCRIPT AND THE EXECUTION AT THE NATIVE SIDE.

Component Duration [1 MB] Duration [20 M B]

(ms) (% total) (ms) (% total)
Processing file 108 65 1290 56
Execute call delay 38 23 632 28
Writing 20 12 369 16
Total 166 2291

TABLE V. PERFORMANCE READ COMPONENTS IN CORDOVA 10S

Component Duration [1 MB] Duration [10 MB]

(ms) (% total) (ms) (% total)
Resolve to local URL 11 3.56 16 0.6
Native reading 13.98 452 70 2.47
Arguments to JSONArray — 202.77 65.62 2037.93 71.88
Sending over bridge 59.93 19.39 587.19 20.71
Total 309 2835

applications via WebSockets and HTTP servers, supporting the
use of binary data.

3) Persistent variables

a) Test Application The performance is examined via
storing and retrieving string values. The total duration of storing
and retrieving a thousand variables is measured. The average
storage and retrieval time is used to compare the different stor-
age mechanisms. The Cordova mechanisms are LocalStorage
and NativeStorage. These are compared to NSUserDefaults
(i0S), Property Lists (i0S) and SharedPreferences (Android).

b) Results and Comparison All mechanisms have an
execution time under 1 ms, with the exception of NativeStorage
and Property Lists. The set operation takes around 1.9 ms, the
get operation takes less than 1 ms. NativeStorage is the only
mechanism which uses the Cordova bridge and framework,
introducing a certain overhead. However, the NativeStorage
API is asynchronous, hence, developers can continue processing
while the value is being stored. The listed measurements include
the time until the callback is fired. Property Lists load an entire
file in an array, after which individual parameters can be read.
As a consequence, the performance of the get operation, which
takes 9.83 ms, is worse compared to the native alternatives.
SharedPreferences and NSUserDefaults also load all parameters
in memory, but this is done during the initialisation phase of
the application, which is not incorporated in the measurements.

4) Cordova Bridges In addition to the evaluation of the
data storage strategies in Cordova, compared to native, the
performance of the utilized bridges are studied.

a) Test Application The performance of the bridges is
tested by means of measuring the execution time of reading
and writing different file sizes for each employed bridge. The
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TABLE VI. PERFORMANCE WRITE COMPONENTS IN CORDOVA 10S

Component Duration [1 MB] Duration [10 M B]
(ms) (% total) (ms) (% total)
Processing file 266 97 2614 96
Native writing 7 3 96 4
Total 273 2710
T T T T T
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Figure 5. Memory consumption as a result of file operations in i0OS

used file sizes range from small files (1kB) to larger files
(10 MB). The test application reads and writes each file 1000
consecutively. The execution time for each transaction (i.e.,
read and write) is averaged over 1000 iterations. For larger
files, such as ~ 1 MB and ~ 10 MB, the number of iterations
is reduced to 100 and 20, respectively. We only consider the
Android platform because the bridge techniques in iOS are
rather limited.

First, the Cordova bridge allowing communication from the
native to the JavaScript side (i.e., evaluation, online event, URL
loading and polling) is studied. The bridge between JavaScript
to native is unaltered, i.e., the default bridge is used. Second,
the performance of the bridges connecting the JavaScript to the
native side (i.e., JS object and prompt) is considered. For more
information on the bridge mechanisms see Section VII-A4

The bridge experiments were conducted on a Samsung
Galaxy S8 running Android 7.0.

b) Results and Conclusion The results [36], concerning
the bridge connecting native to JavaScript, are presented in
Tables VII and VIII. A first observation is that the polling
mechanism could not be used as a bridge for the used Android
version. In addition, the default bridge, denoted Eval, does
not always surpass the other available bridges in terms of
performance. This can be seen for reading as well as writing
files. Depending on the file size the performance of other bridges
are better than the default bridge. The same conclusion can
be made when considering the bridges between the JavaScript
side to the native side. However, the performance difference
between these bridges is not as pronounced as with the native
to JavaScript bridges. These results are added to this paper for
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the sake of completeness. They are presented in Table IX.

Based on the measurements, we can conclude that a single
bridge technique is not appropriate for every use case when
considering the performance. Hence, we propose a system
were plugin developers can request a certain bridge technique
based on their requirements. A fine-grained flexible selection of
bridges will allow the performance of the application to increase.
The impact on the performance when switching between bridges
is not studied in this paper.

TABLE VII. PERFORMANCE NATIVE TO JAVASCRIPT BRIDGES IN ANDROID
WHEN READING FILES

Data Size Eval Online Event ~ URL Load  Polling
(default)
[bytes] [ms] [ms] [ms] [ms]
1k 2.31 6.46 3.28 N.A.
10k 6.22 6.80 6.74 N.A.
100k 19.60 8.20 32.06 N.A.
IM 106.08 43.42 176.71 N.A.
10M 1308.33 641.48 1823 N.A.

Bold measurements indicate the best performance.

TABLE VIII. PERFORMANCE NATIVE TO JAVASCRIPT BRIDGES IN ANDROID
WHEN WRITING FILES

Eval

Data Size . Online Event ~ URL Load  Polling
(default)
[bytes] [ms] [ms] [ms] [ms]
1k 19.34 43.03 23.34 N.A.
10k 36.74 42.85 26.20 N.A.
100k 42.60 40.74 37.61 N.A.
IM 424.65 419.67 398.50 N.A.
10M 4465.48 5996.29 4398.43 N.A.

Bold measurements indicate the best performance.

TABLE IX. PERFORMANCE JAVASCRIPT TO NATIVE BRIDGES IN ANDROID
WHEN READING AND WRITING FILES

Data Size Write Read

JS Object JS Object

Pi t P t

(defauly  OPY (defauly TP
[bytes] [ms] [ms] [ms] [ms]
1k 21.88 22.02 2.73 3.17
10k 24.01 45.82 4.36 9.12
100k 46.19 43,51 21.38 19.80
IM 403.58 431.39 107.63 99.02
10M 5679.57 5606.48 1408.86 1406.48

B. Security

On both Android and iOS the security of storage mech-
anisms strongly depends on the storage location and the
platform’s backup mechanisms. Data stored inside the sandbox
of the application is only accessible by the application. However,
the backup mechanisms used in iOS and Android can result
in the exposure of sensitive data [37, 38, 39], or potentially
exhausting the limited cloud storage capacity. On iOS, this
can result in the rejection of the application (conform the Data
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Storage Guidelines [40]). On Android, data stored inside the
application sandbox (e.g., the WebView’s storage) is included if
a backup is taken. The Backup API of Android can be used to
explicitly blacklist data that should not be backed up. On iOS,
whether or not a file is included in the backup depends on the
folder in which it is stored. For instance, by default, Cordova
stores the WebView’s data in a folder that allows backups. This
behavior can, however, be changed by modifying a Cordova
parameter.

1) Databases All database mechanisms are by default
private to the application and can be backed up on both mobile
platforms, with the exception of the SQLite plugin in iOS.
The plugin initially followed the default behaviour, but as a
security measure the default storage location of the plugin in
i0OS was changed to a directory which is not backed up. This
SQLite plugin also has an encrypted alternative, i.e., cordova-
sqlcipher-adapter. This alternative provides a native interface
to SQLCipher, encrypting SQLite databases via a user-supplied
password.

2) Files IniOS files are protected by a protection class. Each
of these classes corresponds to different security properties. As
of i10S 7, all files are by default encrypted individually until
first user authentication. The file plugin doesn’t allow changing
this default behaviour. Native, each file can be secured using a
protection class best suited for the security requirements of that
file. The plugin allows the developer to choose between folders
that are public/private and backup-enabled/disabled. However,
on Android backup-disabled locations can be accessed by other
applications.

3) Persistent variables All persistent variable storage mech-
anisms are private to the application and included in backups
on both mobile platforms, with the exception of Property List.
Property lists can be stored in arbitrary locations, and can be
backed up depending on the specified location.

4) Sensitive Data The Secure Storage plugin provides
storage of sensitive data on Android and iOS. On iOS, the
plugin uses the SAMKeychain [41] plugin which provides an
API for the native i0S Keychain. The plugin allows app-global
static configuration of the KeyChain items’ accessibility. This
could entail a security risk, as it does not allow fine-grained
protection of individual items. When a user backs up iPhone
data, the Keychain data is backed up but the secrets in the
Keychain remain encrypted with a phone-specific key in the
backup. The Android KeyChain only allows storage of private
keys. Hence, for storing other tokens such as passwords or
JWT tokens, an additional encryption layer is used. The plugin
generates a key that is stored in the KeyChain and used to
encrypt/decrypt sensitive data. The KeyChain on Android is
not included in backups.

VIII. CONCLUSION AND FUTURE WORK

This paper presented an assessment of data storage strategies
using the mobile cross-platform tool Cordova. An in-depth
analysis was performed on the API coverage of the available
data storage mechanisms in Cordova and Native applications.
Based on the analysis, an additional Cordova storage plugin
was developed that improves the storage of persistent variables.

Furthermore, the performance and security of the available
storage mechanisms were evaluated. Our performance analysis
shows that using the Cordova bridge comes with a significant
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performance penalty. Hence, the WebView’s JavaScript API
should be used when possible. Moreover, we also demonstrated
that the default bridges used in Cordova do not always
outperform the non-default bridges. However, apart from
performance, other parameters such as functionality and security
can have an impact on the selection of the storage mechanism.

Databases. If access to a full fledged SQL database is
required, the SQLite plugin should be used. However, in
most mobile applications, the functionality provided by the
significantly faster IndexedDB interface of the WebView is
sufficient.

Variables. As described in Sections VI and VII, it is
recommended to use NativeStorage for storing persistent
variables, since LocalStorage does not guarantee persistence
over longer periods of time. This type of storage is often used
to store preferences. Preferences are typically only accessed
once or twice during the life cycle of the application. Hence,
the performance overhead of NativeStorage does not have a
significant impact on the performance of the application.

Files. The WebView does not provide a file storage APIL
Hence, developers have to use the core plugin, Cordova File
Plugin (cordova-plugin-file).

Sensitive data. The security analysis presented in Sec-
tion VII-B shows that plugins such as SecureStorage offer
increased security compared to the WebView’s JavaScript API
because they benefit from the platform’s native secure storage
APIs. It is therefore recommended to use a plugin such as
SecureStorage to store sensitive data.

Future work on this topic can include an enhancement of
the Cordova framework where a fine-grained selection of bridge
techniques is allowed. Thereby, improving the performance of
Cordova applications. Furthermore, more CPTs can be included
in the assessment of data storage strategies.
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Abstract—Regression model is a popular and powerful model
for finding a rule from large amount of collected data. It is
widely used in various areas for predicting the value derived
from observable values. Especially in multivariate numerical
analysis, several types of regression models, not only linear but
also polynomial or exponential, are established. In case of non-
numerical data, although fuzzy regression models are proposed
and investigated by some researchers, most of them are linear
models. In order to construct a non-linear regression model
with fuzzy type data set, new type of devices are needed since
fuzzy numbers have a complicated behavior in multiplication and
division. In this paper, we try to extend a linear fuzzy regression
model to non-linear model by adapting a modified kernel method.
Then, we apply the model of only low degree of polynomial kernel
to a data set obtained by conducting questionnaire survey on
purchasing decision making of electric assisted bicycle in Japan.

Keywords—Fuzzy regression model; Kernel method; Decision
making.

I. INTRODUCTION

As an analysis method of numerical big-data mining, the
regression model is still playing an important role. However,
the huge amount of data processing requires strong computing
power and resources. In particular, when handling data with
non-linear features, finding a proper regression model is not
easy, sometimes even infeasible. The kernel method, so-called
a kernel trick, is one of smart devices solving this kind of
problem. A kernel defined on the product of a data set induces
an element of Hilbert space, a space of functions with an inner
product, and considering a linear model in the space gives
us a non-linear model in the original space. Thus, only the
calculation of kernels for the given data set is non-linear, and
the calculation for solving the problem to give a model is
performed in the linear operation method. The kernel method
is applied to many analytical systems, such as the Principal
Component Analysis (PCA) [20], the Canonical Correction
Analysis (CCA) [8] [16], Fisher’s Linear Discriminant Anal-
ysis (LDA) [17], the Support Vector Machine(SVM) [2] [10],
the regression model [18] [21], etc.

In the real world, the collected data are sometimes ex-
pressed in linguistic values, and in order to apply well-known
and authorized stochastic methods such as regression analysis,
these values are transformed into numerical data. For instance,
the price of a production or a service are determined from

Michihiro Amagasa

Faculty of Business Administration
Hokkai Gakuen University
Sapporo 062-8605, Japan
Email: amagasa@ba.hokkai-s-u.ac.jp

several factors, such as price of raw materials, selling expenses,
consumer demand, etc. Also, the price has high correlations
with the customer value of product or service. Gale [13,
pp. 218-219] proposed a scenario where price satisfaction
carries 40% of the weight and non-price attributes 60% in
the customer-value equation, and showed a figure representing
the relationship between relative performance overall score and
relative price for luxury cars based on data. In that figure, the
relative price is generically expressed in linguistic values such
as “Higher”, “Lower”, etc., then these values are transformed
into numerical values in order to plot corresponding points on
the performance-price plane. For the price prediction model,
Inoue et al. [15] proposed a sale price prediction model by
fuzzy regression, and Michihiro Amagasa [4], also proposed
a method to handle data with uncertainty in the model of
regression analysis as an extension of their model. We also
give a precise formulation of a multi-variable regression model
where both explanatory variables and objective one are L-R
type fuzzy numbers [1] [5].

Construction approaches for regression models handling
fuzzy set are roughly divided into two types, one is Fuzzy Least
Square Regression (FLSR) and the other is dual model for
possibilistic regression. The concept of FLSR model is similar
to that of ordinary regression model where each value of three
vertexes is processed to minimize the sum of distances between
the given data and the estimated values. D’Urso adopts this
approach handling linear regression model with several types
of input-output data, such as crisp-fuzzy, fuzzy-crisp, and
fuzzy-fuzzy, with not only typel fuzzy data set but also type2
fuzzy data set [24]. The dual model of possibilistic regression
approach, originally proposed by Tanaka et al. [22] [23], gives
upper and lower regression model by using linear programing
analysis approach. Although their model is extended to non-
linear models [14], explanatory variables are still crisp values.
In this paper, we propose a non-linear regression model of
fuzzy input-fuzzy output type as an extension of our previously
proposed model in [5] by applying the kernel method.

The rest of the paper is organized as follows: In Section II,
we will review general theory of the kernel method and give
a concrete construction of quadratic and cubic kernels for a
small number of variables. Section III is dedicated to a brief
explanation of Guo and Tanaka’s non-linear fuzzy regression
model and the details of our linear model. Then, in Section IV,
we describe the extension version of our model into non-linear
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type with modified kernels. Illustrative examples to see how
the proposed model works are coming up, and application to
a real data obtained by conducting a questionnaire survey on
purchasing behavior of electric assisted bicycle in Japan is also
described with some discussions. The last section, Section V,
is the conclusion and the future works.

II. KERNEL THEORY

First, we give a brief description of kernel theory, then
give an expression of the functions in the reproducing kernel
Hilbert space for a quadratic kernel.

A. Overview of Kernel Theory

For any set X and the Hilbert space H of functions on X
over R, a positive definite kernel is a map

E:XxX—>H
satisfying

o k(x,y) = k(y,z) for any z, y € X,
e For any {¢;} C R and any {z;} C X,

ZCiCjk(l'i7l'j) 2 0.

Here, we give some examples of kernel over R¥.
For & = (x1,...,2%), 5 = (Y1, -, Yk),

o k(Z,4) =2y = Zf:dl x;y; (linear kernel)
L4 kP(fvg) = (ﬂg+ C) >

with ¢ > 0, 0 < d € Z (polynomial kernel)
o kp(Z,7) = exp(BFY), with 3 > 0 (exponential kernel)
o ka(7,7) = eap(— 5|7 — 7%

(Gaussian radial basis function kernel)
o kr(Z,9) = exp(—« Zle |z; — y;|) (Laplacian kernel)

If, for any « € X, there exists a function k, € H such that
flx) =< fike >n,(Vf€H) )]

where < -,- >4, is the inner product of the Hilbert space, the
Hilbert space H is called a Reproducing Kernel Hilbert Space
(RKHS). It is shown that k, € H is unique, and k(-,z) = k,
is a positive definite kernel on X’ called the reproducing kernel.

Conversely, the following theorem is known in [6].

Theorem 1. (Moore-Aronszajn) For any positive definite ker-
nel on X, there exist unique Hilbert space H satisfying

1) k(-,x) € H (for any x € X),
2) The subspace spanned by {k(-,x);x € X'} is dense in H,
3) k is the reproducing kernel of H.
Although Hilbert space has infinity dimension, solution of
some optimization problem with data, if there is any, can be
expressed as a linear combination of at most the number of data

elements in H. This is guaranteed by the following theorem
in [19].

Theorem 2. (The Representer Theorem) Let k be a kernel on

X and let H be its associated RKHS. Fix x1,--- ,x, € X,
and consider the optimization problem
min D(f(@1), .- f(@a)) + PUI1I7,) @
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where P is nondecreasing and D depends only on
f(x1), -+, f(xn). If there is a minimizer, then it has the form
of

n
f=) aik(,) 3)
i=1
with some a1,--- ,a, € R. Furthermore, if P is strictly

increasing, then every solution has this form.

B. Example Expression of RKHS Basis

From the representer theorem, we can express an optimal
function as in the form of (3). However, if the given data set
is big, we will have many unknown variables {a;}i=1, . to
be determined. For the convenience of calculation, we try to
reduce the number of components for the polynomial kernel
and give an example for the quadratic polynomial kernel of
tow cases, one is the case of d = 2 with £ = 3 variables and
the other is the case of d = 2, 3 with k = 4 variables.

From the representer theorem and the equation below,

g k
kp(Z,y) = (Zj:l jy; + )

_ Cd7(61+-+6k)1,f131 . ka ylel

“ e yzk
0<er+---+e <d
0 S €j
we have that for any (e,...,ex) such that 0 < ej+---+ep <
d,0 < e, there exist N =4 Cqy vectors, T1,...Zy, and
ai,...,ay satisfying
N
vy ail -l
Ci(d7(81+.+ek)) lf(flafk) = (617"'
0 otherwise.

7ek)7 (4’)

1) In case of d = 2 with k = 3: In a simple case of d = 2
with k& = 3 variables, N =5 C5 = 10 and the left side of
equation (4) is expressed as

2 2 2
5551 33%1 fc%o 1
I%z I%Q x%oz
a
T13 T3 103 1
11 T21 T101 G2
T12 T22 102 .
13 23 Z103
T11T12 21722 1012102
1113  T21T23 1017103 aio
T12213 T22723 1022103
1 1 .. 1

However, we only have to determine &, Zo, ¥3 and solve
the 10 equations of (4) shown as follows.

"E%j x%j x%j ay 1 0 0
T1j; T2j T3j a2 | =10]|,{c|, 0 s
1 1 1 as 0 0 c?
2 2

2
i, x5, x5 ai 0
T1j Z2j X35 as = 0 s

T1;T11 T2l T3jT3 as 1

where j,l = 1,2,3 and j # [. Just analyzing the invertibility
of these matrices, we have 10 functions spanning the dense
subspace H;, of Hy.

’H;C =< k(,i}),l =1,...,10 >p,

or
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where

fl = (1a070)’ f2 = (Oa 170)5 f?) = (Oa07 1);

Z1 = (=1,0,0), &5 = (0,~1,0), &5 = (0,0, 1),
= (0,1,1), & = (1,0,1), and

2)In case of d = 2,3 with k = 4: For the analysis of
the real data, we need to have base vectors which have k = 4
elements. We find out the basis ford = 2 and d = 3 with N =¢
Cy =15 and N =; C3 = 35, respectively by considering the
matrix expression of the left side of equation (4) expressed as

17%1 x%l xi—) 1
xly a3, t54 a
T11 T21 T151 G2
T14 Z24 T154
T11T12 T21X22 T1517152 ais
T13T14 T23T24 T153T154
1 1 o 1
and
13?1 17%1 T $§51
Liq $§4 33%54
T11 T21 351
T14 T24 X354
lexlz 96’%13022 T351T352
T11T13 T51T23 T351L353
x4 T3, T4 T35, %354
T15T13 T52T23 T352L353
Ti9T14 T9T24 T359T354 @
x%SxM x§3x24 T353L354 az
xllx%z 352135%2 L351L352
xllﬁs x21x§3 T351L353
351195%4 332137%4 T3512354
L1273 L2253 352353 ais
T12%74 T22Toy T352T355 4
T1327, To315, L353L35 4
T11%12 T21222 3512352
11713 €T21T23 X351T353
211714 L2124 T351T35 4
T12%13 T22%23 T352%353
12714 XT22T24 XT352T354
T13%14 T23T24 T353T35 4
T11212213 21722723 3513522353
T11T12%14 T21T22T24 T351L352L354
T11713T14 T21723%24 T3512353L354
3312%{31‘14 T22X23%T24 *°* X35 296315 3%354
1 ..

Analyzing the invertibility of these matrices, we have
following sets of 15 and 35 vectors which induce the functions
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spanning the dense subspace ), of Hj. For d = 2,
Hy =< k(-,%;);i=1,...,15 >p,

with & = (1,0,0,0), @ = (0,1,0,0), @3 = (0,0,1,0),
f‘l = (070) 71)9 55 = (_1703070 5 _’6 = (Oa _17070)9
Z7 =(0,0,—1,0), s = (0,0,0,—1), Zo = (1,1,0,0),
Z10 = (1,0,1,0), 11 = (1,0,0,1), 12 = (0,1,1,0),
Z13 =(0,1,0,1), #14 = (0,0,1,1), and &5 = (0,0,0,0)
For d = 3,
Hy =< k(- @)ii=1,...,35 >g,
with @ = (1,0,0,0), @ = (0,1,0,0), 73 = (0,0,1,0),
7y = (0,0,0,1), &5 = (~1,0,0,0), 5 = (0, —1,0,0),
#r = (0,0, -1,0), & = (0,0,0, —1), 7o = (2,0,0,0),
Z10 = (0,2,0,0), @11 = (0,0,2,0), #12 = (0,0,0,2),
#13 = (1,1,0,0), #14 = (1,0,1,0), &5 = (1,0,0, 1),
F16 = (0,1,1,0), Z17 = (0,1,0,1), #15 = (0,0, 1, 1),
19 = (—1,—1,0,0), &2 = (~1,0,—1,0),
Fa1 = (—1,0,0,—1), & = (0, —1,—1,0),
f23 = (07 _1a0; _1)7 524 = (ana - 7_1)’
o5 = (1,—1,0,0), Zag = (1,0, —1,0), Za7 = (1,0,0, —1),
fzg = (07 1, —1,0), fgg = (07 1,0, —1), T30 = (0,0, 1, —1),
731 = (1,1,1,0), #32 = (1,1,0,1), Z33 = (1,0,1,1),
fg4 = (07 1, 1, 1), and fg5 = (0,0,0,0)

III. SOME EXISTING FUZzY REGRESSION MODEL

In this section, we will give a brief explanation of two fuzzy
regression models, one is crisp-input and fuzzy-output type by
Guo and Tanaka, and the other is fuzzy-input and fuzzy-output

type.

A. Guo and Tanaka’s Non-Linear Model

Guo and Tanaka have investigated the dual possibilistic
regression models of both linear and non-linear types with
crisp-input and symmetric triangular fuzzy-output in [14]. At
first, the linear model whose output Y = (y;p)r = (y;0,p)F

from crisp input values for variables z; (j = 1,...,k) is
defined as follows,

Y = Aizy + Aswg + -+ + Ay, (5)
with symmetric fuzzy coefficients 4; = (aj;7r)r (G =

1,...,k). In this formula, the value of Y is obtained by
calculating (Zf:1 a;c;, Z?_:l rjlcj]), once explicit values
c1,...,c for each given variable. When we have a data set of
n number of data, {(Y;; i1, , Zik) bi=1,...,n, With crisp z;;
and symmetric fuzzy numbers Y; = (y;; p;) r, we consider the
upper regression model and the lower regression model.

For the upper regression model, try to find fuzzy coeffi-

cients AZ = (aj;7})F such that

Minimizing: J(7*) = 35 _, 7 (zﬁ_l xij|>7
under the condition

The inclusion condition above can be expressed by the follow-
ing equations, because the shapes of fuzzy set are supposed to
be similar

(6)

koo koo
Yi—Di> D i ;%55 — Zi:l ] |23
Yi+pi <D o afwg + Y i) @)

*
r; >0
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For the lower regression model, try to find fuzzy coeffi-
cients Aj, = (a;«;7;«)F such that

Maximizing: J(r;) = Z?Zl Tjs (Z?_l a:ij|)7
under the condition

Y; DY = At + - + ApaTik (i=1,...,n).
(8)

The inclusion condition above also can be expressed by the
following equations.

k k
Yi = Di S D QisTij — D aq Tjx|Ti
Yi+ P 2 2 i+ 3 iyl - ©)
T‘j* 2 0

For the existence of upper and lower regression model, Guo
and Tanaka showed the following theorem.

Theorem 3. (by Guo and Tanaka in [14])

1) There always exists an optimal solution in the upper
regression model (6) under (7) .

2) There exists an optimal solution in the lower regres-
sion model (8) under (9) if and only if there exist
a'?, a? a(o*) satisfying

1*7 2*7"'a

k
Z Vai; <wyi+pi  (i=1,...,n). (10)

From the theorem, there might not be any optimal solution
for the lower regression model. This problem is caused by the
relationship between the number of variables and the number
of data. They tried to solve the problems by extending the
model into non-linear model which has more formal variables
xx; (4,5 = 1,...,k) in the following formula.

k k
Y =Ao+ Y Ajzi+ Y Az, (11)

j=1 Ji,l=1

with symmetric fuzzy coefficients A;, A (j,l = 1,...,k).
The right hand side has a quadratic part when considering z;
variables, however, we need to find A; and A;; for a given
data set which minimize or maximize the value, so this might
be solved by LP method.

B. Our Linear Model

As a general type of fuzzy number, we consider L-
R fuzzy set with monotone decreasing functions satisfying
L(0) = R(0) = 1 and L(1) = R(1) = 0, and denote a L-
R fuzzy set by Y = (y;p,q)r, where y is the value giving
the maximum uncertainty, e.g., 1, and p, ¢ are left and right
range from y, i.e., y — p and y + ¢ give the uncertainty value
0 [3]. We proposed the following type of possibilistic fuzzy
regression model

Y =4, X1+ A Xo+ -+ A Xy, (12)

with L-R fuzzy variables ¥ = (y;p,¢)r and X; =
(zj;wj,2j)r and L-R fuzzy coefficients A; = (a;;75,5;)F
G=1,.. k).

Let [Y];, be the support of fuzzy number Y above h-cut
line, we have
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Y=y —pL~'(h),y +qR™"(h)],
(X5]n = [z5 —w; L™ (h), x5 + 2z, R~ (h)],
[Aj]n = [a; — ;L1 (), a; + s;R™*(h)].

Applying commonly known multiplication and summation of
L-R fuzzy numbers, we have

5y A Xl = (X5 (ay = L7 (W) (5 — w; L7 (R)),

S (aj + s;R7Y(R)) (@5 + 2R ()],

and the range of the interval, denoted by .J, is calculated by
subtracting the left end value from the right end value. Then

SF (2R () + wiL 7 (h))ay

+(xj + 2R~ (h)) R (h)s;
+(xj —w; L~ (R)) L™ (h)r;}.

J =

Following Guo and Tanaka, we consider upper and lower
models, and describe the inclusion relation of the support of
Y; and that of the obtained fuzzy number in the regression
model for a given data set.

Now we let ZW;, XZ;, XW; be as follows,

ZW; = (i zi) R (B) + (05 wig) L1 ()
X2, = (S i) + (S, &) B ()R (1)
XWj = ((3oimy wij) — iz wig) L~ ()L™ ()
13)
Then our upper model Y™ is constructed with A} =
(a],rj , SJ)F, such that
Minimizing: J(A*) = Zle(ZWjaj + X Zjst + XWyry),
where A* = (A47,..., A})

)

(14)
under the condition that for all 7
yi —piL7H(h) > Y5 (af — ri L1 (h)) %
(zij —wiz L ~1(h))
yi+@R™'(h) < Z] (@i +siR7Y(R))x - (5)
(x” +zi; R 1(h)
ri, 8520

The lower model Y, is similarly constructed with A;, =
(@j«;7jx, Sjx ) F, such that

Maximizing: J(A.) = 25:1
where A, = (A14, ..., Agks),

(ZWjaj* + XZij* + XWjTj*),

(16)
under the condition that for all ¢
yi = piL 7 (h) < 05 (g — L7 (R)) %
(wij — wiy L~ (h))
yi + @ RY(h) > Y5 (aj + s R7H(R)x - (D)

(h)
(zij + zi R ()
Tjxy, Sjx > 0

We could also show the following theorem similar to the
Theorem 3 on the existence of models.

Theorem 4. When z;; YR >0@G=1,...,n j=

., k), then

1) There always exists an optimal solution in the upper
regression model (14) under (15) .

— wijL
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2) There exists an optimal solution in the lower regres-
sion model (16) under (17) if and only if there exist

©) 40 a kz) satisfying

a1*7a2*7"~7
Yi zL_l( ) < Zf 1(331J wij L Lt (h)) (50)
yi + iR (h) > Z] 1(wij + 2R (R)) Y
(13)
Proof.
D If xy; — wle’l(h) > 0 in (15), then x;; > 0 from

wi; > 0and 0 < L~1(h) < 1. Therefore z; +2;; R~ (h)

are also non-negative, and sufficiently large 7 and s
satisfy the condition.
2) If there exist A, = (ajs;7jx, 5jx)r (j =1,...,k) satis-

fying (17), then we have the COIldlthIl (18). Conversely,

for a(o satisfying (18), put A =(a 52), 0,0) and they
satlsf]y the condition (17).

O

Remarkl: When the data for independent variables are
given in linguistic values, they are usually transformed into
fuzzy numbers satisfying the condition z;; — w;; L~ (h) >
0@ =1,...,n, 5 = 1,...,k). So, the assumptions in the
Theorem 4 are not special condition.

Remark2: The condition (18) means the inclusion relation
between Y; and the resulted fuzzy number Y;, of areas between
h-cut horizontal line and the base-line (h = 0) of them.

Remark2.1: In case of h =1, L7!(1) = R7!(1) = 0 and
(18) is reduced to

k
I !
Y = ig%5%
Jj=1

which means that the line segment of Y, is in the area of Y;.

Remark2.2: 1In case of h =0, L71(0) = R~'(0) = 1 and
(18) is reduced to

k © 0
Yi —pi < ZJ (@i — w]) >§ Z] 1x1Ja§*)
b 0) -
Yi + G >Z] (@5 + 2i5)a; af )>ZJ 1 %ija; al )
which means that Y;, N'Y; # ¢.

IV. REGRESSION METHOD WITH KERNEL

We extend our linear model to a regression model with a
kernel-like function, we call modified kernel, on a set of L-
R fuzzy number. First we describe a general formula, then
give more precise formula as an extension of the polynomial
kernel, kp(z,y), for the case of degree d = 2 and the number
of explanatory variables k£ = 3 as described in Section IL.B.

A. General Formula

We suppose that there exists a function K (X,Y") satisfying
only K(Y,X) = K(X,Y) on the product of a set of fuzzy
numbers, XX x X' to Xr. Actually, we use a function induced
from one of kernels explained in Section IL.A if it can be well-
defined on fuzzy numbers.

For a given data set of L-R fuzzy numbers, {(Y;,X;);i =
L...,M}, where Y; = (yi;pi, ¢i)r, Xi = (Xi1,... Xir)r
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with X;; = (2i5;wij,255)r (t=1,...,M,j=1,...,k). We
just modify the formula (12) by replacmg X; w1th K(X7 Xs),
and consider the model

Y = AlK(X, X1)+A2K(X,X2)+ . +AMK(X, XM), (19)

where X = (X1,..., X}) is vector expression of the explana-
tion fuzzy variable and Y is the objective fuzzy variable. For
this formula, we can apply our proposed method for the dual
model with A-cut. Since the number of data, M, is usually
much greater than the number of explanatory variables, k, the
possibility of existence for the lower model increases from the
Theorem 4.

On the other hand, when M is very big, there will be too
many possible fuzzy number coefficients {A4;} for both upper
and lower model. Thus, try to find smaller set of representer
if possible, and denote their number by N. Then fuzzy
coefficients A* = (A},..., Ay) and A, = (Ai.,..., ANy)
are calculated for upper and lower models from the following
formulas of fuzzy numbers, respectively,

A1 K (X, Xy) + A K

(X, X5) + - + ANK (X, Xp), (20)

where i = 1,..., M, and {Xl;l =1,...,N} is a representer.

B. Case of Modified Polynomial Kernel

Here we consider a modified kernel induced from polyno—
mial kernel, kp(z,y), denoted by Kp(X,X) = (XX + C)%.
When we could find N (=44 Cy) number of proper value vec-

tors 7, = (Z11,...,%) (L =1,..., N) for the dense subspace
of Hkp, put X, = (Xll7"'7Xlk) with X;; = (LZ'”;0,0)F
(i=1,...,N).

Now calculate the h-cut of the equation (20) for C' =
(¢;0,0)pin the way described in Section III.B. When putting
f = (3311, ey l‘ik-), u?L = (wil, ce ,wik), EL‘ = (2,ﬁi17 ey Zik)a
i=1,...,M,we have

[Xiln = ((Xitln, - - [Xirln) = [#—L~ (h)w;, Zi+R ™' (h)Z],

and the h-cut of the modified kernel is as follows,
- i . d
(K (%3, X0l = (S5 Xla[Kisl + [Cn)

d

= [(Ef—l('xlﬂ — ’wi]'L_l(h))i'lj + C) s

k —1 ~ d
(ijl(xij -+ Zin (h))xlj + C)

- [k:p(i"’i — L YR, B), kp (T + R*l(h)zi,g‘;’l)} .

Thus we have

{f; AlK(XZ-,XZ)} )

=1

_LN(alrlLl(h))kp( — LY (W)@, &), 1)

(h)ZL7 J[:’:l) )

1=~

(a1 +siR7(h)kp(Z; + R~

l

1
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and minimizing or maximizing objective value is
N L -
J(8) = ar (4 S, (ke(@ + R (0)E, @)
=1
—kp(Z; — L~ (h);, 55)))
N m -
~H(h) Z 137 2aim1 kP Y(h)zi, @)

e Z kp(Z; — L™ (h)@;, 71),
(22)

(@ + R~

\Mz

+L~t(h)
(.’fll,...,.’ilk) fOI‘lZl,...,N.

Then our upper model Y™ is constructed with A7 =

(aJ,rj , sj) 7 minimizing J(A*) under the condition that for
alli=1,...,M,

where z; =

M=z

yi =il (h) = 32 (af — 17 L7 (h))x

-
Il
—

kp(Z; — L™ Y(h)@;, &)
1 N epet (23)
yi + R (h)SlZ(aﬁSzR (h))x
=1
kp(Z; + R~ (h)z,,il)
r‘;f, s}’f >0

The lower model Y, is similarly constructed with A;, =
(@j4;7jx, 8jx)p maximizing J(A,) under the condition that
foralli=1,..., M,

N
yi —piL71(h) < lZ (are — ri L™ (h))x
=1
kp(#; — L7t h)wz,zl)
N
yi + R Y(h) > Y @9

Il
-

(
(ajs + slR71(h))x
Y

kp(Z; + R~ h)zl,ml)

Tjxy, Sjx > 0

We also have the same kind of theorem as Theorem 4.
Theorem 5. When kp(Z; — L~*(h)w;, fl) > 0 and kp(Z; +
R_l(h)z‘;,il) >0(i=1,...,M,1l=1,...,N), then

1) There always exists an optimal solution in the upper
regression model under (23) .

2) There exists an optimal solution in the lower regression

model under (24) if and only if there exist a(l?k), . ag\?l

satisfying
yi —piL
yi + @R

C. Illustrative Example

“Uh) < O k(@ — LV (h)d, §)al”
<m>zl1<z+ﬁwmaam9'
(25)

As an illustrative example, we consider a polynomial kernel
kp(x,y) of degree d = 2 and the number of explanatory
variables k = 3 cases, so the number of basis for the dense
subspace H) of H; is N = 10. Only considering triangular
type fuzzy numbers, i. e., L = R is the linear function from
(0,1) to (1,0) and L=(h) = R~'(h) = 1 — h, and using the

60
base vectors given in Section II.B, we have
Xp = (X1, Xi2, Xi3)  (I1=1,...,10) with
X11 = (1;0,0)p, X22 = (1;0,0) p, X33 = (1;0,0) F,
X41 ( 1 0 0)F7X52 - (_]- 070)F7X63 = (_]—a 70)F7
X71 (17070)F7)g72 - (17070)F7
Xs2 = (1;0,0)p, X3 = (1;0,0)p,
Xo1 = (1;0,0)p, Xo3 = (1;0,0)F,
Xi;; =(0;,0,0)p otherwise
Here, we have M = 8 pairs of fuzzy numbers as an

example data set shown in Table I. From these fuzzy numbers,
calculate kp(Z; — LY (h)@;, 7)) and kp(Z; + R~ (h)Z, &)
for each pair of (4,1) (i =1,...,8, I =1,...,10), then take
averages through ¢ for each [. Notice that the calculation is
done using Z; not X ;.

Next, after setting the constant value for ¢ and the value for
h-cut, solve two LP problems, one is for upper model with A*
and the other is lower model with A, satisfying the conditions
(23) and (24), respectively.

TABLE I. DATA SET FOR THE ILLUSTRATIVE EXAMPLE

(X (z1;w1,21)F  (T2;w2,22)F  (%3;w3,23)F
(35:1.5,15)  (1.0;0.5,0.1) (2.0;0.5,0.5) (3.0;0.5,1.0)
(4.5:2.0,2.0)  (2.0;0.5,0.1)  (2.0:0.5.1.0)  (3.5:0.75, 1.0)
(7.0:2.5,2.5)  (3.0:0.1,0.0)  (6.5:0.5,1.5)  (5.5;1.0, 1.25)
(9.5;2.0, 2.0) 2.0;0.5,0.1)  (9.5;1.0,0.5)  (10.0;2.0,2.5)
(11.0;3.0,3.0)  (4.0;0.5,1.0)  (9.0:1.0,1.0)  (10.5;3.0,2.5)
(6.0;2.0,2.0)  (2.0;0.0,0.0)  (3.0:1.0,2.0)  (2.0;0.5,1.0)
(8.0:2.5,2.5)  (3.0:0.1,0.0) (5.0:1.5,1.5)  (5.0:1.5,2.0)
(9.0:3.0,3.0)  (3.5:0.5.0.0) (4.0:0.5,0.5)  (6.0;2.0, 1.25)

By applying the solver function in MS-EXCEL, when
setting ¢ = 1 and h = 0.3, for the upper model we have

Ay =(0.218;0,0.038) r, A5 = (0.030;0,0) F,

A%y = (1.455;0,5.230) , AF = (0;0,0)r (for other 1),
and
Y = K (X, X)) + ALK (X, Xg) + AL K (X, X10).  (26)

For the lower model, we have
A1, = (0.160;0,0.038) g, Az, = (0.037;0,0) p,
Az, = (0.002;0,0)r, Aro. = (3.301;0,0.167)
A =(0;0,0)F (for other 1),
and
Y == Al*K
+A3. K

(X,X1) + A2, K
(X,X3) + A0, K

(Xv XQ)
(X, Xi0). @n
Table II describes the correspondence of original values and
the resulted values by lower model (27) and by upper model
(26). The expression of fuzzy numbers here is not the same as
used so far in this paper. These values express the left edge, the
center point, and the right edge of each triangular shape. We
can see three corresponding fuzzy numbers have no inclusion
relation, because they are full numbers before operating h-cut
procedure. When looking at the support interval of h-cut of
each fuzzy set, we have the set relationship [Y.]n, C [Y]n C
[Y*]y. Figure 1 illustrates the relationship among three fuzzy
numbers from the second row in Table II.

We also tried other type of kernels for these test data, and
may have some discussion on the fitness.
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TABLE II. COMPARISON: Y, Y*, AND Y

(y—p,y,y+4a) — P Y Y+ q) (Y — Py Y Yx + G2)

(y

(2.0,3.5,5.0) (2.0,2.4,8.1) (3.9,4.3,4.8)
(2.5,4.5,6.5) (2.9,3.6,9.5) (4.6,5.1,6.0)
(4.5,7.0,9.5) (5.1,5.6,11.8) (7.6,8.0,9.8)
(7.5,9.5,11.5) (4.3,5.8,13.1) (7.8,9.1,10.2)
(8.0,11.0,14.0)  (7.1,9.6,20.2) (9.7,11.3, 15.5)
(4.0, 6.0, 8.0) (3.4,3.4,9.1) (5.1,5.4,6.6)
(5.5,8.0,10.5) (5.0,5.4,11.9) (6.5,7.3,8.8)
(6.0,9.0,12.0) (5.2,6.6,13.0) (6.7,7.6,8.7)
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Figure 1. Relationship of Three Fuzzy Numbers

D. Applying to Real Data

The second author of this paper conducted a questionnaire
survey on the purchasing behavior of electric assisted bicycle
in Japan. The subjects were 102 males and 68 females aged
between 20 to 22 years old, and the questionnaire item is
a total of 15 items, 6 items are classified as hard function
such as selling prices, battery capacity, assist-able maximum
distance, charging time, weight, and running cost, and 9 items
are classified as soft function such as ride comfortability, ease
of operation, etc. Four items of hard function other than the
selling price are extracted by using the NGT (Nominal Group
Techniques) as the explanatory variables for the price.

According to the questionnaire result, the most important
factor for purchasing decision making is the selling price, and
the importance degree of the running cost is quite low. Thus we
apply our fuzzy regression model to the selling price prediction
analysis with four explanatory variables of battery capacity,
assist-able maximum distance, charging time, weight. Among
170 responses, the number of valid responses that answered
appropriately to these items is 31, and we modified data to
obtain the set of the isosceles triangular type fuzzy data since
we consider the respondents would have given the values for
each of items with uncertainty.

1) Settings and Some Remarks : Here we consider the poly-
nomial kernel kp(z,y) of degree d = 2 and 3 and the number
of explanatory variables k& = 4, so the number of basis for
the dense subspace H}, of H;, is N = 15 and 35, respectively.
Like as in the illustrative example, L = R is the linear function
from (0,1) to (1,0) and L=(h) = R~!(h) = 1—h. Using the
base vectors given in Section II.B.2, we have basis described
as follows.
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For d = 2,
Xl = (Xl1,Xlg,Xl3,)~(l4) (l =1, - ,15) with
X11 = (1 0 O)F,XQQ = (I,0,0)F, 33 = (1;0,0)]:‘,
X44 = (1 0 O)F,X51 = (71 0,0)F,XGQ = (*I;0,0)F,
X73 = (=10 O)F1X84 = (=10,0)F,
X91 = (1,0,0)F,X92 = (1;070)F>
)f1o1 = (10,0)r, X103 = (1;0,0) p,
X111 =(1;0,0)p, X114 = (1;0,0),
X122 = (1;0,0)p, X123 = (1;0,0) F,
X132 = (1;0,0)p, X134 = (1;0,0)F,
X143 = (1;0,0)p, X144 = (1;0,0)F,
X;; = (0;,0,0)r otherwise.
For d = 3,
Xz (Xll,Xlg,Xlg,Xl4) (l: 17...,35) with
X11 = (1;0,0)F, X22 = (1;0,0)p, X33 = (1;0,0),
X44—(1 0 O)F,X51—( 1 O)F X6~2:(_1§070)F7
Xr3 = (—1;0,0)p, Xgg = (—1;070)F,~ 91 = (2;0,0)F,
X102 =(2;0 O)F,X113 (2:0,0)F, X124 = (2;0,0)p,
X131 = (LO:O)F,X132 =(1;0,0)F,
X141 = (1,0,0)F,X143 = (1,0,0)p,
X151 = (1’0,0)F,X154 =(1;0,0)F,
X162 (170»0)F,X163 =(1;0,0)F,
X172 = (17070)F7X174 =(1;0,0)F,
X183 (17070)F7X184 = (1,0,0)r,
X191 = (—=1;0,0)p, X192 = (—1;0,0)p,
X201 (=1;0,0)F, X203 = (—=1;0,0)p,
Xo11 = (=1;0,0)p, Xo14 = (—=1;0,0)p,
Xooo = (=1;0,0)p, Xa23 = (—1;0,0)F,
Xozo = (—1;0,0)p, Xo34 = (—1;0,0)F,
X243 = (=1;0,0)r, X244 = (=1;0,0)F,
X251 = (1307O)F7X252 =(=1;0,0)F,
X261 = (17070)F7X263 =(=1;0,0)F,
X271 = (1’0,0)F,X274 = (-1;0,0)F,
X282 - (170»0)F,X283 ( 1vOaO)Fa
X292 = (17070)F7X294 = (_17070)Fa
XdOS = (170»0)F7X504 =(-10,0)F,
X311 = (1,0,0)F7X312 =(1;0,0)p X313 = (1 0 O)F7
X321 = (170>O)F7X322 = (1;0,0)p, X324 = (1;0,0)p,
Xa31 = (1;0,0)p, X333 = (1;0,0) p, X334 = (1;0,0)p,
Xa12 = (1;0,0)p, X313 = (1;0,0) p, X314 = (1;0,0)p,
X;; =(0;,0,0)p otherwise.
M = 31 pairs of the isosceles triangular type fuzzy
numbers are shown in Table III, where z; = w; for i =

1,2,3,4, and the units of y, ¢ = p is 10,000 yen. From these

fuzzy numbers, calculate kp(Z; — L=Y(h)w;, fl) and kp(Z; +
R7Y(h)Z;,%;) for each pair of (i,I) (i = 1,...,31, [

., 15 or 35), then take averages through i for~each . Also,

notice that the calculation is done using Z; not X ;.

Although we preliminary gave the value 1 to the external

variable ¢, for the constant of quadratic polynomial kernel in

advance and the solver function in MS-EXCEL is used for the
calculation, here the LOOCV (Leave One Out Cross Valida-
tion) method is applied to find out proper value for ¢ between
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a given interval and wrote a program in MATLAB language
since MATLAB has a ready-made package for solving LP
problems.

In order to judge the properness of each resulted fuzzy
number calculated from other 30 data with each value of c
during the execution of LOOCYV, we adopt the fuzzy similarity
measure proposed by Chen [12]. Of course there are various
definitions for the fuzzy similarity [11], [7], [9], [25], however,
many of them are concerning the trapezoidal type fuzzy
numbers and the similar formula is obtained when applying
to the triangular type fuzzy numbers.

For two triangular type fuzzy numbers A = (ar,ac,aR)
and B = (by, bc, br) expressed by left, center, right values in
the interval [0, 1], the similarity value of them is defined by

_lar = brl+2lac —bc| + |ar — br|

Sim(A,B) =1 1

(28)
Since element values in the calculation are not always between
0 and 1, we need to modify them so that they satisfy the
condition by transposition and division in the following way.

Put

{ a's = (ax —min)/d forx=R,C, L, 29)

by = (by —min)/d °

where d = max — min, min = min{ar,br}, and maz =
maz{ar,br}. Then apply the similarity function to the pair
of A = (a’L,a’C,a’R) and B’ = (b/L,blc,b/R).

In the calculation of LOOCYV, the program watches the
average of 1(Sim(Y;,Y*,) + Sim(Y;,Y.—;)) (i =1,...,31)
where Y, ( Y._;) denotes the calculated upper model (resp.
lower model) value from the data set given by removing -
th data from the original data set. Then find out the optimal
values for the constant c.

TABLE III. DATA SET FOR THE PRICE OF ELECTRIC ASSISTED BICYCLE

(y;P)F (z1;w)r (w25 w2)F (z3;w3)r  (za;wa)F

(15.0;5.0) (7.0,1.0)  (27.5;2.5)  (4.0:1.0) _ (15.0;3.0)
(11.5;3.5) (9.0:3.0)  (35.5:10.5)  (4.0:1.0)  (15.0:5.0)
(8.5;1.5) (12.0;4.0)  (43.0:7.0)  (26.0;1.0)  (4.5;1.5)

(8.5:1.5) (11.5:3.5)  (45.0;5.0)  (5.0;1.0)  (30.0; 10.0)
(13.5;3.5) (13.5;1.5)  (45.0:5.0)  (5.5;1.5)  (15.0;3.0)
(11.2.5,0.25)  (7.5;1.5)  (47.5:7.5)  (5.0;1.0)  (27.5;2.5)
(11.0; 4.0) (12.5:2.5)  (25.0;5.0)  (5.5:0.5)  (21.0;3.0)
(11.5;3.5) (11.5:3.5)  (35.0;15.0) (4.0:1.0)  (10.0:5.0)
(12.5;2.5) (7.0:1.0)  (27.0;3.0)  (5.0:1.0)  (22.5:2.5)
(11.5;1.5) (12.0;3.0)  (45.0;5.0)  (3.0:1.0)  (25.0:3.0)
(8.75:1.25)  (11.5:3.5) (40.0;10.0) (5.0;1.0)  (27.5;2.5)
(11.5;1.5) (10.5;1.6)  (45.0:5.0)  (4.0;1.0)  (22.5;2.5)
(9.0;1.0) (10.0:2.0)  (35.0:5.0)  (11.0;1.0)  (20.0:5.0)
(13.5;1.5) (12.5:2.5)  (35.0;5.0)  (6.5:0.5)  (27.5:2.5)
(15.0;5.0) (10.0;5.0)  (40.0;20.0)  (6.0;1.0)  (20.0;5.0)
(8.5:1.5) (10.0;2.0)  (45.0;5.0)  (5.5:1.5)  (25.0;1.0)
(12.5;2.5) (7.5;1.5)  (30.0:5.0)  (5.0:1.0)  (25.0:5.0)
(10.5;0.5) (6.5:1.5)  (27.5:;7.5)  (5.5:0.5)  (27.5:2.5)
(11.5;1.5) (7.5:2.5)  (40.0;10.0)  (9.0:1.0)  (30.0:2.0)
(11.0;1.0) (10.0;2.0)  (35.0;5.0)  (4.5;1.5)  (19.0;1.0)
(15.0; 5.0) (10.0:2.0)  (35.0:5.0)  (3.5:0.5)  (19.0;1.0)
(12.5;2.5) (11.0;1.0)  (27.5:7.5)  (7.5:2.5)  (27.5;2.5)
(11.0;1.0) (7.0:1.0)  (35.0;5.0)  (4.0:1.0)  (25.0:5.0)
(12.0; 3.0) (8.0:2.0)  (32.5:7.5)  (3.0:1.0)  (25.0:5.0)
(11.0; 1.0) (9.0:3.0)  (37.5:;7.5)  (5.3:0.8)  (7.5;2.5)

(10.0; 2.0) (10.5;1.5)  (45.0;5.0)  (5.5:0.5)  (17.5;2.5)
(11.5:3.5) (10.0:2.0)  (40.0;10.0)  (5.5:2.5)  (20.0:5.0)
(9.0; 1.0) (6.0;1.0)  (25.0;5.0)  (5.0:1.0)  (27.5:2.5)
(10.75;1.25)  (11.0;1.0)  (40.0;5.0)  (4.5:0.5)  (25.0:5.0)
(12.5;2.5) (10.0:2.0)  (35.0;15.0) (4.5:1.5)  (20.5:4.5)
(12.5;2.5) (12.5:0.5)  (45.0:5.0)  (11.0;1.0)  (35.0:5.0)
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2) Results and Discussion: When applying quadratic poly-
nomial kernel, i.e., d = 2, we have solutions for lower model
in case of h = 0.3, 0.4, and the optimal constant obtained by
LOOCV is ¢ = —37, —32, respectively. Using each optimal
constant value, the program re-calculate the fuzzy coefficients
A* = (A7,...,Ay) and A, = (Ay.,...,Ans) for upper
and lower models, then the corresponding fuzzy numbers with
average similarity values 0.717 and 0.612 are obtained.

Table IV represents the original data of Y, calculated upper
model fuzzy numbers Y* and lower model fuzzy numbers Y
in case that h = 0.3 with the optimal constant ¢ = —37. As
the notation in the table, yr = y—p, yr = y+q, yp = y*—p*,
Y = Y" + 4% YxR = Ysx — Px> YsL = Yx + G+. And, in the
“Simil” row, values are calculated by

1

for each of data ¢ = 1,...,31.

We can see that all the right side values coincide with the
center values both in lower and upper models, and the left
side values especially in the upper model is very big. This
phenomenon is alleviated in case of h = 0.4, however, values
for lower model becomes crisp instead.

TABLE IV. COMPARISON: Y, Y*, AND Y, BY QUADRATIC POLYNOMIAL
KERNEL WITH h = 0.3 AND ¢ = —37

(YR, Y, yL) Wr¥" Y1) (Yx Ry Y, YsL) Simil
(10, 15, 20) (8.2,8.2,66.5) (12.4,12.4,39.2) _ 0.75
(8,11.5, 15) (8.7,8.7,67.1) (13.4,13.4,40.2)  0.74
(7,8.5,10) (9.4,9.4,67.7) (11.4,11.4,38.2)  0.72
(7,8.5,10) (5.7,5.7,64.0) (9.4,9.4,36.2) 0.74
(10,13.5,17) (9.5,9.5,67.8) (8.7,8.7,35.5) 0.74
(11,11.25,11.5)  (1.7,1.7,60.1) (10.5,10.5,37.3)  0.71
(7,11,15) (9.4,9.4,67.8) (13.9.13.9.40.6)  0.74
(8,11.5,15) (6.4, 6.4, 64.7) (10.8,10.8,37.6)  0.75
(10,12.5,15) (8.5,8.5,66.8) (11.6,11.6,38.3)  0.75
(10,11.5,13) (10.8,,10.8,69.1)  (13.3,13.3,40.0)  0.74
(7.5,8.75, 10) (8.3,8.3,66.7) (10.9,10.9,37.7)  0.73
(10,11.5,13) (8.8,8.8,67.2) (13.3,13.3,40.1)  0.73
(8,9,10) (10.2,10.2,68.5)  (8.9,8.9,35.6) 0.75
(12,13.5,15) (9.7,9.7, 68.1) (12.0,12.0,38.8)  0.74
(10, 15, 20) (8.5,8.5,66.9) (11.2,11.2,38.0)  0.75
(7,8.5,10) (7.0,7.0,65.4) (11.1,11.1,37.8)  0.72
(10,12.5,15) (7.6,7.6,66.0) (11.1,11.1,37.9)  0.74
(10,10.5,11) (7.1,7.1,65.4) (10.2,10.2,36.9)  0.74
(10,11.5,13) (8.9,8.9,67.2) (10.1,10.1,36.9)  0.75
(10,11,12) (9.2,9.2,67.5) (12.6,12.6,39.4)  0.73
(10, 15, 20) (10.3,10.3,68.6)  (13.6,13.6,40.4)  0.77
(10,12.5,15) (9.6,9.6,67.9) (14.6,14.6,41.4)  0.73
(10,11,12) (5.8,5.8,64.1) (10.8,10.8,37.6)  0.74
(9,12, 15) (7.5,7.5,65.9) (11.3,11.3,38.1)  0.75
(10,11,12) (4.0,4.0,62.4) (9.5,9.5,36.3) 0.72
(8,10,12) (9.2,9.2,67.5) (11.8,11.8,38.5)  0.74
(8,11.5, 15) (8.6,8.6,67.0) (11.7,11.7,38.5)  0.76
(8,9,10) (7.2,7.2,65.6) (9.6,9.6,36.4) 0.74
(9.5,10.75,12)  (8.9,8.9,67.2) (11.8,11.8,38.6)  0.74
(10,12.5, 15) (9.3,9.3,67.6) (12.6,12.6,39.3)  0.76
(10,12.5,15) (10.6,10.6,68.9)  (9.8,9.8,36.6) 0.02

When applying cubic polynomial kernel, i.e., d = 3, we
have solutions for lower model in case of h = 0.5, 0.6, 0.7, 0.8,
0.85 and the optimal constant obtained by LOOCYV is ¢ = 25,
25, 28, 8, 8, respectively. Using these optimal values, also re-
calculate the fuzzy coefficients for upper and lower models,
then the corresponding fuzzy numbers with average similarity
values 0.733, 0.735, 0.727, 0.720, 0.728 are obtained.

Table V represents the original data of Y, calculated upper
model fuzzy numbers Y* and lower model fuzzy numbers
Y, in case that h = 0.6 with the optimal constant ¢ = 25.
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The center values in both models are very similar to those
of the original data, however, left and right values are all big
especially the left value of lower model. In case of h = 0.7,
this phenomenon is somehow alleviated, however, the left
value of the upper model becomes bigger. In case of h = 0.8,
the right side value of upper model and left side value of lower
model are very big.

TABLE V. COMPARISON: Y, Y*, AND Y, BY CUBIC POLYNOMIAL
KERNEL WITH h = 0.6 AND ¢ = 25

(yr,Y,yL) (YR ¥ y1) (Y«R, Y, YxL) Simil
(10, 15, 20) (=22.2,15.1,48.4)  (—5.8,14.0,116.8) _0.78
(8,11.5, 15) (—26.3,11.1,44.4)  (—7.6,12.3,115.0)  0.77
(7,8.5,10) (—28.3,9.0,42.3) (—10.9,8.9,111.7)  0.76
(7,8.5,10) (—29.6,7.7,41.0) (—11.8,8.0,110.8)  0.76
(10,13.5,17) (—27.8,9.6,42.9) (-7.5,12.3,115.1)  0.76
(11,11.25,11.5)  (—28.5,8.8,42.1) (—4.9,15.0,117.7)  0.74
(7,11, 15) (—24.8.12.5,45.8)  (—10.5,9.3.112.1)  0.77
(8,11.5,15) (—24.7,12.7,45.9)  (—8.2,11.6,114.4)  0.77
(10,12.5, 15) (—23.4,14.0,47.2) (—6.4,13.5,116.2) 0.76
(10,11.5,13) (—26.1,11.3,44.5)  (—5.8,14.0,116.8)  0.76
(7.5,8.75, 10) (-27.2,10.1,43.4)  (—11.5,8.4,111.1)  0.75
(10,11.5,13) (—29.7,7.7,41.0) (—9.1,10.8,113.5)  0.75
(8,9, 10) (—29.9,7.4,40.7) (—12.5,7.4.110.1)  0.75
(12,13.5,15) (—23.3,14.0,47.3)  (—7.5,12.3,115.1)  0.76
(10, 15, 20) (—26.9,10.4,43.7)  (—12.1,7.8,110.5)  0.76
(7,8.5,10) (—28.7,8.6,41.9) (—11.2,8.6,111.4)  0.76
(10,12.5,15) (—24.0,13.3,46.6) (—8.5,11.4,114.1)  0.76
(10,10.5,11) (—25.8,11.6,44.8) (=10 1 9.7,112.5)  0.75
(10,11.5,13) (—27.9,9.5,42.8) (~10.5,9.3,112.1)  0.75
(10,11,12) (—24.2,13.2,46.4) (—8.5,11.4,114.1)  0.75
(10, 15, 20) (—23.1,14.3,47.5)  (—7.2,12.7,115.4)  0.77
(10,12.5,15) (—23.4,14.0,47.2) (—6.8,13.0,115.8)  0.76
(10,11, 12) (—25.6,11.7,45.0)  (—10.2,9.7,112.4)  0.75
(9,12,15) (—24.5,12.9,46.2)  (—8.6,11.3,114.0)  0.76
(10,11,12) (—28.6,8.7,42.0) (—9.6,10.2,113.0)  0.75
(8,10, 12) (—30.6,6.7,40.0) (—9.6,10.3,113.0)  0.76
(8,11.5,15) (—27.4,9.9,43.2) (—11.6,8.2,111.0)  0.76
(8,9, 10) (—25.5,11.9,45.1)  (—10.9,9.0,111.7)  0.75
(9.5,10.75,12) (—26.8,10.5,43.8)  (—10.7,9.1,111.9)  0.76
(10,12.5,15) (—24.1,13.3,46.6)  (—8.7,11.1,113.9)  0.76
(10,12.5,15) (—28.8,8.6,41.8) (—10.4,9.4,112.2)  0.02

V. CONCLUSION

As an extension of our fuzzy dual linear regression model,
we proposed to apply kernel method and give a general formula
with a modified kernel of polynomial type. Then, we showed
how it works using artificial sample data set for illustration of
performance in a simple case.

Although we could see that the kernel method can be
incorporated with fuzzy regression model, the effectiveness of
our method, depending on data set type, is not yet clear. In
the example handling small data, when changing the values
slightly, we could not have any solution for the lower model.
This infeasibility also occurs by increasing the value of h,
which may reduce the degree of freedom of resulted fuzzy
number of lower model. Though the number of data is less
than the number of base set, the merit of choosing base set is
that the number N depends only on the degree of kernel and
the number of explanatory variables, and does not depend on
the size of data set, M.

In order to construct proper model by applying our model
to real data, we need to prepare several types of modified
kernel and need to investigate feasibility conditions for the
induced LP problem. As we see from the list of calculated
model in the last part by applying the method to the set of
real data obtained from questionnaire survey on selling price
and some factors of electric assisted bicycle, the resulted values
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contains too many uncertainties and the values of the spread
width are monotonous. These phenomenon might be dependent
on how to modify the original crisp values to fuzzy values.
Therefore we need more raw data expressed in fuzzy values.

In the implementation of LOOCV for determining the
external variable, the fuzzy similarity measure is critical. We
also need to investigate them as our future works.
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Abstract—This work describes our proposal of leveraging two
current networking trends, namely Network Functions
Virtualization and Software Defined Networking, to enhance
the flexibility with which residential IoT services can be
offered to users. Concretely, we advocate for the potential
virtualization of all the functionality that lies on top of the in-
home wireless communications. These tasks, once virtualized,
can be run in the cloud in the form of virtual machines or
lightweight containers by using the Network Functions
Virtualization capabilities of the Internet Service Provider.
This way, the Internet Service Provider would also become a
kind of “IoT Service Provider”. From a practical perspective,
we have chosen Universal Serial Bus as the boundary on top of
which the functionality would be virtualized and remotely
executed. The main reason for this election is that Universal
Serial Bus is widely adopted as a residential interface and there
is an ample variety of wireless communications that can be
accessed through Universal Serial Bus dongles with the
appropriate drivers. Our idea is to tunnel the Universal Serial
Bus blocks between the low level IoT gateway at home (which
we have called Home Radio Head, or HRH) and the Internet
Service Provider in order for the latter to access these flows
and treat them accordingly to build IoT services for the
residential user. These tunnels could be dynamically
provisioned by using Software Defined Networking protocols.
In this paper we elaborate not only on our architecture but
also on the results we have obtained from tests run on a pilot,
considering several networking configurations between the
residential environment and the emulated Internet Service
Provider premises. These tests range from purely functional
proof of concepts to estimations of bandwidth and delays
incurred when using our proposal. The figures obtained show
that the idea is feasible, and point to cases where executing
part of the virtualized functionality inside the Home Radio
Head might be necessary for performance or bandwidth usage
reasons.

Keywords-Residential loT; Network Functions
Virtualization; Software Defined Networking; USB interfaces
virtualization; USB/IP tunneling.

1. INTRODUCTION

This paper is an extension of a previous one, of the same
authors, accepted and presented during the Thirteenth
International Conference on Wireless and Mobile
Communication (ICWMC 2017) [1]. In that work we
introduced our proposal for an architecture that leverages
two current networking trends, namely Network Functions
Virtualization (NFV) [2][3] and Software Defined
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Networking (SDN) [4], to augment the flexibility when
offering a portfolio of IoT services to residential users. This
proposal consists in the virtualization and remote execution
of the functionality that lies on top of the residential IoT
wireless communications. This way, different IoT
manufacturers’ hardware can be more easily supported,
since the specific drivers and all the upper level tasks can be
run by the Services Provider and even activated in a “plug
and play” manner for the users.

By residential IoT we mean the part of the Internet of
Things that is or will be deployed mainly for private homes
or small companies (i.e., SOHO - Small Office Home
Office). These environments do not usually pose such strict
constraints regarding availability, safety or tolerance to
harsh conditions as industrial, environmental, healthcare or
outdoor scenarios do (to name a few). In [5], different IoT
application domains are compared in terms of traffic
characteristics and QoS requirements; in the case of “smart
buildings and living”, there are small network sizes (tens or
at most hundredths of nodes) and short coverage areas, the
traffic rate is low (or medium at most), and the tolerance to
delay usually ranges between seconds to tenths of seconds.

However, the high capillarity of homes with Internet
access that will deploy IoT services, and the ample variety
of proprietary solutions on the market, make it very
convenient to be capable of offering a unified and
virtualized support for all the residential IoT solutions.

Nowadays, application-layer gateways are usually
needed to provide connectivity to IoT devices in the home.
Current gateways mix network connectivity, in-network
processing, and user interface functions. We share the view
of [6] by which separating these functions would improve
the connectivity potential for [oT devices. In fact, there are
different publications that consider NFV and SDN as two
elements of the new ISPs (Internet Service Providers)
architecture to flexibly support IoT [7].

Our specific approach requires for the low level flows of
information to be tunneled and consumed at the ISP side,
and we opted for Universal Serial Bus (USB) as the
boundary between the purely wireless in-home
communication and the raw information that is to be
processed remotely. This way, a generic and programmable
gateway would be present at home, called Home Radio
Head (HRH) (a name inspired on the Remote Radio Heads
(RRH) present in some cellular network deployments),
which does not need to implement any IoT vendor-specific
function above the wireless communications provided by
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USB dongles. USB interfaces would be virtualized and
managed remotely thanks to the establishment of tunnels
between the HRH and the ISP.

At the remote end of these tunnels, a NFV infrastructure
hosts the IoT applications and management functionality
implemented as a set of Virtual Network Functions (VNFs).
The virtualization of USB interfaces allows to reach
economies of scale by offering a reasonably inexpensive
customer premises equipment supporting a wide variety of
home wireless communications.

Moreover, we propose to also introduce the
programmability of SDN into our architecture, so that the
USB tunnels are dynamically provisioned by an SDN
controller that communicates with the HRH through a
southbound interface such as OpenFlow [8].

In order to reduce the necessary bandwidth between
home and the ISP, or if the delay/latency requirements are
very stringent for a specific application, some processing
can be carried out inside the customer premises by
downloading and running lightweight Virtual Machine
(VM) containers [9] in the HRH.

In our paper [1] we also showed our first results on the
feasibility of this approach, consisting on estimations of the
bandwidth attainable through USB/IP tunneling [10]
between the home and the ISP under different networking
scenarios.

This paper elaborates more on the feasibility and
quantitative study of our proposal. Firstly, an actual low rate
video flow generated by a USB WebCam has been
successfully transported and visualized by a virtual function
located in an emulated ISP. Secondly, round trip time (RTT)
measurements are taken and compared for local and remote
(virtualized) scenarios. This gives the idea of when it is
necessary to execute some of the virtualized functionality
inside the HRH, which, besides being SDN manageable,
could incorporate some kind of lightweight virtualization
capacities as indicated above.

The rest of the paper is organized as follows: Section II
summarizes the background and some related work. Section
IIT describes our proposed architecture and its building
blocks. Section IV explains the experimental setup we have
implemented and discusses the results. Finally, in Section V,
we provide the conclusion and our foreseen future work.

II.  BACKGROUND

In this section we firstly review the work related to the
use of NFV and SDN in home environments. Then we
elaborate on the concept of the virtualization and remote
execution of radio functionality, which is used in current
cellular networks and inspires our proposal for a HRH. After
that, the main lightweight virtualization options that could be
useful for executing part of the VNFs in the HRH are
described. Finally we summarize the current literature on the
virtualization of residential IoT.

A. NFV and SDN in Home Environments

NFV leverages commodity storage, networking and
processing equipment in order to execute, through the use of
a virtualization layer (sometimes called hypervisor),
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sophisticated network functionality on top of a virtualized
infrastructure. It may be used to combine the available
resources in a network by dividing the bandwidth into
channels or slices, each of which is independent from the
others. NFV allows multiple service providers to construct
different separate and isolated virtual networks, which share
physical resources.

The standardization of NFV started with ETSI, and
several use cases have been defined in [11], such as the
virtualization of the home environment and the virtualization
of Internet of Things.

With SDN, the control plane (in which the logical
procedures supporting the networking protocols and the most
important decisions are made) is separated from the data
plane (in which the forwarding of packets on the most
suitable interface towards the intended destination is carried
out). SDN is an excellent mechanism to do Traffic
Engineering (TE) and exploit effectively the network
resources in an loT scenario.

These two technologies, far from being incompatible, are
increasingly being considered together in new architectures.
The main use cases of SDN and NFV in the home deal with
pure networking tasks, and more specifically with the
virtualization of the Customer Premises Equipment (CPE).
There are also some recent proposals to augment the scope of
cloud computing, NFV and SDN and integrate some IoT
(basically sensing and actuation) capabilities into their
frameworks [12][13].

In some use cases [14], hardware middleboxes are
deployed by cloud providers, executing several network
functions, and enhancing the cloud capability. To solve the
costs, manageability, and performance overhead problems,
NFV has been proposed as a good solution and therefore,
software applications have been deployed in place of the
hardware middleboxes. The high computing power brought
by NFV would provide rich-media functionalities to thin
customer devices and would change the way the multimedia
services and applications are used.

The paper [6] proposes an architecture that leverages the
increasingly ubiquitous presence of Bluetooth Low Energy
radios to connect IoT devices to the Internet; several
example applications are shown, and several research
challenges in its implementation are investigated.

Home environments where the hardware resources are
shared efficiently and overviews of different virtualization
mechanisms to cooperate among home networks have been
investigated, comparing methods and concepts [15]. Key
technical challenges behind this idea, such as dynamic
allocation, migration, and orchestration of virtual machines
across wide areas of interconnected edge networks have been
analyzed [16], and new mechanisms to allow that residential
users control the access network resources and manage
different types of traffic to fulfil the Quality of Service (QoS)
requirements have been proposed [17]. Some studies on how
to place NFV to satisfy the QoS requirements have also been
made [18][19].

The work [20] describes an efficient network
management proposal by means of home gateways that focus
on supervising the network traffic flows, executing a per-
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flow management, and implementing a custom DHCP
(Dynamic Host Configuration Protocol) to enable traffic
segregation and its proper measurement at the IP (Internet
Protocol) layer. The authors of [21] discuss novel solutions
to build a virtual residential gateway using an SDN
controller at the service provider side to manage services in
home. Another research on residential gateways that can be
controlled and managed remotely via an SDN controller,
adjusting and troubleshooting the residential network, can be
found in [22].

No doubt, security is an important issue when it comes to
controlling and managing lots of in-home residential
equipment. The security challenges in SDN/NFV [23] and
the feasibility of extending the current NFV orchestrator to
provide security mechanisms have been recently studied
[24]. The proposed security solutions supervise parameters,
generate access control policies, and apply them through the
underlying infrastructure. Most solutions can work together
with the NFV orchestrator to enable fine-grained access
management to safeguard services and resources.

The novelty of our proposal lies in the fact that we
virtualize all the functionality above the very low level
communications between in-home IoT devices and the HRH.
This augments the flexibility and can even lead to a real
“plug and play” support of new hardware on the part of the
ISP, as long as there is a USB dongle plugged in the HRH
with which the sensors and actuators communicate.

Our architecture can be seen as one possible realization
of a specific instance of the use case “Virtualization of
Internet of Things (IoT)” presented in [11], including as an
additional element the use of SDN.

The existing literature on the usage of NFV and/or SDN
for home environments is usually dependent on the existence
of an in-home hub or concentrator (sometimes called
Customer Premises Equipment). Many of these proposals
include the virtualization of part or all the functionality of
this element, whereas ours is, to the best of our knowledge,
the first that advocates for the virtualization of all the
vendor-specific IoT functionality above a very low-level
interface (USB in our case), moving everything else to the
ISP. This substitutes the IoT gateway that is maintained in
many proposals by a generic HRH easily reusable for new
IoT products.

We stress here that our proposal does not prevent the
existence of higher-level functions such as service
publication and recognition, data analysis or application-
specific processing. These functions can be present above the
virtual USB points of presence at the NFV infrastructure on
the ISP side, in the form of one or several VNFs.

B. Virtualization and Remote Execution of Radio
Functionality

Our HRH is inspired by the Remote Radio Head (RRH)
approach used in cellular wireless access networks, which
aims to move wireless baseband processing to the cloud.
This approach has a high cost in terms of bandwidth that is
solved using dedicated high-speed lines connecting the RRH
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with the Base Band Unit (BBU) at the edge of the core
network.

Recent researches exist on RRH, such as [25], which
describes the process of moving from RRH scenarios where
the BBU are deployed at the base of the cell tower, to an
architecture in which the BBU are located in several
centralized locations. The authors of [26] present an
overview of the state of the art on Cloud Radio Access
Network (C-RAN) research, with focus on front-haul
compression, baseband processing, medium access
management, resource allocation, system-level requirements
and standardization works.

We find that the virtualization of higher level
functionality is appealing not only for cellular networks but
also for residential environments. However, the specificities
of local area protocols, inherently different from cellular
wireless, make it necessary to assess to what extent and
under what circumstances this externalization of functions is
feasible. In this paper we provide some results obtained from
tests that range from the feasibility of consuming actual
traffic generated by a WebCam to the measurement of round
trip time delays under different networking scenarios
between the home and the ISP.

C. Lightweight Virtualization Environments

The orchestration and maintenance of the software
running on the gateways in large-scale deployments is a
challenging task. There are studies, such as [27], that
evaluate the performance of the container-based approach
compared to a hypervisor-based virtualization when running
on gateway devices. The comparison between traditional
heavy VMs, Unikernels and Docker containers is shown in
Fig. 1. Unikernels [28] are specialized single-purpose
operating systems, which are several magnitudes smaller
than general-purpose OS (Operating Systems); they can also
be used in small Internet-of-Things (IoT) devices intended to
execute a specific software application. On their side, Docker
containers are a type of lightweight VM that can be easily
deployed in inexpensive common single board computers
like Raspberry Pi. [27][29][30] also conclude that Docker
presents better performance than the traditional VM as it has
no guest operating system and its overhead is considerably
reduced. The lightweight virtualization has been also shown
to be a suitable technique for auditing applications, detecting
intrusions, and recovering systems from attacks and errors
[31].

Ultimately the level of security guaranteed by
applications developed within containers has become an
important concern [32]. The latest versions of Docker have
included several security enhancements to solve several
security issues. Even more, Docker team continuously
publishes guidelines in order to avoid security threats and
build safer Docker ecosystems [32][33]. Additionally, a
developer’s tool that allows examining many security issues
within virtualized applications has been implemented as a
collaboration work between Docker and the Center for
Internet Security [34].
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Figure 1. Comparison of traditional VM (left), Unikernels (center) and

Container (right) virtualization architectures.

In any of its forms, this lightweight Platform-as-a-Service
(PaaS) environment is very useful to deploy custom home
sensors preprocessing functionality at runtime. With it, both
the necessary bandwidth to the cloud and the round trip delay
for those functions can be reduced.

The possibility of distributing the resource-intensive
functions in intermediate points between the end devices
(e.g., sensors and actuators) and the cloud is aligned with the
philosophy behind fog computing approaches. This
distribution has to be done transparently for the users, and a
certain amount of intelligence is needed to manage a fog
scenario, preferably in an open and interoperable manner.
IoT and 5G [35] are two of the drivers that currently push the
activity in fog computing.

Recent researches [35] describe novel IoT architectures
based on SDN and Fog computing, where SDN provides a
centralized network control plane, which executes complex
mechanisms for traffic and resource management, and fog
computing allows that much information is processed and
managed at the network edge, being able to support
applications with very low latency requirements. Also related
to this, in [36] the authors review the distributed approach to
NFV, discuss phased NFV deployment and present critical
factors to take such functionalities into account at the
customer edge.

Our proposal is in a way aligned and compatible with
fog/edge computing paradigms, in the sense that we do not
restrain the locations at which the IoT specific functionality
has to be run. This depends on the NFV infrastructure that
the ISP has, and on the policies in place to decide how to
split the different VNFs that form a specific service.
Functions that are more time-sensitive (e.g., reactions to
events that raise alarms) can be executed near (or at) the
network edge or even inside the HRH, whereas more delay
tolerant tasks (e.g., HVAC -Heating, Ventilation, & Air
Conditioning- activation due to temperature changes or
statistics collection) can be run in more centralized locations
to be shared by more customers.

D. Virtualization of Residential Internet of Things

Building functions that cope with all the diversity that the
home IoT products present is not feasible, at least currently
and at a reasonable cost, for the residential user. However,
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for an Internet Service Provider (ISP) this would be much
easier, especially if these functions are offered as services to
its customers and economies of scale can be applied. The ISP
should virtualize the actual physical infrastructure of its
customers to deliver a set of general and reusable services
[37]. In fact, sensing as a service (S2aaS) architectural
proposals are specifically concerned with the organizational
relationships between the different components and omit
details about short range components communications as
well as other technical aspects [38].

This is a very active research field. Among the recent
works in this area we highlight the following. In [39], the
authors survey the state of the art on the application of SDN
and NFV to IoT. They provide a description of the possible
implementation aspects for both technologies.

The work [12] highlights some IoT challenges that the
network and the IT (Information Technologies) infrastructure
will face. The NFV and SDN benefits are presented from the
point of view of the network operator. The authors present a
new multi-layered IoT architecture involving SDN and NFV,
and they show how the proposed architecture is able to cope
with the identified IoT challenges.

In [13], the authors discuss the usage of NFV
technologies and construct a virtual advanced metering
infrastructure (AMI) network to transmit energy-related
information in a dependable and cost-effective way. The
reliability, availability and cost of the new architecture is
analyzed and compared to current AMIs. Another example
of a specific application is found in [40], in which the
authors propose a Logical Access Point-based Mobility
Management (LAPM) scheme for WLAN (Wireless Local
Area Network), based on an extended SDN/NFV abstraction,
which outsources the IEEE 802.11 protocol stack complexity
to a centralized controller.

In [6], an architecture that leverages the increasingly
ubiquitous presence of Bluetooth Low Energy radios to
connect [oT peripherals to the Internet is proposed. The
authors propose the use of mobile devices (i.e., Laptops,
Smartphones and tablets) as gateways. The same approach is
followed in [41], where the use of smartphones running as
gateway bridges with Bluetooth-enabled devices in a home
environment is evaluated.

We finally mention the work [42], in which a new user-
centric management architecture is proposed, to increase the
active engagement of residential users in the management
tasks of their own networks, improving the usability of the
network and facilitating the provision of new services. The
proposed architecture combines the SDN and NFV
approaches. Additionally, the user-centricity is achieved by
implementing interaction and management layers. These
layers together constitute a residential network management
application. The interaction layer, which can be deployed
over different devices, hosts the application that allows the
user to configure the network and receive notifications. The
interaction layer interacts with the management layer by
means of a REST API (Representational State Transfer
Application Programming Interface).
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III. PROPOSED ARCHITECTURE

In our previous work [37], we described our proposal for
an architecture that leverages NFV and SDN to offer a
portfolio of IoT services to residential users.

The virtualization of IoT vendor-specific functionality,
together with the presence of a cost-effective and generic
customer premises equipment called HRH, would bring
economies of scale, easier updates and faster support for new
IoT products, among others. This in-home HRH:

e  Would not need to implement IoT vendor-specific
functions, since these functions would be virtualized
and run on a standard NFV infrastructure.

e Would send the in-home raw layer 1 physical flows
to the ISP by using tunnels.

e Would be SDN-manageable to establish and
maintain the aforementioned tunnels in a
standardized manner.

With the work described in this paper we elaborate
further on this architecture and decide to establish USB as
the vendor-agnostic frontier between the in-home radio flows
and the vendor-specific functionality that would be
implemented as VNFs. In Fig. 2 we show the high-level
view of our proposal.

Our architecture is based on the following principles:

e  The support of varied short-range wireless interfaces
widely used by residential IoT products (e.g., WiFi,
Bluetooth, ZWAVE or ZigBee). These radio flows
are processed locally at low level and exposed to the
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Figure 2. High-level architecture for the remote virtualization of
wireless residential communications by means of USB tunneling.
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HRH as standard USB interfaces.

e The establishment of tunnels between the HRH and
the virtualization infrastructure at the ISP side, in
order to propagate transparently the USB Request
Blocks (URBs) that are to be processed by VNFs.
The establishment of these tunnels is programmable
by using SDN, i.e., the HRH supports Openflow (or
any other SDN-compliant southbound interface).

e The vendor-specific functionality, which is realized
by means of one or several VNFs (represented as
“vHOME” virtual machines in Fig. 2), can be
distributed if necessary. In this line, the HRH
supports a lightweight virtualization environment on
which a subset of the VNFs necessary for a service
can be downloaded and executed, as commanded by
the Virtualized Infrastructure Manager (VIM), see
Fig. 3.

Some of these architectural elements were already
drafted in our work [37], such as the use of NFV and SDN,
the support of different short-range wireless communications
in home, the virtualization of higher-level functionality at the
ISP and the possibility of having a lightweight virtualization
environment in the HRH. What our current proposal
advances with respect to [37] is a much clearer and concrete
boundary on what is executed in home and what is
virtualized at the ISP, by the selection of USB as the
technology whose blocks are going to be tunneled, instead of
considering generic “raw layer-1 flows” either at bit or frame
level. This way, the “virtual NICs” (virtual Network
Interface Cards) that were present in [37] become “vUSBs”
in Fig. 3, and the HRH becomes a device with the possibility
of having several USB dongles plugged in (to support
different wireless or wired IoT products), instead of having
to embed the different wireless technologies itself.

Even if establishing USB as the boundary between the in-
home and the ISP functionalities can be considered as a
limitation to our more general initial architecture, the fact
that it is a widely used interface for residential consumer
electronics clearly brings advantages with respect to the
feasibility of deploying our solution in a wide scale. The fact
that the lowest level wireless functions are going to be
embedded into the USB dongle is also convenient, since the
first establishment of a flow by SDN procedures can take
significantly longer than subsequent transmissions, and that
initial delay might hinder the beginning of the wireless
interactions. Moreover, the HRH becomes a more general
device since USB is a well-known technology, and the
support of additional wireless technologies would only
require to have the adequate USB dongle, acquired together
with the rest of the IoT hardware from the vendor. This
technological and architectural decision has also allowed us
to prove the feasibility of our proposal, as will be explained
later in the paper.

In the following sub-sections, we elaborate further on the
implications, advantages and rationale behind each of our
main architectural design decisions.
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Figure 3. SDN and NFV as considered in our proposal.

A. Virtualization of USB Interfaces

USB Redirection consists of plugging an external device
into a USB port on a local endpoint and accessing that device
from within a remote system or application. The rationale
behind the virtualization of USB interfaces that we include in
our proposal is threefold. Firstly, USB is widely supported
by IoT vendors in residential environments. Secondly, the
existence of USB dongles at reasonable prices and easily
interchangeable is very convenient for the residential market.
Lastly, fast prototyping of proof of concepts becomes
possible with general purpose equipment (see Section IV
below).

Moreover, virtualizing the functionality above the USB
interface would make various existing IoT products
immediately available through our proposed schema. New
products also supporting USB would become available to
customers almost in a “plug-and-play” manner as long as
ISPs supported the adequate virtualized drivers.

Each tunnel would correspond to a new IoT product that
utilizes a specific wireless technology (see Fig. 2), and the
specific drivers and all upper functionality would be placed
at the other end of each tunnel, on the ISP side. To
implement this idea, we propose to use USB/IP [10], a
means of sharing USB devices over a TCP/IP (Transmission
Control Protocol / Internet Protocol) network by
encapsulating USB messages between a server (the
equipment with the USB device physically connected) and a
remote client.

B. SDN-Programmable Data Path

In order to provide a flexible configuration, the URB
flows should be dynamically provisioned and managed. The
HRH would benefit from a generic datapath that is

programmable by following the SDN principles. The
concrete policies to be applied to the establishment of the
tunnels would be implemented and enforced by an SDN
controller, and a southbound Openflow-programmable
datapath has to be supported by the HRH. This way, SDN
advantages brought by the software definition of networking
configuration are present in our scenario. Also, our HRH
would be more easily integrated with an SDN-based
residential gateway as proposed in [42].

C. Lightweight Docker Containers

Under certain circumstances, it might be convenient or
even necessary that a subset of the vendor-specific
functionality is run inside the customer premises. This might
be the case for complying with stringent delay requirements
or for saving uplink/downlink bandwidth. We propose to
provide a light virtualization environment, based either on
light virtual machines or on Docker containers, inside the
HRH, in which specific modules can be downloaded and
executed locally when commanded by the NFV management
and orchestration layer.

This distribution of functionality has to be done
transparently, without the user being aware of the
decomposition of the global service into different modules
that may be executed at different points.

D. SDN/NFV Relationship

Our HRH follows the principles of both SDN and NFV.
As such, it contains on one hand a generic and
programmable networking datapath, and on the other hand a
lightweight virtualization environment. The former offers a
standard SDN southbound interface so that the SDN
controller can provision the USB tunnels dynamically. The
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latter is formally part of the virtualized infrastructure that has
to be managed by the VIM, as per the NFV architecture.

Fig. 3 is an enhanced version of a figure we included in
our previous paper [37]. We have completed the modules
and technologies inside HRH, and we have also made the
virtualization capabilities of HRH explicit. The SDN
controller that is functionally located between the VIM and
the HRH (see Fig. 3) can itself be implemented as another
VNF, this way leveraging the existing NFV infrastructure.

IV. EXPERIMENTAL SETUPS AND RESULTS

In order to validate our approach, we have carried out
several experimental setups. To better assess the
reproducibility of these experiments, we highlight here that
all the hardware used is inexpensive and off-the-shelf, and all
the software is open source. In the same way, and to
guarantee the generality of the tests carried out, the test
benches are implemented using both Windows and Linux as
guest operating systems.

A. USB Redirection Tests

We have implemented the experimental setup shown in
Fig. 4. To act as HRH, we have equipped a Raspberry Pi 3
with a USB/IP server running on Raspbian OS. This HRH is
located inside the Smart Home that the Universidad
Politécnica de Madrid has in its South Campus. Both a
generic USB WebCam and a USB mass storage device (i.e.,
a USB pendrive) are connected to the HRH.

The ISP side is emulated by means of a Windows PC
equipped with a VirtualBox hypervisor. On top of this
virtualization infrastructure, a guest OS is run that contains a
USB/IP client. This client is in charge of terminating the
USB tunnels and offering the virtualized USB dongles to the
guest OS as if they were local. On top of these virtualized
USB dongles, the specific functionality can be deployed.

We have designed and executed two USB redirection

Smart Home
UPM South Campus

Raspberry Pi 3 with
Bluetooth dongle , Ethernet
connectionand Raspbian

OS5 running USBIP server

USB WebCam

USB remote mass storage
device
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tests. The first one is actually composed of different
measurements. The objective of this composed test is to
estimate the bandwidth that would be available through the
USB tunneling infrastructure for different local-remote
networking scenarios. To perform this estimation, we have
run several write and read tests on the regular USB pendrive
and have measured the performance of those operations.
Four local-remote setups have been considered:

e Local: This is the baseline that gives us the actual
write/read capacity of the USB device. Both
operations are performed on a pendrive connected to
the same node.

e Same network: The HRH and the emulated ISP are
connected to the same Ethernet network. In our case,
itis a I00BASE-TX wired Ethernet connection.

e  Madrid-Alcala: The HRH is located inside the Smart
Home in the South Campus of UPM (Universidad
Politécnica de Madrid), whereas the emulated ISP is
connected to a residential network in Alcald de
Henares, a village on the outskirts of Madrid. They
are around 30 km. apart from each other. The
residential network has a 50 MB/s Hybrid fiber-
coaxial (HFC) internet connection.

e  Madrid-Galicia: The HRH is located inside the
Smart Home in the South Campus of UPM, whereas
the emulated ISP is connected through a WIFI
access point in a public library in Galicia (North of
Spain). They are around 500 km. apart from each
other. The internet connection of the library, which
is provided by a public ISP, is a 100 MB/s HFC
access shared by all users.

These setups are chosen to consider scenarios in which
not only the distance but also the expected quality of the
networking accesses is varied. We have compiled the
obtained results in Table I below.

Virtual Home application using remote USB
device as a local connected dongle

[ Guest 0S, running USBIP client

[ VirtualBox Hypervisor

[ Windows machine ]

Internet
connection

Figure 4. USB redirection tests setup.
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TABLE L. WRITE / READ PERFORMANCE UNDER SEVERAL
LOCAL-REMOTE CONFIGURATIONS
Configuration Write Read
Local 7.34 MB/s 17.5 MB/s
Same network 4.32 MB/s 6 MB/s
Madrid-Alcala 0.9 MB/s 1 MB/s
Madrid-Galicia 0.4 MB/s 0.5 MB/s

We have specified the concrete type of Internet access
that is present at each setup location to give a better idea of
the influence that this might have on the final perceived
figures included in Table I. Even though we are aware that
different specific locations would have thrown different
numbers, we consider that the objective of demonstrating the
feasibility of virtualizing and executing remotely many of the
usual residential functions is reasonably well attained.

Anyway, these bandwidth measures should be taken as a
starting point, because they have been obtained in controlled
environments that implement per-user traffic shaping or
bandwidth limits policies to control peer to peer
communications. Nonetheless, even in the most
disadvantageous scenario, the bandwidth estimations show
that for sporadic or periodical sensor readings (such as
temperature or humidity) and for short actuator orders (such
as lights on/off control), it is feasible to execute all
virtualized functions remotely. In fact, most smart home
sensing-and-actuation applications are supposed to present
low rates to the network, since each sensor will usually
produce one reading (one message) every several minutes
[5]. Even in the case of having tenths or near one hundred
sensors, it is clear that the traffic rate produced by these
applications is compatible with the measurements we have
obtained.

Even low-rate video, which would generate a
significantly higher throughput than sensor and actuator
readings and orders, can be remotely tunneled if necessary:
as an example a Youtube video with a resolution of 360p
consumes around 0.3/0.4 MB/s. However, in the case of
more intensive multimedia traffic, such as a video camera
output with higher resolution, it might be necessary to
download and execute some of the processing functionality
into the HRH, in order to consume less bandwidth towards
the ISP. This decision can be made on the basis of bandwidth
or delay measurements with each residential subscriber,
which could be easily taken by the ISP.

The second USB redirection test evaluates the capability
of tunneling periodic USB traffic and processing it in a
virtualized environment. To do this, we have used a
conventional USB WebCam.

There exist different types of USB transfers, e.g.,
isochronous transfers are meant for transmitting real-time
information such as audio and video, and must be sent at a
constant rate. USB isochronous data streams are allocated a
dedicated portion of USB bandwidth to ensure that data can
be delivered at the desired rate. An isochronous pipe sends a

http://www.iariajournals.org/software/

new data packet in every frame, regardless of whether the
delivery of the previous packet was successful or not.

On the other hand, interrupt transfers are intended for
devices that send and receive data asynchronously. The
interrupt transfer type guarantees a maximum service period
and that delivery will be re-attempted in the next period if an
error occurs on the bus. This transfer protocol is ideal for
time sensitive applications because it has a guaranteed bound
latency. A typical example is a USB mouse peripheral.

To analyze closely the local USB flow generated by the
WebCam we have used Wireshark. Wireshark is a widely
used network protocol sniffer, which can also be used to
capture raw USB traffic on local endpoints. Fig. 5 shows the
result of capturing the traffic in the local WebCam USB
connection. As can be seen, in this case the device uses an
interrupt transfer mode (even if the isochronous type may
seem more adequate). The bandwidth required by the
WebCam is not high since the data packets are seven bytes
long.

Once this is known, a purely functional test was made.
The USB WebCam was plugged in a local endpoint of the
raspberry board and the traffic was transmitted using USB/IP
to the ISP side. This way, the device was made available to
the VM running in the cloud (in the emulated ISP). An off-
the-shelf open source WebCam Viewer was used to open the
device and play the remote video flow as if it was a local
WebCam. This setup worked well and the video was
correctly visualized.

M *UsBPeapl Val=F ol 0=

Eile Edit View Go Capture Analyze Statistics Telephony Wireless Tools Help

Am @ BRE Qe=2=g iz EFaqaan
( ‘-_1_1-.:':5_15“ ter .. <Ctrl-/> ~ | Expression +
No. Time Source Destination Protocol  Length Info o
2@94 51.273411 1.5.2 host usB 34 URB_INTERRUPT in
2995 51.289011 1.5.2 host use 34 URB_INTERRUPT in
2896 51.3084611 1.5.2 host usB 34 URB_INTERRUPT in
2@97 51.3@84611 1.5.2 host usB 34 URB_INTERRUPT in
2098 51.320211 1.5.2 host use 34 URB_INTERRUPT in
2@99 51.328211 1.5.2 host usB 34 URB_INTERRUPT in
2108 51.335811 1.5.2 host use 34 URB_INTERRUPT in
2181 51.335811 1.5.2 host use 34 URB_INTERRUPT in [
2162 51.351411 1.5.2 host usB 34 URB INTERRUPT in kY2

4 Frame 218@: 34 bytes on wire (272 bits), 34 bytes captured (272 bits) on interface @

» Interface id: @ (\\.\pipe\wireshark_extcap_\\.\USBPcapl_20188281172228)
Encapsulation type: USB packets with USBPcap header (152)
Arrival Time: Feb 1, 2818 17:23:23.918957000 Hora estdndar romance
[Time shift for this packet: ©.000000008 seconds]
Epoch Time: 1517582283.81395708@ seconds
[Time delta from previous captured frame: ©.815688080 seconds]
[Time delta from previous displayed frame: ©.815600000 seconds]
[Time since reference or first frame: 51.335811000 seconds]
Frame Number: 2100
Frame Length: 34 bytes (272 bits)
Capture Length: 34 bytes (272 bits)
[Frame is marked: False]
[Frame is ignored: False]
[Protacols in frame: usb]

4 USBE URB

[Source: 1.5.2]
[Destination: host]
USBPcap pseudoheader length: 27
IRP ID: Bxfffffade@be77afe
IRP USBD_STATUS: USBD_STATUS SUCCESS (@x@e000008)
URB Function: URB_FUNCTION_BULK_OR_INTERRUPT TRANSFER (8x689)

» IRP information: @x@1, Direction: PDO -» FDO
URE bus id: 1
Device address: 5
Endpoint: @x82, Direction: IN
URB transfer type: URB_INTERRUPT (@x@l)
Packet Data Length: 7
[bInterfaceClass: Unknown (@xffff)]

Leftover Capture Data: ©2001400002800

< . D

O 7 Time delta from previ..me (frame.time_delta) Packets: 2538 * Displayed: 2538 (100.0%) | Profile: Default

Figure 5. Local USB WebCam data sniffing with Wireshark.
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Figure 6. Bluetooth redirection tests setup.

B. Local Bluetooth Redirection Tests

The tests described above only show that it is feasible to
use remote USB devices as if they were locally connected.
We went further with our next experiments, to prove that it is
possible to use a Bluetooth USB dongle and have the
wireless interface remotely accessible.

To do this we have deployed the setup shown in Fig. 6.
The ISP side is emulated by means of a Windows PC
equipped with a VirtualBox hypervisor. On top of this
virtualization infrastructure, a guest Linux OS runs a USB/IP
client interface and the BlueZ Bluetooth stack. All the
communications between the sensors and the cloud virtual
home control application are Bluetooth.

Any BT (Bluetooth) device must be compatible with at
least a subset of the profiles defined by the Bluetooth
specification. For example, hands-free systems located in
cars have to comply with the Cordless Telephony Profile
(CTP) in order to communicate with mobile phones. In our
case, the Serial Port Profile (SPP) is used. It emulates a serial
cable to provide a simple substitute for existing old RS-232
serial lines. SPP defines how to set up virtual serial ports and

connect two Bluetooth enabled devices. From the guest OS
point of view, the endpoints of the SPP profile are seen as
COM/RFCOMM ports.

Similarly to the USB redirection tests described before,
the first local wireless redirection test we have carried out is
purely functional. After the pairing phase, the remote
Bluetooth USB dongle is perceived as local at the ISP side
and seen as a RFCOMM port by the applications. The BT
dongle inside the Smart Home receives periodical
temperature measurements taken by a sensor that is
connected to an Arduino board. These measurements are
available at the ISP side thanks to the USB tunneling
mechanism. In fact, in order to get the readings it is enough
to display the arriving data using a common “cat” command
as shown in Fig. 7.

In order to get a better understanding of what the user
perception would be in a smart home scenario, we have also
carried out a set of round trip delay measurements. Again, an
Arduino board with a Bluetooth interface communicates with
a control application through a USB dongle. We have tested
three networking scenarios: local, same network and Madrid-
Alcala (see IV.A). In the first one, both the USB dongle and
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the application are located in the same machine. In the other
two cases, the traffic of the USB dongle is virtualized and
transported to the cloud by means of USB/IP tunnels.

Since what we want to assess are the effects of
virtualizing the wireless home interface, the control
application just responds back in a ping/pong communication
schema. More precisely the procedure is as follows:

Round Trip Delay Measurement procedure

International Journal on Advances in Software, vol 11 no 1 & 2, year 2018, http://www.iariajournals.org/software/

Local

While( 1 hour )
Arduino: set a digital pin up
Send a ping signal through BT interface
Wait for response pong
Arduino: set the digital pin down

End Wait
Wait 1 second
End While

This way, we obtain a Pulse Width Modulation (PWM)
logical signal on the Arduino digital pin that is set up and
down by the algorithm above, where each high time
corresponds to the round trip time (RTT) of one inquiry. We
have arranged for this PWM signal to be read by an
oscilloscope and the relevant data stored for further analysis.

Taking one measurement per second for an hour gives us
3,600 round trip times, from which approximate statistical
behavior can be estimated. The results are depicted in Figure
8. Fig. 8 shows the raw results of the measurements,
whereas Fig. 9 represents the estimated probability density
function (PDF) of the round trip time observed in each
networking scenario. In addition, Table II below summarizes
the main statistical indicators of each RTT measurements
series.

By comparing the RTT measurements of the “local” and
“same network” scenarios, it is clear that there is no
significant difference in their mean values and dispersion.
The conclusion is that the delay overhead introduced by the
USB/IP tunneling itself is negligible. The vast majority of
these RTTs are between 15 and 50 ms.

adasilva@mall: ~/HC-05 x

File Edit View Search Terminal Help

adasilva@mall :~/HC-85% sudo cat /dev/rfcomm@
Temperature readings beginng...

Temp: 192
Temp: 19¢
Temp: 192
Temp: 199
Temp: 19%
Temp: 192
Temp: 19¢
Temp: 192
Temp: 19¢
Temp: 192
Temp: 199
Temp: 19%
Temp: 192

Figure 7. Common serial terminal running in Linux guest OS showing
temperature readings.
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Figure 8. Round trip time measurements in ms.

In the Madrid-Alcalé scenario, the RTTs are considerably
higher, ranging in their majority between 40 and 120 ms.
Dispersion of these values is also bigger than in the other
two cases.

0.05 T T T T T T T
Local

— — — Same network | _|
————— Madrid-Alcala

£ 0025

0.015 [
0.01

0.005 [

80 100 120 140 160 180 200
Round trip time (ms)

Figure 9. Estimation of the round trip time PDF of each scenario.

TABLE II. STATISTICAL INDICATORS OF RTT MEASUREMENTS (IN
MILLISECONDS) FOR EACH LOCAL-REMOTE CONFIGURATION
Local Same network | Madrid-Alcala
Max 75.6 68.2 1682.3
Min 18.1 18.1 335
Average 29.5 30.8 74.1
Std. deviation 6.9 6.9 435
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Whether these RTT values are acceptable or not depends
on the specific IoT application. For applications such as the
usual non-critical in-home automation and control, these
round trip delays are perfectly acceptable. Indeed, in [5]
several applications of the “smart buildings and living”
category are considered (among them, building condition
monitoring, anomaly detection, lighting control, energy &
water use and indoor climate control), and their tolerance to
delays range from a few seconds up to a minute. In fact, each
of the RTT tests we have performed simulates a common
situation by which an event raised in the smart home
environment (e.g., a temperature reading) is sent to the
cloud, where it is processed and, as a result, an actuation
order is generated in response and sent back home (e.g., an
order to modify the settings of the HVAC system). This
constitutes an example of what can be considered an indoor
climate control service.

For more time-sensitive applications (such as alarms that
have to be raised very shortly after the triggering event has
occurred), it might be necessary to run part of the
functionality inside the HRH as a lightweight container.

V. CONCLUSION AND FUTURE WORK

This paper describes a basic implementation that shows
that the HRH strategy is feasible through the tunneling of
USB blocks. The proposed approach, based on common
hardware and open software, has several benefits such as its
low-cost, low-complexity, easy programmability and
alignment with some of the current networking virtualization
trends.

We have obtained both functional and non-functional
indicators to assess the feasibility of our proposal. It is
possible to virtualize and execute remotely basic applications
that work as if the USB sources of information were
connected locally to the same device. The tests we have
made with a USB pen-drive, a conventional WebCam and a
Bluetooth USB dongle prove this.

Moreover, USB/IP tunneling, even when combined with
a local-remote scenario in which an actual residential
network is involved, does not introduce a round trip delay
that would impede in any way the deployment of
conventional  (non-critical)  residential  control  and
automation applications.

However, several important issues need further research
in order to improve some aspects, for instance the
management of uplink communications bandwidth between
the HRH and the remote virtualization infrastructure, and the
security considerations of a wide scale deployment.

As future work we aim to implement a complete
prototype of the proposed architecture and its seamless
integration in an existing SDN/NFV infrastructure including
its standardized control plane protocols. This will help to
assess, among other things, how the control plane affects the
initial and subsequent delays observed by the applications,
and whether the establishment of the USB/IP tunnels is
feasible with the current SDN state of the art protocols. As
regards the distribution of the virtualized functions, and
given the specific QoS requirements and traffic
characteristics of video traffic, we consider video
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preprocessing an ideal candidate to be runtime deployed in
the HRH Docker container as a VNF. This way, if the overall
composed video processing service can be divided into
modules with clear interfaces, it could be easily deployed
across the NFVi infrastructure, including the HRH. In our
opinion, the demonstration of this scenario would constitute
an interesting proof of concept mixing the service chaining
capabilities often mentioned for composite virtualized
services and the seamless distribution of components, that is
one of the basis of fog computing.

Internet of Things has important security considerations,
especially regarding data privacy. This is undoubtedly very
important in the case of residential IoT, where concrete
measurements are taken inside home, and it becomes even
more critical if those data are sent to an external entity (the
ISP), as happens in our architecture. Thus, confidentiality
and authentication mechanisms have to be in place in any
real deployment, and both vendors and NFV providers have
to collaborate to create a secure and protected environment
with privacy guarantees for wusers. This trustworthy
ecosystem, necessary in our proposal, is not very different
from what is expected of existing cloud-based IoT solutions,
although it adds an additional stakeholder to the user and the
IoT vendor: the VNF provider (or ISP).

On the other hand, the introduction of VNF and SDN
brings both security challenges and enhancements [23]. On
the positive side, time to upgrade the software with security
patches, service availability, incident response time and real-
time scaling are all factors that can be enhanced by executing
the functionality at the ISP side, since the economies of scale
allow for faster reaction to possible attacks and for more
efficient and sophisticated preventive actions. In fact, the
security functions themselves can be virtualized and
executed in a manner that is independent of the specific
hardware that enforces them. On the negative side, new
threats linked to the virtualization architecture appear, such
as hypervisor vulnerabilities (that could allow an attacker to
modify some of the VNFs) and specific attacks to SDN
controllers.

The performance of the proposed solution will also be
subject to more study. Several use cases that include diverse
types of services with different traffic requirements will be
implemented and tested. Some parameters for the analysis
will be: network latency, bandwidth and computing
requirements.
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Abstract—Connected vehicles have huge potential in improving
road safety and traffic congestion. The primary aim of this
paper is threefold: firstly to present an overview of network
models in connected vehicles; secondly to analyze the factors
that impact the Quality of Service (QoS) of connected vehicles
and thirdly to present initial modelling results on Link QoS. We
use the open access Geometry-based Efficient Propagation
Model (GEMV?) data to carry out Analysis of Variance,
Principal Component Analysis and Classical Multi-Dimensional
scaling on the link quality for vehicle-2-vehicle (V2V) and
vehicle-2-infrastucture (V2i) data and found that both line of
sight and non-line of sight has a significant impact on the link
quality. We further carried out modelling using system
identification method of the connected vehicle network (CVN)
in terms of Link QoS based on the parameters identified by the
QoS assessment. We evaluated the CVN in terms of a step
response achieving steady-state within 80 seconds for V2V data
and 500 seconds for V2i data. The work presented here will
further help in the development of CVN prediction model and
control for V2V and vehicle-2-anything connectivity.

Keywords-QoS; 1oV; ANOVA; PCA; CMD; CVN; V2V; V2x;

. INTRODUCTION

The autonomous car phenomenon is underway in most
developed economies. While we are many years away from
full autonomy of vehicles, partial autonomy is becoming a
reality. Connected vehicles offer huge potential in improving
road safety and congestion. Authors in [1] have conducted
quality of service (QoS) analysis on connected vehicle
network which has been extended in this paper. According to
a recent report from the Department of Transport, from
October 2015 to September 2016, there was around 183,000
casualties resulting from traffic accidents of which 1,800 were
fatal and over 25,000 were life changing [2]. Therefore, the
vision is that vehicle-2-anything (V2x) connectivity will
reduce this figure by at least 76%. A number of developed
countries are trialling fully and semi-autonomous cars on the
road. Google’s cars have driven 1.2 million miles in USA,
with Germany, China and the UK, also looking to open trials.
Connected vehicles will play a key part in traffic management
of autonomous cars. Within the next five years there will be
some form of autonomous driving on the roads of UK.

Connected vehicles are defined as a set of moving
networked computer systems with dozens of electronic
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control units (ECUs), hundreds of sensors and million lines
of code [3]. Research investigating the suitability of wireless
channels is a significant starting point to them becoming a
reality in the near future [4][5]. This will also help towards
the modelling of wireless channels for connected vehicles.
The benefits of vehicle-2-vehicle (V2V) connectivity
especially in areas of collision avoidance and congestion
management are huge, V2V is becoming a reality and
automobile industry is currently working towards
standardization.

The emerging Internet of Vehicles (IoV) is offering the
platform to provide real time exchange of information to
realize the opportunity of improving road safety and
congestion. It has huge applications in autonomous car
revolution, intelligent transportation system and smart city.
loV integrates three networks — an inter-vehicle network, an
intra-vehicle network and vehicular mobile Internet.
Therefore, oV integrates these three networks and is defined
as “a large-scale distributed system for wireless
communication and information exchange between V2x
according to agreed communication protocols and data
standards” [6].

There are a number of challenges within the 1oV network
based on the priority of data exchange messages. For example,
priority has to be given to safety critical messages, whereas
on-board messages related to infotainment will be lower on
that scale. The work presented in [7] proposes an abstract
network model for loV based on individual and swarm
activities. Petri-nets have been used recently in vehicular
authentication [8], modelling and control of vehicular
networks [9] and traffic signal analysis in [10]. The work
presented in [11] models vehicular networks using spatio-
temporal locality and information-centric networks (ICN) are
presented in [12] to model the connected networks. Recently,
the concept of Network of Things (NoT) with Internet of
Things (10T) has been presented in [13].

A number of researchers have presented findings both on
technique [9] and a network model [14]. Petri nets are
proposed in [15] for such time critical distributed
communication and control systems. GEMV?, a geometry-
based V2V channel model has been presented in [14], which
measures link quality by factoring outlines of vehicles,
buildings, and foliage to distinguish between the three types
of links; the links are Line of Sight (LOS), Non-LOS due to
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vehicles and Non-LOS (NLOS) due to static objects. In
addition, the link quality is calculated with the large-scale
signal variation deterministically and the small scale-signal
variation stochastically based on the number and size of
surrounding objects. GEMV? is freely available to be used by
researchers.

The aim of this paper is to identify and present those
challenges and opportunities associated with Quality of
Service (QoS) in connected vehicles and to identify the
modelling direction for Connected Vehicle Network (CVN)
by conducting Analysis of Variance (ANOVA), Principal
Component Analysis (PCA) and Classical Multi-Dimensional
scaling (CMD) on the factors that impact link QoS. We
further apply the concept of NoT to the emerging loV as
presented by NIST [13] and review the connected network
models presented in literature identifying the challenges and
solutions. Here, we define CVN as the network between V2V
and V2x and where the position/velocity of the vehicle is
predicted from the previous vehicle/x. The ‘X’ in V2x
represents vehicle/infrastructure/roadside sensors/anything
else deemed suitable. The vision for CVN is that each vehicle
on the road will be able to communicate with other vehicles
and this set of data and communication will support a new
generation of active safety applications and systems [15].
Wireless technologies and their potential challenges in
providing vehicle-to-x connectivity are presented in [5]. An
overview of applications and associated requirements of
vehicular networks are presented in [16]. Internet mobility in
vehicular scenarios along with their challenges is presented in
[17]. With ever increasing connectivity and a vision that
migrates towards smart cities, security issues and the
challenges such as propriety networks, inter-operability
between networks, etc. therein are immense. The work in [18]
presents some of the security challenges in vehicular ad hoc
networks (VANET), whereas [19] focuses on the four
working groups on scientific foundations of wvehicular
networking and presents their findings. Connected Vehicle
Network is modelled using a black-box approach that
comprises of vehicles with wireless V2V communication
using link length estimator to identify the number of vehicles
in the network [20], whereas [21] presented modelling of
future state of a vehicle in a platoon based on preceding
vehicle position and velocity.

In this paper, we use the data from GEMV? to carry out
ANOVA, PCA and CMD. Doing so, helps us to better
understand the QoS relationship between the link QoS and
the factors that impact it. We chose four factors that impact
link quality as Line of Sight (LOS), Non-Line of Sight
(NLOS), number of neighbours per vehicle (neighbours) and
the number of neighbouring vehicles whose received power
was above the threshold (neigh-thresh). Based on the QoS
assessment [1], we model the parameters to predict the Link
QoS using System Identification method [22]. The
parameters are described in Section Il1.

The work presented in this paper differs from the ones
listed above since it provides an in depth analysis on the
various wireless channels available for connected vehicles
based on our QoS assessment of the GEMV? data.
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The rest of this paper is organized as follows. Section Il
formulates the problem statement, whereas, Section Il gives
an overview of the network models for connected vehicles. In
Section 1V the channel requirements for CVN is presented.
Section V describes the QoS assessment on GEMV? data,
whereas, Section VI presents the modelling of Link QosS.
Section VII discusses the research challenges in CVN
modelling. Conclusions and future work are presented in
Section VIII.

Il.  PROBLEM STATEMENT

The sheer volume of traffic leads to congestion during
(increasing long) peak periods, and high traffic density
increases the probability of collision. If each vehicle in the
system is a node in a communication system, then drivers can
be provided with easier warning of impending issues. This
loV would enable dynamic planning in the event of local
constrictions in traffic flows. These systems are equally
applicable to drivers and to autonomous vehicles. Successful
implementation of such systems should lead to shorter journey
times, more efficient use of resources (minimized travel time
and fuel use), and avoidance of accidental damage and
consequent financial loss and human injury/death. These
systems need to be resilient and while communication
distances are short in heavy traffic the system should be
capable of working to the same QoS in the early hours when
traffic is sparse. QoS in this context is the minimum
acceptable quality of the connected vehicle network to enable
V2V or V2x communication type.

The intelligent transport system (ITS) reference
architecture from [23] has been adapted and is presented in
Figure 1. It is a protocol stack inspired from the Open
Systems Interconnection (OSI) model and defines three
layers as ‘access’, which will support the wireless access
networks/wireless channels, a network & transport layer
which supports the routing protocols, data transfer, etc.
Above it sits the facilities layer, which will support the
application/information. Here, we define the
position/velocity of the vehicle in this layer. The application
layer supports vehicle operations based on parameters of
reliability, security, latency, etc. measured in terms of LOS,
NLOS, etc. The layers of application, management and
security run across both horizontally and vertically and
provides cross layer commands and information.

Application
2.5 road safaty, conzzstion conhol

Facilib=s
2.5, position, velociky

Mzbwork & Transport
z.z. Rovtng, UDETLE

Apmaag

Aceess
2.z Wi-Fi DERC,
Zighes 4G/ TE

Managem ent

Figure 1. ITS reference traffic structure (adapted from [23])
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QoS of this loV is affected by a number of parameters.
These parameters can be divided in access network, facilities
and application levels. In the access network layer QoS can be
characterized as:

QoS = f(PER, delay, jitter, latency, .....)

In the facilities level, QoS is given as:

QoS = f(Vehicle speed,Vehicle location)

In the application level, QoS is given as:

QoS = f(Vehicle length, LoS,NLoS, .....)

Figure 2 shows the overall modelling direction combining
parameters from all three layers.

Application Level
e.g LOS/MLOSS .

Access Layer CVN modelling —~=
e.g. delay/PER/.. Predicted
Link Qos

Facilities Layer

e.g. position/velocity -

Figure 2. Prediction of Link QoS

Therefore, the contributions of the paper are three-fold:

e to present an overview of network models and
wireless channel requirements in connected
vehicles.

e to present ANOVA, PCA and CMD on GEMV?
data to understand the impact of line of sight, non-
line of sight, neighbours and neigh-thresh per
vehicle on link quality.

e to present initial modelling results on Link QoS.

I1l. AN OVERVIEW OF NETWORK MODELS IN CVN

This section presents an application of NoT to loV and an
overview of the two network models [24] presented in
literature.

A. NoT applied to loV

The concept diagram of connected vehicles is presented
in Figure 3, which illustrates V2V and V2x connectivity
using various access networks which is in turn connected to
the core network. The concept behind Figure 3 is that
connected vehicles will be able to communicate with each
other and with an intelligent transport system (ITS) using
different wireless channels such as Wi-Fi, 4G/LTE, etc. QoS
in such application will be critical as vehicles come out of
one network into the other especially at handover points.
Connected vehicles are the building blocks of emerging
Internet of Vehicles (IoV) and Network of Things (NoT)
[13], which is defined on five primitives as sensors,
aggregator, communication channel, external utility and
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decision trigger. All vehicles or ‘x’ will have sensors
connected that will be able to transmit/receive ‘useful’
information. This information is converted by an aggregator,
defined as a mathematical function implemented in software
that transforms raw data into some ‘useful’ meaning. This is
underpinned by the communication channel, e.g., WiFi, 4G,
etc. The external utility can be a software/hardware and will
execute processes into the overall workflow of NoT. Finally,
the decision trigger creates the final result needed to satisfy
the requirements of NoT.

Internet

Core Network ITS Infrastructure

IEEE Access Networks

802.11p

IEEE
802.11gb

4G/LTE

Roadside/x
sensors

S

.4‘3-“ e ;.g:f""" - @

Figure 3. V2V and V2x concept diagram

Within the NoT [13] all vehicles will have sensors
connected that will be able to transmit/receive ‘useful’
information. This information is converted by an Aggregator,
defined as a mathematical function implemented in software
that transforms raw data into some ‘useful’ meaning. Both
Sensor and Aggregator are shown as Roadside sensors in
Figure 3. This is underpinned by the communication channel,
e.g. WiFi, 4G, etc. Again, Figure 3 shows the wireless
channels such as Wi-Fi/4G etc. between V2V and V2x. The
External Utility can be a software/hardware and will execute
processes into the overall workflow of NoT. Finally, the
Decision Trigger creates the final result needed to satisfy the
requirements of NoT. The External Utility and Decision
Trigger is combined together and presented within ITS in
Figure 3.

TABLE I. 1oV PRIMITIVES

NIST Primitives Proposed Primitives | Feature

Sensor Sensing Technologies | Wireless and wired,

Aggregate sensors, RFID,

Communication Communication DSRC/Wave, Zigbee,

Channel Channel Bluetooth, Wi-Fi,
4G/LTE

External utilities Data Processing Data  created by

Decision Trigger connected  vehicles,
and how it is
processed
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Based on these NoT primitives [13], we present three
primitives. We combine the primitives of Sensor and
Aggregator as just Sensing Technologies, Communication
Channel and again combine External Utility (eUtility) and
Decision Trigger as one and call it Data Processing as shown
in Table I. In Table I, feature describes the potential features
for each primitive.

B. Swarm and Individual Network Model

The model presented in [7] integrates human, vehicle,
thing and environment. The individual model focuses on one
vehicle and the swarm model focuses on multi-user, multi-
vehicle, multi-thing and multi-network scenarios. Through
swarm intelligence, crowd sensing and sourcing and social
computing, loV can provide services/applications. Factors
such as network partitions, route failures, change in channel
quality and data rate and network load are addressed using
swarm intelligence computing at the service providing stage.
This is shown in Figure 4.

-
(/_'\-\_\-." llllll i AT Enviroment
K,__\\ Network ™ o
- — __\_"‘-\-. ! i
® ...... g "’\‘/; ~ H"“v""w Swarm
— | Human —=i Madel
¢ Hetwork | vee |
Integrated
o
) i Imeraction Interaction
Inter-vehicle . In'oerauhwn between between thing
nelwark r::EWEE_" uman vehicle and and
and environment envirgnment envirgnment Individual
i Intrarvehicle retwork . Model
VN 7N
{
i Human b Vehicks = Thing
Interaction Interaction
hetween human hatwean vehicls
and vehlcle and thing

Figure 4. Swarm and Individual Network Model of 1oV [7]

Authors in [7] also highlight that understanding the
service limits is critical for sustainability, i.e. network
resources under diverse high-dimensional data and limited
bandwidth of the wireless network.

C. Cloud, Connection and Clients

Three major network elements of loV are identified in [25]
as cloud, connection and client as shown in Figure 5. The
‘cloud’ infrastructure provides a platform for a range of
wireless access technologies. With the magnitude of traffic
related information likely to drastically increase, it is ideal to
handle the information using cloud computing framework.
‘Connection’, on the other hand, utilises Third Party Network
Inter Operator (TPNIO) to reduce direct Service Level
Agreement (SLA) between the operators of the networks,
enabling seamless roaming without compromising the quality
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and security of network operators. The ‘client’ element with
the help of Wireless Access Technology (WAT) are broadly
prioritized and split applications into safety and management
oriented and business oriented.

— fff/_\\J @E\ ‘{@@\
oV | —— @ Ej:l \a%’ Cj:' \\E @)

Cloud Connection Clicnts

Figure 5. The three network elements of loV [25]

D. Summary of Network Models for CVN

The challenge for any network model in loV is to be able
to exchange information from V2V and V2x, where x can be
a roadside sensor, another device or a person. In addition,
there may be incompatibility among devices, different
qualities and response time for Internet connections and
limited access to data processing and storage. There will be
additional complexity where some vehicles will be connected
while others not.

Future and emerging vehicle applications will consume a
huge amount of sensor data in a collaborative manner. Content
centric [26] and information-centric networks [12] will play a
key role. Vehicles move fast, therefore, in a content-centric
networking style, vehicle position, speed and direction from
the rest of the vehicles are continuously sent. Whereas, ICN
focusses on what instead of where to fulfil primary demands
from both content publishers and consumers. Vehicular-cloud
and ICN will contribute to the ‘cloud’ to produce advance
vehicular services, resource sharing and storing. Four
categories of services are provided by cloud computing as -
Software as a Service (SaaS), Platform as a Service (PaaS),
Network as a Service (NaaS) and Infrastructure as a Service
(laaS). Saas is mainly application working over the Internet,
whereas, PaaS provides a platform to build application and
services, virtual network are provided by NaaS to the users
and laaS provides computation and storage services. The
proposed architecture for ICN — Named Data Networking
(NDN) [27] has been extended to vehicular networks where
content is found and not hosts or IP addresses.

The revealing of location information has huge concerns
in vehicle privacy. In addition, location verification of
neighbouring vehicle is also challenging due to the absence of
trusted authority in vehicular communication. To capture
vehicles in line of sight and away from sight presents yet
another challenge due to the impact of moving and static
obstacles in the network model. The integration of automotive
and information technology will be promoted as a result of
loV. The biggest challenge in loV implementation is the lack
of coordination and communication. This paper aims to
address the QoS issues in communication challenge. Some of
the challenges identified are:

e Maintaining an accurate line of sight

e Accounting for vehicles/x that are outside the line of

sight
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e Position/velocity of the vehicle in order to model the
dynamic platoon of vehicles
Vehicles that are not connected
Security considerations and protection from theft
Integration of different wireless protocols e.g. DSRC,
IEEE 802.11abgn Wi-Fi, 4G/5G cellular networks,
VLC
e Device-to-Device (D2D) communication (defined as
direct communication between devices in range
proximity without the involvement of a network
infrastructure) [28] based on LTE
Safety vs comfort applications
Integration with cloud architecture
Big data analysis in loV
QoS guarantee — investigate into software defined
networking techniques based on the combined
information from multiple sources rather than
individual

IV. CVN CHANNEL REQUIREMENT

A number of applications ranging from infotainment, for
example, media downloading to traffic safety applications,
such as driving assistance co-operative awareness impose
diverse requirements on supporting vehicular networking
technologies. There will be a huge emphasis on inter-
networking between the different standards in order to
achieve seamless communications. In addition, there are
different requirements for inter-vehicle (V2V or V2x) and
intra-vehicles networks. Intra-vehicle is defined as all the
ECUs within the vehicle communicating to the driver and
includes infotainment. Hence, all the wireless channels
described in this section may play a role in the connected
vehicle application. Therefore, this section provides an
overview on the wireless channels available and the
connectivity challenges required in a V2V or V2x
communication type.

A. DSRC/Wave

Dedicated short-range communications with wireless
access in vehicular environments (DSRC/WAVE) as defined
by IEEE 802.11p and IEEE1609 (higher layer standard based
on IEEE 802.11p) is a key enabling wireless technology for
both V2V and V2R communications. DSRC works in
5.9GHz band with a bandwidth of 75MHz in the US and
30MHz in Europe and an approximate range of 1000m. It is
designed for both one way and two way communication.
DSRC are not compatible in Europe, Japan and US.
Currently, DSRC is the default broadcast communication
protocol used. Some limitation of DSRC includes its
dedicated spectrum in supporting V2V communication type
[29] and lack of QoS support. Key application for DSRC is
roadside sensors, which transmit information about
hazardous conditions, road surface and distance between
vehicles and anti-collision information.

B. Zigbee

Zigbee is based on IEEE 802.15.4 specification intended
for wireless personal area network applications with low
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power and cost. Zigbee also has applications in V2R
connectivity where the moving vehicle exchanges
information with the roadside sensors [30]. The Zigbee
enabled roadside sensors then updates traffic status to an
intelligent control system seamlessly. It also has application
in intra-vehicle networking where a small wireless sensor
network is established between the sensors.

C. Visible Light Communication (VLC)

The use of visible light communication (VLC) for V2R
communication is proposed in [31]. VLC is defined by IEEE
802.15.7 standard and can support data rate up to 96Mb/s
through fast modulation of LED light sources [29]. It is an
emerging area of research given the possibility of augmenting
existing infrastructure such as traffic lights. However, one
key limitation of VLC is any poor weather conditions such as
rain and fog could ultimately degrade its communication
reliability.

D. Wi-Fi

Wi-Fi standards are based on IEEE 802.11 series, mainly
using the 2.4/5GHz band. A number of automobile
manufacturers are building new cars with in-built Wi-Fi
capability, providing infotainment applications. V2V
connectivity could also foster the integration of bicycles and
pedestrians into the networks [16] using Wi-Fi. This has a
huge potential in improving road safety and reducing the
number of accidents as a result of blind spots.

TABLE Il. SUMMARY OF WIRELESS CHANNELS FOR V2V AND V2X
COMMUNICATION TYPES

Wireless Advantages Disadvantages
Channels

DSRC/WAVE Default broadcast Limited coverage,
network currently (~1000m), QoS not
used supported

Zighee Mesh network, Low and limited data
scalable, no need for | rate, not mature security,
centralized control limited coverage (10-

100m)

VLC Infrastructure Early stages/cost of
already there, 1- conversion
2000m range

Wi-Fi Widely Interoperability with
implemented, 35m other protocols
indoor and 115m
outdoor

4G/LTE Existing Interoperability with
infrastructure, other protocols
several Km range

E. 4G/LTE

Long-Term Evolution (LTE) is a standard for high speed
communications for mobile phones and data terminals. The
standard is developed by 3GPP. The key advantage of LTE-
connected cars [4] is having cars connecting directly to the
Internet through existing 4G-LTE cellular network. Work in
[32] presents a hybrid scheme that can achieve seamless IP
communication over mobile Internet access.
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F. Summary of CVN Channel Requirements

Table Il summarizes the various wireless channels, their
standard requirements and potential advantages and
disadvantages for V2V and V2x. The current industry trends
are choosing DSRC and 4G/LTE as the best way to offer
connectivity between cars. Many critical applications are
linked to safety applications, e.g., air bag control, automatic
braking, etc. Inter-operability between these networking
standards will be an important milestone. The work presented
in [33] concludes that DSRC configuration choice has an
impact on safety messages successfully transmitted. In
addition, as suggested in [34][35], an upper limit on
information provided to the vehicle may be necessary to
prevent overloading drivers with information. This poses
additional requirements and challenges towards the
standardization of wireless channels for vehicle
communication. Depending on the communication type, e.g.,
V2V or V2x, all of the wireless channels presented in Table
I1 will be relevant and the CVN modelling has to take that
into account.

V. QOS ASSESSMENT IN CVN

This section presents the QoS assessment using Analysis
of Variance (ANOVA), Principal Component Analysis (PCA)
and classical multidimensional scaling (CMD) in MATLAB
on GEMV? data for V2V and V2I. CMD has been introduced
as an extension to the analysis conducted in [1] to further
understand and confirm the results of the interactions. This
will help us in understanding the interaction between the four
parameters chosen and their impact on the link quality and lay
the foundation in establishing the modelling direction for
CVN.

A. GEMV?

GEMV? (Geometry-based Efficient Propagation Model
for V2V communication) [13] data is freely available and is
implemented in MATLAB. GEMV? measures large-scale
variation calculated deterministically and small-scale signal
variation stochastically based on the number and size of the
surrounding objects. Both the signal variation is measured in
decibels.

We use the GEMV? data of large-scale and small-scale
signal variation under the influence of four different
conditions - they are LOS, NLOS, the number of neighbouring
vehicles and the neigh-thresh per vehicle. The data is available
for both V2V and V2I. The communication channel is
IEEES02.11p.

LOS links have an unobstructed path between
communicating vehicles, whereas NLOS is obstructed by
vehicles and buildings. Neighbours is defined as the number
of transmitting vehicles in the network and neigh-thresh is
defined as the number of neighbouring vehicles whose
received power was above the threshold.

B. ANOVA on GEMV?Data

ANOVA was carried out on the GEMV? dataset. ANOVA
is chosen as it enables us to understand the interaction between
the four parameters on link quality. Table Il presents the
results. ANOVA was carried out on large-scale signal
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variation only for both V2V and V2l as the interaction
between parameters was found to be not as significant for
small-scale variation.

Table I1l. ANOVA RESULTS FOR MAIN AND INTERACTION EFFECTS
FOR V2V & V2| DATA

Source Sumof | Degree Mean F- -
Squares | of Squares | statistics | value
freedom
Vav
LOS 23646.7 38 622283 | 537 |0
NLOS 18100 39 464102 | 4 0
Neighbours 6377.9 41 155558 | 1.34 | 0.0828
Neigh-thresh 189.3 4 47.321 041 | 0.8028
LOS*NLOS 66.9 1 66.9451 | 17.73 | 0.0007
LOS*Neighbours | 141 3 47.0094 | 12.45 | 0.002
NLOS* 246 1 246413 | 6.52 | 0.0212
Neighbours
Neighbours* 344 1 343572 | 9.1 0.008
Neigh-thresh
V2I
LOS 3404 7 48.625 25 0.0181
NLOS 12669.6 20 633479 | 3263 | O
Neighbours 60.3 7 8.614 0.44 | 0.8733
Neigh-thresh 1248.2 6 208.027 | 1072 | O
LOS*NLOS 69.4 2 34.71 0.52 | 0.6244
LOS*Neighbours | 0 2 0.017 0 0.9998
NLOS* 33 14 2.357 004 |1
Neighbours
Neighbours* 0 1 0 0 0.9995
Neigh-Thresh

Tables 111 shows the results of the ANOVA. The p-value
is derived from the cumulative distribution function of F [36]
and a small p-value indicates that the link quality is
significantly influenced by the corresponding parameter.
Between V2V communications, both LOS and NLOS have
significant impact on the link quality, whereas between V21
communications, NLOS is slightly more significant than
LOS and the Neigh-thresh have a higher impact on link
quality. However, for V2V, all four parameters have small p-
values indicating that they all in varying degree are
significant. However, it is interesting to note that, in V21, the
number of neighbours per vehicle is not that significant. For
V2V, the combined interaction between LOS and NLOS and
NLOS and Neighbours is most significant. Whereas, for V2I,
the combined interactions are less significant compared to the
individual. To better understand the interactions, PCA
investigation is carried out.

C. PCA on GEMV? Data

PCA was chosen as it reduces the dimensionality of the
data while retaining as much information as possible. PCA
involves calculating the eigenvalues and their corresponding
eigenvectors of the covariance or correlation matrix. The
covariance matrix is used where the same data has the same
set of variables and correlation matrix is used in the case
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where data has a different set of variables. In this paper, the
covariance matrix was used because of the same dataset.
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Figure 6a. PCA results for V2V

Figures 4a and 4b show the PCA results for V2V and V2I
respectively. In addition to the four factors, both large-scale
(Largepower) and small-scale (Smallpower) signal variation
is used. The horizontal axis represents the first principal
component and the vertical axis the second. Each of the
parameters is represented by a vector. There are six
components in Figures 6a and the first three components
account for more than 90% of the variance. Figure 4a shows
the first principal component contributes largely to LOS and
NLOS.
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Figure 6b. PCA results for V21

Figure 6b shows the PCA results for V2. Similar to Figure
6a, Figure 6b the first three components account for over 80%
of the variability. Points on the edge of the plot have the lowest
scores for the first principal component.
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D. CMD on GEMV? Data

Classical multidimensional scaling (CMD) was carried
out on the GemV? data. CMD takes a matrix of interpoint
distances and creates a configuration of points. It allows data
to be visualized to get a sense of how near or far points are
from each other. Therefore, it offers a way of confirming the
results obtained from PCA and ANOVA in terms of the
interactions of the chosen parameters. A scatter plot of those
points provides a visual representation of the original
distances and can produce a representation of data in small
number of dimensions.
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Figure 7a. CMD results for V2V

Figures 7a and 7b show the CMD plot of V2V and V2I
data respectively.
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Figure 7b. CMD results for VV2I

Comparing Figure Fig 7a to 6a, we get similar results and
shows that both LOS and NLOS are closely correlated.
Similarly, Figure 7b mirrors Figure 6b and shows close
correlation between LOS and NLOS. CMD analysis confirms
the results obtained by ANOVA and PCA earlier. The
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cophenetic coefficient was 98.76% for V2V and 99.6% for
V2l.

VI. CVN MODELLING

We modelled the CVN in terms of the Link Quality with
the three QoS parameters — LOS, NLOS and neighbours.
Figure 8 shows an overview of CVN modelling. Neigh-thresh
was not chosen as it was not found to be significant from the
QoS assessment.

In the future, we will extend this to include parameters
from each layer, e.g., from the application layer, congestion
modelled by number of vehicles, LOS, NLOS. Similarly, the
access layer is modelled by parameters such as Packet Error
Rate (PER) and delay and the facilities layer contributes the
vehicles position and velocity.

Input Output

(LOS, NLOS, Neighbours) (Predicted Link QoS)
System

(CVN modelling)

Noise ] Noise

S
1

l Measurements

Figure 8. CVN modelling

We used System ldentification toolbox in MATLAB on
the GEMV? data to present the response of V2V and V2i
when subjected to a step response. The advantage of this
method is that it uses measured data directly to estimate the
model. It uses Auto Regressive Exogenous (ARX) models
based on the method of least squares to determine the best fit
line to the data. The method generalizes to finding the best fit
using simple calculus and linear algebra of the form:

y=afi(x)+...+ agfi(x) 1)
Where, fi,...,fk are given functions to find values of
coefficients ay,...,ak.

“ARX model structure, in discrete time”, is a difference
equation with the following form:

y@®) +ayt—1)+-+ anaY(t —ng) =bu(t—ne) +
ot by u(t —ne —ny + 1) + e(t) (2)
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Figure 9a. Step response for V2V data

Where, y(t) it’s the output at time t , u(t) is the input at
time t, na is the number of system poles, ny is the number of
‘b’ parameters and ‘b’ is equal to number of zeros plus 1, nk
is the number of delays in the system. The error function in
eg. (2) is given by e(t) and is defined as the white-noise
disturbance value and given as noise in Figure 8. The discrete
time transfer function can be defined as:

Y(2) byz™t + -+ by, 27
T U() 1-az7l—-— An, z M

H(2) 3

Figures 9a and 9b show the step response of the 3 inputs
on the Link QoS for v2v and v2i data.

The step response in Figure 9a shows that the link QoS has
a steady state response (~-3.4) with the three inputs chosen for
V2V.

Step Response
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Figure 9b. Step response for V2i data
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The step response in Figure 9b shows that the link QoS has
a steady state response (~-13.2) with the three inputs chosen
for VV2i. This enables us to extend our inputs in the future into
other layers as shown in Figure 2 to give a better prediction
for the CVN model.

VIlI. RESEARCH CHALLENGES IN CVN

Our small-scale QoS assessment highlighted some of the
research challenges and hence potential opportunities for
further work are as follows:

(i) Overcoming QoS issues in connected vehicles is
fundamental to the successful deployment of V2x
connectivity. The QoS can be affected by networking
parameters such as bandwidth, delay and latency. In
addition, parameters such as the distance between
vehicles, road-side sensors and the speed of the vehicle
all play a part towards the QoS of the V2x network thus
integrating connected vehicles into 10T ecosystems [37].
QoS will be further divided between V2x service
reliability for safety related applications where
parameters such as time-sensitivity during message
transfer, guarantee of message delivery, etc. are highest
priorities. While QoS of on-board applications, e.g.,
infotainment will be lower in priority.

(i) We also identified that the needs for trade-off between

the amount of intelligence sitting with the vehicle for
intra-vehicle connectivity and to that controlled
remotely via an intelligent control system. Different
wireless channels will be suitable for inter-vehicle vs
intra-vehicle connectivity. For example, on-board
sensors that can sense a motorbike/bicycle within the
blind spot of the driver can greatly improve road safety
and reduce accidents.

Prediction of CVN will be based on information centric

network paradigm which is independent of location. The

CVN will be predicted from the preceding state of the

vehicle based on position/velocity.

The Society of Automotive Engineers (SAE) has
established communication standards for DSRC for
connected vehicles (SAE J2735) [38]. This is the first step
towards standardizing the CVN communication protocols as
most vehicle manufacturers in the near future will be building
cars with in-built Wi-Fi capability. An immediate application
would be to reduce traffic congestion by relaying an
accident/roadworks/incident to re-route traffic thus reducing
the overall traffic congestion.

(iii)

VIIl. CONCLUSIONS

This paper presents QoS assessment and modelling of
CVN. QoS assessment was conducted using ANOVA, PCA
and CMD on the Link QoS of connected vehicles. We used
data from GEMV?2. Our analysis shows that for V2V number
of transmitting vehicles in the network (neighbours) has a
bigger impact than in V2l on link quality. However,
parameters of LOS and NLOS are significant in both types
(V2V and V2I). This enabled us to model the three
parameters of LOS, NLOS and Neighbours on Link QoS and
subject it to step response. The step response result shows that
the system settles on a steady state. It further addresses QoS
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challenges in connected vehicles and presents an overview of
the various network models and wireless channels and their
applications in connected vehicles scenarios. The key issues
identified will help lay the foundation for future research
directions in this area. Some of the challenges that need to be
addressed by wireless channels in connected vehicles are
weather conditions and their impacts, for example, how low
visibility and extreme weather conditions can impact on the
QoS of the connected vehicle. In addition, cameras and ultra-
sonic sensors are limited to low distance. The overall
reliability of the sensor data within connected vehicle
communication is critical. As suggested in [3], for safety
management, sensors that can detect fatigue levels of the
driver by monitoring various bodily conditions can also be
added. The first commercial vehicles to have onboard units
installed are expected in summer 2017 from Cadillac [39].

The data information and filters necessary are also
investigated, e.g., what is critical, necessary, add-on to
process in the vehicle and what data to send/receive to/from
the data centre. The challenge is to maintain the QoS of the
real-time communication protocol and how to ensure data
integrity of the process. With autonomous driving being
trialled this year in the UK, what role will connected vehicles
play? These are some of the imminent research questions
highlighted from our research. Future direction of our
research will aim to address the points raised in this paper and
focus on refining the modelling of CVN with some form of
control.
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Abstract—Recently, Model Driven Architecture (MDA) has
attracted attention in the field of software development. MDA
is a software engineering approach that uses models to create
products such as source code. On the other hand, executable
Unified Modeling Language (UML) consists of activities,
common behavior, and execution models; however, it has not
been effectively transformed into source code. This paper
proposes a method for transforming executable UML and class
diagrams with their associations into source code. Executable
UML can describe a system’s behavior well enough to be
executed; however, it is very difficult for executable UML to
handle system data. Therefore, the proposed method uses class
diagrams for this purpose. The method can create models
independent of platforms, such as programming languages.
The proposed method is applied to a system, where Java and
C# code was generated from system models, which were
generated using an executable UML model; in addition,
development costs are evaluated. As a result, it is confirmed
that this method can significantly reduce costs when models
are reused.

Keywords—executable UML; activity diagram; model driven
architecture; UML.

1. INTRODUCTION

This paper is based on the study presented at INTELLI
2017 [1]. In today's software development environment,
software reuse, modification, and migration of existing
systems have increased at a greater pace than new
development. According to an investigative report [2] by
the Information-Technology Promotion Agency (IPA),
reuse, modification, and migration of existing systems
account for approximately 73.3% of software development
and new development accounts for 26.2% as shown in Fig.
1. Many software bugs enter the upper processes, such as
requirement specification, system design, and software
design. However, bugs are mostly discovered in lower
processes, such as the testing process. The need to detect
bugs upstream is gaining priority. Under such a situation,
software developers require a development technique that is
easy to reuse and that adjusts to changes in implementation
technique. Model driven architecture (MDA) [3] is
attracting attention as an approach that generates source
code automatically from models that are not influenced by
implementation [4-6]. Its core data are models that serve as
design diagrams of software. It includes a transformation to
various types of models and automatic source code

generation based on the models. Therefore, it can directly
link software design and implementation.

The final goal of MDA is to generate automatically
executable source code for multiple platforms. For that
purpose, it is necessary to make the architecture and behavior
of a system independent from platforms, e.g., a Platform
Independent Model (PIM) that does not depend on platforms,
such as programming languages. Executable Unified
Modeling Language (UML) [7][8] is advocated as this type
of model as it expresses all actions for every type of
processing, and expresses input and output data by a pin in
activity diagram, which is one of various UML [9] diagrams.
The source code for various platforms can be generated from
one MDA-type model because processing and data can be
transformed for every platform if executable UML is used.

In this study, a method is proposed that generates source
code automatically from executable UML. It is very difficult
for executable UML to handle a system’s data. To solve this
problem, this paper proposes a modeling tool that associates
an executable UML with class diagrams and acquires data
from them. It can treat not only data, but can introduce the
hierarchical structure of class diagrams in executable UML.
If the platform of future systems, such a programing
language, is changed, software developers cannot reuse
existing source code, but they can reuse UML models to
automatically generate source code in the new programming
language.

Others
0.5%
- | New development
‘1 26.2%
!
Reuse,
modification, /

and migration of
existing systems
73.3%

Figure 1. Percentage of software development projects.
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The contents of this paper are as follows. In Section II,
background of this study is described. In Section III, the
proposed method is explained. In Section IV, the results of
application experiments confirm the validity of the proposed
method. Finally, in Section V, the conclusions and future
work are presented.

II.  BACKGROUND

This section describes background of this study that
makes use of Acceleo and executable UML.

MDA'’s core data are models that serve as software
design drawings. The models are divided into platform
dependent and independent models. Auto source code
generation tools (for example, Acceleo [10]) transform
models from PIM to a Platform Specific Model (PSM) that
depends on a platform, and generates source code
automatically. Transformation of the PIM is important and
can generate source code in various platforms by applying
different transformation rules to each platform. Acceleo is a
plug-in of the integrated development environment Eclipse
[11], and a code generator that translates MetaObject Facility
(MOF) [12] type models into source code on the basis of
code transformation rules called a template. Almost all
source code generation tools like Acceleo can translate the
models directly, but the tools have many constraints. For
example, they can only generate skeleton code. In addition,
they cannot hold and calculate data. Therefore, they cannot
recognize what types of model elements have been read. It is
impossible to search the connections between nodes by using
graph theory. When branches and loops of activity diagrams
are transformed, the generation tools have a problem in that
they cannot appropriately transform them because they do
not understand the environment.

Executable UML is a model based on activity diagrams,
as shown in Fig. 2. It has the following features:

e  An action is properly used for every type.

e Input and output data of each action are processed as

a pin, and they are clearly separated from the action.

e A model library that describes the fundamental

operations in a model is prepared.

Each type of action has respectively proper semantics,
and transformation with respect to each action becomes
possible by following the semantics. The type and semantics
of an action used in executable UML are as follows.

1) ValueSpecificationAction: Outputs a value of
primitive type data such as an integer, real number,
character string, or logical value.

2) ReadStructuralFeatureAction: Reads certain
structural characteristics. For example, it is used when the
property of class diagrams is read.

3) ReadSelfAction: Reads itself.

4) CallOperationAction:  Calls
diagrams.

5) CallBehaviorAction: Calls behaviors in behavior
diagrams.

methods in class
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ReadVariableAction0

[show]

‘l’ [sort] ¥

CallOperationAction3

0_v

I CallOperationAction1

Figure 2. Example of executable UML.

6) AddVariableValueAction:  Adds a value to the
variable or replaces the variable with its value.

7)  ReadVariableAction: Reads a variable or generates
one.

8) CreatObjectAction: Creates a new object.

The model library consists of the Foundational Model
Library, Collection Classes, and Collection Functions. The
contents of the model library are shown below.

1) Foundational Model Library: Offers primitive type
data, and their behaviors (four arithmetic operations,
comparison, etc.) and all input-output relationships.

2) Collection Classes: Offers the collection classes of
Set, Ordered Set, Bag, List, Queue, Dequeue, and Map.

3) Collection Functions: Offers the methods (add, delete,
etc.) of the collection class.

The model library is used by calling CallOperationAction
or CallBehaviorAction.

III.  PROPOSED METHOD

This section explains the technique of transforming
executable UML to source code. Although executable UML
is useful, this model has not been used effectively for
automatic generation of source code. Moreover, the handling
of data is inadequate if using only executable UML. To solve
this problem, a method is proposed for generating source
code automatically from executable UML. The method
utilizes a modeling tool that associates executable UML with
class diagrams. If executable UML requires data, the method
retrieves the data from associated class diagrams.

The outline of the proposed method is shown in Fig. 3.
Skeleton code is transformed from class diagrams by using
Acceleo templates [13] for classes. The skeleton code
consists only of class names, fields, and methods that do not
have specific values of data. Data and a method to
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2 i

Operations

Templates for Activities

Figure 3. Schematic diagram of the proposed method.

manipulate the data are automatically generated from
executable UML afterward. Since data is associated with
class diagrams, other methods and data in the classes are
acquirable using this association. Papyrus UML [14] was
used for the associations among these models.

A. Transformation from Class Diagrams to Skeleton Code

UML to Java Generator [15] was used to convert the
transformation rules from class diagrams to skeleton code.
These rules generate the following.

e  Connection of inheritance or interface

e Field variables and methods (e.g., getter and setter)

e Names and parameters of member functions

This is a template for Java. When transforming models to
C#, several additional changes are required, such as deletion
of constructors and addition of “:” for the inheritance
relationship.

B. Transformation from Executable UML to Source Code

Executable UML is based on activity diagrams, which
consist of actions, data, and their flows. Although transform
rules of actions and data differ from platform to platform, the
flows are fundamentally the same. Therefore, transformation
of flows is separated from transformation of actions and data
as shown in Fig. 4. Flows decide the order of transformation
of actions and data. This separation can flexibly transform
one model to the source code of multiple platforms. The
transformation flow of executable UML is described as
follows.

1) Transformation of flows

A flow of executable UML is shown by connecting
nodes, which include actions and data, with an edge.
However, neither a branch nor loop is transformed by only
connecting nodes along the flow. On transforming a decision
or merge node used for a branch or loop, the proposed
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Platform
independent

[ Common l
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D O dependent
v ) v
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[Transformation rules are changed for every language. ]

Figure 4. Separation of executable UML.
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Add ‘read’
tothe edge

90
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Restart check Restart without a keyword
check

Remove ‘read’ and

Figure 5. Search algorithm.

method searches a part of the executable UML near the node
and provides an appropriate keyword to a connecting node
and edge. The method transforms them according to
keywords. The keywords given to model elements are shown
below.

a) finish: Indicates a node or edge whose processing
has finished.

b) loop: A decision node in the entrance or exit of a
loop.
¢) endif: A merge node at the end of a branch.
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d) read: An edge is being searched.
The flow of the search is shown in Fig. 5 and its
algorithm is as follows.

(1) Follow an edge that is not searched in the reverse
direction of its arrow.

(2) If an edge and node have not been searched, issue the
keyword 'read'.

(3) If a node has the keyword 'read', replace the keyword
with 'loop'. If the node is a decision node, assign the
keyword 'loop' to a searched edge going out from the
decision node.

(4) Repeat the processing of (1) —(3) until there is no edge

remaining to be searched.

(5) Remove 'read' after the last edge. If there is a merge node

that does not have keyword 'loop', 'endif' will be assigned to

it.
2) Transformation of actions and data

Transformation rules of actions and data are prepared for
every platform. In executable UML, an action is properly
used for every type of processing, and a transformation rule
may be defined per action. The flow of transformation
processing is as follows.

(1) If a node is an action, it will be transformed and
assigned the keyword ‘finish’. Processing will move to
the next node. If the action has an input pin, its flow
will return and the objects and actions at the starting
point of this flow will be transformed.

(2) If a node is a decision node and it has the keyword
‘loop’, it will be transformed by rules for a loop. If the
decision node has no keyword, it will be transformed
by the rules for a branch. In addition, the nodes and
conditional expressions are retrieved from the
connecting edges. When ‘finish’ keywords are assigned
to these nodes and edges, processing will move on to
the next nodes.

(3) If a keyword is assigned to a merge node, it will be
transformed according to the rules of the keyword.

Corresponding relationships of actions between Java and
C# are shown in Table I. The upper row of ReadStructural
FeatureAction in Table I is the case where <variable> is
specified, and the lower row is the case where it is not
specified.

In addition, corresponding relationships of model
libraries between Java and C# are shown in Table II
ReadLine and WriteLine are model libraries for input and
output. List.size, List.get, and List.add are prepared by
Collection Functions, and they are used for output of list
capacity, extraction of list elements, and addition of list
elements, respectively. Primitive Functions are operations
prepared in the primitive type. Collection Functions are used
by calling CallOperationAction, and all other functions are
used by calling CallBehaviorAction. Variables inputted by
pins and operators defined in the library are shown in italics
surrounded by < >.

IV. APPLICATION EXPERIMENTS

As an experiment that verifies operation and the
development costs of created templates, the system shown
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below (Figures 6 and 7) was developed using the proposed
method. The system receives three commands for adding
data to a list, sorting list elements, and outputting data. This
system was described by executable UML and class

TABLE 1. ACTIONS AND THEIR APPLICATIONS TO EACH LANGUAGE.
Action Java C#
CreateObjectAction new <object> new <object>
ReadSelfAction this this
ValueSpeglﬁcatlon <value> <value>
Action
<object><variable> <object><variable>
ReadStructural
FeatureAction (<resultType>) <resultType>.Parse
<object> (<object>)
. . <target>.<operation> |<target><operation>

CallOperationAction (<parameter>) (<parameter>)

AddVarla.bleValue <variable>=<value> | <variable>=<value>
Action
TABLE II. MODEL LIBRARY ELEMENTS AND THEIR APPLICATIONS.
Model
Library Java C#
(new BufferedReader(new

ReadLine |InputStreamReader(System. Console.ReadLine()

in))).readLine()

WriteLine | System.out.println(value) |Console.WriteLine(value)
List.size <target>.size() <target>.Count
List.get <targer>.get(<index>) <target>[<index>)
List.add <target>.add(<data>) <target>.Add(<data>)

Primitive - .
Functions <x><function><y> <x><function><y>
Main
Class1
main() item : List
s|addData(data)
showData()
sort()
Sortcommand
sortData(data)

Figure 6. Class diagram of example system.
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[true]

result

CallOperationAction1
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ReadStructura\FeatureActionJJ

object

ReadSelfActionZ
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errorStatus

[show]

[sort]

CallOperationAction3

target

ReadSelfAction3

[true]

result

H

ﬁleadstructuralFeatureActlon3

object

\%

Figure 7. Total system behavior of example system.

| packaze Packazel;
2@ import jawa.util.drraylist:f]
4 public class Class! {

i private Sortcommand sortcommand=new Sortcommand();
1B private Lizt iten-new | jst();
= public Class1() {
g supert };
0= public void addData(String data) {
M this, item.add{datal:
12 '
13e public void showData() {
14 Svsten. aof. print In(this, item):
15
6= public void =zort () {
7 } this. sortcommand. sortDatalthis, iten);
g8
19 public Sortconmand zetSortcommand() {
20 return this. sort conmand;
al
2= public void =etSortconmand(Sort cammand newSort command) {
23 this. zortcommand = newSortcommand;
24
25 public List zetltem() {
gg return this. iten;
288 public void setItem(List newltem) {
25 this. item = newlten:
a0 i
a1

Figure 8. Generated Java code of Class1.

using System;
using System.Collections.Generic;
namespace Packagel

public class Classl {
private Sortconmand sortcommand=new Sortconmand ();
private Ljst item=new Ljst();
public woid sort() |
this.sortcommand.sortData(this.iten);

public wvoid showData() |
ConsoleMriteLine(this.item);

public woid addbata(String data) {
this.item.add(data);

public Sortconnand getBSortcommand () {
return this.sortcommand;

public void setSartcommand (Sortconmand newSartcammand) {
this.sortcommand = newSortcommand;

1
public List eetltem() {

return this.item;

public void setItem(list newlten) {
this.item = newlten;

Figure 9. Generated C# code of Class1.
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Figure 10. Executable UML of sortData.
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template public tradact ionfact @ Action)]

A {act . out put->notEnpty ()]

fef nexM : Sequence(dctivityMode) = act.output.outzoing.target]

FF {nexN-Tan{oc | IsTypeOf (ForkNods ) - >notEmpty (1]

act.output. type. zenTwpe( )+ 7 1 [nex->any(oc | IsTwpeOf (Forklode) ). namef1= LF 7 LF fefl IF FA LiF (act . oc| IsTwpelf (Cal |Behaviorict ion) )]

callBehlact.oc|AsType(Cal | Behaviorfct iond ) /] [efsedf (act.ocl IsTypelf (WalueSpecificat iondct iond )]

valuespelact . ocl&sTypelYalueSpecif icat iondct jon) ) /1 Lefseff (act.oc| IsK ind0f (ReadVariablehct ion) )]

act.oclésType{Readyariabledct ion). zenReadvar (3 f] LefsesF (act .oc| Isk indDf (Cal |0perat iondAct fond ¥]

act.oclisTyvpe(Cal |Operat ionfct ion).cal |0pe( /] Lefseif (act. ool IsK indOf (Add¥ariablebalusfct ion) ¥]

act.oclhsTyee(fddVariableYaluebct ion). zendddvar (1 F] Lefseff (act. ool Ist ind0f (ReadSt ructura |Featurefct ion) )1

act.oclisType(ReadSt ructuralFeaturefct ion), zenReadst r () F] Lefseffact . oc| IsTypelf (ReadSe |l fAct ion) )]

act.oclhsType(ReadSe | fict jon). zenRead3e |11 )41 [efsd

act.namef] [Fe (it @ String | act.input. invaluel ). genlnput () daeperater (. Lt AL fa1) IF 7A

[ftemplate]

template callOpe{ope @ CallOperationdct ion)]

Jolf_|:n3.targe§. irvva lue( ). zenlnput ()], [ope. operat ion. zenOpe (310 [Fee (it @ String | ope.arzument. invaluel ) zenlnput () ) separafor O, Lt AL fad)
template

template public zenOpe{ope - @ Operation)]

Ff {ope.class.ancestors(Packaze ). nane->includes (" &1f " 1)1

£F (ope. class.ancestors(Packaze)->reject (oo | IsTypelf (Model ) ). name->includes (" Col lect ionClasses™ 1)1

FF {ope.name.matches{ at”’

zet [efsefMope. nane. matches (" replacedt” 13]

et [ef:

ope. nanef] LF 7 Lefsd

ope.naned] Lf 7 Lefse

ope.namsd] LF 74

[ftemplatel

template public cal |Beh{act : CallBehaviorfct ion}]
£ {act .behavior.ancestors(Package ). name->includes(” Foundat jona IMode 1L ibrary” ))]
£F (act .behavior. ancestorS(Package) sreject{oc| IsTypelf (Model ). name->includes( Basiclnput Output ™33]
£ (act . behavior.name="Writeline’
System.out.print Ing [act . argument . invalue (). genInput (3410
[efseff (act.behavior.name="ReadlLine’
[fefpin @ Pin = act.result-amy(oclIsKind0f (Fin) )]
rew BufferedReader(new InputStreamReader(System. in))). readline() I fefl [f 7] [efseff (act .behavior.ancestars(Packazel->reject (oo IsTypelf (Mode| 1) . name:
A (act . arzument->=ize()=2]
act . argument - any{name="x" 1 invalue( ). zenlnput (1] [act . behav ior. nanef] [act . srgument->any (nane="v" 1. inva lue( ). zenlnput (4] Lefsd
}ct behav:llur namef] [ (it © String | act.arzument. invalue(d.zenlnput (0) separafer O, MLitALF A AL AL A
template.
template public valuespe(act @ YalueSpecificat iondction)]
Ffact value.ocl IsTypeldf (LiteralString
[ect . value. string¥aluel ) f1” [efseif (act.valus.oc| IsTwpelf (Literal Intezer) )]
act.value. integeralusl ) /] [efseff (act.value. ool IsTypelf (LiteralBooleand 3]
act . value.booleana luel ) ] Lefsedf (act . value.oc| IsTypelf (LiteralReal ) )]
act.value. realValue( ) 1L A
[/templatel
template public zenReadSe|f {act @ ReadSelfict ion)]

this
L/template]

Figure 11. A portion of the template for Java.

template public tradaction{act : Action)]

£ (act  output->notEmpty ()]

fef nes @ Sequencehct ivityhode) = act.output.outzoinz. tarzet]

FF (nes-Zany (oc | IsTypelf (Forkbode ) - ot Empty( ) 31

act.output . tvpe, zenTypel )+ " A1 [nexM->anyioc| IsTvpelf (Forkhaode ) ). namef1= IF FA LF feA LF FA LiF (act . oc| IsTypelf (Cal IBehaviorict ion) 31

cal |Behlact .ol 4=Tvpe(Cal |Behaviordct ion) ) F] LefsedF {act.oc| IsTypelf (VWalueSpecif icat iondct ion) )]

valuespelact ool AsType(Va lueSpecif icat iondct iond 1/ [efsedF (act.oc| Isk ind0f {Readvariablefct ion )]

act .oclAsType(ReadVariablebct jon). zenReadvar () f] LedsesF (act.oc| IsK ind0f (Cal |Operat iondct ion} )]

act.oclAsType(Cal |0perat iondct jon). cal |10pel ) /] Lefsedff (act. ool 1=K ind0f (4ddVariableValuedct ion) )]

act.oclAsType(dddVariableValuebct iond. zendddvar( ) f] lefseff (act. ool IsK ind0f {ReadSt ructuralFeaturedct ion) )]

act.oc|AsType(ReadSt ructural Featuredct ion) . zenReadst r 0] Lefsefflact . oo | IsTypeOf (ReadSe | f &ct ion) )]

act.oclfsType(ReadSe | f fct jon). zenReadSe | £ () F1 [efsed

act mamed]( [Ffea- (it @ String | act.input.invalue(). zenlnput () ) semarator (. 1Lt AL 7 ) OF 7A

[/template]

template callOpe{ope @ CallOperationfictionl)]

Fflope.operat ion. class.ancestors(Packaze). name->inc|udes( Col lect ionClasses" ) and ope.operat ion.nane.matches( =ize™ 131

ape.target . invaluel ). zenlnput ()F]. Count [es:

}ﬁe.taltr%eﬁ. invaluel ). zenlnput () f]. [ope.operat ion.zenlpe (10D (it @ String | ope.arzument. invaloel ). zenlnpot () Y separafor .70t AAL ferl ) IF 7A
enplate

template public zenOpe{ope - @ Operation)]

£f {ope.class.ancestors(Packaze ). name->includes("41f71)]

£ {ope.class. ancestors(F‘ackage) rreject (ool IsTvpelf (Mode | D). name-> includes{ Caol lect ionClasses’ 1)1

£F {ope.rans.matches("at’

efseiflope. nane. natches( replacsit” 1]

set [efsefflope. nane. matches( " add™ 1 )]

idd Lefze]

ope. namef] Lf 77 Lefse]

ope.nanef] [F 7 Lefsd

ope. namef] Of 7

[/template]

template public callBeh{act : CallBehaviordction)]

Ff (act.behavior.ancestors(Packeze ). name->includes( Foundat iona IMade 1L ibrary” ))]

£F (act . behavior.ancestors(Packege)->reject (ool IsTypeOf (Mode | ). name-> includes(" BasicInputOutput” 131

FF (act behavior.name="Writeline )]

Console Writelinel [sct.arsument. invalus(l. zenlnput (1410

[e!se;f {act.behavior.name="Readline’

[fef pin : Pin = act.result-any(oc| [=K inddf (Pind 2]

Console.ReadL ine( ) [f fef] [ 7 Lefseff (act.behavior.ancestors(Packaze)->reject (oo IsTyvpelf (Made| ) ). name->includes{ " Prinit iveBehaviors" 1)1
£ (act.arzunent->sizel )22 )]

act . arzument—ranyinane=" =" 1. invalus( ). zenlnput {341 [act . behav i or. namedf] [act . argument - Fany{namns="»" 1. inva lus (). zenlnput () /1 [efad
}ct.behav]ior.nameﬂ[far'(it s String | act.argument. invalued ). zenlnput (1) separafor (. ’)][ltﬂUfMU!ﬂU!ﬂU i
template

template public valuespefact @ YalueSpecificationfiction)]
Fflact .value.ocl IsTypeOf (LiteralString)
[act.value. stringValuel ) /1" Lefseff (act . value.oc] IsTypeOf (Literal Integer) )]
act .value. intezerta luel ) f] [efsedf {act . valus. oc| IsTwpelf (LiteralBoalean) 3]
act . value.booleanta luel ) 1 Lefgedf (act . valus.oc| IsTvpelf (LiteralReal ) )]
act . value. realValuel ) A1 LA7A
[ftemplatel
tﬁl?nplate public zenReadSelf{act @ ReadSelfhction)]

iz
[templatel

Figure 12. A portion of the template for C#.
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TABLEIIL.  COMPARISON OF MODEL NODES AND GENERATED LINES.
Number Number of
of model Lansuages added or Number of
guag modified finished lines
nodes .
lines
Java 3 74
94
C# 5 65
TABLEIV. COMPARISON OF DEVELOPMENT COSTS.
Production New Development
Languages development cost by
rate .
cost reusing
Java 96% 131% 4%
C# 92% 152% 8%

diagrams. The source code of Java and C# was generated
automatically. The same models as described by the
previous processes were used for the model transformation
of both languages. Operations were checked by evaluating
the source code. Figures 6 and 7 show the class diagram and
the behavior model of the system, respectively.

The generated source code in Java and C# for Classl is
shown in Figures 8 and 9, respectively. In addition, Fig. 10
shows the behavior model of Sortcommand, and Figures 11
and 12 show portions of the templates for Java and C#. The
generated source code in Java and C# for Sortcommand is
shown in Figures 13 and 14, respectively.

The development cost is evaluated according to [16]. It
assumes that workload to add one node in UML diagrams
equals that to describe one line of source code. Table III
shows the number of model nodes, the number of lines of
added or modified lines, and finished source code for each
language. The added and modified lines correspond to parts
that cannot be expressed by executable UML such as
package, import, and so on. Table IV shows the rate of
automatically generated code to the finished code. In
addition, it shows the rate of cost of new development and
reuse as compared with manual procedures starting from
scratch to completion. The calculation formulas used in
Table IV are shown below.

Production rate = (finished code lines — added and
modified lines) *100 / finished code lines (1)
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New development cost rate = (model nodes + added and
modified lines) *100 / finished code lines 2)

Reuse cost rate = (added and modified lines) *100 /
finished code lines 3)

Cost of the proposed method is about 130 —160% in
developing new software, but it is reduced to less than 10%
if reusing the models. According to the investigative report
of IPA, ~70% of software development is reuse,
modification, and migration of existing systems and new
software development is ~30%. If a system is developed by
the proposed method, the cost is

10*0.7+160*0.3=55% 4

Although the proposed method is more expensive than
manual procedures in new development, it can be less
expensive when reusing the model(s) created for a system.
Previously-created templates can be used in other projects
and the cost declines further by repeating reuse. In the
present software development environment, where reuse is
common, a large cost reduction can be expected. Systems
can be hierarchically divided into several (reusable) classes
for every function.

1 package Packagel;

2 import Jawa.util.List;

i public class Sortcommand |

4 public Sortconmand() {

g super();

7 public void sortDatallist<Intezer> data) |
b int dumy = 0}

] int min = 0;

10 int j =10;

1 int 5:=1;

12 int k= 10;

13 while (k < data.size() == true) {

14 min = (int) data.gzet(kl:

15 g = g

16 ikt

17 while (i < data.size() == true) |
18 if (nin < (int) data.zet(j) == true) |
19 min = (int) data.zet(i);
Al g =03

21 ! else

%% ;f (min < (int) data.get(i) == false) {
24 =i+

20 1

26 duny = (int) data.zet(k);

7 data.zetl, data.zet{s)):

20 data. et (2, duny):

24 k=k+1:

0 1

1 ]

il

Figure 13. Generated Java code of Sortcommand.
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Susing Svstem;
using Svstem.Collections.Generic,
Snamespace Packagel

—public class Sortconmand |
- public void sortDataflist data) {
int dumy=0;
int min=0;
int j=0;
int s=0;
int k=0;
whilelk<data.Count==t rue) {
min=datalk]:
5=k
izk+1;
while(j<data.Count==trus){
ifmin<(datalil)==truel{
in=datalj];

dumv=datalk];
data.set (k,datals]);
data.set (s, dumy];
?:k+1;

Figure 14. Generated C# code of Sortcommand.

V. CONCLUSION

Based on the trend where the rate of reuse, modification,
and migration of existing systems is increasing in software
development, an MDA method that uses executable UML
jointly with class diagrams was proposed in this paper. The
key idea and objective of the proposed method are to
automatically generate source code that skeleton code does
not have. As the result, the proposed method associates class
operations with executable UML. Source code in Java and
C# was generated from system models, and development
costs were evaluated.

If the platform of a system is changed in the future,
software developers cannot reuse existing source code, but
they can reuse UML models to automatically generate source
code in the new programming language. As a result, the
proposed method can significantly reduce costs when models
are reused. The proposed method can transform models into
source code written in any type of programming language if
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there is an appropriate template. However, the method
cannot correspond to a large scale of activity diagrams that
contain a lot of classes and methods.

As future work, we believe it will be necessary to decide
on a standard of model partitioning and a notation system for
objects. In addition, an important future task will be to
investigate what types of problems will occur when models
are changed.
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Abstract—For several years, it has been predicted that In-memory
based IT-systems will become a key technology in addressing the
challenges of increasing data volumes and computational speed
requirements. Nevertheless, many companies seem reluctant to
switch to this technology. Missing application scenarios are often
cited as the main cause of the slow spreading. To adress this
research gap, this work will introduce a framework for the
analysis and evaluation of potential applications of In-memory
IT-Systems. The developed framework offers researchers as well
as the corporate sector the opportunity to evaluate the suitability
of such IT systems for existing as well as future use cases. The
development process follows the approach of the design science
research. In the first phase relevant influencing factors for the
use of In-memory systems are identified conducting a literature
review. In the second phase an expert survey is carried out for
the evaluation and the identification of further influencing factors.
The results show that an acceleration of IT processing does not
generate substantial added value. In particular, business-related
factors have been neglected in the past. Therefore, a structured
analysis framework is introduced considering both, data and
analysis factors as well as economical factors. In the last step the
introduced framework is applied based on selected cross-industry
uses cases to underline the evaluation capabilities.

Keywords—In-Memory IT-Systems; Case Study; In-Memory
Computing; In-Memory Database.

I. INTRODUCTION

In this work, we introduce a design science based system,
able to identify and evaluate influential factors for potential
application scenarios of In-memory IT-systems [1]. The aim of
this approach is to examine existing as well as potential future
scenarios. Based on an analysis framework, the requirements
and their feasibility of use cases are examined. In order to
identify possible influence factors of In-memory application
scenarios, case studies and scientific literature are analyzed.
Subsequently, the influence factors found are evaluated with
the help of field experts who participated in an expert survey,
also identifying yet unknown and additional factors.

In December 2014, Amazon introduced the ”Prime Now”
service, which guarantees the delivery of several thousands of
products within an hour [2]. In the field of high frequency
trading, fractions of a second can determine profit or loss
[3]. Sociologists have been talking about this subject as the
“age of acceleration” for quite some time [4]. Never before in
history were decision makers forced to make entrepreneurial
decisions under greater time pressure than today. Furthermore,
increasingly huge and heterogeneous data sets are challenging
companies. Due to the increasing computational demands,
conventional IT solutions reach their performance limits more
and more frequently. One of the most promising technologies
for solving these challenges are In-memory-based IT systems
(IMIS). Although the technology was subject to high expecta-
tions in the past, the predicted boom has not yet begun. In this

context, many companies complain about the lack of useful
and economical application scenarios [5][6]. In a study by the
American SAP user group, this point is mentioned as one of the
main causes for the delayed distribution [7]. The reasons for
this is, among others, the previous focus on technical aspects
[8]. A study by the market research company PAC [9], on the
other hand, shows that the In-memory technology is of great
interest to many companies and can play an important role in
the future. 36% of the surveyed company representatives see
this technology as an important building block in future IT
landscapes. In this field of tension, it becomes clear that the
In-memory technology has great potential that has not yet been
exploited. Our contribution starts at this point. With the aid of
our framework practitioners are able to assess the potential of
IMIS.

The paper is organized as follows. Section II introduces
the technical background and the related work in the field of
IMIS. In Section III the research methodology is presented.
Afterwards the results of the literature review and the expert
survey are presented in Section III. Section IV comprises the
conception and structuring of the framework. The application
of the developed framework is shown based on selected use
cases in Section V. The final section summarizes the contribu-
tions to practice and research.

II. RESEARCH BACKGROUND

The idea of using main memory to store data is not
new. These concepts were introduced in the 1980s and 1990s
[10][11]. At that time, the main focus was a very fast response
times which were realized by main memory databases. The
speed advantage in comparison to conventional hard disk data
access is illustrated in Table I. Due to high costs and low
memory sizes, the interest regarding In-memory databases
decreased and the technology almost fell into oblivion. With
the introduction of the HANA platform [12], the IT-software
provider SAP has once again placed the focus on IMIS.

TABLE I. Data Access Overview (cited from [13]).

Action Time

Main memory access 100ns

Read 1MB sequentially from memory 250 000ns
Disk seek 5 000 000ns
Read 1MB sequentially from disk 30 000 000ns

A. Problem Context

The previous concerns about the durability of the stored
data could be eliminated by the use of non-volatile RAM [14].
The concept of IMIS includes more than a pure data storage
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in the main memory. In contrast to conventional relational
databases, the data is no longer stored row-based, but most
often column-based [15]. The concept of a column-based data
storage is illustrated in Figure 1. The advantage of a column-
based storage is on the one side a better data compression and
on the other side a better suitability for analytical tasks.
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Figure 1. Row- and Column-oriented data layout (adapted according to [13])

Originally, the main application area of IMIS were fast and
flexible analysis of large amounts of data in data warehouses.
In the meantime, the application areas were extended to
transaction systems. The goal here is to dissolve the histor-
ically grown separation between online analytical processing
(OLAP) and online transaction processing (OLTP) systems
[16][17][18]. These hybrid systems are referred to as Online
Mixed Workload Processing (OLXP) [19] and Hybrid Trans-
actional/Analytical Processing (HTAP) [20].

The advantage of a common data storage is the elimination
of extract, transform, load (ETL) processes from the OLTP
into the OLAP system. In addition, transactional data can be
used for analytical and planning tasks. Furthermore, there is a
potential for savings through the elimination of an additional
system [13]. However, it is important to note that analysis and
transaction systems have fundamentally different characteris-
tics and requirements [21]. Analytical systems are generally
used for the support of specialists and executives. Decisions at
these company levels are, in most cases, characterized as strate-
gically or tactically, that means for a longer period. The data
access during the execution of analysis are almost exclusively
read-only [21][22]. On the other hand, transaction systems are
used to solve everyday business tasks of a company. In most
cases, the time horizon only covers a relatively short period
[23]. The typical transactional workload is also largely read
access, but compared with analyzes, with a significantly higher
proportion of write accesses [21]. The merging of OLAP
and OLTP systems to an OLXP / HTAP system leads not
only to the advantages mentioned, but also to problems and
difficulties. From a technical point of view, hybrid workloads
(line / column-based & read / write) must be simultaneously
processed [24][25][26]. The merging to a common information
system also leads to a stronger de