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Abstract— In recent time, precarious transaction activities have 

attained a systematic daily occurrence, imbuing landed, 
personal and intangible properties. Of all these, credit card 
fraud is the most catastrophic if not detected on time for easy 
retrieval from the perpetrator. So, the threat actor gains 

unauthorized access in order to obtain money. Machine 
learning and data science has revolutionized and enhanced 
prompt discovery of expedient hidden information in data. 
Therefore, in this study, we develop an efficient fraud detection 

framework using non-rule-based approach of Multi-layer 
perceptron (MLP) on a given financial transaction dataset. 
Frauds were correctly predicted and detected. The algorithms 
on the datasets evaluate their respective effectiveness vis-à-vis 
fraud detection in bank transactions. The results are compared 

and evaluated using various evaluation metrics. In addition, we 
explored a 1D-Convolutional Neural Network, leveraging on its 
strength of less computational resource requirement. 
Observation from the experimental result revealed a desired 

gradual high accuracy.  

Keywords- fraud; credit cards; Multi-layer perceptron; 1D- 

Convolutional Neural Network, Big Data.  

I.  INTRODUCTION 

Recent information technology (IT) proliferation 
deployed in major financial services by Nigerian banking 
institutions has led to an increase in threats posed to these 
systems. A real time analysis is of utmost importance to the 
finance sector, enhancing its operational mode and outcome 
in a short time frame of fraud occurrence [1]. Debit/Credit 
cards are one of the most common payment methods used 
over the Internet. It was asserted that financial fraud can be 
viewed as an act intended for deception involving financial 
transactions for personal gain purpose [2]. Fraudsters have it 
easier as most transactions do not require the presence of a 
bank account/card holder; stealing relevant customers’ 
details or perform identity theft by posing as the customer at 
point of payments is all that is vital to perpetrating their acts.   

This includes phishing and unsuspecting customers, 
redirection to malicious websites with a hidden act of 
harvesting customers’ banking details and information. 
Credit card fraud is equally viewed as a type of theft and 
fraud done using a payment card, as a fraudulent fund source 
in a transaction. Some security issues are mostly faced by 
banks everywhere, but the prevention of card fraud attracts 
high priority, and this is set to grow with the exponential rate 
of Internet awareness and transactions. Increase in online 
purchases has made criminals take advantage of various 
weak authentication checks to commit credit card fraud [3].  

Models provide a way to mitigate these occurrences, 
protect clients’ transactions and play an essential role in 
payment service providers’ profitability and sustainability. 
All the aforementioned can be achieved using a fraud 
detection system (FDS). FDS is computational analysis 
fraud detection techniques via fraud identification or 
anomaly transactions in swift and proven techniques of 
machine learning as presented in [4]. Modeling of past credit 
card transactions has to do with detecting fraudulent 
transactions via the existing knowledge fraud. This model is 
then used to identify whether a new transaction is fraudulent 
or not in the two major existing fraud methods of physical 
and virtual frauds. Physical fraud is done by stealing a card 
and using it for the payment or purchasing while virtual 
fraud is committed by using someone’s card details through 
the internet for transactions. Further classification of credit 
card fraud is given in Figure 1. Section I deals with the 
introduction of various acts of fraud. A guide to available 
credit card fraud is presented in Section II, while Section III 
gives a detail of related study in the fraud detection domain. 
In Section IV, multilayer perceptron methodology approach 
to fraud detection is extensively discussed. Implementation 
of a feed forward Artificial Neural Network for the machine 
learning approach is presented in Section V in addition to 
Section VI which further shows the implementation with 
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various parameters.  Observations from the proposed model 
and evaluation are given in Section VII with the 
performance of the Logistic regression study based on the 
same dataset. 

 
Figure 1.  Classification of Credit Card Fraud 

II. MAJOR METHODS USED TO MITIGATE CREDIT CARD 

There are basically two major forms of mitigating credit 
card fraud; it could be in the preventive or detective mode. 
The preventive mode involves blocking fraudulent 
transaction at the point of transaction. Such as passwords, 
pin and blocked cards; while the detective mode identifies 
successful fraud transaction through predictive models with 
machine learning approach. 

Traditionally, fraud resolution process usually involves: 
fraud detection, investigation, confirmation, and prevention. 
Therefore, a self-learning computer program automates the 
above processes using various methods. Signature based 
detection method detects fraud traces through the signature 
technology using known patterns or byte sequence; it is 
efficient for known frauds. However, fraudsters have 
continued to manipulate the system by finding creative ways 
to beat signature strings. The anomaly detection method 
comes with the ability to detect both known and novel 
frauds; although, this method is limited by false positive 
error, that is, previously unknown legitimate transactions. 
Consequently, this paper exploits machine learning (see 
Section IV) to detect fraudulent activities as well as 
measuring its performance. 

III. LITERATURE REVIEW 

Financial fraud had been a major challenge for corporate 
organizations, government and most specifically businesses 
that utilize information technology. Financial fraud is 
defined as an intentional act of deception involving financial 
transactions for personal purpose gain. Another definition 
for financial fraud is “to take advantage over another by 
false representations” which include “surprise, trickery, 
cunning and unfair ways through which another is cheated” 
[2]. Globally, fraud costs some financial industry 
approximately $80 billion annually while the United States’ 
credit and debit card issuers alone lost $2.4 billion. 

The financial fraud occurrence in any organization 
undermines both the effort and prospects. Financial fraud 
brings about losses owing to theft, distrust in transaction, 
and litigation. These losses owing to fraud are grossly 
detrimental to institutions in which they occur. As advances 
in cloud technology plums and cyber-security measures are 

not commensurate, there exists high possibility of financial 
fraud bound to threaten businesses worldwide. Detection of 
financial fraud had not come so easy; it is mostly at a high 
cost and time. The cost of financial fraud reported is about 
$1 million per incident, occupational fraud costs $150 to 
$200,000 per incident while losses due to fraud costs an 
average of 5% of gross profit and take around 24 to 36 
months to discover - usually via a tip (40%), by accident 
(20%), or during an audit (10%). Some motivations for 
committing financial fraud have been reported and identified 
by senior management to be most responsible for most fraud 
[5].  

The authors in [5] argued that meeting external forecasts 
emerged as the primary motivation and it was 
conceptualized that three elements common among all fraud 
is called the fraud triangle. These elements include a 
perceived pressure, a perceived opportunity, and a 
rationalization of the fraud act. in addition to the trio, is 
motivation for need, greed and addictions (or vices). This is 
with the assertion that the motivation for greed in turn feeds 
the motivation for vices. Capping it all, these motivations 
become a vicious cycle leading to fraud. thus, financial fraud 
is categorized mainly into three areas: bank fraud, corporate 
fraud and insurance fraud. Bank fraud is subdivided into 
credit card fraud, mortgage fraud and money laundering 
fraud [6].   

Fraud modelling is one important tool in addressing 
financial fraud. It expands in importance as corporate 
organizations and government determine which type of 
models to use and continuous update in order to protect 
against evolving threats. In the past, traditional fraud 
models are used to automatically detect unauthorized 
transactions such as determining when a card has been used 
without the owner’s consent. Most card issuers use fraud 
models to identify fraudulent card usage in order to 
maintain the integrity and security of their network as it is 
core to earning trust in online business world. However, 
diverse range of payment services offered by organizations 
and businesses to clients also presents higher opportunities 
for fraud occurrence. Consequently, fraud models provide a 
way to mitigate these occurrences, protect clients’ 
transactions and play an essential role in payment service 
providers’ profitability and sustainability with attributes of a 
given transaction as variables used in fraud models. 
Thereafter, it classifies or attempts to label the transaction 
fraudulent or legitimate (see Sections V-VII). Some 
extensive models label the type or category of fraud. Some 
of the common attributes used by fraud models include: 
Merchant (the business charging the transaction), transaction 
location, amount, type (online or offline), volume, account 
history, transaction history, and so on, depending on the 
amount of attribute information captured in a transaction. 
The five basic fields, which describe type, time (hours, 
minutes), location, amount, and date (week days) of a 
transaction were used in the fraud model. While 16 
significant ratios out of 29 financial ratios were used in 
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detection of fraud in the financial statements of banks, which 
were categorized into asset quality ratios, earnings and 
profitability ratios, liquidity/solvency ratios, long term 
solvency/leverage ratio, capital adequacy ratio, cash flow 
analysis and trends. These fraud models utilized 29 variables 
of which 24 are financial variables while 5 are non-financial 
variables as it proved that model tools based on financial 
numbers, linguistic behaviour, and non-verbal vocal cues 
have each demonstrated the potential for detecting financial 
fraud. Fifty-one (51) financial ratios were utilized in 
detecting fraud in financial statements by means of financial 
ratios [7]. 

Notable fraud detection models are mainly categorized as 
rule-based models and algorithmic (or machine learning) 
models. Rule-based models are collection of rules used to 
detect fraudulent transactions with a single rule containing 
as a set of conditions that, when present, labels a transaction 
either as fraudulent or not. Rule-based models are made up 
of an expert knowledge base. In addition, new rules evolve 
from time to time because of inference action on streams of 
time changing data. However, one major limitation of rule-
based fraud models is time complexity in handling big data.  
Algorithmic models make use of machine-learning methods 
to classify a transaction as either fraudulent or legitimate. 
Algorithmic models are more complex than rule-based 
models; this is dependent on the type of algorithm used. 
These models are computationally complex than rule-based 
models but achieve high performance. They are far better at 
detecting complex relationships between variables than the 
rule-based models. Machine-learning methods also require a 
pre-requisite of having many variables to implement and 
ensure learning. Therefore, when there is limited number of 
variables usage, the benefit of algorithmic methods over 
rule-based models is diminished.   

 The review on financial accounting fraud detection based 
on data mining techniques was motivated by the idea that the 
failure of internal auditing system of the organization in 
identifying the accounting frauds has led to the use of 
specialized procedures to detect financial accounting fraud. 
The findings of this review showed that data mining 
techniques such as logistic models, neural networks, 
Bayesian belief network, and decision trees have been 
applied most extensively to provide primary solutions to the 
problems inherent in the detection and classification of 
fraudulent data. In [7], financial fraud detection using vocal, 
linguistic and financial cues is presented and observed that 
these methods for automating financial fraud detection 
(FFD) have mainly relied on financial statistics; although, 
some recent studies have suggested that linguistic or vocal 
cues may also be useful indicators of deception. The 
hypothesis investigated in the study is that an improved tool 
(based on financial numbers, linguistic behaviour, and non-
verbal vocal cues) could be developed if specific attributes 
from these feature categories were analysed concurrently. A 
set of 1,572 public company quarterly earnings conference 
call audio file samples was used in the study. The authors re-

affirmed that earnings from conference calls are ideal for 
investigation because they involved corporate executives 
publicly discussing financial information, thereby 
simultaneously providing financial, linguistic and vocal 
cues. The study proved that tools based on financial 
numbers, linguistic behaviour, and non-verbal vocal cues 
have each demonstrated the potential for detecting financial 
fraud. However, it is quite tasking (and computationally 
intensive) to concurrently source and compute large amount 
of vocal and linguistic data [8]. 

In another study, a difference between precision-recall 
and Receiver Operator Characteristic (ROC) curves for 
evaluating the performance of credit card fraud detection 
models was motivated by the need to solve the problem of 
fraudulent transactions detection with use of machine 
learning for legitimate or fraudulent the credit card 
transactions classification. In order to solve this problem, the 
precision-recall curves are described as an approach. 
Weighted logistic regression is used as an algorithm level 
technique and random under-sampling is proposed as data-
level technique to build credit card fraud classifier. 
Performance evaluation of these approaches adopted the 
ROC curves, which showed the variance of the number of 
correctly classified positive examples with the number of 
incorrectly classified negative examples. However, ROC 
curves present an overly optimistic performance view. It 
established that precision-recall curves have more 
advantages than ROC curves in dealing with credit card 
fraud detection. Nevertheless, the study was limited by 
inability to find the best solution to the problem of 
imbalanced data in the dataset [9]. 

In the same vein, a study on “Combatting Financial 
Fraud: A Co-evolutionary Anomaly Detection Approach” 
evolved around the motivation of the major difficulty in 
anomaly detection which lies in discovering boundaries 
between normal and anomalous behaviour. The objective 
was to present a co-evolutionary algorithm which tackles the 
anomaly detection problem and discover the boundary 
between normal and abnormal behaviour. The co-
evolutionary algorithm was used to provide a competitive 
interaction between different populations which minimize 
detection errors and the adaptive evolutionary environment 
accelerated by the process of finding good solution. The 
authors implemented the algorithm using anonymized 
transactional data from a real financial institution. The data 
set contains two-year Automated Bank Machine (ABM) and 
Point of Sale (POS) fraud-free transaction history. The 
research has contributed to knowledge by using concept of 
evolution to detect anomalies in fraudulent transactions only 
it was not applied to realistic data [10].  

IV. METHODOLOGY  

The study deploys multilayer perceptron approach to detect 
fraud using financial datasets. Each transaction by a 
customer on card contains the transaction API, which is 
stripped into attributes. The attributes (model variables) 
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from the API include; Source IP address, Destination IP 
address, Card pan, Location of transaction, Item bought, 
Unit of items bought, Amount of transaction and the Date 
and Time of transaction. The model architectural design is 
depicted in Figure 2. The Architecture is divided into 3 
major parts, namely: 

i. Data preprocessing & Feature Selection 
ii. Data Training & Learning 

iii. Classification 
Financial credit card datasets were selected (Dataset 1 

and Dataset 2) were obtained from “Kaggle Data 
Repository” [19] which are publicly available containing 
anonymized real-life credit card transactions with an evident 
presence of fraudulent cases. Dataset 1 was obtained from 
Kaggle Data Repository, and contains anonymized data to 
protect user’s vital information. Data was from Credit Card 
Transactions for users in Europe in 2013. It has 284,808 
entries. It has 31 attributes with class labels The Dataset 1 
sample is shown in Table 1. 

Dataset 2 contains anonymized data to protect users’ 
vital information, Data contains credit card transactions. It 
has 151,113 entries. It has 11 attributes with class labels, 
partitioned into testing set and training set. Training set 
contained 105,778 records and testing set had 45,335 
records. Sample records of the Dataset 2 are shown in Table 
II. 

 

 
2.   Architectural design of the model 

 
 

The data pre-processing and preparation was carried out 
on the raw financial dataset to remove outliers using max-
min normalization technique. As shown in equation (1) 

      
        

 (1) 
 
where fvalue, is the feature value to be normalized, fmin is the 
minimum feature value and fmax is the maximum feature 
value respectively. 

Feature selection was performed by computing feature 
importance. This is done using Information gain calculation. 
Thus, given a set of financial transaction dataset Sc  

      
      

 (2) 

where (I = information, S = total number of financial 
transaction data instances, c = total classes (i.e., fraudulent 
and legitimate classes, F = Features) 

The information gain, G(F) is defined as: 
      

    (3) 
Features with high information gain are selected for 

model development while the others are removed.  

TABLE I.  SAMPLE OF DATASET 1 

 

TABLE II: SAMPLE OF DATASET 2 

user_id signup_time purchase_time purchase_valuedevice_id source browser sex age ip_address class

22058 2/24/2015 22:55 4/18/2015 2:47 34 QVPSPJUOCKZARSEO Chrome M 39 732758368.8 0

333320 6/7/2015 20:39 6/8/2015 1:38 16 EOGFQPIZPYXFZAds Chrome F 53 350311387.9 0

1359 1/1/2015 18:52 1/1/2015 18:52 15 YSSKYOSJHPPLJSEO Opera M 53 2621473820 1

150084 4/28/2015 21:13 5/4/2015 13:54 44 ATGTXKYKUDUQNSEO Safari M 41 3840542444 0

221365 7/21/2015 7:09 9/9/2015 18:40 39 NAUITBZFJKHWWAds Safari M 45 415583117.5 0

159135 5/21/2015 6:03 7/9/2015 8:05 42 ALEYXFXINSXLZAds Chrome M 18 2809315200 0

50116 8/1/2015 22:40 8/27/2015 3:37 11 IWKVZHJOCLPURAds Chrome F 19 3987484329 0

360585 4/6/2015 7:35 5/25/2015 17:21 27 HPUCUYLMJBYFWAds Opera M 34 1692458728 0

159045 4/21/2015 23:38 6/2/2015 14:01 30 ILXYDOZIHOOHTSEO IE F 43 3719094257 0

182338 1/25/2015 17:49 3/23/2015 23:05 62 NRFFPPHZYFUVCAds IE M 31 341674739.6 0

199700 7/11/2015 18:26 10/28/2015 21:59 13 TEPSJVVXGNTYRAds Safari F 35 1819008578 0

73884 5/29/2015 16:22 6/16/2015 5:45 58 ZTZZJUCRDOCJZDirect Chrome M 32 4038284553 0

79203 6/16/2015 21:19 6/21/2015 3:29 18 IBPNKSMCKUZWDSEO Safari M 33 4161540927 0

299320 3/3/2015 19:17 4/5/2015 12:32 50 RMKQNVEWGTWPCDirect Safari M 38 3178510015 0

82931 2/16/2015 2:50 4/16/2015 0:56 15 XKIFNYUZMBWFUSEO IE M 24 4203487754 0

31383 2/1/2015 1:06 3/24/2015 10:17 58 UNUAVQXNWFBMOSEO Safari F 24 995732779 0

78986 5/15/2015 3:52 8/11/2015 2:29 57 TGHVAWBMZRDHHSEO FireFox M 23 3503883392 0

119824 3/20/2015 0:31 4/5/2015 7:31 55 WFIIFCPIOGMHTAds Safari M 38 131423.789 0

357386 2/3/2015 0:48 3/24/2015 18:27 40 NWSVDOHYIOBDRAds FireFox M 24 3037372279 0

289172 7/17/2015 5:48 11/12/2015 22:08 46 KFZGQIWDIRLZBDirect FireFox F 53 1044590098 0  
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V. MULTI LAYER PERCEPTRON (MLP) 

The implementation is a feed-forward artificial neural 
networks; MLP consists of the input layer, output layer, and 
one or more hidden layers. Each layer of MLP includes one 
or more neurons directionally linked with the neurons from 
the previous and the next layer. Figure 3 represents a 3-layer 
perceptron having three inputs, two outputs, and the hidden 
layer including five neurons. 

The values retrieved from the previous layer are 
summed up with certain weights, individual for each neuron, 
plus the bias term [11]. The sum is transformed using the 
activation function. 

 
Figure 3.  A Multi-Layer perceptron 

The perceptron computes a single output from multiple 
real-valued inputs by forming a linear combination 
according to its input weights and then putting the output 
through some nonlinear activation function: 
Given output ) 
 

 
 
With the activation function (  applied, mathematically the 
MLP can be written as: 
 

 
 
where w = weight going to the hidden unit layer 

x= Input to hidden unit 
b= bias input 
φ= Activation function 
  

 
Figure 4. Representation of the MLP equation 

 

A. Learning Algorithm 

The MLP uses a backpropagation algorithm to learn and 
train from the dataset. 
The back-propagation algorithm is in 2 phases: 

• The forward pass phase- computes ‘functional 
signal’, feed forward propagation of input pattern 
signals through network. 

• Backward pass phase- computes ‘error signal’, 
propagates the error backwards through network 
starting at output units (where the error is the 
difference between actual and desired output 
values).  

Forward pass Algorithm 
• Step 1: Initialize weights at random, choose a 

learning rate η  
• Until network is trained: 
• For each training example i.e., input pattern and 

target output(s): 
• Step 2: Do forward pass-through net (with fixed 

weights) to produce output(s) 
– i.e., in Forward Direction, layer by layer: 

• Inputs applied 
• Multiplied by weights 
• Summed 
• ‘Squashed’ by sigmoid activation 

function 
• Output passed to each neuron in 

next layer 
– Repeat above until network output(s) 

produced 
 
Backward pass /Back propagation of error 

• Compute error (delta or local gradient) for each 
• output unit δ k  
• Layer-by-layer, compute error (delta or local 
• gradient) for each hidden unit δ j by 

backpropagating 
• errors (as shown previously) 
• Next, update all the weights ∆wij 
• By gradient descent, and go back to Step 2 
The overall MLP learning algorithm, involving forward 
pass and backpropagation of error (until the network 
training completion), is known as the Generalized Delta 
Rule (GDR), or more commonly, the Back Propagation 
(BP) algorithm. 

VI. MLP IMPLEMENTATION 

 The MLP model was implemented on a Personal 
Computer with 2.30 GHz and 8GB of RAM in Microsoft 
Windows 10 Operating system platform and Microsoft Excel 
2013 with Python Programing Language. The MLP training 
was defined with parameters epochs = 20, dim_size = 15, 
num_seq = 30, batch_size = 200, activation function = 
Sigmoid. 

…
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Due to the high imbalance in the datasets, the data were 
synthetically balanced using the smote method, the datasets 
1 and dataset 2 stored in csv format were loaded into python 
3.6 IDLE via a read_csv () command. The datasets were 
divided into two parts (Input and Output). The input data are 
those with the attributes while the output data contain the 
target class (‘Fraudulent’ and ‘Normal’). 
 

A. Evaluation Metrics  

The evaluation of the model was carried out using the 
various evaluation metrics such as Accuracy, Precision, F1-
score, Recall and False alarm rate. 
 
Accuracy: is defined as the number of correct predictions 
made by the model. It is the proportion of the total number 
of correct predictions. 
 

   
 
False Alarm Rate (FAR)/False Positive rate: is a ratio of 
wrongly classified normal instances. 

            
Precision: defines the results classified as positive by the 
model, how many were actually positive. It is the number of 
items correctly identified as positive out of total true 
positives. 
 

Precision=             (8) 

 

Recall: It is the number of items correctly identified as 
positive out of the total items classified as positive. 
 

Recall=                   (9) 

 
F1-Score: is the weighted average of the precision and the 
recall, it takes both false negatives and positives into the 
account and gives a better outlook especially in an uneven 
class distribution it is given as: 

     
 
where True positive (TP) represents data detected as 
fraudulent, True negative (TN) represents data detected as 
legitimate, False positive (FP) represents normal data 
detected as fraudulent, and False Negative (FN) is denoted 
as fraud data detected as normal. 

VII. RESULTS 

In this section, an evaluation of the study with some 
metrics is presented with the two datasets. Dataset I reveals 
the significance of dataset that is characterized with 
minimum missing data. This is presented in Tables III and 

IV. The graphical representation of these datasets is 
presented in Figure 5.  

TABLE III: EVALUATION RESULT ON DATASET I 

Model Accuracy (%) F1 

score 

(%) 

Precision 

(%) 

Recall 

(%) 

False 

Alarm 

rate 

(%) 

Multi-
Layer 
Perceptron 

96.4 96.3 99.1 93.6 0.001 

TABLE IV: EVALUATION RESULT ON DATASET 2 

Model Accuracy (%) F1 

score 

(%) 

Precision 

(%) 

Recall 

(%) 

False 

Alarm 

rate 

(%) 

Multi-
Layer 
Perceptron 

77.4 71.4 96.9 56.5 0.002 

 
From Figure 5 we can conclude that the proposed model 

performed appreciably better with dataset using the 
evaluation metrics. 
 

B    Performance of Dataset 1 and Datset 2 Using MLP 

Accuracy Precision Recall

96.4 99.1 93.6
77.4

96.9

56.5

MLP PERFORMANCE

Dataset 1 Dataset 2

Figure 5. Performance of Dataset 1 and Dataset 2 using MLP 

 

C   Comparative Evaluation  

The results of this model were thereafter compared with 
the results of a work that was implemented using Logistic 
regression machine learning approach with the same dataset 
1 is the result. 

TABLE V: COMPARATIVE EVALUATION OF MLP AND LOGISTIC REGRESSION 

Model Accuracy 
(%) 

Precision 
(%) 

Recall (%) 

Multilayer 
Perceptron 

96.4 99.1 93.6 

Logistic 
Regression 

Not given 71 64 

 
This model performed impressively against the 

performance of the Logistic regression study with the same 
dataset.  Weighted logistic regression was used as an 
algorithm level technique and random under-sampling was 
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used as data-level technique to build credit card fraud 
classifier. The classification used in the study was Logistic 
Regression and the performance metrics are Recall and 
Precision. A graphical evaluation report of the two models is 
illustrated in Figure 6. 

 

 
Figure 6.  Comparative Analysis of Our Model (MLP) and Logistic 

Regression 

 

VIII. CONVOLUTIONAL NUERAL NETWOK (CNN) 

CNN is a type of deep neural networks that works best 
with image recognition [12]. CNN networks have been used 
in video and image applications such as objects/image 
detection [13]. It is based on the convolution of images and 
extraction of salient features based on filters that are learned 
by the network during training phase [14]. Aside the input 
layer, the stacked layers of Convolutional neural network 
include: convolution layer, activation layer, pooling layer, 
and fully-connected layer [12]. A typical sample layers of 
CNN is presented in Figure 7. 

a) Input layer: the input to this layer are usually image 

pixels (either gray-scale or RGB) 

b) Convolution layer: This is the heart of CNN 

network.  It is based on convolutional filtering 

such that during training filter weights are learned. 

In order to extract more complex features from 

image input, several filters are used, and this 

determined the depth of the convolution layer. The 

filter is also referred to as the kernel, and it has 

height and width in a matrix form (e.g., a filter 

size of 3x3 will have nine weights). An important 

component of this layer is the stride: it determines 

the number of pixels that a kernel window will 

slide through. 

c) Activation layer: CNN generally uses Rectified 

Linear Units (ReLu) activation function. The 

ReLU adds non-linearity into the network and at 

the same time provides non-saturating gradients 

for positive net inputs. It changes the output of a 

neuron to zero when the net input of a neuron is 

less than zero (  [14]. 

d) Pooling layer:  This layer reduces the spatial 

dimension of an image pixel size [15]. The layer 

can either be a Max pooling or an Average 

pooling. In max pooling, the maximum pixel 

intensity of a locality (window size) is taken as 

representative of that locality, while in average 

pooling the average is taking instead of the 

maximum. 

e) Fully-connected layer: each neuron in this layer is 

connected to all neuron of the previous layer. 

More so, there are no weight sharing but neuron(s) 

receives different set of weights form preceding 

layers. 

 

 
Figure 7. Sample layers of CNN [14] 

 
Commonly used CNN forms are 2D-CNN and 1D-CNN. 

The two CNNs both share the same characteristics and 
approach but they differ in their respective filters 
opereations as it moves across data and in the structure of 
their input dimensions. 1D convolutional neural network has 
been used in analysis of a time series for sensor data, 
mechanical or aerospace [16], audio recording, Fault 
detection [17], patient ECG [18]. Authors in [16] 
emphasized on the advantages of 1D-CNN over 2D-CNN 
has having lesser computational complexity, shallow 
architecture with potential to learn complex features, 
required less computational resources (CPU rather than 
GPU), and well suited for real-time and low-cost 
applications on hand-held devices.  

 
In recent times, there has been increase in fraud, which 

has resulted to loss of money and lack of trust in financial 
systems worldwide. In the financial systems of various 
countries of the world, there exist several techniques for 
fraud detection, which has also evolved over time.  Fraud 
detection encompasses the observation of the activities of 
users so as to avoid, perceive and estimate unwelcomed 
behavior which include delinquency, fraud, intrusion, and 
account defaulting [20].  Credit card fraud can be described 
as any unauthorized account activity by an unauthorized 
person for which the account was unintended for; thus, 
action is engaged to halt the abuse and adopt risk 
management practices to secure imminent fraud actions [20]. 
Although, credit card has become dominant in the world’s 
financial system similarly, fraud is increasing globally.  
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• CNN Fraud Architecture 
  
Authors in [22] proposed a Convolutional Neural 

Network based framework for detecting surreptitious fraud 
patterns in credit card transactions. The authors transformed 
transaction data into a feature matrix for each record, by 
which the inherent relations and interactions in time series 
was revealed for the CNN model. They combined the cost-
based sampling method in characteristic space, the 
extremely imbalanced sample sets are alleviated, yielding a 
superior performance of fraud detection. The proposed 
framework is shown in Figure 8.  

 
Figure 8. Credit Card Illustration Fraud Detection System [22] 

 
In addition to the online and offline segments of the 

proposed framework, the proposed system adopts trading 
entropy to a group of traditional features in order to model a 
more complicated consuming behavior. As regards to data 
mining, the model was structured after feature engineering 
and it was realized that credit card data was imbalanced, 
which resulted to proposing and adoption of a cost-based 
sampling method for the generation of synthetic frauds and 
thus transform features into a feature matrix so as to fit the 
model. Subsequently, the proposed model was simulated and 
evaluated alongside other industry-based models (SVM, RF 
and NN). Simulation Results proved that the cost-based 
sampling method uses additional legitimate data and 
improves the imbalanced problem, hence the CNN model 
when simulated on various sample sets, attains the best 
performance. 

 
Research outcome in [21] posited that the widely 

adoption of CNN architecture is due to its flexibility 
structure and obtains the feature automatically, thereby 
resolving so many classification problems and in an exact 
specification situation, the structural feature settings of CNN 
could be modified to achieve optimum performance. The 
authors proposed a three Convolutional Neural Network 
models to resolve Fraud Account Detection. The models 
proposed include the Network Topological Data (NTD-
CNN), Time Series Data (TTD) tagged as TTD-CNN model 
and a CNN model that combines the two kinds of 
Heterogenous Data Features (HDF), which are extracted 
from the former two kinds of data, tagged HDF-CNN model. 
They further proposed a wholistic account transaction 

network mathematical model, which was used as the basis of 
learning network vector of accounts. The network comprises 
of the transaction relationships cum timestamp data, this 
represented account’s historical trading behavior.  

 
The study adopted a DirectedWalk algorithm was used to 

learn the account’s network vector; this quantified the 
network local topological arrangements of transaction 
network into high dimensional vectors. The research 
explored data set from the Department of Economic 
Investigation, which avails transaction data of real bank 
accounts and subsequently subjected it to simulation. The 
experimental result on real data set revealed that HDF-CNN 
achieved improvements when compared with other proposed 
CNN models in classification performance. 

    
Furthermore, the gain of Neural networks and deep 

learning is its ability to estimate complex nonlinear 
relationships, fault tolerance, robustness and find the best 
solutions at a very high speed is asserted in [23], hence, 
proven to portray a unique performance in video processing, 
natural language processing and image recognition. 
Conversely, for structured data particularly online 
transaction data, neural and deep learning models have 
displayed poor performance since the available dimensions 
of the transaction data are limited. The authors proposed 
CNN based on feature sequencing to ameliorate fraud 
detection in online transactions as presented in Figure 9. 

CNN was applied to directly use low dimensional raw 
features as the input into the model, in order to enhance the 
sequence of features, thus a feature sequencing layer is 
added automatically. The proposed approach saves variable 
derived time, learns derivative features that benefit the 
classification results and reduces human interference.  The 
architecture is divided into two segments, which include 
transaction detection and training segments. 

 

 
Figure 9. A Fraud Detection model [23] 

 

The training segment was further divided into feature 
sequencing layer and CNN. The transactions features were 
optimized using feature sequencing, historical data was 
cleaned up and inputted into feature sequencing layer. The 
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proposed model was simulated by training the CNN 
framework, and the feature sequence order is modified by 
the effect feedback. Upon simulation, the results revealed 
that the proposed the CNN architecture based on feature 
rearrangement entrenched in the research had an outstanding 
experimental implementation with good stability.  

 
A hybrid model for Fraud detection in credit card is 

presented in [24], it comprises CNN and K-Nearest 
Neighbors (KNN) Classification. The proposed system 
adopts Machine Learning techniques such as KNN-
Classification and Convolutional Neural Network. These 
techniques are implemented on data-features such as 
Customer ID, gender, Merchant ID, age, Merchant type of 
customers. The system also adopts a serialized approach in 
fraud detection and the model trained such that it feeds the 
output of the CNN model into the training set of the KNN. 

 

 
Figure 10.  A proposed Fraud Detection hybrid model [24] 

 

In the proposed model, CNN and Long short-term 
memory (LSTM) algorithms were applied to the first layer 
of the model to enhance the detection of fraud and induced 
the model towards identifying fraudulent transaction 
attempts. The analysis of the sequence of data and memory 
checking was enforced by LSTM. The output of this layer is 
also stored as the classification label for the training set, to 
feed into the KNN model. The KNN layer is used to quickly 
classify through the resultant set, making the model faster 
and more accurate.     

Experimental results revealed that the accuracy of CNN 
upon training the data for 490 repetitions had 87.79% and a 
logarithmic loss of 3.90. The K-Nearest Neighbor 
classification had 90.5%. Upon hybridization of the two 
techniques, the resultant CCFDS model had an accuracy of 
98% with a logarithmic loss of 0.647. This accuracy of the 
CNN is amplified by 10% when imputed into the hybrid 
model with KNN, and can only increase if trained over a 
bigger balanced dataset. 

  
Authors in [25] used deep learning techniques to detect 

fraud in mobile communications. Dataset from a mobile 

communication network was used for experiment purposes 
and learning features extracted and grouped into fraudulent 
and non-fraudulent activity; as presented in Figure 11.  

 

 
Figure 11.  General Fraud Detection Framework [25]  

 

Datasets were subjected to Simulations based on the 
proposed model and results showed that the performance of 
Deep Convolution Neural Networks (DCNN) method 
superseded that of Gradient Boosting Classifier, Random 
Forest and Support Vector Machines as regards to training 
and accuracy. 

 
The multiple benchmarked machine learning techniques 

such as SVM, KNN and RF and deep learning methods such 
as autoencoders, CNN, RMB and DBN is presented in [26]. 
The authors sourced for datasets from European Union, 
Australia and Germany. The study adopted three evaluation 
metrics, which include the Area Under the ROC Curve 
(AUC), Matthews Correlation Coefficient (MCC) and Cost 
of failure.  Simulation Findings revealed that for larger 
datasets, the best technique to adopt is SVM in combination 
with CNN to maximize performance while for small 
datasets, a combination of KNN, RF and SVM provides 
good enhancement and Convolutional Neural Networks has 
the best performance when compared with DBN, 
Autoencoders and RBM.  

IX.  RESULT WITH 1D-CNN 

We experimented our proposed 1D-CNN approach with 
financial credit card datasets from kaggle data repository. 
The dataset has 284,808 entries with 31 attributes. We split 
the dataset into 80% training and 20% testing sets.  

From Figure 12, the 1D-CNN architecture consists of two 
convolutional layers with filter size of 128 each, which are 
preceded by a max pooling layer and a batch normalization. 
Also, two convolutional layers with filter size of 256 and 
512 respectively were added along with a batch 
normalization layer. Furthermore, we included another 
convolution layer preceded by a max pooling layer that has 
its output forwarded into the third batch normalization layer. 
Finally, we included two fully-connected layers (dense 
layers) such that the second dense layer has an output of 2 
classes.  Each convolutional layer used ReLU activation 
function while in the last dense layer we applied a SoftMax 
activation function.  
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Figure 12.  A proposed 1D-Convolutional Neural Network Architecture 

(CNN) 

 
The essence of the batched normalization layer is to help 
overcome overfitting problem in our dataset due to 
unbalance class ratio and also to enhance our network 
accuracy. During the network training, we set our batch size 
to 1400, epoch to 150 and learning rate to 0.001. We applied 
Adam optimizer to optimize the loss gotten from cross-
entropy loss function we applied in the 1D-CNN. As a 
result, our network was able to achieve a training accuracy 
of 99.53% after 150 epochs, so that both the train and test set 
accuracy rose gradually after 30 epochs, hence at 90 epochs 
the accuracies have surpass 90% illustrated in Figure 13. 
The impact of batch normalization techniques and the 
learning rate, facilitates the gradual increase in the network 
accuracy.  
 

 
Figure 13.  1D-CNN train and test data accuracy 

 

X. COMPARATIVE EVALUATION OF MLP AND 1D-CNN 

 
A further comparison of MLP and 1D-CNN models on 

the test data resulted in 96.4% and 99% accuracy with the 
same dataset is the result as illustrated in Table VI. 
 

TABLE VI: COMPARATIVE EVALUATION OF MLP AND 1D-CNN 

Model Accuracy (%) 

Multilayer Perceptron 96.4 

1D-CNN >98 

XI. CONCLUSION 

In conclusion, the multilayer perceptron which used 
information gain method as feature selection technique for 
obtaining the most relevant features of the dataset was found 
to be effective in fraud detection; this is hopeful to be of 
high importance to the financial sector. This study 
established a fraud detection framework that is capable of 
unmasking real-time fraudulent transactions. The prediction 
of the MLP and ID-CNN proposed frameworks record high 
level of accuracy, precision, recall, good F1-score and very 
low false alarm rate. In addition, it is observed that the larger 
dataset, which is Dataset I, with MLP and 1D-CNN, yielded 
high evaluation values than Dataset II (a smaller dataset). 
This corroborates facts from literatures on the prediction 
accuracy in big data. Future work will be extended to 
Association Rule mining by improved apriori principles as 
well as hybridized approach with focus on computational 
complexities will be studied for suitability with big data.  
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Abstract—ADAM (Adversary-Driven Attack Modelling) is a
framework for model-based security testing. It is the foundation
of a systematic and holistic attack modelling to support consistent
and comprehensible penetration tests on model level. ADAM
can be used for the automation of security testing in the early
phases of software engineering (e.g., manual security reviews)
as well as providing attack information for testing activities in
later phases of the development lifecycle (e.g., penetration tests).
By using ADAM, it is possible to continuously and consistently
address security in software development, even if no running
code is available. This paper focuses on the presentation of the
concept of ADAM, describing the necessary components, their
use and giving an insight into how the ADAM framework can
be used in the context of a simulation environment. ADAM
captures different perspectives of an attack, by the simulation
of an adversary that executes multiple attacks to reach a given
goal. Thus, ADAM supports not only the automation of model-
based security tests but the whole security testing on model level,
e.g., including test case generation. Our preliminary evaluation
shows that it is possible to use ADAM in a wide range of domains
and that there is potential reuse of modelled elements.

Index Terms—attack model; adversary model; model-based test-
ing; security testing; penetration test.

I. INTRODUCTION

In this extended paper, we present the Adversary-Driven
Attack Modelling (ADAM) framework. This work expands
the basic idea of a holistic attack modelling framework to
support the model-based security testing presented in [1] by
the following aspects:

• Specifying the adversary model utilising attributes for the
adversary characteristic and the adversary goal.

• Giving an insight into how the Adversary-Driven At-
tack Modelling (ADAM) framework can be used and
integrated, in the context of a simulation environment
from the automotive domain, which represents the target
model.

The ADAM framework is being developed in the research
project “Modellbasierte Absicherung von Security und Safety
für umfeldbasierte Fahrzeugfunktionen (MASSiF)” that ad-
dresses model-based safety and security testing in the auto-
motive software domain. In the automotive domain, software
engineers thoroughly use model-based safety engineering and

This work is supported by the German Federal Ministry of Educa-
tion and Research (BMBF) under the KMUinnovative program (Grant No.
16KIS0946).

model-based safety testing, e.g., to develop advanced driver-
assistance systems [2]. However, to our best knowledge, there
are currently no approaches for holistic attack-model-based
security testing. This argument is also supported by [3].
Depending on what the use case requires, a suitable attack
model of the existing multitude of isolated solutions is used.
If the use case changes or new questions arise, the applied
model may have to be updated, or further models may have to
be used, e.g., the MITRE ATT&CK Framework [4] (used for
details of a specific adversary profile) in contrast to attack
trees [5] (focusing on the system security on identifying
security improvements). Using different models or the constant
development of new models is time-consuming and causes
security to be inconsistent and untraceable, which in turn may
have a negative impact on the quality of security testing. To
close this gap, [1] introduced the basic idea of a holistic
attack modelling framework to support model-based security
testing. The concept provides an adversary-based and target-
based foundation to automate security testing on model level.

Penetration tests can be used in different domains [6][7]. We
will show that the idea of penetration testing can be applied in
the early stages of software development even if there is not
yet a running code. Instead of testing an implemented system
ADAM tests a model of the system.

Penetration testing is a common means to evaluate im-
plemented security controls [6]. However, penetration testing
usually only takes place in the late phases of software devel-
opment, when it is already very expensive in comparison to
security fixes in the early phases of software development.
Also, the effectiveness and efficiency of penetration tests
depend on the skills of the tester [6]. Vulnerabilities could go
unnoticed, hence the coverage of penetration tests is unclear.

In contrast, a holistic attack model that provides automatable
mechanisms for generating and simulating an adversary’s
attacking procedure could be applied in the early design phase.
For example, in the automotive domain in contrast to other
domains like web-application programming, executable system
models are already used in the engineering process (e.g.,
for simulations of complex assistance systems [2]). ADAM
can reuse these models. Hence, it mitigates some of the
shortcomings of penetration testing by applying the idea of
penetration testing already at model level. The automatable
test execution is more cost-efficient, and weaknesses can be
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detected earlier than in common penetration testing. However,
our approach is a complement for penetration tests. The
execution of attacks on models does not replace a necessary
penetration test on the implemented system in later phases. In
summary, the contribution by ADAM is

• Foundation for early, automatable security testing on
model level (adversary-driven, step-by-step attempts to
reach a specific goal) before running code is available.

• Domain-agnostic, holistic attack information basis sup-
porting automatable security testing on model level.

• Potential for reuse of the framework elements, e.g.,
modelled attacks.

The primary focus of this extended paper is to provide more
details on the necessary components of the ADAM framework.

The rest of this paper is structured as follows: Section
II discusses related work on attack modelling. Section III
states the requirements for the ADAM framework as a holistic
attack modelling framework for security testing. Section IV
presents our approach to attack modelling. This is followed
by the presentation of the four main components of ADAM,
adversary model in Section V, target model in Section VI,
attack base in Section VII and the attack modelling from the
process perspective in Section VIII. Section IX shows the
preliminary evaluation of the ADAM framework. Section X
concludes the paper.

II. RELATED WORK

Several adversary and attack models exist. Depending on the
perspective of the attack, there are various modelling concepts
[8].

The process modelling approach focuses on representing the
attack based on phases. For example, the Lockheed Martin Cy-
ber Kill Chain [9] defines an attack with seven phases that have
to be passed through by the adversary. The kill chain model
intends to model advanced persistent threats and malware
behaviour. Hence, an attack is seen as a linear process, and it
does not represent information about the attack surface that is
provided for an adversary. Testing requires exploring multiple
attack techniques, so bare process modelling approaches are
typically not sufficient for testing. Another standard method
is graph-based modelling that uses attack graphs to represent
various attack opportunities. Kaynar [10] presents examples
of this class of adversary and attack models in the domain
network security.

A specific graph representation of attacks is the attack
tree [5]. An attack tree focuses on the primary goal of an
adversary. This primary objective represents the root of the
attack tree, the elementary attack steps to are the leaves,
and the various associated subgoals link these nodes. Existing
attack trees can easily be reused or combined to form more
comprehensive attack trees for threat and risk analysis. Attack
trees incorporate multiple paths adversaries may take, but they
do not include any characteristics of an adversary or about an
adversary’s decision on the next steps in an attack. Efficient
testing requires an approach that also takes into consideration
realistic assumptions about attack paths. Our work uses tree

structures in combination with adversary modelling and target
modelling to overcome the shortcomings of attack trees.

Classification modelling approaches model attacks on dif-
ferent abstraction levels. For example, the MITRE Adversarial
Tactics, Techniques, and Common Knowledge (ATT&CK)
framework [4] enables attack modelling based on the adver-
sary’s perspective. Tactics, techniques, and procedures define
adversary behaviour. MITRE ATT&CK can be used both to
derive behaviour-based adversary scenarios and to establish
relevant adversary profiles for an implemented system. It is
suitable for testing and verifying the security of an existing
software product. However, the MITRE ATT&CK framework
is not designed for use in the early design phase to support
model-based security testing based on a specific adversary
strategy. Our work closes this gap.

However, some domains have specific requirements, that
have to be met, e.g., in the automotive domain. Thus, [11]
shows another classification modelling approach regarding
attacks. Ponikwar et al. [11] focus on defining realistic ad-
versaries for vehicular networking applications. Defined ad-
versary characteristics provide a template that can be used
to categorise adversaries. In the context of various attack
scenarios, adversaries with different levels of strength can
be considered, depending on the specific, targeted vehicular
networking applications. The adversary profiles in [11] can
be easily reused. However, it is designed as a foundation for
threat and risk analysis, and for making implementation deci-
sions of security controls, rather than to support the security
testing process. Thus, ADAM intends to take advantage of
an adversary characteristic, focusing on the rational behaviour
of adversaries in keeping with a goal-oriented security testing
procedure.

Another considerable approach regarding classification
shows [8]. Sommer, Dürrwang, and Kriesten [8] define a
uniform taxonomy to describe automotive security attacks
by classification. However, the attacks are just descriptions
(tabular form, listing) by the taxonomy, which are not linked
to a model of the targeted system for automatable security
testing. Sommer, Dürrwang, and Kriesten already compare
attacks with successful penetration tests that can consist of
several steps. The consideration of attacks into its steps has
the main advantage that the attack’s detailed information is
taken into account, e.g., to recombine steps for unknown
attack paths. This requires a collection of possible attack paths.
However, [8] provides no method to find attack paths or to
recombine steps for new paths. ADAM aims to close this
gap. It considers the adversary’s decision-making, including
his opportunities for achieving the prime goal, that results
in the identification of attack paths. Sommer, Dürrwang, and
Kriesten mention that in further work, attack paths could be
automatically generated based on this taxonomy. This is also
the intention of ADAM, where the model-based approach
(not limited to the automotive domain) is followed instead
of representing attacks as a description (tabular form, listing).

There are also combined approaches to attack aspects shown
above. Adepu and Mathur [3] present unified adversary and
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attack models with a focus on both security and safety aspects
in the context of cyber physical systems. The relevant system
information is part of an attack domain model. However,
Adepu and Mathur limit the proposed framework by not
considering the characterisation of an adversary, e.g., the
adversary’s current knowledge about the target. However,
realistic assumptions about an adversary are necessary for
comprehensible modelling of the strategic and tactical attack
actions of the adversary.

The Security Abstraction Model (SAM) [7] and ADversary
VIew Security Evaluation (ADVISE) [12][13] are the works
most similar to our approach.

Zoppelt and Kolagari [7] provide SAM, a foundation for
the early analysis and design phases of software architecture
development. It focuses on the integration of a security model
into the common system model of the automotive domain,
under consideration the associated security challenges. SAM
presents a structured approach to identify and categorise
attacks. The resulting overview of the overall attack situation
assists the collaboration of various experts in the automotive
domain with deriving security requirements and with the
decision-making of security controls. However, SAM supports
security by design and does not focus on automatable, early
security testing by considering the strategical adversary’s
perspective of attack-decision-making. ADAM intends to au-
tomate early security testing (adversary-driven, step-by-step).

The protection of a software architecture always requires
compromises for defenders. Not only defenders but also pur-
poseful adversaries trade effort against benefit. Hence, AD-
VISE addresses the structured and goal-oriented procedure of
an adversary [12][13]. This method is based on an executable
security model on the system level to generate security metrics.
It can already be applied in the design process of a system.
The application of ADVISE is neither limited to a specific
domain nor a certain level of detail. ADVISE is proposed
for repeatable usage in security engineering to support the
evaluation of system security. However, this security analysis
method is not designed to automate security testing on model
level based on a specific adversary. The adversary’s decision
function of ADVISE for the simulated attack procedure does
not include the different aspects of designing and launching
an attack, e.g., reconnaissance actions. In contrast, the main
aspect of ADAM is the adversary-driven approach that drives
the attack modelling step-by-step, including actions to launch
an attack for the automation of security testing on model level.

III. REQUIREMENTS

We propose ADAM, a concept for holistic attack modelling
to support the model-based security testing by simulating the
strategic actions of an adversary in terms of traceability. The
general basis for the requirements engineering is [14] by
interpreting security testing or attacking as business processes.
Concerning the modelling of dynamic behaviour, there are
analogies between model-based testing, attack strategies, and
tactics and models for business processes [8][14][15]. Using

models, complex scenarios can be simulated. ADAM is in-
tended to be used to decide on the next steps during attacking
activities that can be interpreted as test steps, e.g., modelling
the structured use of existing hacking tools (or penetration
testing tools from the tester’s point of view). Hence, relevant
requirements for the design of our approach can be derived
from [14]:

a) Model-based: The expectation is that applying a model-
based perspective to an attack presents a suitable basis for
formalisation similar to the formalisation of the software
development process in IT that came with the introduction
of model-based software engineering [16].

b) Expressive: The purpose is to model as many attacks as
possible by ADAM. A generic attack modelling framework
should express all necessary information regarding attack,
adversary, and target. As already shown in Section II, most
attack models only incorporate certain aspects of an adver-
sary and the target. The area of application is a relevant
factor for the choice of an attack model. Using ADAM,
this holistic attack model for multiple use cases can involve
less effort than the application of several different attack
modelling techniques, and it offers widespread usage.

c) Reusable: ADAM should consist of reusable components to
reduce the time-consuming modelling of new attacks. For
example, already modelled elements of ADAM should be
reusable for as many different use cases as possible (e.g.,
change of target, adversary, or attack). The requirements
a) model-based and b) expressive support this requirement
reusable.

d) Systematic: The proposed ADAM framework should en-
sure a systematic and continuous (re-)use of attack in-
formation in as many phases as possible of the software
engineering process. From the experience of the authors,
today’s software development often lacks such a systematic
and continuous reuse of information about attacks.

e) Consistent: ADAM should be consistent. A consistent
model can be verified and validated. Formalisation and
automated tool support require a consistent model.

f) Visualisable: ADAM should use visual means to model
attacks. An appropriate visual graphic representation of
attacks facilitates readability and understandability, espe-
cially of complex attacks. Visual illustrations are more
intuitive for humans than prose text [15]. The use of visual
elements supports the formalisation as it is missing the
ambiguity and inaccuracy of prose. The aim is to achieve
a concise expressiveness of ADAM. The connection of the
individual attack modelling components in ADAM should
be easily identifiable, such that security can be consistently
verified and software quality increases.

g) Understandable: Software engineers that are no security
experts should be able to use ADAM throughout the
software development process. Hence, ADAM should be
understandable, easy to learn and uncomplicated to use.
Complex models tend to be difficult to understand [16].
This disadvantage should be avoided.
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IV. DESIGN OF THE ADAM FRAMEWORK

The ADAM framework provides an adversary-based and
target-based foundation to automate security testing on model
level, including test case generation. Aspects of the adversary
as well as aspects of the target under attack affect the attack
path. Accordingly, these aspects will be considered for a
holistic attack modelling to drive the security testing on the
model level. We postulate the following scope for this work.
Future work will probably leverage some of these restrictions:

• The ADAM framework focuses on attacks on modelled
systems. Therefore, an adversary can theoretically influ-
ence any software-enabled technology in various ways
[17]. Attacks targeting humans (e.g., Social Engineering)
are out of scope.

• Our model is limited to adversaries that follow a rational
goal [11]. Random attacks are out of the scope of this
work. The ADAM framework is limited to goal-oriented
adversaries.

• The attack modelling is limited to the information that is
defined in an attack base. Therefore, no exploits can be
considered in the systematic attack modelling by ADAM,
which are not included in the attack base. But by updates
of a suitable attack base, the Zero-Day exploits can be
quickly available for security tests.

• The focus of this paper is to identify the necessary
conceptional elements for the suitable, holistic ADAM
framework and giving an idea of how it can be used.
Completeness, detailed specification and implementation
of these elements are out of the scope of this paper.

A. Overview

By means of ADAM, we associate each attack with an
adversary and the system under attack (target). An adversary
plans, develops, and executes attacks against the target by
using specific resources. The adversary attempts actions step-
by-step in a certain order to reach the primary adversary goal.
The target may provide one or more access points (AcPs).
An AcP is a point of the target, that provides the adversary
with the opportunity of executing attacks [8][18] (see Section
VI). After each step, the adversary can gain new information
about the target and expands his perspective in this regard.
He has certain AcPs at his disposal. Different aspects, such
as his skills (e.g., hacking skills), knowledge of the target
domain (e.g., the ISO 26021 [19] for road vehicles), or his
connection to the target (e.g., only remote) reduce the selection
of available AcPs for the current attack attempt. Both for the
initialisation of the ADAM framework (see the “for” section
of the loop in Figure 1) and its application (see the “while”
and “do” section of the loop in Figure 1), it requires this basis
of the content in the context of attacks.

Figure 1 gives an overview of the ADAM framework. The
framework consists of the adversary model, target model, and
attack model. The adversary model characterises a specific
adversary. Each adversary is defined by a set of descriptive
attributes, the goal of his attack, and his current perspective

of the target (called adversary perspective model in Figure
1). Based on [13], a modelled adversary is called adversary
profile, consisting of the defined goal, initial perspective and
determined characteristic. The target model simulates the
system under attack and all necessary associated components
of the environment to simulate the attack path of the adversary.
Based on [8], the attack model is called attack base and
includes the technical aspects, potential ways and means to
attack, e.g., the possible actions with the associated target.

ADAM links all the necessary information of these models
to consider the attack from a process perspective (see “Attack
Modelling” in Figure 1). At the beginning (see “Initialise
Elements” in Figure 1), the necessary elements (adversary
model, attack model and target model) have to be initialised.
To achieve the prime adversary goal, the so-called elementary
attack iteration (EAI) is iteratively called in the attack simu-
lation. The EAI consists of defined steps. With each iteration,
the adversary must decide on which action to attempt next
that is goal-directed. For example, depending on the current
adversary’s perspective, and skills, he attempts to exploit the
target by an available AcP.

For this purpose, all necessary information from the attack
base and adversary profile is used. The attack simulation on
the target model provides the effect of the attack on the target.
The use of a target model allows executing attacks on systems
that do not yet exist. Each iteration step ends with an update of
the adversary profile. For example, when the adversary reached
his primary goal, the simulation terminates. Otherwise, see
“Attack continues” in Figure 1, e.g., the next iteration starts.
The outcome of the ADAM framework in the context of an
attack simulation is an attack path. Based on [8][20], an attack
path is one action or a set of sequential actions taken by an
adversary for the adversary’s goal achievement. In the simplest
case, the adversary can theoretically achieve the prime goal by
selecting and executing one action, i.e., the attack path consists
of one action. Otherwise, the adversary’s goal achievement is
composed of several actions, i.e., the attack path is a sequence
of several actions in a certain order.

ADAM can be used for model-based security testing. It
provides a structured approach to simulate the strategical
behaviour of a given adversary to attack a particular target.
It takes into consideration the properties of the adversary as
well as the perspective the adversary has of the target at a
given time. The systematic attack modelling process of ADAM
identifies actions that can be interpreted as test steps on model
level [8]. Thus, ADAM provides a basis to automate security
testing on model level, including test case generation. Hence,
ADAM supports holistic model-based security testing in the
early phases of the software development process (no running
code available) [1]. Besides, e.g., the generated attack path by
ADAM can support as guidance for tests in later phases of the
software development lifecycle (running code available) [1].

V. ADVERSARY MODEL

The adversary model provides the goal-oriented adversary
for attack modelling. In the context of ADAM, the following
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Fig. 1. Conceptual context of the ADAM framework based on [1].

requirements arise for the adversary model:
• An adversary should be modelled using defined, quali-

tative characteristics so that various realistic adversaries
can be considered, independent of the target domain.

• The adversary model should state the prime goal of an
adversary. The adversary goal is necessary to decide if the
attack modelling is finished because the adversary goal
is achieved. It is used for modelling the goal-oriented
decision-making of a given adversary.

• The adversary model should represent the dynamic ad-
versary’s perspective of the targeted system, i.e., all
information the adversary currently knows about the
target that can be used to attack. This consideration
enables representing an attack step-by-step, based on the
adversary’s preliminary, changing view of the target.

• A modelled adversary should be used for the process of
attack modelling to generate the attack path.

Therefore, the adversary model consists of the three elements
described in the following: adversary characteristic, adversary
goal and the adversary perspective model [1] (see Figure 1).

A. Adversary Characteristic

The adversary is characterised by static attributes. This
means, that the characteristic is initialised at the setup of the
attack modelling (see “Initialise Elements” in Figure 1) and is
not changed during its further use in modelling. Changing the
characteristic means defining a different (type of) adversary
for another simulation scenario. The total attributes represent
the power of the modelled adversary and affect the adversary’s
attack path. It is assumed, e.g., an adversary with the expertise
of general computer sciences, as the only skill, will search
alternatives to actions of sophisticated hacking, unlike an
adversary with professional security and hacking skills.

Figure 2 shows an exemplary collection of attributes for
the adversary characteristic in support of ADAM. It can
be expanded by arbitrary, which become necessary for the
adversary’s decision-making in the attack modelling regarding
of future work, e.g., with the application of ADAM in further
domains.

A unique ID (see characteristicID in Figure 2) is necessary
to provide the individual identification of the modelled adver-
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Adversary

- characteristicID: Integer
- ethicalAttitude: Boolean

toolSet

- hardwareTool: Boolean
- measurementTool: Boolean
- securityTool: Boolean
- sensingTool: Boolean
- softwareTool: Boolean
- wirelessTool: Boolean

motiveSet

- financial: Boolean
- force: Boolean
- thrill: Boolean

expertiseSet

- basicComputerScienceSkills: Boolean
- multilayeredKnowhow: Boolean
- securityDomainSkills: Boolean
- targetDomainSkills: Boolean

riskAversionSet

- personalDeathRiskAversion: Boolean
- personalJailRiskAversion: Boolean
- personalPublicityRiskAversion: Boolean

criminal: Adversary

ethicalAttitude = false
characteristicID = 101

criminalToolSet: toolSet

sensingTool = false
wirelessTool = true
measurementTool = false
securityTool = true
hardwareTool = true
softwareTool = true

criminalExpertiseSet: expertiseSet

targetDomainSkills = true
securityDomainSkills = true
multilayeredKnowhow = true
basicComputerScienceSkills = true

criminalMotiveSet: motiveSet

thrill = false
financial = true
force = true

criminalRiskAversionSet: riskAversionSet

personalPublicityRiskAversion = false
personalJailRiskAversion = false
personalDeathRiskAversion = true

Fig. 2. Attributes for the Adversary Characteristic based on [8][12][13][21].

sary characteristic and thus its deliberate reuse in combination
with another prime goal or initial adversary’s perspective about
the target.

The attribute ethicalAttitude in Figure 2 defines whether
the adversary rejects personal injury as a matter of principle
on the way to achieving his ultimate goal. For example,
it is assumed that a penetration tester or hobbyist will not
take actions that will clearly harm human lives to achieve
their prime goal. Instead, these adversaries will seek other
alternatives or give up. Thus, ethicalAttribute can be used for
the adversary’s decision-making on the next action of attacking
out of available actions.

The adversary’s power depends on tools. The adversary is
able to choose the attacking actions associated with them.
Adapted from [8] we use the attributes securityTool, soft-
wareTool, hardwareTool, sensingTool, measurementTool and
wirelessTool (see Figure 2). The attribute securityTool defines
whether the adversary owns security tools, e.g., a reverse engi-
neering tool to be able to choose information gathering actions.
The attribute hardwareTool defines whether the adversary
owns hardware tools, e.g., a laptop to be able to collaborate
with different other tools. The attribute softwareTool defines
whether the adversary owns software tools, e.g., a debugger to
be able to choose information gathering actions. The attribute
wirelessTool defines whether the adversary owns wireless
tools, e.g., a cellular tool to be able to take remote actions.
The attribute sensingTool defines whether the adversary owns
sensing tools, e.g., a radar tool to provide input for systems
that expect radar data. The attribute measurementTool defines
whether the adversary owns measurement tools, e.g., a logic
analyser to be able to choose information gathering actions.

This insight shows that different attacking actions require
different tools.

In addition to the consideration of tools, an adversary can
be endowed with helpful skills. A distinction is made between
the adversary’s skills (as a statically determined resource)
and the current perspective of the target that the adversary
(dynamically) expands during the attack until the achievement
of the adversary’s goal. Based on [12][13], we distinguish
the skills between basicComputerScienceSkills, securityDo-
mainSkills, targetDomainSkills and the attribute multilayered-
Knowhow (see Figure 2). By means of these attributes, the
adversary’s capabilities are determined, which affects his
attack path. For example, just because the targeted system
provides the opportunity of, e.g., actions regarding timing
attacks, an adversary without the necessary skills will take
alternative actions. The attribute basicComputerScienceSkills
defines whether the adversary has basic expertise in computer
science, for example, expertise in the internet protocol fam-
ily. The attribute securityDomainSkills defines whether the
adversary has specific expertise in the domain of security
and hacking, e.g., as a professional penetration tester [6].
The attribute targetDomainSkills defines whether the adversary
has specific expertise in the target domain, for example, in
the interface technology of controller area network (CAN)
in the automotive domain [8]. Besides the various areas of
expertise, the attribute multilayeredKnowhow defines, whether
the adversary has extensive knowledge on various topics that
can be required for the achievement of time-consuming or
complex attacks [5][11]. For example, a group of experts
of different topics can be defined as an adversary compared
to an individual adversary who is limited to its skills. It is
used to distinguish organised groups with different experts
as an adversary in ADAM to less broadly based groups or
individuals. It is assumed that organised groups, like advanced
persistent threat groups, have access to a wide range of
different experts and are well networked with each other in
the group.

The reason for a particular behaviour is determined by
the motive [21]. The adversary’s motives affect his decisions
during an attack, independent of the current prime goal. Based
on [8], and adjusted for the adversary model, the motives of
the adversary are defined by the following set of attributes:
force, thrill and financial (see Figure 2). The attribute force
defines whether the adversary’s willingness to act is driven
by the purpose of influencing, e.g., as a state actor [22]. The
attribute thrill defines that the adversary’s willingness to act is
based on thrill, e.g., as a hobbyist or script kiddie [22]. The
attribute financial defines whether the adversary has financial
reasons that purposefully affect his willingness to act, e.g., as
a criminal, or as a paid professional penetration tester [22].

The adversary’s decisions are determined by his risk aver-
sion [5]. Each adversary is willing to take a certain risk
to achieve the individual ultimate goal. During the ongoing
attack, in step 3 (see Section VIII) of the EAI, the adversary
has to choose one action out of diverse options, whereby
each action has a specific risk. If an action is associated with
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a risk that the adversary has an aversion to, it is assumed
that the adversary prefers alternative actions or surrenders.
Based on [5], the set of attributes for risk aversion consists of
personalPublicityRiskAversion, personalJailRiskAversion and
personalDeathRiskAversion (see Figure 2). The attribute per-
sonalPublicityRiskAversion defines whether the adversary has
an aversion to the risk of publicity, e.g., a current employee
[22] of the business of the targeted object (not to be confused
with an angry or former employee). The attribute personalJail-
RiskAversion defines whether the adversary has an aversion
to the risk of jail time, e.g., a hobbyist [22]. The attribute
personalDeathRiskAversion defines whether the adversary has
an aversion to the risk of death, e.g., an activist [22] who
wants to call attention to a grievance.

This collection of attributes in Figure 2 exemplifies that
various realistic adversaries can be presented using the adver-
sary characteristic in the ADAM framework. The adversary
can be characterised independently of the specific attack goal,
and the current adversary’s perspective of the target. Once
an adversary is modelled by these attributes, the adversary
characteristic can be reused in the context of, e.g., different
adversary goals, initial adversary’s perspective, targets, or new
attack possibilities.

B. Adversary Goal

Another component of adversary modelling is the adversary
goal (see Figure 1). The adversary goal is the primary goal to
decide if the attack modelling is finished because this goal is
achieved. It is used for modelling the goal-oriented decision-
making of a given adversary. For example, the primary goal of
an adversary may be the gain of financial data from a financial
data transfer system. As well as the adversary characteristic,
the adversary goal is static. This means, that the ultimate goal
is initialised at the setup of ADAM (see “Initialise Elements”
in Figure 1) and is not changed during its further use in the
ADAM framework.

The adversary goal determines “what” is the attack goal.
“How” the adversary goal is attempted to be achieved, by a
certain sequence of actions (attack path) is only apparent from
the application of ADAM (see attack modelling, Section VIII).
Hence, the adversary’s goal is used to derive the attack path
of an adversary during an attack simulation. In the example
above, the goal derives attractive data stores as target objects.
The adversary tries to navigate from any AcPs available to the
adversary to these data stores.

The following attributes illustrate an exemplary adversary
goal modelling in support of the ADAM framework. A unique
ID (goalID) is necessary to provide the individual identifica-
tion of the modelled adversary goal and thus its deliberately
reuse in combination with another adversary characteristic or
initial adversary’s perspective about the target. The attribute
goalTarget defines the concrete target object of the adversary
goal, e.g., a certain data set, data storage, interface, sub-
function, function, or a complete system [8]. The attribute
goalMotivation defines what is to be achieved concerning
the goalTarget [8]. The goalMotivation always refers to the

goalTarget. Based on [23], the goalMotivation represents the
urge to act to achieve something by choosing useful actions.
The following motivations can be distinguished to specify the
adversary goal:

• Gaining (regarding information, financial or material)
[7][8][24]

• Obtaining access [24]
• Affecting
• Controlling (in sense of the wittingly and goal-oriented

utilisation)
• Modification or tuning (in sense of optimisation) [7][8]
• Damaging to property [8][24]

The attribute goalUndercover defines whether the adversary
goal is associated with an as covert and unnoticed approach
as possible [25]. It is assumed, e.g., to achieve the prime goal
with a focus on industrial espionage, an adversary prefers to
act as unnoticed and covertly as possible, i.e., the focus during
the attack is also on actions to cover traces. The attribute
goalAggressive defines whether the adversary goal is associ-
ated with an aggressive approach. For example, to achieve the
ultimate goal with a focus on only finding vulnerabilities of a
certain system (i.e., being not aggressive), an adversary prefers
to act very carefully, not to cause any damage to the system.
This scenario can be assigned to a typical penetration testing
use case [25]. Whereas it is assumed, that, e.g., to achieve
a prime goal with a focus on causing as much damage as
possible (i.e., being aggressive), an adversary prefers choosing
actions that cause harmful consequences [11].

These goal attributes exemplify how the adversary goal
can be represented for the ADAM framework. The modelled
adversary goal can be (re-)used in the context of, e.g., different
adversary characteristics, adversary’s perspective, targets, or
new attack possibilities. The goal drives the step-by-step
decision-making of a given adversary in ADAM and thus
also affects the test case generation for model-based security
testing.

C. Adversary Perspective Model

The third component of the adversary model for the ADAM
framework is the adversary perspective model. It represents
the adversary’s state in the context of the progressing attack
at a given time [12][13], from the beginning to the end of the
attack simulation.

At the beginning of the attack modelling, the adversary per-
spective model shows the adversary’s initial state of knowledge
of the targeted object and its environment, including AcPs.
An adversary can have already gained knowledge, e.g., from
public sources, such as forums, manuals, standards, or as a
result of previously executed attacks. For example, regarding
the automotive domain, an adversary has already remote access
to the CAN bus on a vehicle over cellular AcPs, which is
demonstrated in [26]. Which initial adversary perspective is
defined depends on what is the focus of the user of ADAM. If
a tester uses ADAM to test a single function within a system,
it can be assumed that the modelled adversary has already
access to the system (defined as initial adversary perspective),
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in contrast to the test case where an entire system is to be
attacked. Thus, ADAM can influence the security test case
generation on model level with the help of the adversary
perspective model. The possibility of individually defining
the initial adversary situation enables a flexible setting of the
focus of the attack modelling. For example, if the adversary
already has remote access to the victim’s laptop, the focus is
on actions regarding access on credentials instead of actions
to gain access on the laptop anyway.

During the attack simulation, each EAI increases the ad-
versary’s knowledge, thus updating the adversary perspective
model. For example, the adversary may get access to further
AcPs after the first attack iteration, which he can use for an
attack attempt in the next attack iteration. As long as the
adversary’s current knowledge is not sufficient to achieve his
primary goal, the adversary tries to expand his knowledge
in the appropriate direction through further attack attempts.
This means that not only the adversary’s initial perspective
(by the adversary perspective model) but also each successive
state during the attack attempt is relevant for attack modelling
with ADAM. The adversary has a certain perspective of
the target at a given time. Using the adversary perspective
model, the results of the attack by the adversary is logged.
Regardless of whether the simulated action was successful for
the adversary or not, each result is a new takeaway. Hence,
the initial perspective of the adversary is updated with each
selected and simulated action during the attack simulation. It
is assumed, that the adversary may get a wrong idea of the
target. For example, the adversary could be fooled by means of
security controls of the target. Thus, the adversary perspective
model may keep incomplete or blurry details on the target. It
represents the current, preliminary view an adversary usually
has on the target. In contrast to the adversary perspective
model, the target model (see Section VI) holds only correct
information.

The adversary perspective model is necessary for the
adversary-driven procedure of the step-by-step attack mod-
elling. Hence, ADAM provides traceable attack attempts for
the support of security testing automation on model level.

VI. TARGET MODEL

During an attack simulation with the ADAM framework, an
adversary has to decide his next action for the achievement of
his ultimate goal. Once the adversary has chosen an action, it
is applied to the target model.

The target model represents the target, composed of both
the target object and the environment of it, which an adversary
wants to exploit and/or utilise for his attack attempt to achieve
the ultimate goal. The target object corresponds to the concrete
object, with which an adversary wants to act according to his
ultimate goal (see the attribute goalTarget of the adversary
goal). For example, the target object in the target model
can be a certain data set that the adversary wants to delete.
Depending on what is to be modelled or tested with a defined
adversary, the target object is, e.g., data set, interface, sub-
function, function or a complete system. The environment

contains all necessary information to simulate the generated
attack path by the EAI to get down to the target object, e.g., by
means of exploited AcPs. From the set of all existing interfaces
of the target object and its environment under consideration,
the adversary has particular points available at a certain time,
called AcPs. An AcP, based on [8][18], is an available point
to the modelled adversary at the current time and provides
him unintended access or unintended information disclosure.
The AcP is either the target object or part of the surrounding
environment of the target object. During an attack iteration,
an adversary can utilise available AcPs to achieve his prime
goal.

This outcome of the applied action to the target model
influence the adversary’s profile. For example, the output of
a simulated action is a credential that is accordingly included
in the current adversary perspective model of ADAM.

The attack simulation on a target model enables to show
the attack and its effect on the target on model level. This
implies that attacks can be tested in the early phases of the
development of a product (target) that is not yet implemented.
The target model simulates the target object and all relevant
aspects of the environment of the target object that can be
used for the attack attempts by the adversary.

VII. ATTACK BASE

The attack base contains all necessary technical details for
the attack modelling, e.g., all actions that an adversary could
possibly execute during the attack simulation. Various works
(see Section II) exist with a lot of information about known
attacks. For example, based on known, past attacks [27][28],
or from associated reports and analysis [29][30], actions can
be derived to fill the attack base.

An action is the elementary element of the attack from the
technical perspective. Based on [8], the action represents an
elementary attack (e.g., modify the calibration update) that can
be one specific step of a composite attack (e.g., controlling a
certain electronic control unit (ECU)). As an intermediate step
of a more comprehensive attack, the step does not necessarily
have to be a stand-alone, typical attack action. For example,
using search engines can be an action of the composite attack
reconnaissance.

Several actions can be pooled to an AcP, which is also
provided as information in the attack base. E.g., based on [28],
the on-board diagnostics (OBD) as AcP (of the automotive
domain) is associated with the following actions:

• Action of capturing CAN messages
• Action of replay CAN message
• Action of sending the standard command for disabling

the CAN communication
• Action of firmware extraction of the telematics ECU
• Action of sending the standard command for flashing the

telematics ECU
The actions can be linked to each other utilising preconditions
and postconditions [8][10]. The action of capturing CAN
messages has preconditions, e.g., that access to the CAN bus is
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given and captured CAN messages as a postcondition, which
in turn acts as a precondition for further actions in this regard.

The attack base includes the technical aspects of attacks. For
the holistic attack consideration, the handling of this founda-
tion of technical attack information is described in Section
VIII. The attack modelling loop is responsible for selecting
specific actions, step-by-step, from all available actions in the
attack base.

VIII. ATTACK MODELLING

The ADAM framework provides various perspectives of an
attack as shown in Figure 3.

Perspectives of an attack

Adversary Perspective
(Adversary Model)

Technical Perspective
(Attack Base)

Process Perspective
(Attack Modelling)

Fig. 3. Linking of the considered perspectives of an attack by the ADAM
framework.

The adversary model provides the goal-oriented adversary
perspective of attacks (see Section V). This perspective repre-
sents the scope of the attack modelling from the adversary’s
point of view, i.e., the adversary characteristic, the adversary
goal and the adversary’s current, dynamic knowledge about
the target (adversary perspective model).

The technical perspective of attacks focuses on the actions
provided by the attack base (see Section VII), which can lead
to the adversary’s goal achievement in proper order.

The process perspective focuses on the execution of an
attack. By means of defined steps, the technical perspective
of an attack is considered in a structured way, i.e., the attack
modelling by the ADAM framework brings together both
the goal-oriented adversary perspective of attacks and the
technical perspective of attacks, as outlined in Figure 3.

The attack modelling loop simulates each attack. First, the
necessary elements, i.e., the adversary model, attack model,
and target model, have to be initialised (see “Initialise El-
ements” in Figure 1), which provide input for the attack
modelling loop. As a result, a specific adversary profile, target
model and attack base are available. Next, their content will
be used in a structured way according to the attack modelling
loop.

As long as the attack continues, for example, the adversary
goal is not achieved and he does not surrender, the EAI will
be called iteratively. We call such an iteration an elementary
attack iteration (EAI), as shown in Figure 1, as it constitutes

the smallest attack unit possible from a process perspective of
attacks. Each EAI includes the five steps:

1) Identify available AcPs
2) Select an AcP
3) Select an action
4) Probe the target
5) Update the adversary profile

Within each iteration, the modelled adversary decides of which
action to attempt next for achieving his primary goal. Thus, the
adversary first chooses an AcP over which to execute the attack
attempt. For this purpose, e.g., information about his current
perspective of the target object and its environment is used
(provided by the adversary perspective model). In addition to
the prerequisites concerning the target (from the adversary’s
perspective), aspects regarding the adversary (characteristic)
can also be presupposed, e.g., necessary tools and skills (see
Subsection V-A) to select a certain AcP, and next, a specific
action.

For example, the adversary wants to modify a function in
a vehicle (adversary goal). Thus, he selects the AcP OBD
connector because he has the necessary skills and tools for
the automotive target domain and the OBD connector is
target-aimed to the adversary goal. From all available actions
associated with the AcP, the adversary chooses one goal-
directed action based on the adversary’s profile. In the example
above, the adversary selects an action of code injection,
because the adversary already knows, the OBD connector
is active and vulnerable, and actions of override did not
work (e.g., as results of a previous attack action, represented
in the adversary perspective model) and the action is in
compliance with the adversary characteristic. For example,
he has targetDomainSkills and basicComputerScienceSkills as
appropriate skills, and, e.g., due to the acceptance of the
risk of death, the adversary selects and executes an action
of code injection. The chosen action will be applied to the
target model that provides the effect of the (attack) action on
model level. Finally, the adversary profile will be updated,
e.g., the adversary perspective will be expanded by the result
of the action (successful, or not) and, as appropriate, by
the recent AcPs that has been made available for the next
EAI. To achieve the adversary’s primary goal, usually, several
elementary iterations are necessary. The chosen actions by the
adversary profile during the attack modelling, by the sequential
selection, provide the attack path as the output of the applied
ADAM framework. These selected actions can be interpreted
as test steps on model level [8]. Hence, ADAM supports not
only a foundation to automate model-based security tests but
the whole security testing on model level, including test case
generation. Besides, the generated attack paths can give hints
that are worth considering in other tests, like penetration tests
in later phases of the software development process.

IX. PRELIMINARY EVALUATION

In this section, we evaluate if the ADAM framework meets
the requirements of Section III and we give an idea of how
ADAM can be integrated to support security testing. We
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evaluated ADAM under the following restrictions (future work
will leverage some of these restrictions):

• The application of the modelling is limited in each case
to one attack iteration.

• The attack scenarios under consideration focus on the first
actions of an attack, comparable to reconnaissance of the
Lockheed Martin Cyber Kill Chain [9].

• The proposed ADAM framework is applied to two sig-
nificant attack scenarios by way of example. The first
example incorporates vulnerabilities of the Open Web
Application Security Project (OWASP) Top Ten 2017
[31], hence is highly relevant in the domain of web
application. In contrast, the second example stems from
the automotive domain. We use the idea of UML class,
object and activity diagrams [32] and attack tree [5] for
our examples. We choose UML as it is common in many
relevant application domains.

• The decision on which adversaries are relevant for mod-
elling with the help of ADAM is not the focus of this
paper. For the evaluation, we use the widespread method
of threat and risk analysis in the context of the research
project MASSiF. As a consequence, the relevant type of
adversary is organised criminals.

A. Evaluation Criteria

The following criteria were identified for the evaluation:
1) Model-based: The criterion refers to the extent to which

the ADAM framework is based on a model.
2) Relevant attacks: The criterion refers to the extent to

which relevant attacks can be modelled using ADAM.
3) Application domain independence: The criterion refers to

the ability to model different attacks independently of the
application domain.

4) Reusable elements: The criterion refers to the extent to
which the modelled contents and elements of ADAM
can be easily reused in conjunction with other attack
scenarios.

5) Systematic structures: The criterion refers to the extent
to which there is a systematic approach to the structure
and procedure of the proposed attack modelling concept
so that an attack can be modelled in a comprehensible
and repeatable way.

6) Visual elements: The criterion refers to the extent to
which the ADAM framework has graphic elements or
can be illustrated visually at a glance.

A consistent model is a requirement for the use of automatism
[14] and thus, a suitable basis for supporting the automation of
security testing on model level. Therefore, a detailed specifi-
cation of the EAI, including a proper syntax and semantic for
the necessary elements have to be defined. The specification
of the individual elements of the proposed concept is out of
the scope of this paper. Therefore, we omit the evaluation
of the model consistency. Moreover, the specification of the
EAI is required to make appropriate statements about the
understandability. The understandability of a model helps

to evaluate its usefulness. Also, we omit the evaluation of
the requirement understandability. We will survey relevant
stakeholders to assess the understandability of the model in the
further course of the still running research project MASSiF.

B. Exemplary Application of ADAM

We iterated through the proposed ADAM framework, based
on two exemplary attack scenarios, and integrated it in an
exemplary way. For the sake of briefness, we only present an
extract of exciting findings in the following Figure 6, Figure
8 and Figure 9, concerning the elementary attack step 3 of the
EAI (see Section VIII).

In the first scenario, we model a criminal adversary who
wants to steal an identity on a social media platform. This
scenario incorporates attacks from the OWASP Top Ten 2017
[31]. The characteristic of the criminal is shown in Figure 4.
The defined adversary accepts injury to people as a matter
of principle on the way to achieving the ultimate goal (see
“ethicalAttitude=false” in Figure 4). The adversary has an
aversion to actions that are associated with a risk of the
adversary’s death (see “personalDeathRiskAversion=true” in
Figure 4). For example, Ponikwar et al. [11] mention criminals
who act goal-oriented, like a business. Hence, the criminal
is assigned with the financial and force motive. He is well
equipped with skills and tools. The adversary is defined as an
organised criminal group, which is reflected in the attribute
“multilayeredKnowhow=true” in Figure 4.

Adversary

- characteristicID: Integer
- ethicalAttitude: Boolean

toolSet

- hardwareTool: Boolean
- measurementTool: Boolean
- securityTool: Boolean
- sensingTool: Boolean
- softwareTool: Boolean
- wirelessTool: Boolean

motiveSet

- financial: Boolean
- force: Boolean
- thrill: Boolean

expertiseSet

- basicComputerScienceSkills: Boolean
- multilayeredKnowhow: Boolean
- securityDomainSkills: Boolean
- targetDomainSkills: Boolean

riskAversionSet

- personalDeathRiskAversion: Boolean
- personalJailRiskAversion: Boolean
- personalPublicityRiskAversion: Boolean

criminal: Adversary

ethicalAttitude = false
characteristicID = 101

criminalToolSet: toolSet

sensingTool = false
wirelessTool = true
measurementTool = false
securityTool = true
hardwareTool = true
softwareTool = true

criminalExpertiseSet: expertiseSet

targetDomainSkills = true
securityDomainSkills = true
multilayeredKnowhow = true
basicComputerScienceSkills = true

criminalMotiveSet: motiveSet

thrill = false
financial = true
force = true

criminalRiskAversionSet: riskAversionSet

personalPublicityRiskAversion = false
personalJailRiskAversion = false
personalDeathRiskAversion = true

Fig. 4. Characteristic of the modelled criminal as an adversary.

Figure 5 describes the goal of the criminal for the first
scenario. In this scenario, the criminal adversary not only
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wants to gain identity information but also aims at personating
someone else on a social media platform. In doing so, the goal
is linked to acting as unnoticed as possible and not destroying
the function of the social media platform.

Adversary Goal

- goalAggressive: Boolean
- goalID: Integer
- goalMotivation: goalMotivation
- goalTarget: String
- goalUndercover: Boolean

«enumeration»
goalMotivation

 gaining
 obtainingAccess
 controlling
 affecting
 damaging
 modificationTuning

IdentityTheft: Adversary Goal

goalMotivation = obtainingAccess
goalUndercover = true
goalAggressive = false
goalTarget = userAccount
goalID = 300

+goalMotivation

Fig. 5. Identity theft as an adversary goal.

The alternative actions for the criminal (regarding identity
theft as the ultimate goal) from the AcP user input field
of a web application are shown in Figure 6. Using tree
structures, the result of the criminal’s decision is visualised.
The adversary chose an action in the context of Credential
Stuffing.

User Input 
Field

Password 
Spraying

Credential 
Stuffing

Vulnerable 
Action

Test
Action

Vulnerable 
Action

Test
Action

Vulnerable 
Action

Test
Action

Brute
Force

Fig. 6. Selected action based on the AcP “User Input Field”.

The second scenario is taken from the research project
MASSiF. The adversary characteristic from the first scenario is
reused. In the second scenario, the defined criminal adversary
with the characteristic as shown in Figure 4, attempts to
disrupt the function of an ECU in a vehicle. In this use
case, the “targetDomainSkills=true” refers to the automotive
domain. For example, it is assumed the criminal knows the
relevant standards of the automotive, such as the ISO 26021
(“Road vehicles – End-of-life activation of on-board pyrotech-
nic devices”) [19]. For the goal achievement, the defined
criminal could start an attempt by utilising actions based on
his knowledge about the standards of automotive.

Figure 7 represents the adversary goal for the second
scenario. The criminal wants to disturb an ECU functionality.
Within the scope of this goal, the criminal does not care
whether the victim notices the attack attempts (see “goalUn-
dercover=false”). Attribute “goalAggressive=true” shows that
the adversary accepts that the goal achievement may entail
personal injuries.

Figure 8 illustrates the alternative actions for the criminal
(with the prime goal of ECU functionality disturbance) from
the standardised interface OBD connector in a vehicle. At the
very beginning of the attack, the criminal needs information
about the target. Thus, the adversary selected an action regard-
ing extraction information using the OBD connector.

Adversary Goal

- goalAggressive: Boolean
- goalID: Integer
- goalMotivation: goalMotivation
- goalTarget: String
- goalUndercover: Boolean

«enumeration»
goalMotivation

 gaining
 obtainingAccess
 controlling
 affecting
 damaging
 modificationTuning

IdentityTheft: Adversary Goal

goalMotivation = obtainingAccess
goalUndercover = true
goalAggressive = false
goalTarget = userAccount
goalID = 300

AirbagDeployment: Adversary Goal

goalMotivation = controlling
goalUndercover = false
goalAggressive = true
goalTarget = pyrotechnicalControlUnit
goalID = 307

AirbagDisorder: Adversary Goal

goalMotivation = affecting
goalUndercover = false
goalAggressive = true
goalTarget = pyrotechnicalControlUnit
goalID = 308

ECUDisorder: Adversary Goal

goalMotivation = affecting
goalUndercover = false
goalAggressive = true
goalTarget = electronicControlUnit
goalID = 309

+goalMotivation

Fig. 7. ECU disturbance as adversary goal.

OBD-2 
Connector

Code 
Injection

Override
Technique

Vulnerable 
Action

Override
Action

Vulnerable 
Action

Injection
Action

Vulnerable 
Action

Image 
Action

Extraction
Technique

Retrieve
Action

Fig. 8. Selected action based on the AcP “OBD connector”.

The respective application of the actions in the scenarios
leads to new information for the adversary, e.g., the specific
AcP is vulnerable. During the next iteration, the adversary
can select the next action based on the new information the
adversary gained from the previous attack iteration.

In the context of the research project MASSiF, we integrated
ADAM in an exemplary way, as shown in Figure 9. As
MASSiF focuses on the automotive domain a model-in-the-
loop (MiL) simulation environment is used to integrate. A MiL
is common for safety testing of complex assistance systems
in the early development phases [2]. In the MiL test, an
executable model is the test object. The test object and an
associated environment are integrated into a control loop to
represent and test their interactions as realistically as possible
[2].

The ADAM framework consists of the adversary and attack
model, which are connected with the target model through the
attack modelling loop (see Figure 1). The target model consists
of the target object and its surrounding environment. Based on
[15], a simulated environment model displays the boundary
conditions and required interfaces of the environment for the
system model. In this case, in Figure 9, the system model is
the target object, e.g., the defined adversary wants to disturb
a certain system, modelled as a system model.

The simulated environment provides required input data for
the simulation of the system. For example, a system model
processes the required input data and resends some output to
another component in the simulated environment. But instead
of a direct link between the simulated environment and the sys-
tem model (target object), the data flows through the ADAM
framework, as shown in Figure 9. During an EAI of the attack
modelling loop, the defined adversary may or may not have
certain possibilities (based on the adversary perspective model
as well as his characteristic, e.g., skills) to take actions to
affect the data flow from the simulated environment to the
target object (system model) to achieve his ultimate attack
goal. For example, the adversary chooses an action to replay
manipulated sensor data to the system model (target object)
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Target Model

ADAM Framework

Adversary
Model

Attack
Model

Simulated Environment

<<loop>>
Attack Modelling

Target Object (System Model)

Fig. 9. Conceptional idea for the integration of the ADAM framework.

because he has already met the associated preconditions (such
as successful access) as a result of previous actions. To get
the result of the selected action, the data flow from the system
model (target object) to the environment will be read out (as
part of the EAI step 5 “Update the adversary profile”, see
Section VIII).

C. Interpretation and Discussion

Using the example of tree structures and UML class,
object and activity diagrams, model-based elements can be
used systematically for attack modelling. The criterion model-
based can be confirmed insofar as ADAM provides a suitable
foundation for different modelling approaches.

The criterion relevant attacks can be confirmed to the extent
that we were able to model two representative examples
from very different application domains. It is assumed, that
the attacks have already been integrated as actions in the
attack base to be considered using the ADAM framework.
In our opinion, the proposed concept provides a suitable basis
for modelling attacks, independent of the domain. Likewise,
utilising the adversary model, different adversaries can be
represented, for example, the adversary characteristic is ex-
tendable accordingly. Consequently, the ADAM framework
accomplishes the criterion application domain independence.
However, it is still an open question to what extent the specific
characteristics of individual domains must or can be captured.

The defined actions of the attack base, as well as the EAI
process itself, are exemplary representatives of reusable ele-
ments. Likewise, and regarding the criterion reusable elements,
a modelled adversary (adversary profile) and its components
(e.g., adversary goal), can be reused repeatedly and adapted,
for example, with a different goal and/or initial adversary’s
perspective about the target for the attack modelling.

The EAI of the ADAM framework represents the basic, sys-
tematic, adversary-driven guideline for attack modelling from

the process perspective of attacks. Likewise, the adversary
model, target model and attack model represent a suitable
foundation for a systematic deployment, representation and
reuse of attack information. In this respect, the criterion
systematic structures is accomplished.

The exemplary use of tree structures, UML activity, class
and object diagrams shows that the attack modelling concept
provides a suitable basis for the integration of graphical model
elements. In this respect, the criterion of visual elements is
accomplished.

The attributes of the adversary characteristic in their current
form are not yet sufficient for the attack modelling by the
ADAM framework. The Boolean expression, e.g., for the tool
set and skill set of the adversary characteristic is not sufficient
to filter out an action from a set of similar actions. For
example, the actions of vulnerability scanning, fuzzing, and
reverse engineering all require security tools. If securityTool
(see adversary characteristic in Section V) is only expressed
by a Boolean value, the filtering does not reduce the set of
these available actions to one action. Another example is the
attribute set of risk aversion (see adversary characteristic in
Section V). For example, a dependency on the legal situation
of the respective country is still important for choosing actions
according to the personalJailRiskAversion.

The advantage of the conceptional idea in Figure 9 is
that the integration of the ADAM framework can be used
flexibly. In our integration example, the underlying MiL tests
should be performed with or without the use of ADAM. If
the ADAM framework is integrated, it passes the data onto
the target model. It happens whether the modelled adversary
took actions with this data or not. The data stream should be
able to be passed through easily. Nevertheless, there can be a
real-time requirement for the simulated environment regarding
simulating safety-critical functions. Further work is required
for this challenge.

We evaluated five out of seven requirements. In the con-
text of the criteria, ADAM meets the requirements model-
based, expressive, reusable, systematic, and visualisable. The
requirements e) consistent and g) understandable can only be
meaningfully evaluated in a later stage of the research project
MASSiF. Hence, we did not evaluate these requirements.

It is being assumed, that further details and tighter defi-
nitions of the action, adversary goal, adversary characteristic
and adversary perspective model are required because they are
closely related to the specification of the EAI in future work.
For example, a differentiated classification of the adversary
characteristic values (compared to a simple Boolean consid-
eration) may be necessary to enable a suitable cost-benefit
analysis for implementing the adversary attacking decisions
within the EAI.

By the integration of ADAM in the already existing work to
model-based testing utilising environment model and system
model [15], it is attempted to reduce effort and to use the
already established knowledge. The extent to which domain-
specific requirements can be met by the exemplary integration
idea has to be considered in future work.
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X. CONCLUSION AND FUTURE WORK

In this extended paper, we present the ADAM framework
for model-based security testing. The framework addresses
security throughout the software engineering process. The
main goal of ADAM is to provide a foundation to automate
security testing in the early phases of software engineering
(e.g., manual security reviews), which is the focus of this
paper. Domains in which models are used at an early stage
in software development will especially benefit from this
approach. One example is the automotive industry, in which
executable models are already used in the design phase, such
as in MiL-methods for safety testing. ADAM can reuse these
executable models. Besides, the results of ADAM can be
used as a basis for assisting security testing activities in the
later phases of the software development lifecycle, e.g., the
generated attack paths can give hints that are worth considering
in other tests like penetration tests. The central part of the
ADAM framework is the attack modelling loop. During a loop,
ADAM provides several perspectives on attacks. An attack is
executed against a target simulation (target model). Using a
system model as a part of the target model, in the context
of the MiL-method, allows simulating attacks on software
systems that are not implemented yet. The primary goal that
the adversary wants to achieve drives the simulation and
offers multiple paths of attacks. The preliminary evaluation
of ADAM shows that the framework is expressive, reusable,
systematic, visualisable and model-based. Future work will fo-
cus on detailed specification, implementation of the proposed
elements, particularly the attack modelling loop, attack base
and the testing part of the ADAM framework.

ACKNOWLEDGMENT

This work is part of the project “Modellbasierte Ab-
sicherung von Security und Safety für umfeldbasierte
Fahrzeugfunktionen (MASSiF)”. It is supported by the Ger-
man Federal Ministry of Education and Research (BMBF)
under the KMUinnovative program. Many thanks to our col-
leagues, Sanjana Biank and Matthias Meyer.

REFERENCES

[1] T. Volkersdorfer and H.-J. Hof. “A Concept of an Attack
Model for a Model-Based Security Testing Framework”.
In: The Fourteenth International Conference on Emerg-
ing Security Information, Systems and Technologies
Securware 2020 (Valencia, Spain, Nov. 21–25, 2020).
IARIA, 2020, pp. 96–101. URL: https://www.thinkmind.
org / articles / securware 2020 2 130 30046 . pdf (re-
trieved 11/18/2021).

[2] H. Winner, S. Hakuli, F. Lotz, and C. Singer. Handbuch
Fahrerassistenzsysteme. Grundlagen, Komponenten und
Systeme für aktive Sicherheit und Komfort. 3rd ed.
Springer Verlag, 2015. Chap. 8, 33. DOI: 10.1007/978-
3-658-05734-3.

[3] S. Adepu and A. Mathur. “Generalized Attacker and
Attack Models for Cyber Physical Systems”. In: 2016
IEEE 40th Annual Computer Software and Applications
Conference. 10-14 June 2016, Atlanta, Georgia : pro-
ceedings. 2016 IEEE 40th Annual Computer Software
and Applications Conference (COMPSAC) (Atlanta,
GA, USA, June 10–14, 2016). Ed. by S. Reisman.
Piscataway, NJ: IEEE, 2016, pp. 283–292. ISBN: 978-
1-4673-8845-0. DOI: 10.1109/COMPSAC.2016.122.

[4] B. E. Strom, A. Applebaum, D. P. Miller, K. C. Nickels,
A. G. Pennington, and C. B. Thomas. MITRE ATT&CK.
Design and Philosophy. Ed. by The MITRE Corpo-
ration. The MITRE Corporation. 7515 Colshire Drive,
McLean, VA 22102-7539, 2018. Chap. 1, 2, 3, 4. URL:
https://www.mitre.org/sites/default/files/publications/pr-
18- 0944- 11- mitre- attack- design- and- philosophy.pdf
(retrieved 09/25/2021).

[5] B. Schneier. “Attack Trees”. In: Dr. Dobb’s Journal
24.12 (1999), pp. 21–29. URL: http : / / macs . citadel .
edu /baniks /427 /Homework / attacktrees .pdf (retrieved
10/18/2021).

[6] K. Scarfone, M. Souppaya, A. Cody, and A. Ore-
baugh. Technnical Guide to Information Security Test-
ing and Assessment. Special Publication 800-115 800-
115. Gaithersburg, MD 20899-8930: National Institue
of Standards and Technology, Sept. 2008. URL: https:
/ / doi . org / 10 . 6028 / NIST . SP . 800 - 115 (retrieved
10/05/2021).

[7] M. Zoppelt and R. T. Kolagari. “Reaching Grey Havens:
Industrial Automotive Security Modeling with SAM”.
In: International Journal on Advances in Security 12.no.
3 & 4 (2019), pp. 223–235. ISSN: 1942-2636. URL:
https : / /www. iariajournals .org / security / sec v12 n34
2019 paged.pdf (retrieved 09/29/2021).
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Gruyter Studium. München, Wien: De Gruyter Olden-
bourg, 2017. Chap. 2, 3. DOI: 10.1515/9783110494532.

[15] M. Winter, T. Roßner, C. Brandes, and H. Götz. Ba-
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Abstract—Zero-day attacks and attacks based on publicly dis-
closed vulnerability information are major threats to network se-
curity. To cope with such attacks, it is important to collect related
information and deal with vulnerabilities as soon as possible. We
have developed a system that collects vulnerability information
related to web applications from real-time open information on
the web, such as that found on Twitter and other discussion-
style web sites, and generates web application firewall (WAF)
signatures for them. In this study, first, we collected vulnerability
information containing a specified keyword from the National
Vulnerability Database (NVD) data feed and generated WAF
signatures automatically. Then, we examined the suitability of the
WAF signature generation from one tweet. Finally, we extracted
tweets that might contain vulnerability information and labeled
them using a filtering algorithm. We then further experimented
on gathering and extracting vulnerability information for a target
web application. First, we gathered past Common Vulnerabilities
and Exposures (CVE) descriptions of the target web application
and used them to generate a Doc2Vec model and word vectors.
We also used the trained Doc2Vec model to generate word
vectors gathered from open information sources such as Twitter,
Stack Overflow, and Security StackExchange. After that, we
extracted vulnerability information for the target web application
by calculating the cosine similarity between the word vectors of
the open information and the CVE descriptions. Experimental
results demonstrated that our Doc2Vec-based extraction process
can be easily adapted to individual web applications.

Keywords–Web Application Firewall(WAF); Zero-day Attack;
Vulnerability Information; Real-time Information.

I. INTRODUCTION

We first review the results of the vulnerability information
filtering method based on pattern matching that we introduced
in our previous work presented in SECURWARE 2020 [1].

Web applications are recognized as an important part of
the social infrastructure, and the average person uses a variety
of such applications every day. At the same time, cyberattacks
are increasing year by year and are now widely recognized
as a significant threat to the social infrastructure. There are
many cases of serious damage caused by such attacks, such
as classified information leakage by unauthorized access and
attacks that exploit vulnerabilities [2] [3].

Among cyberattacks, attacks that exploit published vulner-
abilities are particularly on the increase [4] [5]. In a recent case,
the number of detected attacks on Apache Struts 2 increased
immediately after the announcement of its vulnerability [6],
some of which resulted in personal information leakage due

to a lack of necessary countermeasures such as timely system
updates [7] [8]. Another major information security issue is
zero-day attacks, which occur before the release of vulner-
ability information or the provision of patches [20]. Google
Chrome suffered such a zero-day attack in 2019 [10].

The generally recommended countermeasure against such
cyberattacks is to apply fixed patches distributed by the vendor
in a timely manner. However, in the case of zero-day attacks,
there is an unprotected period before the patch is released.

We previously developed a web application firewall (WAF)
signature generation system using real-time information on the
web to mitigate zero-day attack problems [1]. Real-time infor-
mation sources such as Twitter are used for a variety of pur-
poses [11] [12], and they may contain the latest vulnerabilities
and emergency plans, which are useful for mitigating the prob-
lem before any formal vulnerability information or patches are
released. Our system automatically collects vulnerability infor-
mation to construct WAF signatures to mitigate the problems
until the release of formal countermeasures. Although there
are previous studies on the automatic generation of signatures
for intrusion detection systems (IDSs) [13] [14] [15], we focus
on WAF in this study because our target is web applications.
To acquire the latest vulnerability information from the web,
our system collects vulnerability information from real-time
data feeds on social networking services (SNSs), web forums
for security technologies discussion, and similar sites. After
cleansing the collected data, the system checks for associated
vulnerable web applications and generates WAF signatures for
them.

In this paper, we demonstrate the effectiveness of our pro-
posal on a practical level as an extension of the basic proof of
concept provided in our previous work [1]. We first discuss the
results of the vulnerability information filtering method based
on pattern matching for multiple information sources. Further,
as a method for generating an extraction model for individual
web applications, we introduce a method using the similarity of
word vectors generated by a Doc2Vec model trained with past
Common Vulnerabilities and Exposures (CVE) descriptions.

To evaluate the WAF signature generation from the vul-
nerability information part, we performed an experiment with
vulnerability information provided by the National Vulnera-
bility Database (NVD) [16] and a specific tweet. First, we
extracted the vulnerability information including a specified
keyword related to the target web application and performed
automatic generation of the WAF signature, as a proof of
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concept. Then, we collected vulnerability information from
Twitter, a well-known SNS and real-time information source,
and attempted to generate WAF signatures from the tweets.
Finally, we examined the extraction of tweets that included
vulnerability information of the target web application by
means of a pattern matching approach. The results of these
investigations demonstrated the efficiency of the proposed
system.

We next performed a practical experiment in which vulner-
ability information of the target web application was extracted
using a text processing framework. First, we gathered past
vulnerability information of the target web application from the
description section of a CVE as reference data. We used these
reference data to train a Doc2Vec model to extract vulnerability
information words of the target web application and then
utilized the trained model to generate reference word vectors
with text data from the CVE description. Then, we collected
vulnerability information from open information such as SNS
(e.g., Twitter) and web forums for discussion on security tech-
nologies (e.g., Stack Overflow). We generated word vectors
from the text part of the open information gathered with the
trained Doc2Vec model and treated them as open information
vectors. Finally, we performed similarity calculations between
the reference vectors and the open information vectors. If an
open information vector had a large similarity to the reference
vectors, we treated the text correlated to the open information
vector as containing vulnerability-related information.

In section II of this paper, we describe the background
of our study, namely, the existing countermeasures. In section
III, we present our proposed system and the architectures with
which it is implemented. In section IV, we describe the exper-
iments we performed to evaluate the implemented system. In
section V, we discuss additional real-time information sources.
Section VI presents the pattern matching-based extraction for
target web applications and section VII shows the word vector
similarity-based extraction with the Doc2Vec model trained
using past CVE descriptions. We conclude in section VIII with
a brief summary.

II. BACKGROUND

Existing countermeasures against zero-day attacks include
defense-in-depth solutions that combine multiple security ap-
pliances such as firewalls, IDS/intrusion prevention system
(IPS)-based allow/deny lists, and so on. However, if they are
based on static rules, these countermeasures may result in an
unprotected period against attacks. To mitigate the damage
caused by zero-day attacks, we previously proposed a WAF
signature generation system that uses real-time information on
the web. Specifically, the proposed system generates a WAF
signature for blocking access to a vulnerable web application
when it discovers from real-time information on the Internet
that the application contains vulnerability information. As a
result, the unprotected time against attacks is shortened and
the damage will ideally be mitigated.

A. WAF (Web Application Firewall)
Web applications are becoming more complicated year by

year, and as such it is getting harder to detect vulnerabilities
in their implementations. Therefore, WAFs are often used as
a security measure to protect web applications from ingress
traffic and to mitigate attacks that exploit vulnerabilities [17].

A WAF can be installed in multiple locations, such as a
host type installed on a web server, a network type installed
on a communication path to the web server, or a cloud
type using WAF services on a cloud provided by the cloud
service provider. By setting rules to prevent attacks aimed
at typical web application vulnerabilities, we can protect the
web server from attacks that target a specific vulnerability.
Some WAFs enable users to set their own rules for specific
attacks, which makes it possible to prevent zero-day attacks
by applying custom signatures. In general, a WAF use the
following basic functions to prevent external attacks and notify
the administrator.

Analyzing
Analyze Hypertext Transfer Protocol (HTTP)
communication based on a detection pattern de-
fined in an allow/deny list.

Processing
Perform pass-through processing, error process-
ing, replacement processing, blocking processing,
and so on. Judgement is based on the result of the
analysis function.

Logging
Record WAF activity. An audit log records any
detected unauthorized HTTP communication and
its processing method. An operation log records
WAF operation information and error information.

B. ModSecurity
ModSecurity is an open-source host type WAF software

provided by Trustwave. It has the following functions.

• Recording and auditing of whole HTTP traffic
• Real-time monitoring of HTTP traffic
• Flexible enough rule engine to act as an external patch

for web applications
• Can be embedded as a module of web server software

Apache, IIS, and NGINX

Also, the Open web application Security Project (OWASP)
[18] provides a Core Rule Set (CRS) that includes signatures
for typical cyberattacks for ModSecurity. In the experiments
later in this study, we use ModSecurity as the WAF for our
proposed system to take advantage of the flexibility of the rule
engine and the versatility of the module.

C. Doc2Vec
Doc2Vec is an advanced implementation of the Paragraph

Vector proposed by Mikolov et al. [19]. It can vectorize a
variety of different-length texts without losing the word order
or semantics. However, with some text it is not preferable to
keep the word order, so in the current Doc2Vec framework
the user can choose either a mode that does not keep the word
order, called the distributed memory model of paragraph vector
(PV-DM), or a mode that does keep the word order, called
the distributed bag-of-words paragraph vector (PV-DBOW).
Before vectorizing text to prepare it for processing, we can
train the Doc2Vec model with training samples. This is one of
the advantages of Doc2Vec compared to prior neural network
approaches for word embedding.

One of the applications for Doc2Vec is a similarity calcu-
lation between documents. With this application, by applying
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TABLE I. Real-time information sources

API Identification Timestamp
Twitter [20] ✓ ✓ ✓

Stack Overflow [21] ✓ ✓ ✓
Reddit [22] ✓ ✓ ✓
teratail [23] × ✓ ✓

Security StackExchange [24] ✓ ✓ ✓

a vector similarity calculation method (e.g., cosine distance) to
vectors obtained from documents, we can obtain a similarity
value between documents.

III. PROPOSED SYSTEM

The proposed system consists of the following four mod-
ules:

(1) Collection module
(2) Cleansing module
(3) Signature generation module
(4) Notification generation module.

Figure 1 shows the architecture of the proposed system and its
data flow.

First, the collection module collects vulnerability informa-
tion from real-time information sources such as SNS (Fig. 1
(1)). After that, the proposed system performs data cleansing
on the collected data (Fig. 1 (2)). Finally, the proposed system
generates WAF signatures and set them (Fig. 1 (3)). At the
same time, the proposed system generates a notification file
for the administrator (Fig. 1 (4)).

In this system, it is assumed that the administrator registers
the names of the web applications and their version informa-
tion into the system beforehand. It is on the basis of this
registered information that the system extracts vulnerability
information from the Internet.

A. Collection module

The proposed system generates WAF signatures from the
real-time information sources shown in Table I. All these
sources are equipped with IDs and timestamps. The collection
module collects vulnerability information from the sources and
saves their ID, timestamp, and body. Subsequent processes will
require these IDs and timestamps to identify the articles and
the date of publication.

B. Cleansing module

The proposed system performs data cleansing on collected
data to remove duplicate information and get the necessary
information. The cleansing module extracts the following at-
tributes from text and web page. The system uses the following
attributes for generating WAF signatures.

• Application name

• Vulnerability type

• Version information

• Vulnerability identification information such as a
Common Vulnerabilities and Exposures (CVE)-ID

C. Signature generation module
If the web application name that is used for operating web

application system is included among the attributes extracted
by the cleansing module, the system generates a WAF signa-
ture to block HTTP requests to that application and applies it
to the WAF. It also notifies the notification generation module
that the signature has been generated.

D. Notification generation module
The proposed system generates a notification and sends it to

the administrator. This notification includes information such
as the name and version of the vulnerable web application. We
expect that when the vulnerability is resolved (e.g., applying a
patch), this notification will remind the administrator to remove
the signature.

IV. INITIAL EXPERIMENTS

We conducted the following initial evaluation experiments.
For the target web application to collect vulnerability in-
formation, we used WordPress as a keyword for extracting
vulnerability information due to its known history of many
vulnerabilities.

A. Experiment 1: WAF signature generation using CVE infor-
mation

First, as a proof of concept, we implemented the proposed
system shown in Figure 1 with Python 3.6.8 and AWK scripts
and examined the automatic generation of WAF signatures
using NVD data feeds instead of real-time information.

1) Processing Method: The collection module (Fig. 1 (1))
obtained information from the NVD data feed, which contains
CVEs, on a daily basis. The cleansing module (Fig .1 (2))
checked whether the keyword was included in the Common
Platform Enumeration (CPE) name for each vulnerability
information on the data feed. The following data were then
extracted.

1) CVE-ID
2) CPE name

The CPE name is a name that identifies the platform
[25].

cpe:2.3:[Part]:[Vendor]:[Product]:[Version]
:[Update]:[Edition]:[SW Edition]:[Target SW]
:[Target HW]:[Language]:[Other]

In this experiment, we used [Part] and [Product]
from the CPE name. [Part] represents a product type
with one character, where ‘a’ is an application, ‘o’ is
an operating system, and ‘h’ is hardware. [Product]
is the product name.

3) Version information

We extracted these data and stored them into JavaScript
Object Notation (JSON) format.

Next, the signature generation module (Fig. 1 (3)), we
generated a signature for ModSecurity from the extracted
information to prevent access to the web application. With
reference to ModSecurity_41_xss_attacks.conf and
ModSecurity_41_sqlinjection_attacks.conf
from ModSecurity’s CRS, we added the following signatures.

• VARIABLES: REQUEST COOKIES|!REQUEST
COOKIES:/ utm/|REQUEST COOKIES NAMES|
ARGS NAMES|ARGS|XML:/
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Figure 2. Extracted information in Experiment 1

• OPERATOR: Regular expression using web applica-
tion names

• ACTIONS: phase:2,block,msg:’application name in-
jection.’,severity:’2’,id:’15000+line number’

In addition, we generated text files to provide notification
about the signature generation in the notification generation
module (Fig.1 (4)).

2) Results: We performed this process once daily for ten
days from December 21, 2019 to December 30, 2019.

Since the results for all days during the collection period
were the same, we present the result of a single day as an
example in Figure 2.

The results of the automatically generated WAF signatures
are shown in Figure 3. The signature for WordPress was gener-
ated from 17 cases of WordPress vulnerability information and
other signatures were generated from one case corresponding
to each application.

3) Consideration: The generated signatures show that, in
addition to the signature for the actual WordPress application,
other applications that include“wordpress”in their name have
been blocked as well. These redundant rules place an additional

1 SecRule REQUEST_COOKIES|!REQUEST:/__utm/|
REQUEST_COOKIES_NAMES|ARGS_NAMES|ARGS|XML:/* "
import_export_wordpress_users" "phase:2,block,msg:’
WordPress injection.’severity:’2’,id:’15001’"

2 SecRule REQUEST_COOKIES|!REQUEST:/__utm/|
REQUEST_COOKIES_NAMES|ARGS_NAMES|ARGS|XML:/* "
wordpress" "phase:2,block,msg:’WordPress injection.’
severity:’2’,id:’15002’"

3 SecRule REQUEST_COOKIES|!REQUEST:/__utm/|
REQUEST_COOKIES_NAMES|ARGS_NAMES|ARGS|XML:/* "
wordpress_download_manager" "phase:2,block,msg:’
WordPress injection.’severity:’2’,id:’15003’"

4 SecRule REQUEST_COOKIES|!REQUEST:/__utm/|
REQUEST_COOKIES_NAMES|ARGS_NAMES|ARGS|XML:/* "
wordpress_ultra_simple_paypal_shopping_cart" "phase:2,
block,msg:’WordPress injection.’severity:’2’,id
:’15004’"

Figure 3. Generated WAF signature in Experiment 1

TABLE II. Extracted attributes of the tweets

Key Type Description
id Int64 tweet id as an integer.

created at String The time when the tweet was created.
username String User name who posted the tweet.

text String The tweet contents in UTF-8 format.
urls List Uniform Resource Locators (URLs) in the tweet1.

burden on the WAF. To overcome this limitation, we need to
improve the signature generation rule and fine-tune it.

B. Experiment 2: Generation of WAF signatures using twitter
feed

Next, to investigate the possibility of WAF signature gen-
eration from real-time vulnerability information, we collected
tweets from twitter feeds, chose one tweet, and generated a
WAF signature from it. The tweets were collected using an
Application Programming Interface (API) search by setting
the query parameters to “wordpress”. The chosen tweet is
shown in Figure 4. The proposed system uses the information
from tweets listed in Table II from tweets, so we extracted the
following information.

• id: 1200259525707796482



30

International Journal on Advances in Security, vol 14 no 1 & 2, year 2021, http://www.iariajournals.org/security/

2021, © Copyright by authors, Published under agreement with IARIA - www.iaria.org

Figure 4. The tweet used in Experiment 2

1 SecRule REQUEST_COOKIES|!REQUEST:/__utm/|
REQUEST_COOKIES_NAMES|ARGS_NAMES|ARGS|XML:/* "
wordpress" "phase:2,brock,msg:’WordPress XSS.’severity
:’2’,id:’15001’"

Figure 5. Generated WAF signature in Experiment 2

• created at: 2019-11-29 03:45:45
• username: Vulmon Vulnerability Feed
• text: CVE-2017-9061\n\nIn WordPress before 4.7.5,

a cross-site scripting (XSS) vulnerability exists when
attempting to upload very large files, because the error
message does not properly restrict presentation of the
filena...\n\nhttps://t.co/anaw5-QSAoa”

• urls: [http://vulmon.com/vulnerabilitydetails?qid=
CVE-2017-9061]

1) Method and results: A visual check of the web appli-
cation and vulnerability information contained in the tweet
resolved the following attributes from the text.

• Application name: WordPress
• Vulnerability type: XSS
• Version information: 4.7.5 and earlier
• CVE-ID: CVE-2017-9061

We also checked the web page indicated by the URL but
could not obtain any additional attributes. As in experiment 1,
we generated a ModSecurity signature from these attributes,
which is shown in Figure 5.

2) Consideration: This experiment confirms that a WAF
signature could be generated from collected tweets. However,
we still need a method to select the relevant tweet. We expect
to be able to extract information such as the web application
name, its version, or the type of vulnerability through the
pattern matching approach.

V. CONSIDERATION OF ADDITIONAL SOURCES

Currently, the real-time information source is only Twitter,
and it could be prone to be disinformation. Therefore, we
explored the possibility of using other information sources,
which are listed in Table I.

To analyze whether these information sources are appropri-
ate sources or not, we reviewed discussions about the following
three WordPress vulnerabilities in the corresponding commu-
nities. These vulnerabilities are registered in the NVD and have
a high Common Vulnerability Scoring System (CVSS) score.

TABLE III. Number of search hits

2018-20148 2019-17669 2019-20041
Stack Overflow 10(-) 6(-) 10(-)

Reddit 2(-) 15(-) 11(-)
teratail 6(-) 6(-) 3(-)

Security StackExchange 2(-) 0(-) 2(-)

(): Number of search hits related CVEs

TABLE IV. Number of search hits in each knowledge community

Knowledge community\Year 2017 2018 2019 total
Stack Overflow 2,166 2,072 1,837 6,075

Reddit[cybersecurity] 31 172 266 469
Reddit[security] 16 60 151 227

teratail 241 196 172 609
Security StackExchange 1,166 1,072 768 4,006

• CVE-2018-20148 Published: December 14, 2018
• CVE-2019-17669 Published: October 17, 2019
• CVE-2019-20041 Published: December 27, 2019

Since we cannot collect information from teratail via API,
we searched the above vulnerabilities by means of a Google
search with the queries “WordPress” and “vulnerability”. The
duration of the search was set to one month before and after the
vulnerability announcement. The results are shown in Table III,
the numbers in parentheses refer to the number of search hits.
These results show that we could not obtain any information
about these vulnerabilities from these communities in a timely
manner.

In addition, the current system has some problems. As the
results shown in Table III are not suitable for a comparison of
each knowledge community, we tried additional exploration.
Specifically, we compared the number of search hits per site
using the Custom Search API provided by Google to see the
number of discussions about vulnerabilities in each knowledge
community. We set the query ”vulnerability” for all sites and
set the period from January 1, 2017 to December 31, 2019.
Since Reddit has a lot of topics that are not security-related, we
only explored two subreddits (“security” and “cybersecurity”).

The results are shown in Table IV. Among the knowledge
communities examined in this study, Stack Overflow and
Security StackExchange had the most active in discussions
about the vulnerability, so we conclude they can be used as a
good information source.

VI. FILTERING AND EXTRACTING TWEETS THROUGH
PATTERN MATCHING APPROACH

A. Description
In big data processing, we generally gather data from infor-

mation sources through the API of the services or perform web
scraping. However, data acquired in such a manner typically
contain a lot of totally unrelated information, which means we
have to perform a related information extraction or an unrelated
information elimination. To circumvent this issue, we propose
a filtering method based on regular expression. The method
first confirms the existence of specific information such as
application name and version number with regular expression
and then decides whether the information is related information
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or not. To determine the effectiveness of this method, we
performed an experiment with gathered tweets.

B. Experiment 3-1: Regular expression-based extraction with
tweet

First, on the basis of the results of Experiment 2, we ex-
tracted and filtered vulnerability information from the tweets.
We then used the twitter API to collect tweets every day for the
following period. After eliminating the duplicates, we further
processed 1,116 tweets.

• Collection period: From December 4, 2019 to Jan-
uary 8, 2020

• Search queries: “WordPress AND Vulnerability”,
“WordPress AND XSS”, and “WordPress AND injec-
tion”

To check the performance of the filter, we manually assigned
the following labels to the tweets based on the relevance to
the WordPress vulnerability.

0: WordPress vulnerability information
1: Other information

As a result of the manual labeling, 76 tweets regarding
WordPress vulnerabilities were identified. The remaining 1,040
tweets were mistakenly extracted since there URLs referred to,
e.g., a web page created using WordPress.

1) Method: We collected the attributes shown in Table II
from the tweet and filtered them on the basis of its text context
by pattern matching using regular expressions from the tweet’s
text and web page body indicated by the URL. The following
attributes were extracted from the tweet and stored in JSON
format.

• ID: tweet-id
• App name: If the string includes “wordpress” this

element is 1, otherwise 0.
• CVE: Extract the string “CVE-\d{4}-\d+” and store

it as a list.
• plugin / theme: If the string includes “plugin” or

“theme” this parameter is 1, otherwise 0.

From these attributes and a list of CVEs corresponding to
the target application, we automatically assigned an estimated
label for tweets in accordance with the flowchart shown in Fig-
ure 6. Each label corresponds to the following categorization
result.

0: WordPress vulnerability information
1: Other information

1-a: Does not included the string “wordpress”
1-b: Expected to be a WordPress plugin or theme
1-c: No WordPress vulnerability in CVE list

2: Unfiltered

2) Results: We implemented the filter in Python as per the
flowchart shown in Figure 6 and ran it on the 1,116 collected
tweets. The results are shown in Table V. As we can see,
our method filtered 597 tweets, 98.5% of which were filtered
correctly. However, 519 were unfiltered. By using the pattern
matching approach, the number of objects to analyze could be
reduced by half.

Out of the seven tweets that were not correctly filtered, six
were supposed to be labeled as 0 but were mistakenly labeled

Classification elements

0
Yes

App_name

CVE list 1

0

1
plugin/ 
theme

No
Otherwise

0Null

include WordPress 
vulnerability

1

1-b 1-c

1-a

2

Figure 6. Flowchart of estimated label setting in Experiments 3-1 and 3-2

TABLE V. Filtering results of Experiment 3-1

Estimated label
0 1-a 1-b 1-c 2 total

0 13 0 6 0 57 76
Correct label 1 1 94 292 191 462 1,040

total 14 94 298 191 519 1,116

as 1-b. These were all weekly summaries of vulnerability
information for WordPress and related modules and contained
information about both WordPress and its plugins. This is
why the filter misjudged them as information about WordPress
plugins.

3) Consideration: The information required for the pro-
posed system is vulnerability information that is up-to-date or
has not been officially announced, which is included in the
tweets labeled as 2 in this experiment. Therefore, we need to
provide a way to extract the required information from these
tweets.

C. Experiment 3-2: Regular expression-based extraction with
other data

To determine the difference among data collection periods
and among data sources, we applied the regular expression-
based filtering procedure discussed in Section VI-B to the other
data. Table VI shows data sources and collection periods.

We performed regular expression-based filtering on the
main text of tweet and web page content pointed to by the
URL contained in the tweet. We also performed filtering on
question texts for Stack Overflow and Security StackExchange
data. We manually applied labels to Security StackExchange
data and compared these estimated labels provided by the flow
in Figure 6.

Table VII shows the filtering results with estimated labels.
The label descriptions are the same as those in Section VI-B.

TABLE VI. Source and collection period of Experiment 3-2

Source site Collection period Number
Tweet-2021 from February 19, 2021 to June 30, 2021 5,843
Tweet-2020 from March 2, 2020 to June 2, 2020 4,702

Stack Overflow from January 1, 2018 to December 31, 2020 48,377
Security StackExchange from January 1, 2018 to December 31, 2020 151
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TABLE VII. Filtering results of Experiment 3-2

0 1-a 1-b 1-c 2 total
Tweet-2021 224 572 1,165 1,276 2,606 5,843
Tweet-2020 33 565 1,615 601 1,888 4,702

Stack OverFrow 1 17,328 3,843 0 27,165 48,337
Security StackExchange 1 8 12 1 129 151

When we compared Tweet-2020 and Tweet-2021, we found
that we could filter and classify more than 60% of the data
regardless of the data gathering period. Tweet-2021 contained
seven times more WordPress vulnerability results (label 0)
than Tweet-2020. This difference comes from the fact that a
danger vulnerability CVE-2020-36326 (CVSS score: 9.8) was
announced in the Tweet-2021 gathering period, which affected
the number of WordPress vulnerability results.

We could filter and classify around 45% of the data
from Stack Overflow, and there was only one WordPress
vulnerability result. We speculate that community members
of Stack Overflow who have an interest in vulnerability may
also be members of Security StackExchange and asked about
it on the Security StackExchange side.

We could only filter and classify around 15% of the data
from Security StackExchange. This is presumably because
discussions on Security StackExchange are complicated or
higher level ones, such as ”How can I operate WordPress
to avoid security issues as much as possible?” and such
discussions do not contain specific version numbers or specific
plugins, which are required in the Figure 6 flow.

Table VII shows the relationship between manually applied
correct labels and estimated labels. As mentioned, only 15%
were classified, so we cannot include the remaining 85% in this
discussion. Eight CVEs were issued in the data gathering pe-
riod, but we only obtained one WordPress vulnerability result
(label 0). However, the version numbers listed in the results
were not a WordPress versions (i.e., they belonged to the other
application), so the results lacked version number information.
We clarify why these results were poor through a detailed
analysis of the Security StackExchange text data. First, the
texts here contained a lot more information than a tweet, which
means that one text data frequently contained vulnerability
discussions on multiple applications. Furthermore, we found
that many text data did not contain key phrases or version
numbers compared to tweets. On the other hand, we found
that some text contained detailed information such as ”problem
of illegal communication occurrence” and appeal reminders
about various problems. Such information might sometimes
include the first report of a zero-day vulnerability, so it may
be applicable to the WAF rule for zero-day vulnerability if we
can treat such information properly.

To conclude of this subsection, our findings indicate that
the filtering method we propose works well for tweets but
less well for Security StackExchange, which features longer
texts. We also found that the characteristics of the text data
in Security StackExchange differ significantly from those of
tweets, which may stem from the differing styles of the
knowledge communities.

TABLE VIII. Correct/estimated labels of Security StackExchange in
Experiment 3-2

estimated label
0 1-a 1-b 1-c 2 total

correct label
0 1 0 2 0 5 8
1 0 8 10 1 124 143

total 1 8 12 1 129 151

TABLE IX. Learning sources of Experiments 4-1 and 4-2

Data form Collection period No.
CVE WordPress From August 17, 2005 to June 15, 2021 564

CVE ALL1 From January 1, 2018 to December 31, 2018 16,511

VII. NARROWING DOWN USING DOC2VEC

A. Description
In this section, to automate the target web application vul-

nerability extraction, we propose a Doc2Vec-based method that
trains a Doc2Vec model with past vulnerability descriptions
and extracts vulnerability information from the latest open
information (e.g., tweets). We use the description sections
of CVEs as past vulnerability information sources. We first
gathered past CVE descriptions of the target web application
and used them to generate the Doc2Vec model and word
vectors. We also generated word vectors from large amounts
of open information gathered with the trained Doc2Vec model.
We then calculated the cosine similarity between individual
word vectors of open information and individual word vectors
of CVE descriptions. If a word vector of an open information
has a large similarity to word vectors of the past CVE vectors
of a target web application, we consider the open information
to contain vulnerability information of that application. To
eliminate the vulnerability information of other web appli-
cations, we also created a Doc2Vec model from entire CVE
descriptions and related word vectors. The final decision is
made on the basis of both similarities to the CVE description
of the target web application (high similarity) and similarities
to the whole CVE descriptions (low similarity).

B. Experimental setup
We performed an experiment to investigate the relationship

between the estimated label in Section VI and the similarity
obtained by the Doc2Vec-based method. Table IX lists the data
we used for training the Doc2Vec models. We gathered CVEs
of the target application (WordPress) that were announced from
August 17, 2005 to June 15, 2021 (CVE WordPress). We also
gathered all of the CVEs that were announced in 2018 (CVE
ALL). We collected the above CVEs using NVD’s REST API
[25].

We trained and created two Doc2Vec models: The one is
WP R model, which uses the description section of individual
CVE WordPress data, and ALL R model, which uses the de-
scription section of individual CVE ALL data. The Doc2Vec
parameters used for training are itemized below. A parameter

TABLE X. Verification data for Experiments 4-1 and 4-2

Data form Correction period No.
Tweet From December 4, 2019 to January 8, 2020 1,116

Security StackExchange From January 1, 2018 to December 31, 2020 151
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value existing at the top is a default value and values existing
in the cases are varied during evaluations.

• DM: 1 (learn with PV-DM)
• Learning Rate: 0.025 (0.0012, 0.0025)
• Vector Size: 300 (30, 100, 450, 500, 600, 800, 1000)
• Min count: 10 (1, 2, 3, 5, 8, 15)

We performed word vector generation for the description
section of individual CVE ALL data with the ALL R model
and treat it as a summary of the description of individual
CVE ALL data. This word vector set is named V ALL.
Similarly, We performed word vector generation for the de-
scription section of individual CVE WordPress data with the
WP R model and treat it as a summary of the description
of individual CVE WordPress data. This word vector set is
named V WP.

As test data, we decided to use manually labeled tweet
data and Security StackExchange data. We did not used Stack
Overflow data because it contains quite a few vulnerability
discussion entries (as described in Section VI-C). Table X
lists the test data. We performed word vector generation on
individual tweet data for both Doc2Vec models and treat them
as a summaries of the individual tweet data. These word vector
sets are named V TW WP (generated with WP R model)
and V TW ALL (generated with ALL R model). Similarly,
we performed word vector generation for individual Security
StackExchange data for both Doc2Vec models and treat them
as a summaries of the individual Security StackExchange data.
These word vector sets are named as V SSE WP (gener-
ated with WP R model) and V SEE ALL (generated with
ALL R model).

Then, we calculated Similarity App and Similarity All
values for individual tweet data with the following two steps.
First, we chose a tweet data and calculated the cosine distance
between the V TW WP of the tweet data and an individual
V WP. Second, we calculated the average of the top-5 cosine
distance values and used it as the Similarity App value for
that tweet data. This procedure was performed for all tweet
data to obtain their Similarity App values. The same proce-
dure was also performed with V TW ALL and V ALL to
obtain Similarity All values for all tweet data. Similarity App
and Similarity All for Security Stack Exchange data were
generated using the same procedure with V WP, V ALL,
V SSE WP, and V SSE ALL.

Finally, we set the threshold value for both Similarity App
and Similarity All with the heuristic method and calculated the
below evaluation index, which is widely used in classification
experiment.

• True Positive (TP)
• False Positive (FP)
• True Negative (TN)
• False Negative (FN)
• Accuracy (Acc)
• Precision (Pre)
• True Positive Rate (TPR)
• False Positive Rate (FPR)
• True Negative Rate (TNR)
• False Negative Rate (FNR)
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Figure 7. Experriment 4-1: Scatter plot of similarity between tweets and
CVEs

C. Experiment 4-1: Results with tweets
Table XI shows the evaluation indices of tweet data with

the default Doc2Vec parameters and the parameters with top 2
accuracy. Tweet data contains a comparatively small number
words, so it adopts a smaller Vector Size value and smaller
Min count value. The best parameter in this experiment was
Vector Size = 300 and Min count = 5 with Similarity App ≥
0.95 and Similarity All < 0.8 threshold values. The result did
not change even in the short Vector Size value, which means
we can reduce the calculation cost by urilizing the shorter
Vector Size value (e.g., Vector Size = 30). When we reduced
the Min count to less than 5, the result became dramatically
worse. This result suggests that too small Min count will
include words that are unnecessary for the Doc2Vec model
and thereby lead to bad results. The learning rate parameters
affected quite a few of the results in this manner, so we had
to omit them.

Figure 7 shows the distribution of Similarity App and
Similarity All with the WordPress Vulnerability or Not Word-
Press Vulnerability label in the best parameter. The horizontal
axis denotes Similarity App and the vertical axis denotes
Similarity All. The blue star and red circle indicate that a
tweet data does or does not contain a WordPress vulnerability,
respectively. We can see that a large number of WordPress Vul-
nerability data are gathered near the Similarity App = 1.0 area.
However, a significant amount of Not WordPress Vulnerability
data is also gathered there, which indicates a high number
of false positive results. Similarity All can eliminate some of
the Not WordPress Vulnerability data. However, since V ALL
is generated from all of the CVEs, and as such contains
many security and vulnerability related words, WordPress data
has a comparatively large similarity to V ALL values, which
reduces the separation ability with Similarity All.

D. Experiment 4-2: Results with Security StackExchange
Table XII shows the evaluation indices of Security Stack

Exchange data with the default Doc2Vec parameters and
parameters with top-2 accuracy. Security StackExchange data
contains a comparatively large number words, so it adopts
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TABLE XI. Metrics of Experiment 4-1: Difference by Vector Size and Min count.

TP FP TN FN Acc Pre TPR TNR FPR FNR
Vector: 300, Count: 10 66 722 317 11 34.3% 85.7% 8.4% 96.6% 3.4% 91.6%
Vector: 300, Count: 5 68 614 425 9 44.2% 88.3% 10.0% 97.9% 2.1% 90.0%
Vector: 30, Count: 5 70 637 402 7 42.3% 90.9% 9.9% 98.3% 1.7% 90.1%

TABLE XII. Metrics of Experiment 4-2: Difference by Vector Size.

TP FP TN FN Acc Pre TPR TNR FPR FNR
Vector: 300, Count: 10 5 44 99 3 68.9% 62.4% 10.2% 97.1% 2.9% 89.8%
Vector: 450, Count: 10 5 32 111 3 76.8% 62.5% 13.5% 97.3% 2.6% 86.5%
Vector: 600, Count: 10 6 57 86 2 60.9% 75.0% 9.5% 97.7% 2.3% 90.5%
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Figure 8. Experriment 4-2: Scatter plot of similarity between SSE and CVEs

a larger Vector Size value. The best parameter in this ex-
periment was Vector Size = 450 and Min count = 10 with
Similarity App ≥ 0.98 and 0.54 < Similarity All < 0.64
threshold values. We conclude that the default Vector Size is
not sufficient to represent a large number words. When we
reduced Min count to less than 10, the result became worse.

Figure 8 shows the distribution of Similarity App and
Similarity All with WordPress Vulnerability or Not WordPress
Vulnerability labels in the best parameter. The organization of
the figure is identical to Figure 7. Similar to the results for the
tweet data, a lot of the Not WordPress Vulnerability data here
is gathered near the Similarity App = 1.0 area, which indicates
a high number of false positive results. This trend was stronger
than it was in the tweet data, as indicated by almost all of the
Not WordPress Vulnerability data in Figure 8 being distributed
close to Similarity App = 0.1. However, the Similarity All
values of WordPress Vulnerability data were comparatively
small, so we can omit the Not WordPress Vulnerability Data
by reducing the Similarity All threshold value compared to
the tweet data result. This characteristics is connected to the
higher accuracy result than that of the tweet data.

E. Relationship between negatives and word count in individ-
ual tweet data

As discussed in Section VII-B, since Doc2Vec-based classi-
fication could not classify negatives, it had a higher number of
false positive results, especially for tweet data. To analyze why
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Figure 9. Experriment 4-1: Histgram of true negatives
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Figure 10. Experriment 4-1: Histgram of false positives

this occurred, we examined the relationship between negatives
and word count in individual tweet data. Our hunch was that,
since tweet data cobtain fewer words, they might have been
comparatively harder to separate.

Figures 9 and 10 show the relationship between word
count and true negatives and false positives, respectively. The
horizontal axis denotes word count in bin size 4 and the vertical
axis denotes the frequency of an individual bin.
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As we can see in Figure 9, true negatives appeared more
frequently in comparatively lower word count areas (less than
16). In contrast, in Figure 10, we can see that false positives
were concentrated more on big word count areas (more than
16). These findings demonstrate that,contrary to our expection,
the proposed method is quite capable of separating small word
count data. If we can improve the classification result of the
higher word count area, the current false positive rate will
be mitigated. There are many approaches we could take for
making such an improvement, such as using a different model
with higher word count areas (e.g. utilizing a more complicated
text classification model).

F. Summary of Doc2Vec results
The regular expression-based classification discussed in

Section VI cannot classify large amounts of data, especially
in Security StackExchange data. In contrast, we found here
that Doc2Vec-based classification can perform classification
on whole data with moderate performance. Furthermore, it
can omit negatives with high accuracy in both datasets. Thus,
we recommend combining both regular expression-based and
Doc2Vec-based classifications with the following rules.

• Apply the Doc2Vec-based classification in the first
stage and omit data classified as negative.

• Apply the regular expression-based classification to
data classified as positive in the first stage.

VIII. CONCLUSION

In this paper, we proposed a WAF signature generation
system using real-time open information (e.g., SNS) to provide
early protection for web applications. To extract vulnerability
information from real-time open information, we developed
a regular expression-based filtering method and a Doc2Vec-
based similarity calculation method evaluated them with Twit-
ter and Security Stack Exchange data.

With the regular expression-based filtering method, we
could classify 60% of the tweet data as to whether it contained
information about vulnerability of the target web applica-
tion. However, we could only classify 10% of the Security
StackExchange data, as these data were comparatively long
and sometimes contained multiple vulnerabilities of several
different applications.

With the Doc2Vec-based method, we could classify both
tweet data and Security StackExchange data with moderate
accuracy, especially when it came to extracting true positive
data (i.e., data that actually discussed the vulnerability of the
target web application). However, there were still a number of
false positive results, and it requireed further classification of
data rated as positive.

On the basis of these findings, we proposed a sequential use
of both methods. In the first stage, we perform the Doc2Vec-
based filtering is applied to omit data rated as negative, as
those data contain almost no actually positive data. In second
stage, regular expression-based filtering is applied to perform
detailed classification for extracting actually positive data.

We also examined the relationship between word count
and classification accuracy in data rated as negative in the
Doc2Vec-based method. We found that the proposed method
could classify small word count areas well enough but strug-
gled with larger word count areas. It should be possible to

significantly reduce the number of false positives if we use a
more complicated text classification algorithm or advancement
of future text classification algorithm.

With the advancement of text classification algorithms
expected in the future, our proposed method shows good
potential for generating WAF signatures and will be beneficial
for protecting web applications from attacks following offi-
cial vulnerability notifications, especially in case of zero-day
vulnerability.
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Abstract—Along with the growth in the usage of software in
almost every aspect of human life, the risks associated with
software security vulnerabilities also increase. The number of
average daily published software vulnerabilities exceeds the
human ability to cope with it; hence, various threat models
to generalize the threat landscape have been developed. The
most prevalent threat model MITRE ATT&CK proved to be a
valuable tool for the security analyst to perform cyber threat
intelligence, red and blue teaming, and so on. However, the
security analyst must prioritize his/her defense by manually
mapping the daily published threat information to the adversarial
techniques listed in MITRE ATT&CK for his/her day-to-day
operation. This paper proposes a method to automatically map
the cyber threat information using a multi-label classification
approach. We conducted four experiments using three publicly
available datasets to train and test seven multi-label classification
methods and one pre-trained language model in six evaluation
measures. According to our estimate, the LabelPowerset method
with Multilayer Perceptron as the base classifier performs best
in our experiment.

Keywords–Multi-label classification; MITRE ATT&CK; Cyber
Threat.

I. INTRODUCTION

In our previous work [1] we experimented with various
multi-label classification methods to evaluate the performance
to automatically map the vector representations of vulnera-
bility description to adversary techniques and tactics. In this
work, we extend the scope to map cyber threat information,
including the vulnerability description to the same adversarial
techniques.

The digital age has presented various opportunities to
society along with different challenges. One of the biggest
challenges comes with the risk of cyber-attack, data breaches
and loss of intellectual property, etc. Software security vulner-
ability is one of the most significant factors behind these chal-
lenges. According to the US National Vulnerability Database
(NVD), the total number of reported vulnerabilities as of June
2020 is 146,000 [2], and this number is increasing year by
year. In 2019 alone, 20,362 vulnerabilities are reported on
NVD, which is a 17.6% increase from 2018 (17,308) and

44.5% increase from 2017 (14,086), and the trend is likely
to be upwards [3].

Given this large number of reported vulnerabilities, track-
ing individual vulnerabilities is nearly impossible. Hence,
various approaches and threat models are developed to gen-
eralize the threat landscape and ease the burden of a security
analyst. One of the most commonly used approaches is a
curated knowledge base called MITRE ATT&CK® that enlists
adversary behaviors, including their tactics and techniques
based on real-world observations. It is a robust framework
commonly used as a threat model in adversary emulation, red
and blue teaming, and cyber threat intelligence practices [4].
MITRE ATT&CK generalizes the adversary attack techniques
and tactics based on the common weaknesses of the systems
without mentioning specific products or vulnerabilities.

Even though the MITRE ATT&CK proved to be a helpful
framework, the need to identify the specific threat that in-
dividual vulnerability poses in the adversarial landscape still
exists. In layperson’s terms, MITRE ATT&CK is the playbook
of steps that house robbers would take to rob a house (e.g.,
find open access), and software security vulnerability is the
weaknesses of the house security (e.g., an unlocked door or
broken window). For effective defense, the house owner needs
to combine this information, the most common approaches that
house robbers use, and the weaknesses of his/her house to
better understand the situation and prioritize his/her defenses.

This paper proposes a method to automatically map the
cyber threat information, including vulnerability description
to adversary techniques and tactics. Since a specific threat or
vulnerability can be associated with more than one adversarial
technique, we believe developing a multi-label classification
model that can infer the adversarial techniques to a given threat
would be suitable. Since every vulnerability has associated
textual description, we believe using the features of this text;
a classic multi-label classification algorithm could produce a
result that could be useful for a practical purpose.

Mapping threat information to adversarial tactics and tech-
niques requires a certain level of expertise and domain knowl-
edge. Thus, it may consume a considerable amount of time for
the security analyst. In our previous work [1] we experimented
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with a limited dataset to demonstrate the method, and the
LabelPowerset method with Multilayer Perceptron as base
classifier performed best. In this paper, we extend the work
by including an additional and more comprehensive dataset
and state-of-the-art language model Bidirectional Encoder
Representations from Transformers (BERT) and compared the
results. By utilizing such existing tools and data, we believe
the task of mapping threat information could be automated to
spare the human analyst from manual labor. Hence, the paper
aims to seek the possibilities to automate the mapping of threat
information to adversarial techniques by exploring the existing
tools and evaluating them with different datasets.

This work aims to extend the scope of the [1] with
additional datasets and methods and explore the possibilities to
gain further insight into the current knowledge in the security
domain.

The specific contributions of the paper are as follows:

1) To propose an approach to automate the mapping of
threat information to adversarial technique.

2) Explore and experiment with various multi-label clas-
sification methods and language models to compare
the performance.

The remainder of this paper is organized as follows.
Section II will review the related research and how this paper
differs in its approach. In Section III, we will briefly discuss
the background information to be used for this research.
In Section IV, the experimental dataset used in this study
will be described, and in Section V, the experimental setup
of the proposed multi-label classification approach will be
discussed. In Section VI, we will show the experimental result
and corresponding analysis, and finally, we will conclude by
discussing the implications of this result in Section VII.

II. RELATED WORK

There have been various studies related to the content of
this work. But to the best of our knowledge, using a language
model on multi-label classification task of text-based threat
information to map to adversarial technique has not been
published yet.

A. Threat intelligence and MITRE ATT&CK framework
There has been an attempt to use a multi-label classification

approach to map cyber threat intelligence reports to adversarial
techniques and tactics. Legoy et al. implemented a tool called
rcATT. This system predicts tactics and techniques related
to given cyber threat reports and outputs the results using
Structured Threat Information eXpression (STIX) format [5].
They focused on extracting MITRE ATT&CK techniques and
tactics from cyber threat reports. They used more straight-
forward approaches for text representation and classification
algorithms. In contrast, we focused on mapping the threat
information to the same framework, though using more neural
and deep learning approaches.

Also, extracting general Tactics, Techniques, and Proce-
dures (TTP) from cyber threat information is gaining some
attention. Husari et al. developed a system to automate Cyber
Threat Intelligence (CTI) analytics that learns attack patterns
[6]. They combined Natural Language Processing (NLP) and
Information Retrieval (IR) techniques to extract threat actions
from threat reports based on their semantic relationships.

Their focus was to extract actionable TTP from threat reports,
whereas our focus is to identify the adversarial techniques that
can exploit the specific threat.

Apart from extracting an adversarial technique from textual
documents, some studies have directly mapped the malware
behavior to the MITRE ATT&CK framework. Oosthoek et al.
did the automated analysis of 951 unique families of Windows
malware and mapped them onto the MITRE ATT&CK frame-
work [7]. They generated a behavior signature of the malware
in the sandbox and mapped the signature to the corresponding
MITRE ATT&CK technique. Their work focused on mapping
the malware based on its behavior to the adversarial techniques
defined in the MITRE ATT&CK framework. In contrast, our
focus is to map the threat information that the adversary could
exploit to the same techniques through its textual representa-
tion.

Some researchers have been working on the information
provided by the MITRE ATT&CK framework to improve
the adversarial predictions. Al-Shaer et al. presented their
statistical machine learning analysis on Advanced Persistent
Threat (APT) and software attack data reported by MITRE
ATT&CK to infer and predict the techniques the adversary
might use [8]. They associated adversarial techniques using
hierarchical clustering with 95% confidence, providing sta-
tistically significant and explainable technique correlations.
Our focus is to correlate individual threat information to
the adversarial techniques and create a model that can be
used to map new threats to the MITRE ATT&CK framework
automatically.

There have also been works on classifying the vulnera-
bility information based on its textual description. Huang et
al. proposed an automatic vulnerability classification model
built on Term Frequency-Inverse Document Frequency (TF-
IDF), Information Gain (IG), and deep neural network [9].
They validated their model with CVE descriptions of the
National Vulnerability Database and compared them to the
performances of SVM, Naive Bayes, and kNN algorithms. We
are also attempting to classify the vulnerability information
based on its textual description. Still, Huang et al. focused
on a multi-class classification that each vulnerability belongs
to a specific category. In contrast, we attempt to classify a
vulnerability or threat information into multiple adversarial
techniques simultaneously.

Hemberg et al. proposed an open-source, relational graph-
ing tool BRON which links MITRE ATT&CK, CWE, CAPEC,
and CVE information to gain further insight from available
threat intelligence in [10]. Their proposed method correlated
those publicly accessible information sources to make it more
usable for the analysts and systematically hunt the threat.
Our approach is similar by associating the available threat
information with a publicly accessible knowledge base of
MITRE ATT&CK to assist the human analysts.

Zhou et al. proposed a method to automatically identify
Indicators of Compromise (IOC), an essential artifact of cyber
threat intelligence using a neural-based sequence labeling
model to identify IOCs from cybersecurity reports [11]. The
model used attention mechanism and token spelling features
to identify low-frequency IOCs from long sentences of the
cybersecurity reports. We are also using an attention-based
pre-trained model to determine the associated technique in the
threat information.
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B. Multi-label classification using language models
Medina et al. created and analyzed a text classification

dataset from United Nation’s Sustainable Development Goals
[12]. They experimented with various multi-label classifica-
tion methods and pre-trained language models, and according
to their estimation, the pre-trained language model BERT
showed the best performance. Similarly, Sovrano et al. pro-
posed to utilize the Text Similarity Approach using Term
Frequency-Inverse Document Frequency (TF-IDF) and pre-
trained sentence embedding framework Universal Sentence
Encoder (USE) [13]. In this work, we use a similar approach
of labeling threat information in text format by embedding it
through USE and applying multi-label classification models on
top of it. Also, we compared those results with the performance
of the BERT language model, which used its own embedding
layers instead of USE.

Liu et al. proposed to utilize deep learning to Extreme
Multi-label Text Classification (XMTC) task with a family of
new Convolutional Neural Network (CNN) models tailored for
multi-label classification task [14]. Their approach successfully
scaled to the most extensive datasets of 6 benchmark datasets
and consistently produced the best or the second-best results on
all the datasets. Their focus was the multi-label classification
performance on the extreme setting, i.e., too many labels to
predict. Pal et al. proposed to correlate the labels in multi-
label classification task through attention-based graph neural
network [15]. The attention in their model allowed the system
to assign different weights to neighbor nodes per label, thus,
allowing it to learn the dependencies among labels.

Since the inception of the BERT language model, there
have been various attempts to train and utilize it for specific do-
mains, especially in a multi-label classification task. Lee et al.
described a patent classification system created by fine-tuning
the BERT language model [16]. Their model outperformed the
state-of-the-art results in classifying the patent claims in multi-
label settings. Similarly, Adhikari et al. presented DocBERT
for document classification task [17]. By minimizing cross-
entropy and binary cross-entropy loss, DocBERT achieved
state-of-the-art results across four popular datasets in single-
label and multi-label tasks.

Although there have been various attempts to utilize dif-
ferent language models in a multi-label classification setting,
its potential has yet to be fully explored in the cybersecurity
domain.

III. BACKGROUND

Since this study is at the intersection of different fields, the
theoretical background knowledge is briefly explained in this
section.

A. Vulnerability Modeling
There have been several attempts to standardize the re-

porting and modeling of software security vulnerabilities or
weaknesses and threat landscape in general. In this section,
we will discuss a few relevant schemes for this study.

1) Common Vulnerabilities and Exposures: Common Vul-
nerabilities and Exposures (CVE) is a list of entries, each
containing an identification number, description, and at least
one public reference for publicly known cybersecurity vulner-
abilities [18]. CVE was launched in 1999 and now became

the standard naming convention to address interoperability
and disparate databases and tools. CVE entries, also called
CVEs, CVE IDs, and CVE numbers by the community, provide
common reference points so that cybersecurity products and
services can speak the same language. CVE is an international
cybersecurity community effort, and each new CVE entry is
assigned by CVE Numbering Authorities (CNAs).

The majority of the disclosed vulnerabilities are stored at
the NVD for centralized vulnerability management purposes.
The NVD is the U.S. government repository of standards-
based vulnerability management data and is known as the
de facto central database of software security vulnerabilities
[19]. CVEs stored at NVD proved to be a valuable resource
for vulnerability management and overall cybersecurity-related
research.

2) Common Attack Pattern Enumeration and Classifica-
tion: Common Attack Pattern Enumeration and Classifica-
tion (CAPEC) efforts provide a publicly available catalog of
common attack patterns that helps users understand how ad-
versaries exploit weaknesses in applications, and other cyber-
enabled capabilities [20]. CAPEC was established by the U.S
Department of Homeland Security in 2007 and continuously
evolved to include public participation and contributions.
CAPEC defines “Attack Patterns” as descriptions of adver-
saries’ common attributes and approaches to exploit known
weaknesses in cyber-enabled capabilities. Each attack pattern
captures knowledge about how specific parts of an attack are
designed and executed and provides guidance on mitigating
the attack’s effectiveness.

CAPEC differs from the MITRE ATT&CK framework to
focus on application security and enumerates exploits against
vulnerable systems. In contrast, the MITRE ATT&CK frame-
work focuses on network defense and provides a contextual
understanding of malicious behavior. CAPEC is mainly used
for application threat modeling and developer training and
education, whereas ATT&CK is used to compare network
defense capabilities and hunt new threats.

3) MITRE ATT&CK framework: Adversarial Tactics, Tech-
niques, and Common Knowledge (ATT&CK) was created
at MITRE corporation to systemically categorize adversary
behavior in September 2013 [4]. It was initially designed
to document and categorize post-compromise adversary TTPs
against Microsoft Windows systems and later added other plat-
forms called ATT&CK for Enterprise and publicly released in
May 2015. Subsequently, complementary models such as PRE-
ATT&CK, ATT&CK for Mobile, and ATT&CK for ICS have
been published in 2017 and 2020. The ATT&CK framework
consists of the following components:

• Adversary group: Known adversaries that are tracked
and reported in threat intelligence reports.

• Tactics: Tactics represent the adversary’s tactical ob-
jective: the reason for performing an action.

• Technique/Sub-Technique: Techniques represent
“how” an adversary achieves its tactic, whereas
Sub-technique further breaks down techniques into
more specific descriptions of actions to reach the
goal.

• Software: Software represents an instantiation of a
technique or sub-technique at the software level.
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Figure 1. MITRE ATT&CK components and their relationship.

• Mitigation: Mitigation represents security concepts
and technologies to prevent a technique or sub-
technique from being successfully executed.

The relationship between the components is visualized in
Figure 1.

The MITRE ATT&CK framework is constantly enriched
with techniques and sub-techniques. At the time of writing,
there are 266 techniques/sub-techniques of 12 tactics in the
MITRE ATT&CK Enterprise model, 174 techniques of 15
tactics in the PRE-ATT&CK and 79 techniques of 13 tactics
in ATT&CK for Mobile model.

B. Multi-label classification

Classification is the task of learning to classify the set of
examples that are from a set of disjoint labels L, |L|> 1. If
|L|= 2, then the learning problem is called a binary or single-
label classification and if |L|> 2, it is a multi-class classifi-
cation. In the case of multi-class classification, the example
should correspond to a single class or label. In contrast, in
multi-label classification, the examples are associated with a
set of labels Y ⊆ L [21]. According to Madjarov et al., the
multi-label classification methods could be of the following
categories [22].

1) Algorithm adaptation methods: The existing ma-
chine learning algorithms that are adapted, extended,
and customized for multi-label classification prob-
lems. The examples include: boosting, k-nearest
neighbors, decision trees, and neural networks.

2) Problem transformation methods: This method
transforms the multi-label classification into one or
more single-label classification or regression prob-
lems. It is further divided into categories as binary
relevance, label power-set, and pair-wise methods.

3) Ensemble classification: The ensemble methods are
developed on top of existing problem transformation
or algorithm adaptation methods. The examples in-
clude Random k-label sets (RAkEL) and ensembles
of pruned sets (EPS) etc.

C. Evaluation measures of multi-label classification
Since the multi-label classification task is different from

the traditional binary classification, the evaluation metrics to
measure the method’s performance also differ. The multi-
label classification measures generally fall into the following
categories according to [22].

1) Example based measures
2) Label based measures
3) Ranking based measures

The evaluation measures used in this study are briefly dis-
cussed below. In the definitions, yi denotes the set of true
labels for example xi and h(xi) denotes the set of predicted
labels for the same examples. N is the number of examples,
and Q denotes the total number of possible class labels.

1) Subset Accuracy: Subset Accuracy, also called as Exact
Match Ratio is the most strict metric, indicating the percentage
of samples that have all their labels classified correctly. It can
be calculated as shown in (1):

Accuracy(h) =
1

N

N∑
i=1

I(h(xi) = yi) (1)

where I(true) = 1 and I(false) = 0.
2) Micro averaged F1 score: Since the classification is on

multiple labels, the results have to be averaged out. Micro-
precision and micro-recall are the measures averaged over all
the example/label pairs. In the definitions below TPj , TNj

denote the number of True Positive and True Negative, FPj ,
FNj denote the number of False Positive and False Negative
examples per label λj when considered as binary classification.

Precision =

∑Q
j=1 TPj∑Q

j=1 TPj +
∑Q

j=1 FPj

(2)

Recall =

∑Q
j=1 TPj∑Q

j=1 TPj +
∑Q

j=1 FNj

(3)

The Micro averaged F1 Score is the harmonic mean
between micro-precision and micro-recall.

F1 =
2×microPrecision×microRecall
microPrecision+microRecall

(4)

3) Macro averaged F1 score: Macro-precision and macro-
recall are the measures averaged across all labels and defined
as shown in (5) and (6).

Precision =
1

Q

Q∑
j=1

TPj

TPj + FPj
(5)

Recall =
1

Q

Q∑
j=1

TPj

TPj + FNj
(6)

Macro-F1 is the harmonic mean between precision and recall,
where the average is calculated per label and then averaged
across all labels. If Pj and Rj are the precision and recall for
all λj ∈ h(xi) from λj ∈ yi then Macro F1 is defined as in
(7):

F1 =
1

Q

Q∑
j=1

2× Pj ×Rj

Pj +Rj
(7)
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4) Hamming loss: Hamming loss evaluates how many
times an example-label pair is misclassified, i.e., a fraction
of incorrectly predicted labels.

HammingLoss(h) =
1

N

N∑
i=1

1

Q
| h(xi)∆yi | (8)

where ∆ stands for the symmetric difference between two sets.
The smaller the Hamming loss better the model performance.

5) Ranking loss: Ranking loss evaluates the average frac-
tion of label pairs that are reversely ordered for the particular
example.

RankingLoss(h) =
1

N

N∑
i=1

| Di |
| yi || ȳi |

(9)

where
Di = {(λm, λn) | f(xi, λm) ≤ f(xi, λn), (λm, λn) ∈ yi×

ȳi)}, while ȳi)} denotes the complementary set of y in L. The
smaller the Ranking loss better the model performance.

6) Micro averaged Receiver Operating Characteristic:
Receiver Operating Characteristic (ROC) is a measure used
mainly in binary classification to study the output of a clas-
sifier. It is a probability curve that plots the True Positive
Rate (TPR) against False Positive Rate (FPR) at the various
threshold and essentially separates the signal from noise. ROC
is usually represented as the Area Under Curve (AUC) graph.
In order to use ROC in a multi-label setting, examples are
binarized per each label and averaged for aggregated contri-
butions of all classes to compute the Micro averaged metric.
Biggest data science online community Kaggle [23] uses Micro
averaged ROC score to evaluate the competitions in multi-label
problems. Hence, we decided to adopt this measure to evaluate
the performances of different models.

D. Language models in Natural Language Processing
Since natural language can not be absolutely formalized

in specific rules in a similar way as programming languages,
computational linguists approached it by specifying the model
of the language from the example texts. Thus, language
modeling became a crucial component of Natural Language
Processing (NLP) and used various statistical and probabilistic
techniques to determine the probability of a given sequence of
text to appear in a particular position.

The latest trend in NLP includes the utilization of a pre-
trained language model in a transfer learning setting. A pre-
trained language model is a language model which has been
fed a large amount of unannotated data. As a result, the model
learns the usage of various words and general rules of the
language. Then the model is transferred to a downstream task
where it is fed a smaller, task-specific dataset, through which
the model is fine-tuned to perform well on the task. It is
basically creating a machine equivalent of a “well-read” human
being.

Another significant advancement is transformer-based lan-
guage models. The attention mechanism is used to selectively
attend to some part of the input example, similar to humans
focusing on the object’s detail. The transformer is a novel
architecture introduced in [24] that was considered a break-
through in NLP. It relies on the self-attention mechanism to

compute the input and output representations by handling the
dependencies between them.

Current state-of-the-art results in NLP belong to the mod-
els such as Generative Pre-trained Transformer-3 (GPT-3)
[25], Bidirectional Encoder Representations from Transformers
(BERT) [26] and XLNet [27] that were based on the transfer
learning and transformer architecture.

This study used two pre-trained and one transformer-based
language model, namely Universal Sentence Encoder (USE)
and Bidirectional Encoder Representations from Transformers
(BERT). The pre-trained USE model is used to embed or
convert the text document into vector representations that could
be used to apply traditional multi-label classification methods.
In contrast, the pre-trained, transformer-based BERT model
is used as a standalone model that performs embedding and
classification in itself.

IV. EXPERIMENTAL DATASET

The amount and quality of the dataset used are essential to
the performance of the trained model. Hence, data has been
collected from different sources to represent the diverse nature
of the threat information.

A. Data sources
We collected data from three different repositories that are

publicly available. The data sources are as follows:
1) ENISA: The European Union Agency for Cybersecurity

(ENISA) published a report in December 2019 titled State of
Vulnerabilities 2018/2019 [28]. The report aimed to provide
an insight into both the opportunities and limitations of the
vulnerability ecosystem. They collected in total 27,471 vul-
nerability information published during 1st January 2018 to
30th September 2019 from various data sources. As part of the
analysis of the collected data, the authors mapped the CVEs
to the MITRE ATT&CK technique using the common CAPEC
information found in both NVD and ATT&CK. The authors
generously made available the dataset they have analyzed
[29] and we utilized the CVE information mapped to MITRE
ATT&CK tactics and techniques for training and testing the
multi-label classification model.

The ENISA report dataset represents the vulnerability in-
formation in the form of CVE descriptions. It has 8,077 CVEs
that are mapped to 52 unique MITRE ATT&CK techniques
or, in this instance, labels. The mean length of the example
CVE description is 368 characters, and minimum/maximum
lengths are 40 and 3,655 characters long. For the purpose of
this experiment, this dataset will be denoted as ENISA in short.

2) TRAM: Threat Report ATT&CK Mapping (TRAM) is
a tool developed by MITRE to aid the analyst in mapping fin-
ished reports to ATT&CK. TRAM uses a Logistic Regression
model to predict the mapping of the ATT&CK technique for
a given report. MITRE generously released the source code
and the corresponding dataset used to train the model [30].
The dataset contains example sentences or phrases representing
specific techniques and maps them to one or more techniques.

The TRAM dataset represents the short threat information
in the form of sentences or phrases. It has 3,005 example
sentences mapped to 188 unique MITRE ATT&CK techniques.
The mean length of the example sentence is 84 characters, and
minimum/maximum lengths are 15 and 465 characters long.



42

International Journal on Advances in Security, vol 14 no 1 & 2, year 2021, http://www.iariajournals.org/security/

2021, © Copyright by authors, Published under agreement with IARIA - www.iaria.org

Figure 2. Most common techniques that have at least more than 200
examples associated with it.

For the purpose of this experiment, this dataset will be denoted
as TRAM in short.

3) rcATT: Legoy et al. implemented a tool called rcATT,
a system that predicts tactics and techniques related to given
cyber threat reports and described it in [5]. They collected
the threat reports referenced in the original MITRE ATT&CK
framework per each individual technique to train the tool. They
generously made their source code and the parsed threat reports
publicly available, and we believe it is the most accurate data
we could utilize in this experiment.

The rcATT represents the long descriptive information
in the form of threat reports. It has 1,490 example reports
mapped to 227 unique MITRE ATT&CK techniques. The
mean length of the example report is 19,270 characters, and
minimum/maximum lengths are 625 and 457,759 characters
long. For the purpose of this experiment, this dataset will be
denoted as rcATT in short.

Since the examples of the rcATT dataset are too long
for embedding framework, we trimmed the examples to a
maximum of 4,000 characters long to ease the computational
burden.

B. Dataset analysis
From 3 repositories, we collected a total of 12,572 exam-

ples mapped to 239 unique techniques. The characteristics of
each data repository and the combined dataset are shown in
Table I.

TABLE I. DATASET PROPERTIES.

Dataset Examples Techniques Length Type of example
ENISA 8,077 52 Medium CVE descriptions
TRAM 3,005 188 Short Sentences
rcATT 1,490 227 Long Threat reports

Combined 12,572 239 Mixed Mixed

The combined dataset is unevenly distributed in terms of
the technique association, and there are only 58 techniques
with more than 200 examples associated. In Figure 2, the
techniques with more than 200 examples associated are shown,
and we can see that technique T1148 - HISTCONTROL has
4,978 examples associated with it.

The examples of the combined dataset also have varying
characteristics. Figure 3 shows the top 10 instances of label

Figure 3. Number of techniques associated per example (top 10).

Figure 4. Text length distribution of the dataset.

associations. From Figure 3, we can see that majority of the
examples, i.e., 7,072 examples out of 12,572, has either 1 or
2 labels associated with them.

The length of the text in the combined dataset also greatly
varies. Figure 4 shows this variation in terms of the boxplot
graph. Note that the rcATT examples have been trimmed to
a maximum of 4,000 characters to ease the computational
burden. From Figure 4, we can see that at least 75% (third
quartile) of the examples are a less than 550 characters long,
and the estimated maximum value would be around 1,200
characters long.

In terms of the content of the examples, a quick analysis
using the wordcloud reveals that common words used in the
vulnerability descriptions or threat reports are the words that
are most repeated in the dataset. Figure 5 shows the wordcloud
analysis.

V. EXPERIMENTAL SETUP

Using the background information of Section III and the
experimental dataset discussed in Section IV, we conducted the
experiment to map the threat information to adversarial tech-
niques. Depending upon the experimental setup, we designed
the following two separate experiments.

• Converting the text information into its vector repre-
sentation and apply traditional multi-label classifica-
tion methods.

• Feed the BERT model with raw text to convert it
into its internal representation and performs multi-
label classification.
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Figure 5. Most common words in the dataset.

In this section, we will discuss the details of these environ-
mental differences.

A. Text representation in multi-label classification
To conduct the multi-label classification, we need to con-

vert the given text into numerical vectors, also known as
embeddings. Conventionally, vector embeddings were achieved
through shallow algorithms such as Bag of Words (BoW)
or Term Frequency-Inverse Document Frequency (TF-IDF).
These approaches have been superseded by predictive repre-
sentation models such as Word2Vec [31], GloVe [32], and
so on. The utilization of deep neural networks has been
proven to be superior in different fields. Thus, various studies
have adopted deep neural models to embed the text into
vector space, such as Facebook’s InferSent [33] and Universal
Sentence Encoder (USE) from Google Research. Perone et
al. evaluated different sentence embeddings, and Universal
Sentence Encoder outperformed InferSent in terms of semantic
relatedness and textual similarity tasks [34]. Therefore, for
this research, Universal Sentence Encoder has been utilized
to generate the vector embeddings of the text.

The sentence embeddings from USE produce good task
performance with little task-specific training data. Thus, we
decided to utilize a Deep Averaging Network (DAN)-based
USE model introduced in [35] to represent the threat infor-
mation in numerical vectors so that traditional multi-label
classification methods could be applied. The model takes
English sentences of variable lengths as input and produces
512 fixed-dimensional vector representations of the sentences
as output [36].

B. Multi-label classification model selection
The 512 fixed-dimensional vectors generated by USE are

treated as features for the classifier. To determine the suitable
model to map the threat information to MITRE ATT&CK
techniques, we experimented with 1 Algorithm Adaptation, 3
Problem Transformation, and 1 Ensemble multi-label classifi-
cation methods using the open-source library scikit-multilearn
[37]. The experimented methods are listed below.

• Multi-label k-Nearest Neighbors (MlkNN) is the
adaptation of the popular k-nearest neighbors (kNN)

algorithm to the multi-label classification task and
an example of the Algorithm adaptation method. We
estimated the number of neighbors k to be most
optimal when k = 3 where 1 ≤ k ≤ 30 when
optimized for macro-average F1 measure.

• LabelPowerset is a Problem Transformation method
that transforms a multi-label problem into a multi-
class problem with one multi-class classifier trained
on all unique label combinations. It maps each com-
bination to a unique id number and performs multi-
class classification using the classifier as a multi-class
classifier and combination ids as classes.

• ClassifierChain is also a Problem Transformation
method. The classifiers are linked along a chain where
the i-th classifier deals with the binary relevance
problem associated with its label. The feature space of
each link in the chain is extended with the 0/1 label
associations of all previous links.

• BinaryRelevance is the well known one-against-all
method. It learns one classifier for each label using
all the examples labeled with that label as positive and
remaining as negative. And while making a prediction,
each binary classifier predicts whether its label is
relevant for the given example or not. It is an example
of the Problem Transformation method.

• RAndom k-labELsets multi-label classifier
(RAkELd) is an Ensemble method that divides the
label space into equal partitions of size k, trains a
LabelPowerset classifier per partition, and predicts by
summing the result of all trained classifiers.

The methods mentioned above use traditional classification
algorithms for the multi-label classification task. Since neural
networks have been proven to be superior in almost every
task, we also experimented with more neural approaches
as multi-label classification algorithms. Since the multi-label
classification task of our experiment does not require the
sequential input or memory state of the input, we experimented
with a simple Multilayer Perceptron (MLP) neural model to
conduct the classification. Szymański et al. included a wrapper
in a scikit-multilearn library that allows any Keras or PyTorch
compatible backend to be used to solve multi-label problems
through problem-transformation methods [38]. We utilized it
to conduct the same experiment with neural methods. The
following lists the neural methods we used along with their
basic parameters.

• LabelPowerset (neural) LabelPowerset method with
the Multilayer Perceptron as the base classifier. It has
two hidden layers, and the softmax function is used
for activation.

• BinaryRelevance (neural) BinaryRelevance method
with the Multilayer Perceptron as base classifier. It
has two hidden layers, and the sigmoid function is
used for activation.

In Section VI, we will discuss the evaluation results of
these different methods.

C. BERT
BERT is designed to learn deep bidirectional representa-

tions from an unlabeled text by jointly conditioning both the
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left and right contexts in contrast to the previous attempts of
predicting a token in a unidirectional (left-to-right, right-to-
left) way [26]. BERT achieves bidirectionality by using a pre-
training objective called a Masked Language Model (MLM).
Before feeding the text sequence to a model, BERT replaces
15% of the words in each training example with a [MASK]
token. Then, the task of the model is to predict the original
token based on the non-masked tokens. In addition to the MLM
task, BERT also employs the Next Sentence Prediction (NSP)
task, where the model takes a pair of sentences and then tries
to predict whether the second sentence is subsequent to the
first. The model is fed 50% of the subsequent sentences during
the training while the other 50% of sentences are ordered
randomly.

To successfully train with MLM and NSP tasks, BERT
preprocesses the input text according to the following steps.

1) A special [CLS] token is placed at the beginning of
the first sentence, and a [SEP] token is placed right
before the second.

2) Token embeddings, where dense embeddings for each
token, including [CLS] and [SEP], will be learned.

3) Sentence embeddings indicate which tokens belong
to which sentence. This process is similar to token
embeddings; however, vocabulary size is limited to
only two words.

4) Positional embeddings are borrowed from the original
transformer paper [24]. Since the transformer is not
recurrent, it needs to learn the sequential information
with the help of positional embeddings.

BERT has been pre-trained on BookCorpus (800M words) and
English Wikipedia (2,500M words) with the goal of minimiz-
ing the combined loss of MLM and NSP tasks. Fine-tuning
BERT on a classification task is relatively straightforward by
simply adding a linear layer on top of the transformer output
for the first [CLS] token. Applying BERT to downstream tasks
involves fine-tuning for the task-specific data.

For the purpose of this experiment, we used BERT-Base
uncased model, which contains 30,522 words. Since BERT
uses the WordPiece tokenization method, out of vocabulary
words are split into subwords, and a group of subwords rep-
resents the word. We adapted BERT’s sequence classification
class for the multi-label classification task using binary cross-
entropy with a logits loss function. The final model consisted
of the Input Embedding layer, 12 BERT attention layer, and
output layer as per the number of labels to be predicted. We
trained the model for ten epochs with a batch size of 8 and
sequence length of 512. The learning rate was kept to 3e-5, as
recommended in the original paper.

VI. EXPERIMENTAL RESULT

Using the experimental dataset discussed in Section IV, we
conducted four separate experiments, with each dataset and the
combined dataset of 12,572 examples. All the models have
been trained with randomly selected 66.6% examples of the
dataset and tested on the remaining 33.3% examples. Since the
dataset is limited in size, we evaluated the models with a 10-
fold cross-validation method. The only exception is in the case
of the BERT model due to its computationally costly nature.
In this section, we will review the results of each experiment
and analyze them.

A. ENISA dataset

The evaluation results for the ENISA dataset is listed in
Table II.

From the results listed in Table II, we could see that
LabelPowerset using the neural model as a base classifier, has
the best scores in 3 of the 6 measures, and BERT has the best
results in the remaining 3 measures. The nature of the ENISA
dataset is that it consists of quite uniform medium-length text
(CVE descriptions) and makes up more than 64% of the total
dataset. Hence, the results of this experiment may have the
most influence over the final outcome of the Combined dataset.

B. TRAM dataset

The evaluation results for the TRAM dataset is listed in
Table III.

From the results listed in Table III, we could see that
LabelPowerset using the neural model as a base classifier, has
the best scores in every measure except Ranking loss, in which
the neural BinaryRelevance model has a lead. Unfortunately,
we were not able to produce any meaningful result with the
BERT model using this dataset. Since the nature of the TRAM
dataset is short sentences and phrases, we assume that BERT
may not work very well with the short text. We reduced the
sequence length of the BERT model from 512 characters to
64 characters, but it did not yield any improvements. Since the
dataset has fewer examples associated with more labels than
the ENISA dataset, the resulting performances also seem to
have deteriorated.

C. rcATT dataset

The evaluation results for the rcATT dataset is listed in
Table IV.

From the results listed in Table IV, we could see that no
single model has superior performance in all the measures.
Since the nature of the rcATT dataset is long threat reports, it
could potentially improve the model performance. However, it
is clear that all the multi-label classification models perform
poorly compared to the previous two datasets in every except
one measure. This poor performance could be because the
size of the training and test data is small compared to the
other datasets (999 and 491 examples, respectively), and fewer
examples are associated with more techniques (1,490 examples
with 227 techniques).

D. Combined dataset

The evaluation results for the Combined dataset is listed in
Table V.

From the results listed in Table V, we could see that
LabelPowerset using the neural model as a base classifier,
has 3 out of 6 best results and BERT has 2, and neural
BinaryRelevance has the best score in Hamming loss only.
Since the combined dataset is the combination of 3 datasets,
the performances of the models fall within a range of the
best and worst results. We believe the results of the combined
dataset are reasonable performance and considered it as the
final experimental result.
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TABLE II. ENISA DATASET EXPERIMENTAL RESULT.

Micro Average Macro Average
Algorithm Accuracy score Prec. Rec. F1 Score Prec. Rec. F1 Score Hamm. loss Rank. loss Micro ROC
MlkNN 0.6079 0.7310 0.6193 0.6700 0.6225 0.4960 0.5403 0.1089 0.3617 0.7848
LabelPowerset 0.6028 0.7233 0.5640 0.6320 0.5756 0.5283 0.5014 0.1159 0.3754 0.7588
ClassifierChain 0.4993 0.5997 0.6201 0.6094 0.4219 0.4678 0.4224 0.1423 0.4330 0.7647
BinaryRelevance 0.3757 0.5937 0.6508 0.6205 0.4727 0.6096 0.4875 0.1424 0.3283 0.7765
RakelD 0.4235 0.6374 0.6133 0.6243 0.5070 0.5801 0.4937 0.1310 0.3446 0.7688
LabelPowerset (neural) 0.7363 0.7491 0.7464 0.7470 0.6681 0.6213 0.6316 0.0907 0.2503 0.8455
BinaryRelevance (neural) 0.5526 0.7821 0.7062 0.7415 0.6921 0.5873 0.6236 0.0882 0.2910 0.8313
BERT 0.7201 0.8269 0.7384 0.7801 0.6646 0.5930 0.6247 0.0742 0.2643 0.8524

TABLE III. TRAM DATASET EXPERIMENTAL RESULT.

Micro Average Macro Average
Algorithm Accuracy score Prec. Rec. F1 Score Prec. Rec. F1 Score Hamm. loss Rank. loss Micro ROC
MlkNN 0.5095 0.7194 0.5196 0.6031 0.2437 0.2045 0.2117 0.0037 0.4753 0.7593
LabelPowerset 0.6370 0.6470 0.6370 0.6420 0.2439 0.2544 0.2371 0.0039 0.3579 0.8175
ClassifierChain 0.0519 0.0746 0.1054 0.0873 0.0149 0.0486 0.0185 0.0120 0.8975 0.5491
BinaryRelevance 0.2612 0.3481 0.6983 0.4642 0.1787 0.2840 0.1974 0.0088 0.3048 0.8456
RakelD 0.2639 0.3533 0.6976 0.4686 0.1804 0.2840 0.1989 0.0086 0.3053 0.8453
LabelPowerset (neural) 0.6902 0.7019 0.6938 0.6978 0.2856 0.2897 0.2763 0.0033 0.3013 0.8461
BinaryRelevance (neural) 0.5271 0.7853 0.5803 0.6671 0.2764 0.2311 0.2420 0.0031 0.4156 0.7897
BERT 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0054 1.0000 0.5000

TABLE IV. RCATT DATASET EXPERIMENTAL RESULT.

Micro Average Macro Average
Algorithm Accuracy score Prec. Rec. F1 Score Prec. Rec. F1 Score Hamm. loss Rank. loss Micro ROC
MlkNN 0.0174 0.3920 0.2730 0.3153 0.0724 0.0572 0.0559 0.0349 0.7509 0.6303
LabelPowerset 0.0121 0.2394 0.0822 0.1170 0.0302 0.0147 0.0147 0.0364 0.8898 0.5371
ClassifierChain 0.0007 0.1381 0.5541 0.2192 0.0432 0.2077 0.0604 0.1173 0.6798 0.7224
BinaryRelevance 0.0000 0.0988 0.5894 0.1678 0.0574 0.2796 0.0826 0.1724 0.6946 0.7108
RakelD 0.0000 0.1232 0.4974 0.1947 0.0598 0.1926 0.0780 0.1197 0.6777 0.6940
LabelPowerset (neural) 0.0302 0.2824 0.2195 0.2434 0.0918 0.0680 0.0687 0.0402 0.7848 0.6015
BinaryRelevance (neural) 0.0054 0.4737 0.2296 0.3058 0.0717 0.0431 0.0484 0.0316 0.7896 0.6109
BERT 0.0000 0.6042 0.0679 0.1222 0.0163 0.0063 0.0086 0.0187 0.9757 0.5335

TABLE V. COMBINED DATASET EXPERIMENTAL RESULT.

Micro Average Macro Average
Algorithm Accuracy score Prec. Rec. F1 Score Prec. Rec. F1 Score Hamm. loss Rank. loss Micro ROC
MlkNN 0.5460 0.7367 0.6104 0.6675 0.3183 0.2235 0.2501 0.0182 0.4044 0.8018
LabelPowerset 0.5468 0.6884 0.5162 0.5898 0.2975 0.1926 0.2124 0.0214 0.4255 0.7545
ClassifierChain 0.0230 0.0598 0.3319 0.1013 0.0439 0.2396 0.0444 0.1763 0.7215 0.5854
BinaryRelevance 0.1293 0.2448 0.7424 0.3681 0.1099 0.5133 0.1537 0.0762 0.3464 0.8359
RakelD 0.1258 0.3067 0.7139 0.4289 0.1313 0.4172 0.1738 0.0568 0.3356 0.8321
LabelPowerset (neural) 0.6631 0.7093 0.6948 0.7018 0.3353 0.2524 0.2701 0.0177 0.3123 0.8430
BinaryRelevance (neural) 0.4850 0.7776 0.6754 0.7229 0.3424 0.2480 0.2735 0.0155 0.3548 0.8347
BERT 0.4464 0.8420 0.6817 0.7534 0.1676 0.1363 0.1453 0.0130 0.5274 0.8389

E. Result analysis

The best results of the experiments measured by Micro
ROC are listed in Table VI along with the models which have
shown the best performance in at least two measures. The
results of Table VI and the dataset properties listed in Table
I show that the performances of the multi-label classification
deteriorate when the number of labels, in this instance, tech-
niques to be predicted, increases and could depend highly on
the number of examples used. Also, the length of the text
matters in which shorter text has a higher probability of correct
technique to be predicted.

We could conclude from the listed results that the La-
belPowerset method with Multilayer Perceptron as base classi-
fier performs best in most cases, and BERT comes in second.
Since running a BERT model requires a computationally
expensive environment, the neural LabelPowerset model would
be an ideal choice for predicting the adversarial techniques in
cyber threat information.

TABLE VI. COMBINED DATASET EXPERIMENTAL RESULT.

Dataset Best Micro ROC Best model
ENISA 0.8524 LabelPowerset (neural), BERT
TRAM 0.8461 LabelPowerset (neural)
rcATT 0.7224 None
Combined 0.8430 LabelPowerset (neural), BERT

VII. CONCLUSION

This paper proposed an approach to automatically map
the cyber threat information to adversary techniques in the
cybersecurity context. We converted various threat information
into vector space and experimented with different multi-label
classification methods, as well as a state-of-the-art language
model to identify the most suitable method to map the threat
information into MITRE ATT&CK adversarial techniques.
We used 12,572 examples from 3 open datasets to conduct
4 independent experiments to train and test 7 multi-label
classification methods and 1 pre-trained language model in 6
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evaluation measures.
According to the results of the experiments converting

threat information into vector space using a pre-trained USE
model and applying the neural LabelPowerset method to con-
duct multi-label classification to predict adversarial techniques
yielded the best results. State-of-the-art pre-trained language
model BERT performed second in which BERT’s internal
embedding represents the threat information, and the final layer
is fine-tuned for multi-label purposes.

Based on the experiment results, we believe that by embed-
ding the given threat information using Universal Sentence En-
coder and applying the LabelPowerset method with Multilayer
Perceptron as a base classifier, we could effectively predict the
adversarial techniques.

However, we acknowledge the limitations of the paper,
including the lack of explainability in the models so that the
labels it predicted could not be entirely analyzed with current
settings. Also, there has been some progress with the NLP and
language models since the experiments were first designed,
thus not reflected in this work. Those limitations are to be
addressed in future work.
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Abstract— This paper describes the concept, implementation 

and first results of a multidimensional research approach to im-

prove the trustworthiness of digital services. It presents the cur-

rent perception of the concepts of trust and trustworthiness in 

technical and sociological systems, and their connection as an 

identified gap. Well-known environmental analysis is used to de-

fine the dimensions. The empirical investigations are designed 

separately for each dimension, or domains of study. The goal is 

to subsequently create a holistic and robust concept for trust-

worthy socio-technical systems. 
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I. INTRODUCTION 

This paper expands the view on the concept, realization 
and first results of the idea, which was originally and briefly 
presented at the The Fourteenth International Conference on 
Digital Society 2020, for the empirical analysis of digital ser-
vices in the context of digitization [1]. The variety of services 
offered in the digital world is constantly evolving and rapidly 
increasing due to the establishment of digital aspects in eve-
ryday private and professional life. The use of digital services 
is highly dependent on trustworthiness [2] [3] [4].  

However, the concepts of trust and trustworthiness are un-
derstood differently in different academic and industrial disci-
plines, as are the attributes associated with them.  

This idea paper aims to present a possible approach to an-
alyze significant factors of trustworthiness through various 
empirical studies from different fields. The trustworthiness at-
tributes can vary widely from discipline to discipline. In gen-
eral, it is assumed that these attributes differ mainly only in 
their weighting, related to the observed discipline for that they 
are relevant. 

This document is divided into six sections. Section I con-
tains the brief introduction. In Section II, different terms and 
viewpoints on the topic of trust and trustworthiness are de-
scribed to explain the motivation for this approach. In Section 
III, past and current related work is then examined, to demon-
strate the variations of the current understanding and related 
contexts that have been evaluated. Section IV describes what 
could be done to achieve a generic and general model of trust-
worthiness attributes and associated weights according to the 
area under study. The conceptional procedure to accomplish 
this idea is described in detail, as well as what fields are going 
to be involved as part of the planned project to enable this 
work. The fields and their individual empirical approach, thus, 
are presented briefly to demonstrate the general idea of the 

approach. Section V presents the early results. The outcomes 
of the analysis of WebAPIs and the survey for public wifis are 
visualized and explained in the context of trustworthiness. The 
Section VI contains a summary of the current status of the pro-
ject and briefly lists the open work packages. 

II. TERMS & VIEWPOINTS  

An agreed-upon definition of trust in the context of digital 
services is:  
“Trust by definition entails a willingness by the [trustor] to 
make herself vulnerable to the possibility that another will 
act to her detriment” [5, p. 28], which is also based on the 
sociological perspective on trust as an fulfilment of expecta-
tions towards a person or a system by taking risks [6] [7] [8] 
[9]. 

An acceptable definition of trustworthiness in the context 
of digital services therefore is formed over time and relative 
to the perception of certain, system specific attributes. Gener-
ally, trustworthiness of systems can be defined as being based 
on ability, benevolence and integrity of the system [10] which 
correlates with the development of predictability over depend-
ability to faith over time, regarding expectations towards the 
persistence, technical competence and fiduciary responsibility 
of a system as shown in Lee and Moray [7], p. 1245. Related 
approaches tend to a similar characteristic [11] [12] [13]. 

Digitization depends on the well-being of users. Entrust-
ing data and work steps to a computer system will be criticized 
by users. In addition to advantages, there are also disad-
vantages. Trust is the key to accepting digital services, and 
therefore the key to increasing productivity through digitali-
zation. This creative paper shows the dimensions of trust. 
These needs are resolved by the supplier. There are several 
participants with different interests and understandings of 
trust and trustworthiness.  

In the context of the credibility of digital services, the 
needs of stakeholders are consumers, providers and third-
party trustees. Consumers are trying to use services that are as 
trustworthy as possible, because the impact of data abuse is 
becoming more and more obvious. Digital service providers 
need consumer confidence in their products. They also need 
reliable supply services. The third independent authority can 
confirm the credibility of the digital service to the user, as long 
as it has the confidence of the user and can verify the service. 
From a service point of view, there are two main factors that 
play a decisive role in its reputation among consumers. User 
trust and service credibility are these two factors.  

In a research project called OPerational Trustworthiness 
Enabling Technologies, in short OPTET, the prerequisites for 



49

International Journal on Advances in Security, vol 14 no 1 & 2, year 2021, http://www.iariajournals.org/security/

2021, © Copyright by authors, Published under agreement with IARIA - www.iaria.org

trust in the context of Web-based services were determined. 
The result is that trust can be personal, transferable, and based 
on core trust, such as in an organization. The credibility of the 
service is based on its attributes and the attributes confirmed 
by third parties. Figure 1 summarizes these correlations and 
their impact [14] [15] [16]. 

This research focuses on the social, economic, and tech-
nological factors that influence trust in digital services, as an 
implementation of the proposal we presented at the ICDS con-
ference [1]. Based on the analysis of trust and trustworthiness, 
the following influencing factors can be determined. Social 
factors can be distinguished by personal, recommendation, 
and derived trust. Personal trust is characterized by emotions, 
such as browser authentication status color (red-dangerous, 
green-good) or knowledge, such as knowledge about two-fac-
tor authentication procedures. Recommended trust is based on 
trusted third parties. Derivative trust is usually formed by the 
experience of the organization and its status.  

The technical factor is the credibility attribute of the ser-
vice. These should be objectively measured or confirmed by a 
third party during the development and operation process. 
Economic factors are characterized by profit expectations. 

The provider aims to provide reliable digital services. He 
can achieve this by optimizing all factors, but each factor must 
have a minimum level. For example, a certain service may be 
technically perfect, that is, completely credible, but the pro-
vider’s reputation is poor, so the derived trust is low, and the 
service is not entirely credible. One factor that affects consum-
ers is no risk or low risk. If the risk is lower, the service will 
be more trusted because the potential loss is controllable. 
However, many users do not realize the value of user data. 
Therefore, risk assessment is useful for all stakeholders. 

Trust in digital services has been shaped by different im-
pacts. The identified influences are personal trust, referral 
trust and trust in the institution. These findings are based on 
McKnight's model of trust [17] and Robbins' trust-risk-act 
model [18] and is visualized in Figure 1. The trust models are 
briefly explained in the Section III. 
 

 

 

Figure 1.  Trust and trustworthiness for digital services [own 

representation based on [15] [16] [14] [19]. 

In our view, a holistic view of trustworthiness in the con-
text of digital services that addresses more than quality and 
security is missing. The possibilities for the technical 

consideration of services are limited, since only the interfaces 
are known, not their execution code. 

The structure of the well-known Social, Technological, 
Economic, Environmental, Political, Legal, and Ethical Envi-
ronment analyses, or STEEPLE, was used to classify the trust-
building measures as a view from the outside [20, pp. 80-84]. 
From the authors' perspective, the environment analysis for a 
digital service is essential for its trustworthiness and consumer 
confidence. 

In our discussion of trust patterns, we presented the con-
ceptual considerations that trust in WebAPI-based architec-
tures consists of more than just security aspects. We showed 
that trust develops from personal trust, e.g., in the provider or 
the technology and trustworthiness of the system. We have 
classified the trustworthiness attributes ac-cording to product, 
process and resource in order to determine the appropriate in-
dicators for trust patterns. The categorization is based on the 
influence on the trust and trustworthiness, which is based on 
trust aspects [21]. For the OpenAPIs Trustability Parser we 
also use this classification. The challenge in terms of deter-
mining individual values of the attributes, since many indica-
tors are transparent. 

 

 

Figure 2.  Classification of trustworthiness attributes for trust pattern [21]. 

III. RELATED WORK  

Research on trust has been around for a long time; the ba-
sics have been interesting since the 1950s. Recent research has 
commercial reasons [22]. For trust in software and its use, this 
section briefly introduces the most important concepts. 

The social driver of trust is the honesty, integrity and reli-
ability of the interactive partner. Solving these relationships is 
the essence of trust. This is also the foundation of social sys-
tem and market stability. There is no doubt that trust is the 
basis of everyday interaction. 

In early considerations, trust was measured against ex-
pected results [23]. If it is good, trust will be established. If the 
situation is not good, trust will be destroyed. Later, the emo-
tional aspects and the behavior of the participants were iden-
tified as important influencing factors [24]. The change in per-
ceptual ability seems to occur mainly in citizens with high 
trust and little knowledge, and the change in perceived benev-
olence mainly occurs in citizens with low knowledge and low 
trust [25]. 
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In a business setting, the cognitive and emotional dimen-
sions of trust were found to be powerful, independent, and in-
terrelated when it comes to building trust relationships with 
businesses [22]. In a study of the relationship with public in-
stitutions, it was found that they are considered more trustwor-
thy than private companies [26]. In a 2001 consideration, all 
aspects and the implications for trust are integrated into a sin-
gle design. This is illustrated in Figure 2. Basically, he distin-
guishes trust in institutions through psychology and sociology 
that affect personal trust. 

 

 

Figure 3.  Interdisciplinary model of trust constructs [recreated from 17, p. 

33]. 

An interdisciplinary model of trust was proposed as a 
modern trust-risk-behavior model, called relational trust [18, 
p. 985]. It is illustrated in Figure 3 and visualizes the links be-
tween trust, risk assessment, and relationships with activities. 
The factors that affect trust are the characteristics of the actors 
and the relationship between the actors and external parties. 

 

 

Figure 4.  Structural-cognitive model of trust. [recreated from 18, p. 

982]. 

In the OPTET research project, attributes for trustworthy 
software were compiled from literature on existing frame-
works and surveys in software companies [19, pp. 546-547]. 
Many attributes were found that represent the nature of a web-

based application in terms of its trustworthiness. Since these 
proper-ties must be evaluated at each point in the life cycle of 
the application, the main phases with the respective artefacts. 
A distinction is made between development, marketplace and 
runtime. In the development phase, the source code is availa-
ble for analysis. In marketplace phase the software is compiled 
but not in use. The runtime phase means that the software is 
operational. Our analysis refers to available WebAPIs, there-
fore in the runtime context. 

 

 

Figure 5.  Trustworthiness attributes [27, p. 236]. 

These attributes have a context-specific impact on credi-
bility. The fields and types of socio-technical systems, re-
ferred to as STS, are related. These attributes are measurable 
and can be influenced by weight mapping.  

The top three attributes identified in a study of 72 relevant 
papers are security, dependability and usability. In almost 2/3 
of the literature, security is mentioned as the most important 
attribute. Almost half of them mentioned reliability. One-
quarter of the paper mentions usability as an important attrib-
ute of credibility. Figure 5 shows all the attributes and their 
dependencies [21, p. 25]. 
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Figure 6.  Classified trustworthiness attributes [28, p. 24]. 

Trustworthiness is an objective property of the WebAPI 
based primarily on security and quality attributes, but also in-
cludes specific attributes such as Complexity, Cost, Privacy, 
and Compliance [16, p. 14]. 

Trust is a subjective assessment and differs from the per-
spective of the respective stakeholder. This assessment is 
based on knowledge, emotions and expectations of the ob-
server [29, p. 4]. Knowledge in relation to trust states that one 
understands the rights and duties of a provider and can also 
understand the measures taken to secure the requirements. 
Emotion in relation to trust states that one trusts the provider 
from an inner feeling without knowing the exact measures. 
The personal risk assessment of a possible misconduct is sub-
jective. Most often, guarantees of the provider are included. 
The expectations in relation to trust are characterized by the 
hope that the system will perform the task with trust, because, 
for example, the function execution is important for the user 
and he has effort when changing providers [16, p. 11]. 

APIs, application programming interfaces, are important 
elements of software development for transparently coupling 
functionalities, resources and components. Hereby many re-
quirements are fulfilled to the software development. On the 
one hand can be ensured opposite monolithic systems, an ex-
changeability and the re-use of particular parts. On the other 
hand, functions can be outsourced.  If this takes place over the 
public Internet and the functionality as services are offered, 
we mean WebAPIs. The WebAPIs Economy has several ac-
tors. There is the provider, which offers at least one service 
through a public interface. There is a consumer that integrates 
these services into its software. This is not limited to one ser-
vice or one provider. The added value is generated just by 
combining different services. In between, there can be API 
brokers that consolidate providers and consumers so that one 
of the two needs only one point of contact. Furthermore, there 
is the end user, who uses the consumer's finished application 
or service [30, p. 19]. 

The OpenAPI Trustability Parser can support all stake-
holders in terms of evaluating the trustworthiness of WebA-
PIs. For this purpose, it takes the view of the consumer. 
WebAPIs are implemented for and by software developers 
and can be used as glue to hold together an increasingly digital 
world. They shall be specified in a suitable manner so that 
both the tasks of development-side composition and opera-
tionally used communication are supported [30, p. 12]. 

In our view, a good specification can also provide many 
indications and statements about individual aspects of trust-
worthiness. Therefore, the specifications are examined ac-
cording to the OpenAPI specification [31]. The OpenAPI 
specification defines a standard for describing Restful APIs. It 
is promoted by the OpenAPI Initiative, which is supported by 
the Linux Foundation. Members include Google, IBM, Mi-
crosoft and SAP. Operationally, it is implemented by swag-
ger.io, for example [32]. A public directory of WebAPIs ac-
cording to OAS is provided by APITree.com, for instance 
[33]. 

Despite user rates for Wi-Fi access outside people’s homes 
increasing across a range of countries including Germany [34] 
[35], the limited data published since 2015 indicates user rates 
only just exceeding 50%, with levels in 2015 at 39% [36] and 
55% in 2018 [37] or lower [38]. Usage varies according to 
provider, with cafes and restaurants (77%) and hotels (88%) 
at the vanguard [36]. In 2018, user rates shifted slightly in fa-
vor of transport infrastructure, with public transport at 60% 
and mainline railways at 59% [37]. 

To actually make use of the proposed approach derived 
from the results of this work for the conception of digital ser-
vices, the field of Requirements Engineering becomes im-
portant. As shown in [39], the field of Service Engineering fits 
as the wider context, whereas aspects such as Software Engi-
neering or even product Engineering are not to be excluded 
[40, p. 102]. The general aim is to develop services, that de-
liver a value to a asking unit as a result or product, by gener-
ating a use of potentials and processes of a offering unit whilst 
market factors are respected [40, p. 58]. 

The evaluation of the current common systemic view on 
the matter of the conception of digital services in [39] shows 
a conceptual lack of possible elicitation, evaluation or man-
agement mechanics in current Requirements Engineering ap-
proaches within Service Engineering regarding trust building 
requirements. The underlying definitions of Requirements En-
gineering for this matter is the knowledge, documentation, 
specification and management of relevant requirements 
through process orientation, stakeholder focus and the evalu-
ation of risk and value considerations [41]. This is something 
that has not yet been applied to the fundamental problem de-
scribed earlier in [1].  

IV. CONCEPT 

An environmental perspective becomes important, as dif-
ferent context fields with different environmental factors and 
thus attuites and requirements a present in this generic ap-
proach. The PEST model by [42] originally took four environ-
mental perspectives into account for the analysis: Political, 
economic, social and technological influences. Younger per-
spectives extended this approach by ecological, legal and eth-
ical dimensions [20]. 

In an economical sense this analysis enables market in-
sights as foundation for strategic decisions regarding market-
ing aspects [43, p. 238]. Regarding the aim of the work de-
scribed in this paper, it shall serve as an orientation and foun-
dation to cluster requirements coming from or being related to 
the dimensions.  
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The concept provides for a multidimensional model of 
trustworthiness based on the shown STEEPLE environment 
analysis. The architecture is intended to be designed so that it 
can be extended by further research in various fields across 
the sociotechnical spectrum by looking at the STEEPLE di-
mensions. The initial fields and respective systems considered 
are as follows: 

▪ S1 - Trustworthy WebAPIs. 

The consideration focuses on the collection and analysis 

of various trustworthiness-enhancing attributes of 

WebAPIs. The goal is to investigate the weighting of the 

different attributes in order to be able to define baseline 

requirements for digital services.  

▪ S2 - Trustworthy public WiFi. 

The empirical investigation in this area focuses on trust-

worthiness attributes in public WiFis through question-

naires and comparative interviews between user groups 

of different services with different trustworthiness lev-

els. 

▪ S3 - Trusted AI Web Services. 

This research area is concerned with identifying and 

evaluating the trustworthiness of web services that use 

artificial intelligence in addition to S1, due to more com-

plicated aspects of trustworthiness when it comes to AI 

approaches. 

▪ S4 - Trusted web services of intermediaries. 

Similar to the previous area, a variety of web presences 

of self-established mediators will be studied to gain a 

collection of empirically validated trustworthiness attrib-

utes in this area to enrich the proposed overall model 

with weights unique to this area. 

Subarea S1 deviates from the original idea of simulating 
the development process [1], since a simulation was assessed 
as unsuitable upon closer examination. On the one hand, the 
empery is very limited and on the other hand a theoretical 
model is already necessary for a simulation. However, this is 
the goal of the study. Simulation can be used later to evaluate 
the findings. 

Figure 7 shows a schematic representation of the proposed 
research objective. Each empirically determined trustworthi-
ness attribute (Ai) is to be weighted per system under study 
(Sj). In addition, these attributes will be categorized according 
to the STEEPLE dimensions, allowing the formation of clus-
ters. This is helpful to understand system specifications and 
build a general model. Any further investigation of similar or 
other systems will add to the overall set, but will also add in-
formation about different weights that are unique per area 
studied. This enables a generic overview over relevant attrib-
utes but also a specific derivation for similar systems under 
consideration in for example Requirements Engineering 
Frameworks, as this poses a fundamental view of relevant 
trustworthiness requirements in this field. 

In the following two subsections, we present the sub concepts 

for S1 and S2. The S3 and S4 sub concepts are currently in the 

design phase. 

 

Figure 7.  Visualization of the proposed approach. 

A. Concept S1 

For the first subarea S1 of the project, the empirical inves-
tigation of WebAPIs in the context of trustworthiness, the fol-
lowing was designed: The idea is to be able to evaluate the 
WebAPIs in a structured way according to trust and trustwor-
thiness by parsing OpenAPI specifications. For this purpose, 
it is necessary to identify indicators for determining the indi-
vidual attributes and to query them during parsing. Basically, 
there are two types of indicators that are used for evaluation 
in relation to trustworthiness attributes. On the one hand, there 
is the quantitative and on the other hand the qualitative. 

The quantitative indicators are countable methods, param-
eters and data types of the specification. For example, it is rel-
evant how many primary data types and un-structured data 
types are used. From this, for example, a statement can be 
made about Data Integrity and its Data Validity. Primary data 
types are easier to check for integrity in contrast to complex 
data structures. The attack surface can be deter-mined from 
the number and type of methods provided. For example, read 
operations via GET method have much less malicious poten-
tial than POST methods. The indicators are used for calcula-
tion with the help of metrics in the analysis step. An evaluation 
can then be made from their results in comparison with de-
fined reference values. 

The evaluation of qualitative indicators is significantly 
more complex, since on the one hand requirements are 
checked against current requirements and on the other hand 
several indicators have to be combined. For example, the re-
quirements for authentication and authorization are a good in-
dicator for security, e.g., Confidentiality and Non-Repudia-
tion. The evaluation of the indicator consists of several parts, 
like the technology, key length and cipher modes. Also, eval-
uating attributes from the categories of performance, usability 
and complexity is only possible with qualitative evaluation of 
the requirements to parameters by the specification. 
Knowledge of the individual data type is helpful, but not suf-
ficient. Best practices and standards are to serve as reference 
values for this purpose. Simple metrics are not sufficient at 
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this point, so that further procedures must be used, such as 
Cosmic function points, as described by us at the IWSM con-
ference [44], or AI analyses. 

For these objectives, we have created the following work 
plan. First of all, it is necessary to find a suitable parser that 
can capture all indicators and is also integrable. It should also 
be open and independent of the analysis and evaluation mod-
ule. In the second step, the parser and a metric analysis should 
be created with the help of a proto-type. In the third step, the 
analysis capabilities of the support tool will be exam-ined in a 
proof of concept with the help of a concrete scenario. In the 
fourth step, the evaluation of the trustworthiness in the analy-
sis part will be extended. 

In the first step, the optimal parser framework was deter-
mined. For this purpose, the criteria were defined and evalu-
ated in a decision matrix for each candidate. This is presented 
in Table 1. The candidates are three Java libraries and two Ja-
vaScript modules, where one is deployed as a command line 
application. The criteria are the supported OpenAPI Standard 
versions, technical requirements, quantitative and qualitative 
analysis capabilities. By technical requirements we mean the 
possibilities to integrate the framework into our tool-chain. 
Quantitative analysis involves the evaluation of amounts of 
data types and methods in the specification un-der study. 
Qualitative analysis includes the capabilities to detect specific 
methods, such as authentication and authorization, and evalu-
ate them. It also includes the detection of redundant and un-
necessary methods and data types. With the help of the respec-
tive documentation and test implementations, we have deter-
mined that all java candidates fulfill the functional require-
ments. There are differences in handling and documentation. 
For this reason, the Swagger parser was selected for the proof 
of concept. An own developed parser was also considered, but 
due to the non-specific requirements for trustworthiness in the 
parsing activity, this was discarded. 

 

Figure 8.  Scheme of software architecture for empirical data collection 

and processing. 

The parser is an important part in the full toolchain for the 
evaluation of WebAPIs in context of trustworthiness. Addi-
tional components are also required for analysis, visualization 
and management. We chose microservices as our architecture 
model because it allows us to flexibly integrate different col-
lection and analysis methods. The WebAPIs to be analyzed 
are captured and tracked via a management component. The 
architecture concept is shown in Figure 8. The analysis com-
ponents can also be extended later in this way, so that cosmic 
function points analysis (COSMIC FP) and machine learning 
(AI Analysis) can be involved in addition to trustworthiness 
metrics (Tw Metrics). This architecture also makes it possible 
to integrate and combine other data collection methods, web 
scraping and testing. 

TABLE 1  DECISION MATRIX FOR PARSING FRAMEWORK 

Candidate Type OAS  technical requirements quantitative analysis qualitative analysis 

Swagger-parser [45] Java li-

brary 

2 3 can be integrated into 

Java app; Restful sup-

port thereby possible 

Simple, all docu-

mented methods 

Security requirements 

can be checked if they 

are present in the Open-

Api definition.  

Openapi4j [46] Java li-

brary 

3 can be integrated into 

Java app; Restful sup-

port thereby possible 

Medium, change the 

specification and sub-

sequent serialization 

Security requirements 

can be checked  

KaiZen OpenApi Par-

ser [47] 

Java li-

brary 

3 can be integrated into 

Java app; Restful sup-

port thereby possible 

Complex, creates an 

object, which can be 

queried. Queries must 

be created. 

Security requirements 

can be checked if they 

exist in the object. 

Openapi-format [48] Javascript 

CLI 

3 can be used as a module, 

thus can be integrated 

into a NodeJS frame-

work 

Complex, prints all 

methods on the con-

sole 

Security requirements 

cannot be checked. 

openapi-snippet [49] Javascript 

Container 

2 3 can be integrated into a 

JavaScript web frame-

work 

Simple, returns an ar-

ray of the methods 

Security requirements 

cannot be checked. 
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B. Concept S2 

The following was designed for the S2 strand of the pro-
ject, the empirical investigation of the relevance and percep-
tion of trustworthiness in the context of public WiFi as an ex-
ample of an exposed digital public service. 

The idea of the study was to investigate beneficial and re-
stricting factors of public WiFi usage. Existing studies showed 
a low average usage rate of public WiFis of around 50% of 
potential users [36] [50] [37]. The evaluation then was sup-
posed to concentrate on the reasons for and against the usage 
by forming an online questionnaire, which was conducted in 
Germany. A key element was the representativeness in a de-
mographical way, so results would be accountable for the 
whole sociological picture. Content wise the survey was di-
vided into different divisions, each focusing on different as-
pects of public WiFis. After general and statistically relevant 
questions like age, gender, education etc. data regarding the 
primarily used mobile device and tendency towards mobile 
network or public WiFi usage was collected. Following ques-
tions concentrated on the aspect of usage factors and personal 
perception of the relevance and perception of these factors. 
Part of the questions were explicit, closed answer multiple 
choice types. Others, to verify or falsify closed questions, 
were top of mind questions with a free text response option. 
Collectively they form a representative image on this matter 
through validation. The last part concentrated on risks and 
trust concerning public WiFis and the perception of same. Re-
garding the trustworthiness of such systems, it was also exam-
ined, which factors benefit trustworthiness and how they are 
perceived regarding their importance.  

V. RESULTS 

In this section, we present the preliminary results of the 
project areas S1 and S2, whose concepts are explained in Sec-
tion IV. 

A. Results S1 

In 2018, an investigation of WebAPI specifications was 
conducted. In this study, the specifications regarding the se-
curity requirements were examined. Over 900 WebAPI 

specifications were examined for security requirements. Only 
601 could be automatically parsed and evaluated. The selec-
tion of specifications is based on market share in order to be 
representative. So about 50% are from Microsoft Azure, Am-
azon AWS and Google Cloud. The survey provides insight into 
the status of concrete indicators for confidentiality: transport 
encryption, authentication and authorization. At this point, a 
repetition of the survey is useful to survey the current state.  

As shown in Figure 9, transport encryption is defined at 
over 90% and over 50% of the specification requires authen-
tication. Over 64% of these expect an OAuth 2.0 token for au-
thentication and authorization [51]. In 2021, the WebAPIs 
specifications were checked for these same criteria using the 
new analysis system. Updated specifications were used if they 
were available. There were 671 specifications valid and could 
be parsed. The goal is to determine the changes in terms of 
security and to evaluate the functionality of the prototype. The 
charts in Figure 9 show the results of the 2018 survey com-
pared to those from 2021. Transport encryption will be sup-
ported by almost all WebAPIs in 2021. In the current analysis, 
95% of all examined specify HTTPS and only 7% specify the 
unencrypted HTTP protocol. While in 2018, 17% still speci-
fied HTTP. It also requires little effort due to the wide availa-
bility of free certificates from LetsEncrypt. The benefit in 
terms of confidentiality outweighs this. 

Compared to 2018, the share of WebAPIs that require au-
thentication through their specification has grown from 75% 
to 82%. WebAPIs without authentication are therefore be-
coming increasingly rare. In terms of misuse and stability of 
the APIs, this development is certainly to be welcomed. From 
a data privacy point of view, this can be assessed differently 
OAuth 2 is the most frequently offered method for authenti-
cation and authorization. Compared to 2018, the share de-
creased slightly from 64% to 61%. Basic Auth is now only 
specified for 4% of WebAPIs. Compared with 2018, however, 
the proportion has fallen slightly from 5% to 4%. The basic 
authentication of http was also less specified. The percentage 
of APIs using an API Key has increased from 32% to 39%. 
The API key is a secret string and often serves as both a unique 
identifier and a secret token for authentication and authoriza-
tion.  

 

 

Figure 9.  Comparison of the security requirement for WebAPIs from 2018 and 2021 [51]. 
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B. Results S2 

The results have previously been published in [52] and 
[53] with a deeper statistical analysis of the results. Regarding 
the specific aim of this paper, the relevant results concern the 
relevance and perception of trustworthiness attributes and 
therefore form system requirements for this area. First, it is 
shown, that the trustworthiness of those systems – like esti-
mated – is rather low at 52.10%. With the security of those 
systems subjectively evaluated at 40.30% a significant corre-
lation of .75 shows the strong interconnection of security and 
trustworthiness attributes of a digital service as such, as shown 
in Figure 10.  
 

 

 

Figure 10.  Evaluations of correlations betweens usage, perceived 

trustworthiness and security of a system from [53]. 

This implied the question about the correlation of trust-
worthiness and usage, whereas the mean of selected service 
providers formed a correlation of .44 and therefore can be con-
sidered as relevant.  The underlying implication, that the ser-
vice provider is a significant factor in this system can be con-
firmed by the results regarding trust building attributes of a 
public WiFi, where the service provider was named as the 
most relevant attribute with 24.35% of all answers, followed 
by the previously discussed aspects of security at 20.87%, as 
seen in Figure 11. 

Regarding the personal preference of relevant trustworthi-
ness attributes, encryption aspects (66.20%) and a renowned 
service provider (51.50%) confirm this image as they mark the 
top two aspects.  

As the latter suggests, not only functional requirements 
were found applicable, as a third-party certification as well as 
communicative aspects such as the detailed clarification of 
data usage by the provider where in the lead compared to clas-
sical conceptions among public WiFi services such as the ac-
ceptance of terms of use etc. Therefore, the presentation of 
these explicit but nonfunctional requirements has to be taken 
into consideration, which poses another motivation for the 
general aim of the presented work. 

 

 

 
Figure 11.  Most relevant trustworthiness attributes of S2 from [53]. 
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VI. CONCLUSION AND FUTURE WORK 

The initial results of subareas S1 and S2 clearly show that 
security and quality are important characteristics for trustwor-
thy services. The comprehensible, transparent communication 
of measures contributes significantly to the acceptance of the 
services due to a higher trustworthiness. This correlation 
could also be shown statistically. 

In the further progression of the project, we would like to 
deepen the sub-areas S1 and S2, as well as work on S3 and S4. 
The S3 subdomain addresses the trustworthiness of AI web 
services. For this purpose, the trustworthy properties are to be 
determined with the help of prototypical tests. Part S4 exam-
ines the trustworthiness of the mediator profession. With the 
help of automated web scrapers, findings on this are to be 
found and linked. A preliminary study conducted in 2019 
serves as the starting point for the investigation [54]. The goal 
is to determine the sociological role in the context of trustwor-
thy web services. 

This will allow us to combine the results from the subareas 
and obtain a multidimensional picture of the trustworthiness 
of digital services, as described in section IV. The goal is to 
support the viewpoints with empirical data in order to be able 
to set up the requirements for trustworthy services in concrete 
measures. 

Continuing this thought process, a framework benefiting 

from using such a model could be helpful. An assessment on 

how necessary a generic requirements engineering framework 

for trustworthy digital services would be can be found in [39], 

as well as an proposed approach. Basically, a related frame-

work would provide processes, methods and tools as well as 

provided forms of documentations for requirements engineer-

ing. The generic aspect towards including trustworthiness as-

pects includes a holistic variety of requirements sources for 

the requirements elicitation, as well as a model to map trust-

worthiness requirements across functional and non-functional 

groups, resources, processes and the product in form of a re-

sult at the customers end of a digital service. As part of the 

EUMovE Project and upcoming activities this approach will 

be further developed and discussed in the future. 
 

REFERENCES 

[1] S. Hartenstein, S. Schmidt, and A. Schmietendorf, “Towards 

an Empirical Analysis of Trustworthiness Attributes in the 

Context of Digitalization,” in The Fourteenth International 

Conference on Digital Society, Valencia, Spain, 2020, pp. 

112–116. Accessed: Nov. 25 2021. [Online]. Available: 

https://www.thinkmind.org/articles/icds_2020_3_130_

10047.pdf 

[2] S. Utz, P. Kerkhof, and J. van den Bos, “Consumers rule: How 

consumer reviews influence perceived trustworthiness of 

online stores,” Electronic Commerce Research and Applica-

tions, vol. 11, no. 1, pp. 49–58, 2012, doi: 10.1016/j.el-

erap.2011.07.010. 

[3] European Commission, Trustworthy AI. [Online]. Available: 

https://ec.europa.eu/digital-single-market/en/news/trustwor-

thy-ai-brochure (accessed: Oct. 16 2020). 

[4] World Economic Forum, Our Shared Digital Future Building 

an Inclusive, Trustworthy and Sustainable Digital Society: In-

sight Report. [Online]. Available: http://www3.weforum.org/

docs/WEF_Our_Shared_Digital_Future_Report_2018.pdf 

(accessed: Oct. 16 2020). 

[5] C. A. Hill and E. A. O'Hara O'Connor, “A Cognitive Theory 

of Trust,” SSRN Journal, 2005, doi: 10.2139/ssrn.869423. 

[6] B. M. Muir, Operators trust in and percentage of time spent 

using the automatic controllers in a supervisory process con-

trol task. Toronto: University of Toronto, 1989. 

[7] J. Lee and N. Moray, “Trust, control strategies and allocation 

of function in human-machine systems,” Ergonomics, vol. 35, 

no. 10, pp. 1243–1270, 1992, doi: 

10.1080/00140139208967392. 

[8] M. Söllner and J. M. Leimeister, “What We Really Know 

About Antecedents of Trust: A Critical Review of the Empir-

ical Information Systems Literature on Trust,” in Psychology 

of Emotions, Motivations and Actions, Psychology of trust: 

New research, D. Gefen, Ed., Hauppauge, New York: Nova 

Science Publishers, 2013, pp. 127–155. [Online]. Available: 

https://www.researchgate.net/publication/262534043_What_

We_Really_Know_About_Antecedents_of_Trust_A_Criti-

cal_Review_of_the_Empirical_Information_Systems_Liter-

ature_on_Trust 

[9] C. L. Corritore, B. Kracher, and S. Wiedenbeck, “On-line 

trust: concepts, evolving themes, a model,” International 

Journal of Human-Computer Studies, vol. 58, no. 6, pp. 737–

758, 2003, doi: 10.1016/S1071-5819(03)00041-7. 

[10] R. C. Mayer, J. H. Davis, and F. D. Schoorman, “An Integra-

tive Model of Organizational Trust,” The Academy of Man-

agement Review, vol. 20, no. 3, p. 709, 1995, doi: 

10.2307/258792. 

[11] Gefen, Karahanna, and Straub, “Trust and TAM in Online 

Shopping: An Integrated Model,” MIS Quarterly, vol. 27, no. 

1, p. 51, 2003, doi: 10.2307/30036519. 

[12] M. Kohring, Vertrauen in Medien - Vertrauen in Technologie. 

Stuttgart: Akademie für Technikfolgenabschätzung in Baden-

Württemberg, 2001. [Online]. Available: http://elib.uni-stutt-

gart.de/handle/11682/8694 

[13] R. Kuhlen, “Vertrauen in elektronischen Räumen,” in Infor-

mationelles Vertrauen für die Informationsgesellschaft: 

Springer, Berlin, Heidelberg, 2008, pp. 37–51. Accessed: 

Nov. 11 2021. [Online]. Available: https://link.springer.com/

chapter/10.1007/978-3-540-77670-3_3 

[14] S. van der Graaf, W. Vanobberghen, M. Kanakakis, and C. 

Kalogiros, “Usable Trust: Grasping Trust Dynamics for 

Online Security as a Service,” vol. 9190, pp. 271–283, 2015, 

doi: 10.1007/978-3-319-20376-8_25. 

[15] A. Chakravarthy et al., “OPTET D2.4 Socio-economic eval-

uation of trust and trustworthiness,” OPTET. Accessed: Oct. 

16 2020. [Online]. Available: https://www.researchgate.net/

publication/317488309_OPTET_D24_Socio-economic_

evaluation_of_trust_and_trustworthiness 

[16] S. Wiegand et al., “D2.5 – Consolidated report on the socio-

economic basis for trust and trustworthiness,” OPTET, 2015. 

Accessed: Oct. 16 2020. [Online]. Available: https://www.re-

searchgate.net/publication/317488377_OPTET_D25_-_

Consolidated_report_on_the_socio-economic_basis_for_

trust_and_trustworthiness 

[17] D. H. McKnight and N. L. Chervany, “Trust and Distrust Def-

initions: One Bite at a Time,” in Lecture Notes in Computer 

Science, vol. 2246, Trust in Cyber-societies: Integrating the 



57

International Journal on Advances in Security, vol 14 no 1 & 2, year 2021, http://www.iariajournals.org/security/

2021, © Copyright by authors, Published under agreement with IARIA - www.iaria.org

Human and Artificial Perspectives, R. Falcone, M. Singh, and 

Y.-H. Tan, Eds., Berlin, Heidelberg: Springer, 2001, pp. 27–

54. 

[18] B. G. Robbins, “What is Trust? A Multidisciplinary Review, 

Critique, and Synthesis,” Sociology Compass, vol. 10, no. 10, 

pp. 972–986, 2016, doi: 10.1111/soc4.12391. 

[19] N. Gol Mohammadi et al., “An Analysis of Software Quality 

Attributes and Their Contribution to Trustworthiness,” Pro-

ceedings of the 3rd International Conference on Cloud Com-

puting and Services, Science, pp. 542–552, 2013. 

[20] G. Johnson, K. Scholes, and R. Whittington, Strategic Man-

agement [orig.: Strategisches Management]: An Introduc-

tion; Analysis, Decision and Implementation [orig.: Eine 

Einführung; Analyse, Entscheidung und Umsetzung], 9th ed. 

München: Pearson Studium, 2011. 

[21] S. Hartenstein, S. Schmidt, and A. Schmietendorf, “Trust Pat-

terns in Modern Web-API Based Service Architectures - 

More than Technical Security Aspects,” in Patterns 2021: 

IARIA, 2021, pp. 23–25. Accessed: May 5 2021. [Online]. 

Available: http://thinkmind.org/articles/patterns_2021_2_

10_70007.pdf 

[22] A. Patrick, S. Marsh, and P. Briggs, “Designing Systems That 

People Will Trust,” Security and Usability, NRC 47438, pp. 

75–99, 2005. [Online]. Available: https://www.re-

searchgate.net/profile/Pamela_Briggs/publication/

44081283_Designing_Systems_That_People_Will_Trust/

links/00b7d5344d8b27f675000000.pdf 

[23] G. Simmel, The sociology of Georg Simmel: Selected writ-

ings. New York: Free Pr, 1964. 

[24] D. Trček, “A Brief Overview of Trust and Reputation over 

Various Domains,” in SpringerBriefs in Information Systems, 

Trust and Reputation Management Systems: An e-Business 

Perspective, D. Trček, Ed., Cham: Springer International 

Publishing, 2018, pp. 5–19. 

[25] T. Nguyen, “Trust and Sincerity in Art,” Ergo, 2020. 

[Online]. Available: https://www.researchgate.net/publica-

tion/343239976_Trust_and_Sincerity_in_Art 

[26] S. G. Grimmelikhuijsen and A. J. Meijer, “Effects of Trans-

parency on the Perceived Trustworthiness of a Government 

Organization: Evidence from an Online Experiment,” 

JOPART, vol. 24, no. 1, pp. 137–157, 2014, doi: 10.1093/jop-

art/mus048. 

[27] S. Paulus, N. G. Mohammadi, and T. Weyer, “Trustworthy 

Software Development,” in Lecture Notes in Computer Sci-

ence, Communications and Multimedia Security, D. 

Hutchison et al., Eds., Berlin, Heidelberg: Springer Berlin 

Heidelberg, 2013, pp. 233–247. 

[28] N. G. Mohammadi et al., “Trustworthiness Attributes and 

Metrics for Engineering Trusted Internet-Based Software 

Systems,” in Communications in Computer and Information 

Science, Cloud Computing and Services Science, M. Helfert, 

F. Desprez, D. Ferguson, and F. Leymann, Eds., Cham: 

Springer International Publishing, 2014, pp. 19–35. 

[29] A. Hoffmann, H. Hoffmann, and M. Söllner, “Twenty Soft-

ware Requirement Patterns to Specify Recommender Systems 

that Users Will Trust,” ECIS 2012 Proceedings.Paper 1, 

2012. [Online]. Available: https://www.alexandria.unisg.ch/

228939/1/Hoffmann%20et%20al.%202012.pdf 

[30] S. Hartenstein, K. Nadobny, S. Schmidt, and A. Schmieten-

dorf, Sicherheits- und Compliance-Management im Lebens-

zyklus von Web APIs: Ergebnisse eines Forschungsprojektes 

an der HWR Berlin/Uni Magdeburg. Berlin: Logos-Verlag, 

2020. 

[31] OpenAPI Initiative, OpenAPI Specification. [Online]. Avail-

able: https://spec.openapis.org/oas/v3.1.0 (accessed: May 3 

2021). 

[32] SmartBear Software, Swagger. [Online]. Available: https://

swagger.io/ (accessed: May 21 2021). 

[33] ApiTree, APITree Hub. [Online]. Available: https://

www.apitree.com/ (accessed: May 21 2021). 

[34] iab Austria, ondevice research. [Online]. Available: http://

www.iab-austria.at/wp-content/uploads/2015/07/IAB-

Mobile-Video-Usage-FINAL.pdf 

[35] Eurostat, Eurostat - Data Explorer,. [Online]. Available: 

http://appsso.eurostat.ec.europa.eu/nui/submitViewTableAc-

tion.do 

[36] A. Grieß, Nur Minderheit nutzt WLAN außerhalb der eigenen 

vier Wände. [Online]. Available: https://de.statista.com/info-

grafik/3575/nutzung-von-fremden-wlan-netzen/ (accessed: 

Mar. 6 2021). 

[37] EarsandEyes GmbH, Öffentliches WLAN in Deutschland. 

[Online]. Available: https://www.earsandeyes.com/down-

load/wlan-report 

[38] Statista, Beliebteste Nutzungsorte von WLAN 2018 | Statista. 

[Online]. Available: https://de.statista.com/prognosen/

953712/umfrage-in-deutschland-zu-den-beliebtesten-

nutzungsorten-von-wlan (accessed: Feb. 20 2021). 

[39] S. Schmidt, “Zur Notwendigkeit eines generischen Require-

ments Engineering Frameworks für vertrauenswürdige IT-

Services,” in Berliner Schriften zu modernen Integrationsar-

chitekturen, vol. 25, Online-Workshop (e) trust – Vertrauen 

in Digitale Dienste (Werte – Risiken – Prinzipien – Methoden 

– Techniken), A. Schmietendorf, Ed., 1st ed., Düren: Shaker 

Verlag, 2021. 

[40] H.-J. Bullinger and A.-W. Scheer, Eds., Service Engineering: 

Entwicklung und Gestaltung innovativer Dienstleistungen ; 

mit 24 Tabellen, 2nd ed. Berlin: Springer, 2006. 

[41] M. Glinz, A Glossary of Requirements Engineering Terminol-

ogy. Accessed: Jul. 21 2021. [Online]. Available: https://

www.merlin.uzh.ch/contributionDocument/download/9869 

[42] C. Bowman, Strategy in practice. Harlow: Prentice Hall Fi-

nancial Times, 1998. 

[43] H. Meffert, C. Burmann, and M. Kirchgeorg, Marketing: 

Grundlagen marktorientierter Unternehmensführung ; Kon-

zepte, Instrumente, Praxisbeispiele, 10th ed. Wiesbaden: Ga-

bler, 2008. 

[44] S. Hartenstein, K. Nadobny, S. Schmidt, and A. Schmie-

tendorf, “An Approach for a Fast Cost Validation of Web-

Based APIs supported by Functional Size Measurement with 

COSMIC,” in vol. 2476, IWSM-Mensura 2019: International 

Workshop on Software Measurement and International Con-

ference on Software Process and Product Measurement 2019, 

Ayca Kolukisa Tarhan, Ahmet Coskuncay, Ed., Haarlem, The 

Netherlands: CEUR Workshop Proceedings, 2019, pp. 103–

111. Accessed: Oct. 21 2019. [Online]. Available: http://ceur-

ws.org/Vol-2476/short2.pdf 

[45] swagger-parser. [Online]. Available: https://github.com/

swagger-api/swagger-parser (accessed: May 12 2021). 

[46] openapi4j. [Online]. Available: https://github.com/openapi4j/

openapi4j (accessed: May 12 2021). 

[47] KaiZen-OpenApi-Parser. [Online]. Available: https://

github.com/RepreZen/KaiZen-OpenApi-Parser (accessed: 

May 12 2021). 



58

International Journal on Advances in Security, vol 14 no 1 & 2, year 2021, http://www.iariajournals.org/security/

2021, © Copyright by authors, Published under agreement with IARIA - www.iaria.org

[48] openapi-format. [Online]. Available: https://github.com/

thim81/openapi-format (accessed: May 12 2021). 

[49] openapi-snippet. [Online]. Available: https://github.com/Eri-

kWittern/openapi-snippet (accessed: May 12 2021). 

[50] EarsandEyes GmbH, Report Öffentliches WLAN in Deutsch-

land (Public WLAN in Germany Report). [Online]. Available: 

https://www.earsandeyes.com/wp-content/uploads/2019/05/

EARSandEYES_Report_%C3%96ffentliches_WLAN.pdf 

(accessed: Feb. 2 2020). 

[51] A. Reichenbach and A. Schmietendorf, “Empirische Untersu-

chung zur Open API Spezifikationen,” in Berliner Schriften 

zu modernen Integrationsarchitekturen, Band 18, API-

First/API-Management - Open APIs als Treiber der Digitali-

sierung: Workshop im Rahmen der Enterprise Computing 

Conference, 19. April 2018, Hamburg, A. Schmietendorf and 

A. Nitze, Eds., 1st ed., Aachen: Shaker, 2018, pp. 1–28. 

[52] S. Schmidt, “Schaffung eines vertrauenswürdigen, öffentli-

chen WLANs - Herangehensweise und Teilergebnisse,” in 

Berliner Schriften zu modernen Integrationsarchitekturen, 

vol. 24, ESAPI 2020: 4. Workshop Evaluation of Service-

APIs, A. Schmietendorf and K. Nadobny, Eds., 1st ed., Düren: 

Shaker, 2020, pp. 35–48. Accessed: Jul. 17 2021. [Online]. 

Available: https://www.researchgate.net/publication/

345081598_Schaffung_eines_vertrauenswurdigen_offen-

tlichen_WLANs_-_Herangehensweise_und_Teilergebnisse 

[53] S. Schmidt, “On the perception and relevance of trustworthi-

ness in public wireless networks,” in Advances in Security, 

Networks, and Internet of Things: Proceedings from SAM'21, 

ICWN'21, ICOMP'21, and ESCS'21, 2021. 

[54] W. H. Letzel and A. Schmietendorf, “Digitalisierung und Me-

diation aus der Anwenderperspektive,” no. 1, 4-10, 2019. 



59

International Journal on Advances in Security, vol 14 no 1 & 2, year 2021, http://www.iariajournals.org/security/

2021, © Copyright by authors, Published under agreement with IARIA - www.iaria.org

Analyzing the Attack Surface and Threats of

Industrial Internet of Things Devices

Simon Liebl∗†, Leah Lathrop∗, Ulrich Raithel‡, Andreas Aßmuth∗, Ian Ferguson†, and Matthias Söllner∗
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Abstract—The growing connectivity of industrial devices as a
result of the Internet of Things is increasing the risks to Industrial
Control Systems. Since attacks on such devices can also cause
damage to people and machines, they must be properly secured.
Therefore, a threat analysis is required in order to identify
weaknesses and thus mitigate the risk. In this paper, we present
a systematic and holistic procedure for analyzing the attack
surface and threats of Industrial Internet of Things devices.
Our approach is to consider all components including hardware,
software and data, assets, threats and attacks throughout the
entire product life cycle.

Keywords—Threat analysis; attack surface; Industrial Internet
of Things; cyber-physical systems; cloud.

I. INTRODUCTION

The Internet of Things (IoT) is increasingly making its way
into our daily lives. Smart devices are omnipresent, in smart
homes, medical and infrastructure applications, and building
automation. Industrial applications, for example, in manufac-
turing, the automotive and oil and gas industry, are other major
fields of application, summarized as the Industrial Internet of
Things (IIoT). The hype around the IoT and IIoT led, for
example, to dozens of different platforms and, consequently,
to compatibility problems. The race for the shortest time to
market also led to security and privacy issues, as these topics
have been neglected or even omitted entirely so far. To address
the latter issues, our work in [1] and this extension aim to
support IIoT device manufacturers and operators in identifying
threats against their devices.

According to [2], about every third Industrial Control Sys-
tem (ICS) computer was attacked within the second half of
2020. The situation was also exacerbated by the COVID-
19 pandemic, as increasing Remote Desktop Protocol (RDP)
connections also led to a rise in brute force attacks on them.
A rise in network-capable Operational Technology (OT) com-
ponents has been observable for years anyway [3]. The main
threat arises from ransomware, i.e., malware that encrypts files
and demands ransom, and coinminers, i.e., malware used to
mine cryptocurrencies [4]. The attack on Colonial Pipeline
[5] showed once again that larger parts of the population can
also be affected by such attacks. In addition, the attack on
a U.S. water treatment facility in early 2021 [6] highlighted

that ICSs in critical infrastructures are particularly at risk of
targeted attacks.

As a consequence of the increasing threats, IIoT manufac-
turers must secure their devices to prevent such incidents.
However, implementing best practices around default pass-
words is not enough for properly secured devices. Manufac-
turers, and also operators, must therefore be fully aware of
threats and the resulting risks. The purpose of this paper is
to support them in their threat analysis. Our goal is a holistic
view of the attack surface of IIoT devices. To achieve this, all
components including hardware, software, and data, assets, as
well as threats and attacks should be considered throughout
the entire life cycle of the device. Our research methodology
can be described as follows: the first two steps are analyses of
the components and assets of an IIoT device, followed by a
threat and an attack categorization. By considering all assets
in the threat categorization, a complete list should be enabled.
Similarly, the component analysis should provide a complete
attack and weakness categorization.

The remainder of this paper is structured as follows: in
Section II, the different terms around the IIoT are clarified.
Section III presents related work from other researchers as
well as organizations. In Section IV, the components of an
IIoT device are decomposed into hardware, software, and data,
followed by an asset analysis in Section V. In Section VI, a
threat categorization is presented that consists of nearly 50
categories organized into 10 groups. A similar categorization
of attacks and weaknesses throughout the life cycle of an IIoT
device is introduced in Section VII. Section VIII recommends
six steps for a systematic threat analysis of IIoT devices. The
paper ends with conclusions in Section IX.

II. THE INDUSTRIAL INTERNET OF THINGS

This section briefly explains the terms IoT, IIoT, Cyber-
Physical System (CPS), ICS, Information Technology (IT),
and OT and how they are related (see Figure 1).

The IoT is a network of connected devices, which are
sensors and/or actuators fulfilling a specific function. The
infrastructure enables communication with other equipment
along with the storage, processing, and distribution of data to
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IT OT

IoT IIoT CPS

Figure 1. Relationship of the various terms, adopted from [8].

other systems and users [7]. Cloud services realize universal
accessible utility services, e.g., for device management, and
centralized data processing for analytics, which may be sup-
ported by Artificial Intelligence (AI). The gained knowledge
can be made available to users, other systems and the devices
themselves. Use cases span many domains, such as consumer
applications (e.g., smart home), commercial (e.g., medical
and healthcare, transportation), and infrastructure applications
(e.g., smart grid).

The IIoT is a part of the IoT, but differentiates in some
aspects. The IIoT integrates the previously separated areas of
IT and OT by connecting OT components, such as machines
and control systems, with IT systems and business processes
[8]. The integration is accomplished, for instance, through
edge devices and gateways that enable processing in the cloud.
The leading use cases of the IIoT are operational intelligence,
asset monitoring, and predictive maintenance [9]. The goals
are, among others, to increase productivity, improve safety,
gain flexibility and agility, and reduce energy consumption. It
should be noted that use cases, services, and communication in
the IIoT are machine-oriented, while these are human-centered
in many IoT applications, such as in consumer IoT [8].

The OT components listed above are usually installed within
an ICS, which is structured into several layers. In the Purdue
reference model, level 0 describes the physical process, which
is sensed and manipulated by sensors and actuators and
controlled by, for example, Programmable Logic Controllers
(PLCs) in level 1. Level 2 includes Human-Machine Interfaces
(HMIs) and the Supervisory Control And Data Acquisition
(SCADA) system to provide operators with aggregated infor-
mation. Layers above contain backup servers and Enterprise
Resource Planning (ERP) systems, among others.

The last term that needs to be clarified is CPS. These can be
found in the IoT/IIoT and in an ICS. Their primary task is the
control of a physical process in the real world using sensors
and actuators. Furthermore, they are equipped with network
capability. Another characteristic is that they require real-time
interaction with the physical world [10].

Different objectives and requirements emerge from the
characteristics of CPSs and ICSs. Besides integrity and avail-
ability, the security goals for IoT devices are centered on

confidentiality and privacy, as personal data, such as health
data, is processed. IIoT devices, in contrast, focus additionally
on safety and the impact on the environment and society
[11]. In industrial plants, humans work with heavy machinery
in a confined workspace. An accident can potentially cause
injury, death, damaged production equipment or environmental
disasters. The impact of an IIoT failure may be worse in
critical infrastructures, such as energy and water supply, food,
and health, as large parts of the population may be affected.

To sum up, the IIoT allows the processing of data, e.g.,
produced by CPSs in an ICS, in the cloud. This is realized
by connected edge devices, gateways, and OT components.
The control of physical processes leads to further requirements
such as safety. The increased connectivity and the high re-
quirements result in additional threats and increased risk to
IIoT devices, which is further discussed in Section VII.

III. RELATED WORK

The need for action in the area of IoT security was rec-
ognized by experts a long time ago [12]. In recent years,
this has also been identified by government institutions and
industry. Nevertheless, manufacturers of embedded systems
still struggle to integrate security features or even to work
according to the principle of security by design.

Varga et al. [13] discuss IoT threats in the automation
domain. Based on an IoT architecture consisting of the four
layers sensors and actuators, networking, data processing,
and application, the authors present different threats and the
required countermeasures. In [14], Atamli et al. describe a
threat-based security analysis that focuses on the three use
cases power management, smart car, and smart healthcare
system. Initially, they discuss sources of threats and classify
attack vectors. Afterwards, the security and privacy impact
of attacks in the area of the listed use cases is described.
Last, desirable security and privacy properties are defined.
Abomhara et al. [15] provide background information on
IoT devices and services, threats, attacks, and security and
privacy goals. Subsequently, the motivation of attacks and
a classification of possible intruders are presented. In [16],
Wurm et al. conducted security analyses on a consumer IoT
and an IIoT device and demonstrated how these devices could
be exploited.

Dozens of organizations and government institutions, such
as the Industrial Internet Consortium (IIC), the Cloud Security
Alliance (CSA), and the US National Institute of Standards
and Technology (NIST), have published guidelines and best
practices for IoT security. Particularly noteworthy is [17],
which brought together about 100 documents from 50 different
organizations, resulting in 13 points for recommended action.
Furthermore, the contributions of the European Union Agency
for Cybersecurity (ENISA) and the German Federal Office
for Information Security (BSI) are recommended. The former
have published several analyses and recommendations for the
various areas of the IoT [18]. For example, the baseline
security recommendations for IoT [19] provides a threat tax-
onomy, attack scenarios and a list of security measures. The
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BSI annually publishes an Information Security Management
System (ISMS), the so-called IT-Grundschutz Compendium,
which also considers ICS components, embedded systems,
and IoT devices, among others. In addition to organizational
aspects, technical issues are also addressed, including a list of
threats and necessary security requirements.

There are numerous papers and guidelines describing the
threats to IoT devices. However, the threats are often described
only in general terms and in a jumbled manner. For example,
the aforementioned threat taxonomy by ENISA lists 25 threats,
but attack techniques (e.g., replay of messages), weaknesses
(e.g., software vulnerabilities), and threat consequences (e.g.,
sensitive information leaking) are considered without further
distinction. Systematic and holistic approaches are needed to
enable the identification of all attack vectors of IIoT devices
by their manufacturers. It is this shortcoming that we wish to
address in this work.

IV. COMPONENTS OF AN IIOT DEVICE

To enable the full analysis of attack surfaces, a breakdown
of the components of a typical device is presented in the fol-
lowing section. The components can be grouped into the three
categories hardware, software, and data, which are described
in the following subsections in detail. Figure 2 presents an
overview of the components an IIoT device may contain.

Application

Services / API

Connectivity

Cryptography

Firmware / OS/RTOSCircuit Board

Microprocessor

Memory

Security Chip

Sensor / Actuator

Code

Configuration Data

Application Data

Access Data / Keys
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H
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Figure 2. Hardware and software components and types of data that IIoT
devices may contain.

A. Hardware

The first component that comes to mind is the enclosure.
It must be suitable for the environment and may have to
be explosion-, water-, and dust-proof. Appearance, size, and
usability are particularly important in the consumer sector,
but the industrial field also appreciates these properties. Plant
operators, for example, prefer simple and space-saving in-
stallation in the switching cabinet and quick familiarization
with handling by employees. In critical applications, tamper
protection is used to detect modifications to the device.

A central component of the interior are Printed Circuit
Boards (PCBs). They are often the bridge between the various
mechanical and electrical parts of a device and also connect the

countless electrical components on a PCB such as controllers,
Integrated Circuits (ICs), oscillators, fuses, and basic electrical
elements.

The core components on a PCB are processors. Several
types are available, each with its own benefits and drawbacks.
Among others, there are microprocessors, microcontrollers,
Application-Specific Integrated Circuits (ASICs), and Field-
Programmable Gate Arrays (FPGAs). Microprocessors ship
in a single IC, which vice versa may contain multiple mi-
croprocessors in case of a multi-core design. They can be
made for general-purpose or specialized on a specific task,
e.g., signal, graphics, and physics processing. In addition to
the microprocessor, dozens of peripherals are integrated into
microcontroller ICs, such as memory, analog and digital inputs
and outputs, serial communication interfaces, a Real-Time
Clock (RTC) and in-circuit debug support. Increasingly, secu-
rity features such as a Trusted Execution Environment (TEE), a
True Random Number Generator (TRNG), a cryptography ac-
celerator, and a Physical Unclonable Function (PUF) are also
being embedded. ASICs are customized for a certain task and
their advantages include, for instance, greater performance and
optimized size. Unlike ASICs, FPGAs can be updated after
production and are more cost-effective, especially for smaller
quantities. IoT devices usually employ microcontrollers as
their main Central Processing Unit (CPU) because they are
feature-rich and are still low-priced and compact. The average
CPU has a single core and the clock speed is in the double-
digit MHz range, which drastically limits the performance
compared to desktop CPUs in IT systems.

Memory can be integrated into the microcontroller, placed
as separate IC on the PCB or connected by slots in the
enclosure. The main memory is typically Static Random Ac-
cess Memory (SRAM) or Dynamic Random Access Memory
(DRAM). There are different technologies for data storage, for
example, FLASH, Electrically Erasable Programmable Read-
Only Memory (EEPROM), and One-Time Programmable
(OTP) memory. Some security-focused microcontrollers in-
clude a on-the-fly encryption engine that enables secure stor-
age on external ICs. Removable storage technologies, such
as SD cards or USB sticks, are used, for example, to export
user data or import user applications. The total main memory
is usually in the kilobyte range, the data storage reaches the
megabyte range.

Like memory, a security chip can also be integrated into a
microcontroller or placed on the PCB. Security chip is used
as umbrella term for secure cryptoprocessors, which can be a
Trusted Platform Module (TPM) or a Secure Element (SE).
An exception are Hardware Security Modules (HSMs) that
are integrated via an external module. Their capabilities differ
in certain functions, although the common basic idea is to
outsource all cryptographic operations to a tamper-proof co-
processor.

Another substantial part of IIoT devices are input and
output components including sensors and actuators. The power
supply is also a type of input component, as it supplies the
device with power via a cable connection, battery, or solar
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panel, among others. User input interfaces may include simple
switches or utilize more advanced human input devices such
as keyboards or touchpads. According to Sikder et al. [20], the
various sensor can be categorized into environmental sensors
(e.g., audio, image, temperature and humidity sensor), position
sensors (e.g., inductive, ultrasonic, proximity, and magnetic
sensor) and motion sensors (e.g., flow sensor, gyroscope,
accelerometer); we extended this list with industrial sensors,
summarized as process sensors (e.g., current, pressure, and
chemical sensor). The output components can be grouped
in visual outputs (e.g., LEDs, display), audio outputs (e.g.,
loudspeaker), power outputs (e.g., relay, power electronics),
and actuators (e.g., electric and pneumatic actuator).

The last group of components in this list are connectivity
elements. This includes conductive paths on the PCB and wires
within the device. The numerous communication interfaces of
a system may require controllers, connectors, or antennas.

B. Software

The firmware is the linking component between hardware
and software of an embedded system, as it provides software
with low-level access to the hardware. Simple embedded
devices often have no underlying Operating System (OS);
therefore, they run only the firmware, which is known as
bare metal program. The most utilized OS in IoT devices
is Linux [21], followed by FreeRTOS, an open source Real-
Time OS (RTOS). In addition to real-time capability, some
CPSs in safety-critical applications may require the fulfillment
of further standards such as IEC 61508. Specialized OSs
have been developed to comply with these requirements, for
example, SAFERTOS achieved the highest Safety Integrity
Level (SIL) of IEC 61508 for a software-only component, i.e.,
SIL 3.

Although hardware-supported cryptography in the form of
cryptographic accelerators or security chips is more efficient
than software libraries, most IoT devices use mainly software-
based cryptography. The main reasons for this are that crypto-
hardware is hardly available and software libraries often do not
exploit available hardware for portability reasons [22]. There is
a wide range of fee-based as well as cost-free crypto libraries
available. However, there are some challenges that complicate
their use. First, only a few of them can easily be adapted to
systems without an OS, which is about every fourth IoT device
[21]. Second, the required storage space exceeds the frequently
limited memory. Finally, the execution of cryptographic algo-
rithms on low-power devices is highly time-consuming and,
therefore, compromises other requirements such as real-time
capability and usability. These challenges are addressed in the
research field lightweight cryptography in order to provide
efficient and storage-saving cryptographic software libraries
on all devices.

Connectivity is one of the major topics addressed during
the design of an IoT device as it defines how a device
interacts with other systems as well as users. A wide range
of communication protocol stacks are used for the various
applications. There are stacks for local communication (e.g.,

USB), Internet communication (e.g., TCP/IP), and automation
processes (e.g., Modbus). Currently, there is a trend towards
Ethernet-based automation protocols to take advantage of syn-
ergy. IIoT devices usually implement several protocol stacks
for compatibility reasons. This results in devices supporting
legacy protocols such as PROFIBUS and HART as well as
more recent ones such as PROFINET, OPC UA, MQTT, and
LoRa.

Smart services unlock the value of the IoT. Countless de-
vices can thus connect with each other and create an elaborated
decision. At the same time, they can be centrally monitored
and controlled. One central service is device management,
which includes device registration, organization, inspection,
and software and firmware updates. This may be accompanied
by several other services, for instance, monitoring, logging,
and attestation services. Frequently, a local service is also
required for configuration and control that is usually only
available in the local network. Therefore, many devices im-
plement an embedded web server or a mobile app Application
Programming Interface (API) for this purpose.

Last, every device runs its own specific application. De-
pending on the use case, this might be providing sensor
values, controlling an actuator, or bundling messages from
multiple smart sensors. Edge devices may also perform data
pre-processing or minor analytics. Additionally, some devices
allow users to execute their own programs and code.

C. Data

IIoT devices hold various types of data. First of all, any code
including the firmware and application can be considered as
data. Code is preferably stored in a FLASH memory or, if it
is not available, in an EEPROM.

During device setup, many options need to be configured.
Configuration data can include network settings, environment
and calibration parameter, sensor and actuator settings, and
machine learning parameters. It is stored in an EEPROM and
optionally also stored in the cloud as backup.

Application data is specific to the device. This can be
collected input data, such as sensor values, and produced
output data, such as analysis results.

Devices that implement basic security controls require au-
thentication data and cryptographic keys. Local access to the
device via display, browser, or mobile app should only be
allowed after entering valid credentials. The user database
is often stored locally and contains the names of the re-
spective users with passwords or the derived hash values.
Cryptographic keys are, for example, required to securely
communicate with any other entity such as a cloud service.
Not only secret keys are stored, but also public keys, for
instance the manufacturer’s public key, to be able to verify
firmware signatures. User databases need to be updatable and
are therefore stored in an EEPROM, whereas public keys may
be required to be tamper-proof and consequently stored, for
example, in an OTP memory.

IoT devices log relevant events for system diagnosis. These
include application-specific events as well as security-relevant
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Figure 3. Assets from the perspective of manufacturers, owners, and users
as well as their common objectives.

events such as login attempts, for example. Unfortunately, in
practice, some devices also log highly sensitive data such as
passwords.

V. ASSETS OF AN IIOT DEVICE

This section emphasizes the assets of an IIoT device based
on the previously gathered components. We identified three
major stakeholders in a device: manufacturers, owners, and
users. By putting oneself in the shoes of the particular group,
the interests and assets worth protecting can be identified.
This, in turn, contributes to the understanding of what attackers
might be targeting. Figure 3 summarizes the assets for each
stakeholder as well as common ones highlighted in the arrow.

First, the assets of each group starting with manufacturers
are considered and then the common ones. A primary asset of
manufacturers is their Intellectual Property (IP), which can be
further distinguished into the domains hardware, software, and
process. Hardware IP includes, for instance, the design of an
ASIC or PCB and mechanical components. Manufacturers put
a lot of effort in optimizing the hardware design for energy
usage, heat flow, and size. Consequently, hardware is one of
the assets worth protecting in order to have an advantage over
competitors. The same applies to software IP. Developing the
firmware, inventing application-specific algorithms, or design-
ing machine learning models is time-consuming. Therefore,
manufacturers want to protect their software against copying,
theft, or publication. Process IP means the overall concept or
a unique solution for a specific problem that might be worth
protecting. Two further assets are liability and reputation.
Manufacturers have a certain responsibility to ensure that
no unexpected incidents, such as physical injury or property
damage, occur. Any incidents could also have an impact on
their company’s image.

Next, the assets are considered from the owner’s perspective,
the person or organization that purchased the device. First
of all, owners want to protect their physical property, which
is the newly acquired device and also all other belongings.
Second, the owner has virtual property. This includes, for

instance, code for custom applications and (configuration) data
stored on the device. Additionally, devices produce data during
operation. This includes collected sensor values and also meta
information such as the availability of a device. Furthermore,
owners want to prevent or detect tampering with the device
by users.

Users foremost interest when using the device is their health.
It must neither be endangered by one-time events nor by long-
term use of the device. Users also want to protect their data
on the device, which they actively stored on it or which was
generated during the use of it. Especially IoT devices with
dozens of sensors might collect audio and video, health, and
behavioral data that could compromise the privacy of users.

Last, the assets and objectives that all stakeholders have
in common. Functionality and safety are important attributes
of an IoT device. This includes logical operations, such as
successful firmware updates or changing of settings, and
physical operations, such as moving an actuator or cutting off
electricity if a human is present. If these requirements are not
achieved, this can have consequences for the manufacturer’s
reputation, destroy production facilities and cause downtime,
or injure users.

VI. THREAT CATEGORIZATION

In this section, the threats to IIoT devices are analyzed. The
ENISA defines a threat as “any circumstance or event with the
potential to adversely impact an asset through unauthorized
access, destruction, disclosure, modification of data, and/or
denial of service” [23]. In order to better understand and assess
threats, we categorized and grouped them according to their
impact. The collected threat categories were identified based
on the preceding asset analysis and are presented in Figure 4.
The various threat groups are briefly outlined below.

A. Nefarious Activity / Abuse / Misuse

The first group summarizes rather generic threats from
nefarious activity, abuse, and misuse. Abuse of personal data
is the use of personal information in a manner for which it
was not intended, for example, a company selling ones email
address to advertisers. Another threat is tampering with data
or also poisoning of data, which can occur in the context of
machine learning. Any threat that compromises availability
is summarized as denial of service. The impact of these
threats is significant in ICSs because they might lead to a
production stop and, thus, cause financial loss or even worse
in critical infrastructures. Information disclosure and leakage
is sharing of data that is intended to be confidential. Misuse
of computing or electrical power can be caused by malware or
the inappropriate use of the device by employees. Computing
power can be misused by botnets that launch Distributed
Denial of Service (DDoS) attacks, mine cryptocurrencies, or
spread spam. Employees might use the device to charge their
phone, affecting the functionality of the device. Privilege abuse
is a threat that arises from employees who maliciously use
their privileges. About two out of three incident are financially
motivated; further reasons are fun, grudge and espionage [24].
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Figure 4. An overview of the grouped threat categories.

The last category of this group is repudiation of actions. In
case of an incident, investigators try to reconstruct the exact
procedure, for example, by analyzing log files. Attackers could
manipulate or delete them in order to remain undetected.
However, many IIoT devices do not uniquely identify users
so far, which makes it easier for them to deny it.

B. Attack Preparation / Persistence

This group summarizes threats in which attackers gain
unauthorized access to the device or a resource to prepare
further attacks. A common technique is privilege escalation
to obtain either initial access or higher privileges. Afterwards,
adversaries might try to keep access across restarts, updates,
or factory resets.

C. Damage / Destruction / Harm / Loss

Damage can arise in many ways. Attackers can destroy
hardware, software, or data of the device. For example,
ransomware can destroy data by encrypting it, software can
be erased by deleting it requiring a reinstallation (e.g., the
malware Brickerbot did it this way [25]), and hardware can
be destroyed by actuator malfunction, a short circuit, or
vandalism. Damage can also exceed device borders. Humans
can be injured by attacks compromising safety such as the
aforementioned example actuator malfunction and by con-
sequential damage from attacks on the power grid. Addi-
tionally, environmental damage can result, as demonstrated
by an attack with simple radio signals on Maroochy Water
Services that discharged 800,000 liters of sewage to local

parks and rivers [26]. Furthermore, financial loss can occur
to manufacturers through product piracy, to owners through
production downtime, and to users through theft of credit card
information. Manufacturers and operators also fear damage to
their company’s image. Many manufacturers do not disclose
vulnerabilities, operators publish incidents sketchily, and it is
also suspected that only a fraction is made public.

D. Espionage / Eavesdropping / Interception / Tampering

In ICSs, encrypted communication is still rather rare. Indus-
trial espionage by eavesdropping on communications is thus
simpler. It also facilitates tampering with data. Payload data
such as sensor values and commands can be manipulated,
and identities can be spoofed. For instance, attackers could
masquerade as the device and send false data to PLCs or
cloud services. In addition, the variety of sensors such as
microphones or cameras enables surveillance, for example, to
monitor the behavior and activities of employees.

E. Intellectual Property Theft

The significance of IP has already been described in Sec-
tion V. The primary source of threats to hardware, software,
and process IP is from competitors.

F. Legal

This group considers legal implications including breach
of service-level agreements, breach of legislation, and loss of
compliance. An increasing number of laws have recently been
drafted for connected devices. For example, a law in California
requires to have unique preprogrammed passwords for each
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device [27]. Germany also passed a law requiring manufactur-
ers of digital devices to provide updates [28]. Consequently,
manufacturers must continuously check whether the legal
situation for their devices has changed. Last, manufacturers
use a variety of third-party components. They must be careful
not to use protected material without authorization.

G. Malfunction / Failure

One of the most famous attacks that caused application
manipulation is Stuxnet, in which the speed of centrifuges
was changed, while hiding it from monitoring systems [29].
Two recent examples are TRITON [30] and Industroyer [31]
that were specifically created for OT devices and protocols. AI
methods are currently used in cloud services, edge devices and
even smart sensors. Special attention should be paid to them
as they can increase the number of threats. Attacks could com-
promise and limit AI results, reduce their effectiveness, and
lead to misclassification by providing adversarial examples.
In addition to the application, the communication can also
be manipulated. In this case, it is not about single bytes, but
rather about entire packets. Gateways, for example, are the link
between sensors and cloud services. Occasionally, packets may
be redirect or not forwarded at all. Further threats may arise
from hardware and software failures; components can fail due
to age or quality issues and software may contain bugs.

H. Outage

This group summarizes outages that affect large parts of
an ICS. The power supply is a basic requirement; an abrupt
interruption could lead to serious consequences. An outage in
communication between the numerous devices could have sim-
ilar outcomes. However, it is sufficient if a single production
support system, such as a logistics service, fails. Furthermore,
downtime can occur due to lack of materials.

I. Privacy

Privacy in the IoT remains a hot research topic. Due to
the complexity of the topic, this section follows the highly
regarded paper by Ziegeldorf et al. about privacy threats in
the IoT [32]. The threats, that mainly concern users, are
briefly summarized below. First, the threat identification arises
when an identifier can be linked with an individual and data
about him/her. This includes the identification of humans as
well as devices, for example, by fingerprinting. Second, as
devices become more interconnected, they can be queried
over the network, allowing attackers to gather information and
characteristics about existing devices, called inventory attacks.
The resulting inventory list of a factory could be interesting
for competitors, for example. Another threat occurs during life
cycle transitions. When device users change, the (sensitive)
data of the previous user is often still there; a function for
disposal is also often missing for full data wipe. The possibility
to link two or more previously separated systems poses a
further threat. The linkage of their data sources may reveal
(truthful or erroneous) information without consent of the
user. There are several ways to locate and track users through

the device or an associated service. This may be necessary
for the functionality of the application, but it also introduces
threats; for example, the performance of employees can be
tracked. The way users interact with IoT devices and the
information they present in response can also result in the
disclosure of sensitive data. For example, it might not be
possible to privately interact with a voice-controlled device in
public space. Last, there is a threat of user profiling to correlate
their interests or behavior with other profiles and data.

J. Unintentional / Disaster

Unfavorable conditions can affect the functionality of de-
vices. It matters little whether these are caused by environ-
mental factors or disasters, if only the impact is considered.
Threats can arise from the operation of a device outside of the
specified parameters, for example, in unapproved temperature
range (e.g., due to fire or lack of switching cabinet cooling)
or voltage range (e.g., due to lightning strike or fluctuations
in the power supply). Other categories are mechanical stress
(earthquake or misuse by employees), pollution (dust), and
corrosion.

VII. ATTACK AND WEAKNESS CATEGORIZATION

There are countless ways to attack an IIoT device and
new attack techniques are also constantly being discovered.
Therefore, we categorized common attack techniques and
weaknesses (see Figure 5). The previously conducted de-
composition of a device into its individual components in
Section IV was leveraged here to get a comprehensive un-
derstanding of the attack surface. Below, these categories are
described by exemplary attack vectors throughout the life cycle
of an IIoT device, namely design, production, distribution,
setup, operation, maintenance, and end of life. Note that not
all attacks can be clearly assigned to a single category.

A. Hardware Attacks

A closer examination of hardware attacks revealed that they
can be subdivided into chip-, PCB- and device-level attacks.
It should be noted here that this category is different from
the commonly used designation physical attacks, as physical
access is not always necessary.

a) Chip-Level Attacks: Attacks against chips, such as
microcontrollers and custom ASICs, start at the design stage
and also during production. Various actors have the ability to
maliciously modify the design and insert a hardware Trojan
or backdoor, for example. This can be done by an untrusted
IP vendor, foundry, or design facility. Another threat source
may be a compiler or Computer-Aided Design (CAD) tool.
For example, a modified version of Apple’s Xcode infected
thousands of iOS apps with malware [33]. The facilities
involved also have the ability of IP theft, which enable product
piracy. There is still the possibility of reverse engineering in
the foundry or later in operation, if someone has no access
to the design files. There are further attack opportunities from
distribution to the end of life. First, it is possible to tamper
with data in chips by exploiting physical access. Such an attack
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Figure 5. IoT devices can be attacked during the entire product life cycle.
The various types of attacks on an IoT device, illustrated in the circle, are

shown in the blue boxes.

was demonstrated at the Chaos Communication Congress in
late 2019, when attackers were able to reroute orders from a
microcontroller distributor. After the installation of a backdoor,
the controllers could be shipped to the actual customers with-
out them noticing [34]. Furthermore, people with (temporary)
physical access to the chip can conduct microprobing or fault
injection attacks. The former uses microscopic needles to
probe internal wires, the latter deliberately injects a fault in
a system to change its behavior. Both use invasive attack
methods, although fault injection is also possible with semi-
invasive (e.g., focused laser beam) and non-invasive (e.g.,
clock and voltage glitching) attacks [35]. These techniques are
used to gain secret information or bypass security features,
for instance. Another possibility to extract secrets are side-
channel attacks. They observe parametric behaviors, such
as power consumption or timing information, of a specific
implementation of an algorithm to leak encryption keys, for
example.

b) PCB-Level Attacks: First, attackers might be inter-
ested in the PCB design to understand or clone a product
causing a threat to IP. They can get the design by stealing
the CAD files or by utilizing reverse engineering techniques.
Second, a backdoor can be implanted by inserting a malicious
component on the PCB or by replacing an existing one. There
are several ways to accomplish the former [36]. Attackers must
initially insert an extra component into one of the different
design files. In the second step, it must be mounted on the
PCB. This can take place, for example, during production, at
repair and rework stations, or after the PCB has been deliv-
ered to a warehouse. Another option is to add a completely
new component. The project TPM Genie demonstrated that
TPMs can be attacked by an interposed device [37]. PCBs
usually contain interfaces for verifying the design and testing.

The commonly integrated protocol JTAG allows to program
memory or debug controllers, among others. Attackers can
exploit such interfaces to dump the firmware, resulting in an
IP theft, or overwrite local storage, enabling firmware and data
manipulation.

c) Device-Level Attacks: The third group contains more
general attack vectors and weaknesses. It includes sabotage
attacks that can be any physical change to hardware that has
a malicious impact. Threats can also arise unintentionally.
A service technician might replace a burnt out PCB or a
defective engine with a spare part that was not purchased from
the original manufacturer for price reasons resulting in faulty
operation, for example. There are other attack possibilities de-
pending on the specific component, e.g., some are vulnerable
to magnetic field attacks. One such component are displays.
A common weakness occurring in IIoT devices is permissive
displayed information to everyone (e.g., the firmware version),
if authentication is required at all. Another component are
USB ports, which allow insertion of malicious USB sticks
that either imitate a keyboard to inject commands or destroy
the port or entire device by putting a high voltage on the lines.

B. Firmware Attacks

The firmware enables several ways to attack a device.
Attackers can exploit vulnerabilities in one of its components,
for example, a network stack. Within a short time, dozens of
vulnerabilities were discovered in famous IoT and OT TCP/IP
stacks leading to DoS or Remote Code Execution (RCE);
the findings were named as INFRA:HALT, NAME:WRECK,
NUMBER:JACK, AMNESIA:33, and Ripple20 [38]–[42]. If
a vulnerable firmware is already fixed, attackers may try to
downgrade it to a previous version with security flaws. An-
other possibility is to utilize the firmware update mechanism
to install a manipulated version including a backdoor, for
example. Especially the hardware infrastructure including the
boot process is often vulnerable, as concluded by [43].

C. Application Attacks

There are numerous ways to attack applications. However,
the techniques depend on the utilized technologies such as
web servers, databases, and used programming language. A
few of these techniques are described below. A (remote)
code execution attack exploits vulnerabilities in a running
process, allowing the execution of any instruction on a system.
Recently, dozens of vulnerabilities were found in IoT and OT
RTOSs exploiting bad memory allocations [44]. Code injection
attacks that take advantage of insufficiently sanitized input
have a similar goal, e.g., SQL injection. Web applications
running on the IIoT devices are also exposed to typical
vulnerabilities such as Cross-Site Scripting (XSS), broken
access control, and insecure deserialization [45]. Furthermore,
for CPSs, data injection attacks should be considered, e.g.,
from spoofed sensor values. There are also attacks against
AI applications. It is conceivable to attack machine learning
models and data sets during their design or operation. Models
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can be sabotaged or poisoned and data sets or their labels can
be manipulated in order to reduce accuracy, for example.

D. Cryptography Attacks

Cryptography is a rather cross-disciplinary domain, as it is
used for encrypted local storage, authentication, and secure
communication, among others. In order to abstract from the
various applications, attacks against cryptography have been
grouped into this category. A common weakness is the use of
deprecated cryptographic algorithms. Especially OT devices
with a long lifetime employ these obsolete algorithms, such
as the Data Encryption Standard (DES). This can also be
suspected from the fact that still many modern microcon-
trollers implement hardware accelerators for those algorithms.
In addition, algorithm-specific parameters, such as the key
size, are often selected incorrectly. Examples include a poorly
chosen curve in elliptic curve cryptography, and a weak block
cipher mode for symmetric algorithms. Cryptography depends
heavily on random numbers, which potentially introduces fur-
ther weaknesses. These include weak pseudo-random number
generators, lack of sufficient entropy, and the reuse of nonces
(i.e., number that can be used only once). When handling
passwords, design flaws can also occur that facilitate brute
force or rainbow table attacks.

E. Network Attacks

The integration of network interfaces into OT devices has
significantly increased their attack surface. One of the major
concerns of ICS operators are (D)DoS attacks, as unavailabil-
ity may cause production downtime, which in turn results in
financial damage. In addition to the classic attack techniques,
attacks on wireless communication technologies should also be
considered, e.g., radio jamming. IIoT devices can be the target
of attacks themselves as well as being used to launch attacks
against SCADA systems or cloud services. Another risk are
the various automation protocols used within OT systems
that were designed decades ago and do not support security
controls. As a result, man-in-the-middle and replay attacks
can often be conducted because of missing authentication
and unencrypted communication. Last but not least, network
interfaces enable attack preparation attacks, such as port scans
or device fingerprinting.

F. User Behavior

Users can introduce threats at different stages in the device
life cycle. During setup, technicians might misconfigure the
device, for example, by disabling security features, or ne-
glect to create a configuration backup and keep this secure.
Afterwards, operators might install malware, for instance,
to mine cryptocurrencies. The mishandling of warnings and
errors, as well as the incorrect use of the device in general,
can also lead to further threats. Likewise, errors can occur
during maintenance. Technicians are usually responsible for
installing firmware updates, as automatic over-the-air updates
are problematic due to safety requirements. They are also
responsible for deleting all data at the end of life.

a) Credential Attacks: Credentials are an important asset
of users and, therefore, a major target of attackers. With some
exceptions, such as improper storage and cleartext transmis-
sion, users are often the weak point to get them. Contrary
to recommendations, default and simple passwords are still
used, as well as shared passwords with colleagues. Many users
also disregard social engineering attacks such as phishing or
shoulder surfing.

G. Ecosystem Weaknesses

This category summarizes weaknesses in the ecosystem that
arise due to incomplete system design and the heterogeneous
structure of the IIoT. Some manufacturers still do not provide
software updates, and if they do, they are rare. Especially IIoT
device manufacturers rarely implement vulnerability disclo-
sure policies for fear of damaging their reputation. Further bad
practices include hard-coded passwords, developer backdoors,
and compromisable procedures for lost credentials. Another
vulnerability is the implicit trust between components within
the device and also in the entire ecosystem. The latter are still
far from implementing the goal of zero trust. A huge challenge
is interoperability; solutions are complicated by the numerous
legacy standards in ICSs. Other devices and (third-party) IoT
services for device life cycle management, telemetry, and
analytics are therefore blindly trusted.

H. Supply Chain Attacks

Several supply chain attacks have already been mentioned in
the previous categories. For the sake of clarity, these are again
summarized and expanded in this section. A frequent target is
malicious modification of functionality by hardware, software
or data. Hardware logic insertion occurs during design and pro-
duction stage, and replacing a hardware component with a ma-
licious one is feasible during production and in all later stages.
The manipulation or insertion of software code is conceivable
in all life phases, e.g., by malicious third-party libraries or by
a manipulated firmware. Data used to train machine learning
models, for example, can also be compromised. IP theft of
hardware and software is also possible in all stages; in the
case of hardware, this is particularly achievable during design
and production, as these steps are often outsourced to external
contractors. Outsourcing the production additionally enables
cloning of provisioning data and unauthorized overproduction;
discarded or defective equipment could moreover end up on
the gray market. A further threat to production is the use of
counterfeit components or generally inferior material.

VIII. RECOMMENDED PROCEDURE FOR ANALYZING
THREATS

Last, we recommend a procedure for the threat analysis of
IIoT devices. For this purpose, the previously discussed as-
pects are revisited and put in order. Note, this recommendation
can be seen as complementary to existing Threat Analysis and
Risk Assessment (TARA) methodologies, such as IEC 62443-
3-2, in order to facilitate a device-oriented procedure.
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1. System Analysis

The first step is to analyze the IIoT device in depth. All
hardware and software components and data files, as described
in Section IV, should be collected. This enables a component-
by-component threat and vulnerability analysis later on. In
addition, requirements and (environmental) conditions should
be gathered. Requirements may originate, for example, from
the operating location, industrial sector, or use in critical
infrastructures.

2. System Interaction Overview

As previously stated, connectivity is a central element of
IIoT devices. Therefore, an overview of all interactions with
the device is necessary for a thorough threat analysis. This
diagram should contain all actors including humans, cloud
services, and other machines. This can be supported by an
additional use case diagram to capture when and why an actor
interacts with the system.

So far, we have only referred to users in general terms;
especially in the case of industrial systems, it is sensible to
differentiate between them according to their role. For exam-
ple, the commissioning, operation, and maintenance personnel
are often not the same. The goal is to grant each group only
the least required privileges. The authorization of certain net-
work interfaces should also be considered. This is especially
important for industrial protocols, such as PROFINET. While
most IoT applications allow the implementation of security
measures manually, it is not possible with these proprietary
protocols, as compatibility with other manufacturers must be
maintained.

3. Asset Identification

The third step is the identification of assets based on the
various types presented in Section V. The assets can be
best identified by considering the interests of the different
stakeholders; again, the different roles of users should be
distinguished. This step helps to understand what values to
each party. It also allows to rank the criticality of assets, which
can be used for defining the impact of attacks.

Furthermore, it is useful to determine the security goals in
general and also per asset. This can support the development
of countermeasures later. For CPSs, availability is often most
important for safety reasons. For edge devices, confidentiality
could be rated higher, as they aggregate information. However,
in low-power IIoT devices that must comply with real-time
requirements, it is not always feasible to implement the most
secure countermeasure. Thus, this initial assessment can be
used to choose the right measure. For example, sensitive data
in transit (e.g., credentials) will be encrypted, less critical data
(e.g., sensor values) will only be protected against manipula-
tion using a message authentication code.

4. Threat Source Identification

Threat sources can be best identified from the perspective
of the attacker to find out what they are targeting and why.
There are several types of attackers with different capabilities,

attack techniques and motives. We classified various types of
threat sources and their respective intentions in [1]. This is
useful for deliberately including or excluding types of attacks.
For IIoT devices in critical infrastructures, the more complex
hardware and supply chain attacks should be addressed.

5. Threat and Vulnerability Identification

The primary task of a threat analysis is the identification
of threats and vulnerabilities. However, the preparatory work
from the previous four steps should significantly accelerate
and enhance this process. As said before, the system analysis
should allow the detection of threats to single hardware
components, such as PCBs and actuators. The list of software
components can also be used to search for publicly known
vulnerabilities. Numerous ways to attack them were presented
in Section VII. Additionally, it is possible to reflect on how
the various threats, presented in Section VI, may arise. Using
attack trees, it is also possible to graphically show how assets
can be attacked. Figure 6 shows a sample tree for attacking
the manufacturer key that is used for firmware updates, for
instance. One option is to dump the memory, which can be
achieved either by (remote) code execution or by exploiting
physical access. In the latter case, it also depends on where the
key is stored; for microcontroller internal memory, a read-out
protection may have to be broken.
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Processing

Attack
Supply Chain

...

Dump Memory
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Access External
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Memory
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Figure 6. Fraction of an example attack tree on an asset.

The system interaction and use case diagrams can be utilized
to create data flow diagrams in order to identify threats
to data in transit. These can be used in combination with
threat modeling techniques such as STRIDE [46], a mnemonic
for threats against the security goals authenticity, integrity,
non-repudiation, confidentiality, availability, and authorization.
Furthermore, penetration testing can be used to discover
additional vulnerabilities as well as to verify those already
identified and show their severity.

Documenting the discovered threats is also crucial. We
have had the experience that detailed attack scenarios can be
better understood in retrospect. Table I shows an excerpt of a
potential attack scenario description. This example lists threats
resulting from a default PIN used in an electrical actuator
controlling a valve. The PIN is required for authentication
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TABLE I. EXCERPT OF AN EXAMPLE LIST OF ATTACK SCENARIOS.

No. Vulnerability Threat
(Category)

Attack Vector NoteInterface Action

1 Default PIN
(users did not change it)

Login as administrator
(obtaining of control)

Bluetooth app,
local HMI Authenticate using default PIN PIN can be found

in the manual

1.1 Moving actuator
(application malfunction) Bluetooth app Open/close valve

1.2 Blocking remote control
(denial of service) Bluetooth app Change control system

communication parameter

1.3 Manipulating user database
(data tampering) Local HMI View/change/add/delete

user accounts

at the attached HMI and in a Bluetooth mobile app. An
unchanged PIN would allow attackers to authenticate as the
administrator.

6. Vulnerability and Risk Assessment

The final step is to gather all the information to evaluate
the vulnerability and assess the risk. A popular method for
vulnerability assessment is the Common Vulnerability Scoring
System (CVSS). It incorporates exploitability metrics, such as
the attack vector, and the impact on confidentiality, integrity,
and availability. The example in Table I indicates that several
threats arise from a single vulnerability. As the impact can
vary per interface, an overview of all scenarios is important
for a proper scoring. Finally, the risk assessment may include
further criteria such as likelihood and (business) impact.

IX. CONCLUSIONS

Targeted attacks on ICSs, including those in critical in-
frastructures, increased recently. IIoT devices that merge the
previously separated areas of IT and OT additionally increase
the attack surface. The consequences of an attack can be
dramatic, as OT equipment controls physical processes that,
in case of compromised safety, can cause harm to humans,
machines, and the environment. Therefore, it is even more
essential that IIoT devices are properly secured. However, this
is not often the case in reality. One reason is that manufacturers
are extensively provided with literature on best practices rather
than threat analysis techniques for their devices.

In this paper, we presented a systematic and holistic pro-
cedure for analyzing the attack surface and threats of IIoT
devices throughout the product life cycle. First, an arbitrary
IIoT device was decomposed into its components for this pur-
pose. This itemization of hardware and software components
as well as data types is essential to ensure that no attack vectors
are overlooked. Afterwards, the assets were analyzed from
the perspective of different stakeholders in order to identify
everything that is valuable and worth protecting. The provided
comprehensive categorization of threats shows an overview of
possible threats and their consequences. The attack techniques
are almost innumerable and are also constantly expanding.
Therefore, we categorized attack techniques and weaknesses
that are frequently exploited. This included not only common
attack vectors in communications and web applications, but
also attacks against the supply chain and the various hard-
ware components. Finally, the threat analysis procedure was

described, which enables manufacturers and operators of IIoT
devices to identify and evaluate attack vectors. Since the threat
categorization considers all assets and the attack categorization
addresses all components, the proposed analysis technique
seems to be valuable. In the next steps, the procedure will
be further validated.
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Abstract— In multi-tenancy cloud environments, physical 

resources are transparently shared by multiple Virtual 

Machines (VMs) belonging to multiple users. Implementing an 

efficient access control mechanism in such environments can 

prevent unauthorized access to the cloud resources. In this 

paper, we propose an access control mechanism called 

CloudGuard that provides scalable and secure access control to 

the cloud in the context of multi-tenancy cloud environments. 

Such a mechanism prevents malicious tenants from generating 

and sending unauthorized traffic to the cloud network. 

Numerical results show that CloudGuard offers better system 

throughput in critical or high-risk multi-tenancy cloud network 

environments, where the amount of intrusion traffic is high. 

Keywords-access control; cloud computing; hypervisor; multi-
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I.  INTRODUCTION 

Cloud computing is a flexible and cost-effective platform 
for providing business and consumer services over the 
Internet [1][2][3]. Such a platform is utilized by multiple 
customers who share computing resources, including CPU 
time, network bandwidth, data storage space, with other users, 
which refers to multi-tenancy [4]. By multi-tenancy, Clouds 
provide simultaneous, secure hosting of services for various 
customers utilizing the same infrastructure resources [5][6]. 
However, in multi-tenancy cloud environments, one customer 
can gain unauthorized access to the information of other 
customers. In this context, it is important to control the access 
of network entities to such information. 

Access control is a security feature that controls how users 
and systems communicate and interact with other systems and 
resources. In general, there are three types of access control: 
physical access control, technical access control and 
administrative access control [7][8]. Physical access control 
refers to the implementation of security measures in a defined 
structure in order to prevent unauthorized access to sensitive 
materials. Examples of such control include: security guards, 
picture IDs, locked and dead-bolted steel doors, biometrics, 
closed-circuit surveillance cameras and motion or thermal 
alarm systems. Technical access control employs the 
technology as a basis for controlling the access to sensitive 
information throughout a physical structure and over a 
network. Examples of technical access control are: 

encryption, smart cards, network authentication, Access 
Control Lists (ACLs), and file integrity auditing software. 
Administrative access control defines the human factors of 
security. All levels of the personnel within an organization are 
involved in such control. Administrative access control also 
determines which users have access to which resources and 
information. 

The above types of access control can be integrated into 
security architectures in order to preserve the integrity, 
confidentiality and availability of resources that are collocated 
in multi-tenancy cloud environments. In this paper, we 
investigate the use of technical access control for proposing a 
secure access control mechanism in the context of multi-
tenancy cloud environments. Such a mechanism will prevent 
malicious insiders from generating and sending unauthorized 
traffic to the cloud network. 

The rest of the paper is organized as follows. Section II 
introduces the context and background related to access 
control in multi-tenancy cloud environments. Section III 
discusses the main existing methods and models for 
controlling access in multi-tenancy cloud environments. 
Section IV presents the main assumptions and principles of 
the proposed architecture. Section V illustrates and explains a 
use case scenario. Section VI evaluates the performance of the 
proposed access control architecture in terms of latency and 
system throughput. Section VII gives some concluding 
remarks and perspectives. 

II. CONTEXT AND BACKGROUND 

As illustrated in Figure 1, a multi-tenant cloud service 
provider has three essential elements: the cloud manager, the 
hypervisor and the Virtual Machines (VMs) [9]. The cloud 
manager is a console of management provided for clients in 
order to manage their cloud infrastructure, which means 
creating, shutting down, or starting the instances. The 
hypervisor, also called Virtual Machine Manager (VMM), 
allows multiple operating systems (guests or virtual machines) 
to run concurrently on a host server. Its main responsibility is 
to manage the application’s operating systems (OSs) and their 
use of the system resources (e.g., CPU, memory and storage). 
Its role is to control the host processor and resources, and also 
to allocate what is needed to each operating system. 
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Figure 1.  A model for a multi-tenant cloud service provider [9]. 

 
A VM is an isolated guest operating system installation 

within a normal host operating system. In this context, each 
client may have one or more VMs, as one physical server can 
host several VMs. In such an environment, one client can send 
unlimited amount of traffic to another client. Accordingly, a 
malicious agent can rent a VM on the same host where the 
target VM resides. This malicious agent can send 
unauthorized traffic to the target VM and violate the security 
of the target VM [10]. Intrusion traffic is the amount of traffic 
that is generated by a malicious VM, and the target of such 
traffic is to penetrate the vulnerabilities of the destination VM. 
In principle, intrusion traffic is unpredictable in a multi-
tenancy cloud network. 

The unauthorized traffic may contain some script or 
malware which violates the confidentiality or the integrity of 
the target VM data. Sending such traffic to another VM makes 
it possible to perform other sorts of attacks. For instance, a 
malicious agent who owns a VM can perform VM Hopping 
over another user who is co-located at the same host. With 
VM hopping, an attacker has the control of one VM and tries 

to gain the control of another VM. VM hopping allows an 
attacker to move from one virtual server to the next one, or 
even to gain the root access to the physical hardware. VM 
hopping is a considerable threat because several VMs can run 
on the same host, which makes them the targets for the 
attacker. By performing this attack, a malicious user can 
violate the security and steal the data of other users who are 
located at the same server while compromising the hypervisor 
file system [11]. 

In addition, the malicious insider can perform Denial of 
Service (DoS) attacks. These kinds of attacks exhaust the 
resources of the cloud network, such as bandwidth and 
computing power, by sending large amount of unauthorized 
traffic to other VMs. 

III. EXISTING METHODS AND MODELS 

In this section, we discuss the main existing methods and 
models for controlling access in the context of multi-tenancy 
cloud environments. 
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A. Distributed access control 

The Distributed Access Control (DAC) architecture was 
proposed by Thomas et al. [12]. As illustrated in Figure 2, 
such an architecture has three main components: the Cloud 
Service Provider (CSP), the Cloud Service Consumer (CSC), 
and the Identity Provider (IdP). The CSC requests the 
resources or services hosted by the CSPs. In this stage, the 
CSC should be first authenticated to ensure that unauthorized 
users do not access the services from the CSP. The main 
responsibility of the CSP is to host and to provide various 
services or resources to the CSCs. As a result, for avoiding 
illegal and unauthorized access by CSCs, proper authorization 
and authentication of CSCs are required. 
 

 

Figure 2.  Distributed Access Control architecture [12]. 

Moreover, in DAC architecture, the IdP plays a great role 
since it generates identity tokens to the users. By using this 
identity token, a user can request the access to the cloud. Such 
a user may subscribe to services from multiple CSPs to meet 
the resource requirements. In this case, a federated identity 
management approach is required. The CSCs can use the 
identity tokens generated by the IdPs and these cloud users 
can exchange such tokens with various CSPs in the federation 
[12]. 

Analysis and results of DAC architecture reveal that using 
such an architecture is important in the domain of distributed 
applications or service computing. However, this model has 
some limitations. In particular, there is no effective 
mechanism which meets all access control requirements. 

B. Adaptive access algorithm 

Wenhui et al. [13] added trust management to the Role-
Based Access Control (RBAC) in order to propose an adaptive 
access algorithm for cloud environments. This model is based 
on loyalty, i. e., a user is restricted only when its behavior 
contains malicious behavior. More specifically, the user 
request is first analyzed, and based on trust evaluation, the 
user becomes dynamically authorized. Here, user’s trust is 
calculated according to user’s behavior. In other words, the 
user access to the resource is dynamically based on 
calculation. As a result, by establishing dynamic mapping 

between roles and trust values, this model is able to determine 
the security level and control the user’s access to the 
resources. 

The trust-role-based-access control model claims that it 
can efficiently control user’s malicious behavior. However, 
this model depends on the trust values, as the trust evaluation 
process needs to be improved in order to become widely used. 

C. Multi-tenancy access control model 

Multi-Tenancy Access Control Model (MTACM) is a 
security architecture which embeds the security duty 
separation principle in multi-tenancy cloud environments 
[14]. The main idea of MTACM is based on limiting the 
management privilege of CSP and letting the customers 
manage the security of their own business. In this model, the 
duty separation mechanism between cloud service provider 
and cloud customer is handled by a management module. 
However, the management module is not user-friendly for 
customers, as the cloud customer has to take care of the data 
security. 

D. Role-based multi-tenancy access control 

Role-Based Multi-Tenancy Access Control (RB-MTAC) 
applies identity management to determine user’s identity and 
applicable roles [15]. Such a model combines two important 
concepts in access control under multi-tenancy access 
environment: identity management and role-based access 
control. In this context, Yang et al. [15] believe that this 
combination makes it easier to manage privileges that protect 
the security of application systems and data privacy. 
Providing a set of privileges and identity management 
schemes for corporations in cloud computing environment is 
the main contribution of this security model. 

This scheme can be used to easily change employee 
privileges when a personnel member leaves an organization 
or when we want to grant employees more access without the 
need to modify all employee privileges one by one. However, 
RB-MTAC is not independent, and for implementing it in a 
cloud computing system, a directory service is needed. 

E. CloudPolice 

Popa et al. [16] proposed CloudPolice, a system that 
implements a hypervisor-based access control mechanism for 
multi-tenancy cloud environments. CloudPolice operations 
are illustrated in Figure 3. More specifically, when a source 
VM initiates a new flow, the source hypervisor sends a control 
packet to the destination hypervisor. This control packet 
specifies the security group to which the source VM belongs 
(Step 1). As soon as the control packet reaches the source 
hypervisor, it will be checked by the destination hypervisor to 
verify the policy for the group of the destination VM (Step 2). 
If the policy allows the traffic, then the state of the traffic will 
be created for this flow by the destination hypervisor. 
However, if the traffic is not allowed or should be rate-limited, 
the control packet will be sent back to the source hypervisor 
to block or rate limit the flow or the VM (Step 3). 
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Figure 3.  Overview of CloudPolice operations [16]. 

 
Since hypervisors are generally trusted, network-

independent, close to VMs and fully software programmable, 
CloudPolice seems to be effective to prevent denial of service 
(DoS) attacks from malicious agents who send unauthorized 
traffic to their targets. As a result, CloudPolice acts as stateful 
firewalls and creates a state for each flow. 

However, there are several major concerns for the 
feasibility of CloudPolice. The first concern is the ability for 
the hypervisor to act on per flow state, as the hypervisor 
should be ready to act on every single flow. The second 
concern is the ability to install new state with low enough 
latencies for new traffic flows, as we should make sure that 
the hypervisor is able to create a state for each new incoming 
flow very fast. As a result, the hypervisor should be able to 
create states for all new flows without latency (or at least with 
acceptable latency) and also act on the states that already exist 
in the buffer. Also, CloudPolice imposes overheads in the 
system, as the destination hypervisor receives all the traffic 
and decides to pass or drop the traffic based on the security 
attributes of the target virtual machines.  

IV. THE PROPOSED ARCHITECTURE 

This section defines the main assumptions, as well as the 
design and principles of the proposed architecture. 

A. Main assumptions 

The proposed architecture deals with the concept of Inter-
VM traffic, which is the transmission of any data packet to 
and from one virtual machine. In other words, when the 
hypervisor encounters inter-VM traffic, the traffic does not 
pass through the physical switch or router, as the virtual 
switch that is located at the hypervisor forwards the packet to 
the destination VM. At this point, the following assumptions 
need to be done: 

 

• The virtual machines and physical servers are co-
located at the same cloud provider. If the entire 
system is not part of the Cloud, then for sending 
traffic to another Cloud, the traffic should pass 
through a real router or firewall. In this case, the 

policies that are implemented in the firewall should 
be enforced. 

• Each physical server has only one hypervisor. In this 
case, the security attributes and access control lists of 
all virtual machines that belong to a physical server 
are located at one hypervisor. If we have multiple 
hypervisors on a physical server, we should apply an 
extra process for realizing which hypervisor contains 
the access control lists of certain virtual machines. 

• Each physical server is hosting at least one tenant, and 
each tenant has at least one virtual machine. Since 
each virtual machine should be registered as a tenant, 
if a tenant is registered in the Cloud, a virtual machine 
should be assigned to that tenant. 

• All access control lists are defined and stored in the 
hypervisor. 

• In its startup process, a hypervisor sends an update 
message to the other hypervisors that are located at 
the same Cloud. This update message contains the IP 
address and the ID of virtual machines that are located 
at that hypervisor. 

 

B. Architecture principles 

The principles of the proposed architecture are based on 
control packets, which is the core element for verifying 
security permissions of virtual machines in multi-tenancy 
cloud environments. In the following, we explain the main 
elements of the proposed access control architecture, which is 
illustrated in Figure 4: 
 

• Source (Src.) VM is a virtual machine that is installed 
on the source hypervisor, as the latter is located at the 
physical source server. The source VM is then 
sending traffic packets to a virtual machine in the 
same Cloud called Dst. VM. 

• Destination (Dst.) VM is installed at the destination 
hypervisor, and this hypervisor is located at the 
destination physical server. 

• A data packet is a packet that the source VM wants to 
send to the destination VM. 
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Figure 4.  Principles of the proposed architecture. 

 

• A control packet is a special packet that is generated 
by the source hypervisor. Its content represents the 
specifications of the source and destination VMs. 

• Incoming/outgoing traffic filter is a lightweight IDS 
that is integrated in the hypervisor. It compares the 
control packet with the access control lists of 
destination VM. 

• An access control list is a set of security permission 
that defines the level of security of each virtual 
machine. 

 

C. Architecture design 

The main goal of the proposed architecture is to block and 
drop undesired packets as close as possible of the source 
hypervisor. As illustrated in Figure 4, when the source VM 
sends traffic to the destination VM, such traffic has to pass 
through the source hypervisor. As soon as a data packet 
reaches the hypervisor, it generates a control packet which 
consists of the necessary information for access control 
checking, such as the source IP address, the destination IP 
address, the port numbers, as well as the protocol type. Such 
a control packet has to be sent to the destination hypervisor 
which checks its content and decides whether the traffic can 
be delivered to the destination hypervisor. If the source VM is 
permitted to send the so-called traffic to the destination VM, 
the destination hypervisor adds a pass or drop value to the 
control packet payload, and sends it back to the source 
hypervisor. According to this value, the source hypervisor 
threats the awaiting traffic. 

As illustrated in Figure 5, the process starts when a VM 
initiates to send some traffic to another VM. As soon as such 
traffic is received by the source hypervisor, it checks the 
packet and looks for the destination address that is located at 
the inserted IP packet header. If the destination address 
belongs to a virtual machine in the same cloud, we will have 
two possibilities. The first case considers that the destination 
address is located at the same physical server. In this case, the 
architecture checks the access control policy of the destination 
VM, and can decide whether to pass or drop the traffic. The 
second case occurs when the destination address is located at 

a different physical server. In this case, the source hypervisor 
generates and sends the control packet to the destination 
hypervisor. Then, it waits for the response control packet. 
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Figure 5.  General mechanism flowchart. 

 
Beside such possibilities, there may be an exception, when 

the destination address does not belong to any VM in this 
Cloud, which means that the source and destination addresses 
belong to two devices that are not co-located at the same 
Cloud. In this case, the architecture only has to pass the traffic 
to the default gateway of the source hypervisor (router, switch 
or firewall). 
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The main part of the mechanism starts if the destination 
address belongs to a VM that is located at a destination 
hypervisor. In this case, the whole traffic should wait until the 
source hypervisor generates and sends a control packet to the 
destination hypervisor. Hence, the decision will be made 
based on the response control packet. Figure 6 shows the main 
tasks of the destination hypervisor when it receives the control 
packet from the source hypervisor. More precisely, the 
destination hypervisor selects one of the following actions: 

 

• Insert a pass value to the control packet if the access 
control policy of the destination VM matches, and 
accept the traffic from the source VM. 

• Insert a drop value to the control packet if the access 
control policy of the destination VM does not match, 
as the source VM is not authorized to send the traffic 
to the destination VM. 

• Insert a null value to the control packet if the 
destination address is not found in the destination 
hypervisor. This may happen if the control packet is 
sent to the hypervisor by mistake, or if the VM 
destination is migrated to another hypervisor, whereas 
the source hypervisor is not informed about such 
migration. 

 
After inserting the proper value to the control packet, the 

destination hypervisor returns the edited control packet to the 
source hypervisor. The response control packet contains the 
decision and the action to be taken for the traffic. In the case 
of a drop value, the source hypervisor drops the traffic right 
away, as such traffic will not even exit the hypervisor, which 
means no wasted and unnecessary traffic in the network. 
Consequently, the network bandwidth does not suffer from 
extra and unwanted traffic. Finally, the pass value indicates 
that the access control policy matches between the source and 
destination, whereas the source VM and the traffic will pass 
throughout the destination hypervisor. 

V. A USE CASE SCENARIO 

In this section, we analyze a use case scenario which 
enables to tackle the problem of sending unauthorized traffic 
to a VM in the context of multi-tenancy cloud environments. 
This scenario is illustrated in Figure 7, where a public Cloud 
is connected to the Internet, using a router and three physical 
servers that are connected to a layer-2 switch. In this scenario, 
the function of the router is to route the internal cloud traffic 
to the Internet. Apparently, the router serves as a controller, 
enabling the networked devices to talk to each other 
efficiently.  

In this scenario, there are 3 physical servers, as well as 10 
virtual machines. These virtual machines belong to 4 tenants. 
The multi-tenancy topology of this Cloud is as follows: 

• Server 1: Tenant 1 (VM1, VM2) and Tenant 2 (VM3); 

• Server 2: Tenant 1 (VM4, VM5) and Tenant 3 (VM6, 
VM7); 

• Server 3: Tenant 4 (VM8) and Tenant 3 (VM9, 
VM10). 

 
 

 

Figure 6.  Destination hypervisor’s tasks after control packet reception. 

It is important to mention that the process of controlling 
the access is executed in the hypervisors. In this context, the 
scenario has two phases: the first phase consists of generating 
control packets, whereas in the second phase, the destination 
hypervisor investigates the information and decides about the 
destiny of the packet. More specifically, in phase one of the 
scenario, the VM Source sends a traffic flow to the hypervisor 
source, as illustrated in stage 1 of Figure 8. Then, the source 
hypervisor generates a control packet. The content of this 
control packet is based on the traffic to be sent from source 
VM3 to destination VM8. 
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Figure 7.  A use case scenario for multi-tenancy cloud access control. 

 
 

 
 

Figure 8.  Illustration of phase one of the scenario. 

 
As illustrated in stage 2 of Figure 8, the source hypervisor 

sends the control packet to the destination hypervisor in order 
to check the access control policy of the VM destination. 

In phase two, the control packet arrives at the destination 
hypervisor which checks the access control lists (ACLs) to 
verify if VM3 is authorized to send traffic to VM8. If the 
ACLs related to VM8 match, the destination hypervisor sends 
back a pass value within the control packet (called response 

control packet) to the source hypervisor, as illustrated in stage 
3 of Figure 9. The response control packet enables the 
hypervisor source to decide what to do with the traffic that is 
waiting in the source hypervisor. Hence, if the security 
attributes of VM8 do not match the data packet, then the 
destination hypervisor sends a drop signal to the source 
hypervisor. 
 

 



78

International Journal on Advances in Security, vol 14 no 1 & 2, year 2021, http://www.iariajournals.org/security/

2021, © Copyright by authors, Published under agreement with IARIA - www.iaria.org

 
 

Figure 9.  Illustration of phase two of the scenario. 

 

VI. PERFORMANCE ANALYSIS 

In this section, we evaluate the performance of the 
proposed access control architecture that we call CloudGuard. 
More specifically, we will define the parameters that will 
enable to mathematically express the latency and system 
throughput. Then, we will present numerical results and 
analysis. 

A. Parameter definition 

Let us first define the most important parameters that 
characterize the proposed access control architecture: 

Np: the number of packets transmitted from source VM to 
destination VM; 

Sp: the data size of each packet (bits); 
Nf: the number of traffic flows that are being transmitted 

from source VM to destination VM; 
Sf: the size of traffic flow (bits); 
T: the time taken by the traffic flow to be sent from source 

VM to destination VM (seconds); 
RTT: the time taken by a control packet to be sent from a 

source hypervisor to a destination hypervisor, and 
received back by the source hypervisor (seconds). 
This parameter also refers to as Round Trip Time; 

BW: The amount of data that can be carried from one point 
to another point in a given period in a Gigabit 
Ethernet (1 073 741 824 bits per second); 

Pi: the probability of having intrusion traffic. 
 

B. Packet latency 

We may now evaluate the latency of the proposed access 
control architecture and compare it with that of CloudPolice 
[16] that we studied Section III. While other different 
solutions may be found in the literature for comparison with 
the proposed architecture, CloudPolice is a hypervisor-based 
access control system that implements, like CloudGuard, the 
access control only within the hypervisor. In other words, both 

architectures are designed to enforce the access control list in 
the hypervisor. 

However, a major difference between such architectures is 
that with CloudGuard, the source hypervisor waits for the 
control packet response from the destination hypervisor. In 
this case, if the security policies of source VM and destination 
VM match, the source hypervisor passes the traffic toward the 
destination hypervisor. As a result, the destination hypervisor 
passes the traffic to destination VM. On the other hand, 
according to CloudPolice, the source hypervisor does not wait 
for the control packet response, as it sends the whole traffic to 
the destination hypervisor. When the traffic reaches the 
destination hypervisor, the security policies will be checked 
between the traffic and destination VM. In this case, if the 
traffic is authorized, it will continue its journey to destination 
VM. However, if the traffic does not match with the security 
attributes of destination VM, it will be ignored and dropped in 
the destination hypervisor.  

From the differences between CloudGuard and 
CloudPolice, we can generate two expressions for evaluating 
the latency related to each packet: one for the latency obtained 
with CloudGuard, and the other one for the latency obtained 
with CloudPolice. With CloudGuard, the control packet is 
generated by the source hypervisor, whereas the control 
packet response is generated by the destination hypervisor. 
When one VM wants to communicate with another VM in the 
same cloud environment, the source VM first sends the traffic 
to the source hypervisor. Then, the source hypervisor checks 
the destination address, and finds out the destination 
hypervisor on which the destination VM is hosted on.  

In the next step, the source hypervisor generates a control 
packet, and sends such control packet to the destination 
hypervisor. Then, it keeps the traffic, and does not let the 
traffic to be passed to the destination hypervisor, unless it 
receives back the control packet response from the destination 
hypervisor. In this stage, the responsibility of the destination 
hypervisor is to check the traffic security attributes with the 
security policies of destination VM. If the traffic is authorized, 
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the control packet response asks the source hypervisor to pass 
the traffic.  

As a result, for each traffic flow, one control packet needs 
to be generated with CloudGuard. Based on that, to evaluate 
the average packet latency, we need to multiply the number of 
traffic flows Nf with round trip time RTT. More specifically, 
to derive an expression for the latency, RTT is first added to 
the time it takes to transmit one traffic flow, while only 
considering non intrusion traffic. Then, we add this value to 
the round trip time of the control packet for intrusion traffic. 
Such process is repeated for each traffic flow in order to obtain 
the packet latency. Therefore, the average packet latency 
obtained with CloudGuard is expressed as follows: 

 

𝐷𝐶𝐺 = (𝑅𝑇𝑇 +  
𝑆𝑓

𝐵𝑊
 ) (1 −  𝑃𝑖) + 𝑅𝑇𝑇 × 𝑁𝑓 × 𝑃𝑖            (1) 

where RTT, Sf, BW, Pi and Nf are defined in subsection A. 
Let us now evaluate the average packet latency while 

considering CloudPolice. With such access control 
architecture, when a VM needs to communicate with another 
VM in the same cloud environment, the source VM sends the 
traffic to the source hypervisor. The source hypervisor checks 
the destination VM address and passes the traffic to the proper 
destination hypervisor where destination VM is hosted. Then, 
the destination hypervisor checks the traffic security attributes 
with the security policies of the destination VM. If the traffic 
is not authorized, the destination hypervisor generates a 
control packet, and sends it to the source hypervisor in order 
to inform the source hypervisor to block the next stream of the 
same traffic, or to limit the bandwidth that must be allocated 
to this traffic. Therefore, CloudPolice generates control 
packets only for intrusion traffic flows. As a result, the number 
of control packets that are generated depends on the 
probability of intrusion traffic.  

More specifically, for evaluating the latency obtained with 
CloudPolice, we first need to multiply the number of intrusion 
traffic flows with RTT. Then, we need to evaluate the time it 
takes for intrusion traffic to pass to the network since the 
amount of intrusion traffic may technically consume the 
available network bandwidth. Based on that, we first calculate 
the round trip time RTT of all control packets. Then, RTT is 
added to the time that it takes to pass the intrusion traffic from 
source to destination. As a result, the average packet latency 
obtained with CloudPolice is expressed as follows:  

 

𝐷𝐶𝑃 = (𝑅𝑇𝑇 × 𝑃𝑖 + 
𝑆𝑓

𝐵𝑊
 (1 − 𝑃𝑖)) × 𝑁𝑓                 (2) 

where RTT, Pi, Sf, BW and Nf are defined in subsection A. 
 

C. System throughput 

In order to evaluate the proposed access control 
architecture, the system throughput is also taken into 
consideration. In this context, we develop two expressions for 
the system throughput: one expression for the system 
throughput with CloudGuard and another one for the system 

throughput with CloudPolice. For evaluating the first 
expression, we consider that CloudGuard generates a control 
packet for each traffic flow before passing such traffic to the 
destination hypervisor. The traffic remains in the source 
hypervisor until the source hypervisor receives back the 
control packet response. In this case, only authorized traffic 
flows can pass through the network.  

As a result, for evaluating the system throughput with 
CloudGuard, we first need to divide the number of traffic 
flows by the average latency. Then, we multiply the obtained 
results with the probability of not having intrusive traffic. The 
system throughput with CloudGuard is expressed as follows: 

 

𝑅𝐶𝐺 =
𝑆𝑓𝑁𝑓

𝐷𝐶𝐺

(1 − 𝑃𝑖)                                                         (3) 

where Sf, Nf, and Pi are defined in subsection A, whereas DCG 
is given by (1). 

Moreover, with CloudPolice, no control packet is sent 
before passing traffic packets to the destination hypervisor. In 
other words, all traffic flows pass from the source hypervisor 
to the destination hypervisor. As a result, such traffic flows 
include unwanted and unauthorized traffic. In this context, 
when evaluating the system throughput with CloudPolice, we 
should deduct from such traffic flows the amount of 
unauthorized traffic, since such unauthorized traffic that is 
generated by an intruder may occupy the available network 
bandwidth. Then, the number of traffic flows is divided by the 
average latency obtained in (2), as we multiply such a result 
with the amount of intrusion traffic. The obtained expression 
is valid for the situations where the probability of intrusion 
traffic is between 0 and 0.5. Further, because of the nature of 
CloudPolice, we consider the system throughput equal to zero 
if the probability of intrusion is between 0.5 and 1.  

As a result, the system throughput with CloudPolice is 
expressed as follows: 
 

𝑅𝐶𝑃 = {

𝑆𝑓𝑁𝑓

𝐷𝐶𝑃

(1 − 2𝑃𝑖), 𝑖𝑓 0 ≤ 𝑃𝑖 ≤ 0.5  

0,                    𝑖𝑓    0.5 < 𝑃𝑖 ≤ 1 

                                   (4) 

where Sf, Nf, and Pi are defined in subsection A, whereas DCP 
is given by (2). 
 

D. Numerical results and analysis 

For numerical results, we will compare the system 
throughput obtained with CloudGuard with that obtained with 
CloudPolice. For such comparison, MATLAB Release 2021b 
(R2021b) [17] will be used as a fundamental research tool that 
can mathematically computes the system throughput for both 
architectures according to several scenarios. In this context, a 
number of parameters must be calculated. 

First, it is important to evaluate the size of traffic flows Sf. 
Based on [18], Sf may be expressed as follows: 

Sf = Sp ✕ Np    (5) 
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Figure 10.  System throughput comparison (CloudPolice vs CloudGuard). 

 
 

where Sp represents the packet size, and Np represents the 
number of packets transmitted from source VM to destination 
VM. We then consider packet sizes of 128 bytes (i.e., 1 024 
bits), and we assume that each traffic flow contains 1 000 
packets. As a result, the flow size considered for numerical 
results will be set to 1 024 000 bits. 

Another important parameter for numerical results is the 
number of traffic flows Nf that are sent from source VM to 
destination VM. In order to verify how CloudGuard and 
CloudPolice performs in different situations, we consider Nf 
as random numbers from 1 000 to 10 000, and we choose the 
same Nf value for system throughput comparison. 

Moreover, in [16], RTT is set to 1.5 ms with CloudPolice. 
Since the process of generating control packets with 
CloudPolice is similar to that of CloudGuard, we assume that 
RTT is the same for both access architectures, i.e., 1.5 ms. 
Further, as intrusion traffic is unpredictable in a multi-tenancy 
cloud network, the probability of intrusion traffic Pi will be 
chosen between 0 and 1 for numerical results. 

Figure 10 illustrates the system throughput comparison 
(CloudPolice vs CloudGuard) in function of Pi. We realize 
that, if the probability of intrusion is low (Pi < 0.3215), 
CloudPolice offers better system throughput than 
CloudGuard. Moreover, for Pi = 0.3215, both architectures 
have the same throughput, whereas when the amount of 
intrusion traffic is higher in the cloud system (Pi > 0.3215), 
results show that CloudGuard offers better system throughput 
than CloudPolice.  

Also, it is important to mention that a lot of intrusion 
traffic (Pi > 0. 5) completely paralyzes the cloud system with 
CloudPolice, since the system is unable to offer any 
throughput for Pi > 0. 5. Such results prove that CloudGuard 

is more appropriate than CloudPolice in high-risk multi-
tenancy cloud computing environments. In other words, 
CloudGuard is an effective security architecture which is 
suitable for high-risk environments. A high-risk multi-tenancy 
cloud computing environment refers to a cloud environment 
in which the system is the target of many attacks, as lots of 
intrusion attempts and unwanted traffic are being sent to the 
VMs. Financial institutions and game centers are examples of 
networks that are always targeted by attackers and malicious 
agents. On the other hand, one can hardly imagine a network 
environment with zero intrusion traffic, which means that Pi 
= 0. 

VII. CONCLUSION  

The access control architecture (called CloudGuard) 
proposed in this paper for multi-tenancy cloud environments 
satisfies a number of requirements, such as scalability and 
security. This architecture is scalable in the sense that, if the 
number of VMs grows, we only need to implement this 
architecture in the hypervisor of each physical server without 
any extra changes in the system. Besides that, the architecture 
enables to maintain the security of information in the cloud 
system by controlling the traffic sent from one hypervisor to 
another hypervisor and enforcing the security policies in the 
hypervisor.  

Using MATLAB R2021b, we built a mathematical model 
in order to evaluate CloudGuard performance. More 
specifically, we compared the system throughput obtained 
with CloudGuard with that obtained with CloudPolice. 
Numerical results prove that CloudGuard obviously offers 
better system throughput in critical or high-risk multi-tenancy 
cloud network environments, where the amount of intrusion 
traffic is high. As a result, CloudGuard leads to better 



81

International Journal on Advances in Security, vol 14 no 1 & 2, year 2021, http://www.iariajournals.org/security/

2021, © Copyright by authors, Published under agreement with IARIA - www.iaria.org

performance by avoiding unnecessary traffic and dedicating 
the cloud resources to necessary traffic.  

Future works will focus on intra-cloud traffic. In real 
world cloud environment, the traffic may pass through lots of 
intermediate devices, such as switches, routers and firewalls. 
In this context, when a VM needs to send traffic to another 
VM that is located at another Cloud, we need more complex 
access control updates between hypervisors that are located at 
different cloud environments. Hence, in the context of intra-
cloud traffic, the process of propagation of security attributes 
and updates between hypervisors should be taken into 
consideration. Future works will also focus on implementing 
a prototype of the proposed architecture on a real cloud 
environment. 
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