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Abstract—A firewall is an essential network security component.
It protects network connected company resources from potential
malicious traffic. The firewall rule base, the list of filters to be
applied to network traffic, can quickly become complex up to the
point where companies consider the rule base as unmanageable.
The complexity leads to unforeseen and painful side effects
when the firewall rule base is changed (add/remove filtering
rules). Sufficient literature exists on the root cause of rule base
evolvability issues. However, little research is available on how
to properly construct a rule base such that the evolvability
issues do not occur. Normalized Systems (NS) theory provides
proven guidance on how to create evolvable modular systems.
In this paper NS is used to study the combinatorics involved
when creating a firewall rule base. Based on those combinatorics,
an artifact (method) is proposed to create a firewall rule base,
that has evolvability in its design. As a network rarely contains
only one firewall, the impact of different filtering strategies and
changes on multiple firewalls, is studied as well.

Keywords–Normalized Systems; Firewall; Rule Base; Filtering
Strategies.

I. INTRODUCTION

This paper is an extended version of “Using Normalized
Systems to Explore the Possibility of Creating an Evolvable
Firewall Rule Base” [1] Firewalls are an essential component
of network security. They have been protecting network-
connected resources for over 25 years and will continue to do
so for the next decades [2] [3]. Initially, firewalls were used
to protect a company against threats coming from the outside
(i.e., the “evil Internet”). Such kind of filtering is called North-
South traffic filtering [4]. But security breaches are not only
caused by access through the Internet. A significant portion
of security breaches are caused from within the company
network [5] where hacks have become more sophisticated.
Getting a foothold on one resource on the internal network and
from there on hopping between resources, is a known hacking
strategy against which filtering North-South traffic offers no
protection. For this reason, protecting the network-connected
resources from internal traffic, referred to as East-West traffic
[4], is gaining ground.

Networks are becoming more and more complex: they
often contain multiple firewalls, which protect numerous net-
work segments. The rule base of those firewalls (i.e., the
definitions of which traffic is allowed or not) is becoming
equally complex, up to the point where it becomes almost

unmanageable. In a survey organized by Firemon [6], 73 %
of survey participants stated that their firewall ranges from
“somewhat complex” to “out of control”. Further, complexity
is the highest-ranked challenge for firewall management [2]
[3].

The firewall rule base is a classic example of a system that
needs to evolve. It starts with one firewall, and two network
segments and filtering rules between them. As the network
grows, the number of resources connected to the network
grows, the number of services offered on the network grows,
and the number of security threats grows. The resulting firewall
rule base will enlarge dramatically. This evolution will, at some
point, result in a rule base where regular changes (i.e., the
addition of a rule or the removal of a rule) result in unforeseen
side effects. Those effects are proportional to the size of the
rule base: the bigger the system (rule base), the worse it gets
[2].

A network rarely contains only one firewall. Large com-
panies have networks containing many firewalls. Valuable IT
assets, located in data centers, are protected by multiple layers
of firewalls. A single firewall can quickly become a non-
evolvable system. Multiple firewalls only make the problem
worse. Besides the question on how to create the correct rule
and implement it on the rule base, one also has to decide on
which firewall(s) this rule should be applied.

Normalized Systems (NS) theory [7]–[11] studies combi-
natorics in modular systems and provides a set of theorems to
design modular systems exhibiting ex-ante proven evolvability.
The goal is to avoid so-called combinatorial effects (CE). CE’s
are impacts that are proportional to the type of change as well
as the size of the system to which the change is applied. When
all modules of a system respect the NS theorems, the system
will be free of such CE’s. At that point, the system can be
considered stable under change for a set of anticipated changes
(such as adding and removing components from the system).

Multiple vendors sell tools to analyze a firewall rule
base and can even be used to simplify it (e.g., Firemon,
Tufin, Algosec). Some academic research on such analyses is
available as well. Both industry and academics seem to focus
on improving existing rule bases. However, a more ambitious
objective would be to avoid this type of problem upfront
through the deliberate design of the rule base and incorporate
evolvability by design.
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This paper will study the combinatorics involved in the
firewall rule base. We will propose an artifact (a method), that
translates the general NS theorems into a set of firewall rule
base principles. When applied, this will result in an ex-ante
proven evolvable (free of CE) rule base with respect to the
addition and removal of rules to the firewall rule base.

We will start with a literature review and relate work. The
remainder of the paper is structured according to the Design
Science approach [12] [13]. Therefore, Section III starts by
explaining some firewall basics and explains the evolvability
issues of a firewall rule base. Section IV describes the artifact
goals and design. The artifact is demonstrated (apply changes
to a rule base) and evaluated in Section V. Section VI
elaborates on different filtering strategies and Section VII
will address the problems and possible solutions related to
multiple firewalls. In Section VIII, automation and scaling of
the propose solution is discussed and a link is made with the
concept of Software Defined Network. In Section IX a part of
the literature review is revised and weaknesses of the artifact
are pointed out. Finally, Section X wraps up the paper and
proposes future research.

This article builds on earlier research [11], where the
applicability of NS for IT infrastructure systems was being
explored. The current paper focuses on a practical case where
NS and domain-specific knowledge on firewalls are combined,
resulting in a design strategy for an evolvable firewall rule base
and network firewall architecture.

II. LITERATURE REVIEW AND RELATED WORK
The academic literature about firewalls can be divided into

3 groups. The first group (published roughly before the year
2000) focuses on the performance of the firewall and the hard-
ware used to perform the actual package filtering. The second
group (published roughly between 2000 and 2006) focuses on
the complexity and issues with the rule base of the firewall.
The third group (published roughly after 2006) focuses on the
firewall in a Software Define Network (SDN) context, where
distributed firewalls and software defined firewalls are used.
As this paper focuses on the complexity and issues related to
the firewall rule base, the following literature review will only
focus on the second group of papers [14]–[25]. To the best
of our knowledge, we did not find papers which specifically
address and try to solve the evolvability issues of the firewall
rule base. Next to academic papers, reports from Forrester
and white papers from industry leaders were used as well
[2]–[6], [26]–[28]. Those reports include surveys, which give
information on the current state-of-affairs. One might think
that, because academic publication about rule base issues have
diminished after 2006, the problem is solved. However, the
surveys provide a different view. Companies are still struggling
with their firewall [2]–[6], [26]–[28]. This can be due to the
“knowing-doing” gap or because the issue is not fully resolved.

Most papers start by stating that there is a problem with
the firewall rule base because of:
• Translation issues: how to convert a high level secu-

rity policy into a low-level language of firewall rules
[14]–[25] [26].

• Size of the rule base issues: a large rule base is
considered complex [6] [16] [20] [22] [23].

• Error and anomalies issues: A rule base is error-
prone due to complexity and manual interventions [2]–
[6], [15], [16], [23], [26]–[28] and can contain firewall

rule conflicts or anomalies [6], [14]–[16], [19], [21]–
[23], [25], [27].

The “Translation-issue” is tackled by proposing tools,
which could translate high level security concepts into low
level firewall rules. FANG [19], FIRMATO [16], LUMETA
[18] are artifacts proposed and described, which help translat-
ing high level security requirements into a low level firewall
rule base. There are however no guarantees that these tools
deliver a small and simple firewall rule base free of anamolies
[16]. Companies such as TUFIN, ALGOSEC, FIREMON,
VMWare also deliver commercial tools, which claim to help
managing the complexity of network security. The tools do not
prescribe, neither enforce how a rule base should be created
in order to be free of anomalies and exhibit evolvability.

The “Size of the rule base issue” receives a lot of attention.
Effort is put in reducing the rule base to a minimum list
of rules, that still answer to the filtering requirements. The
motivation for this “reduction of the rule base” is performance,
although in [16] it was suggested that the actual size of the rule
base is not related to the way the hardware actually applies the
rules. This suggests a decorrelation between the size of the rule
base and the firewall performance. This point will be revisited
in Section IX.

The “Error issue” due to complexity and manual inter-
vention is recognized and confirmed in recent surveys [2]–[6],
[26]–[28]. The academic papers focus more on the technical
root causes of the errors, being the anomalies in the rule base.
Over time, the definitions of the types of anomalies, their
formal definition and proof, have evolved and resulted in a
definition of how a firewall rule base should look like in order
to remain stable under change: a firewall rule base should only
include disjoint rules [15] [21] [22] [23] [24] [25]. Artifacts
have been put forward [15] [16], [20]–[22], [25], which allow
to scan the rule base for non-disjoint rules and make them
disjoint if required. The same artifacts allow to assess the
impact of adding a new rule and adjusting the rules in such
way that the rule base only contains disjoint rules. However,
each time a rule is entered, the whole rule base needs to be
scanned to detect potential anomalies between the existing rule
base and the new rule. The effort of making a change to the
system is thus proportional to the size of the system.

The literature review shows that the problems related to the
firewall rule base are well known and the necessary condition
to keep the rule base under control (i.e., having disjoint rules)
is also known. However, clear architectural guidance on how
to create a disjoint rule base as of the moment of conception, is
lacking. It is exactly this architectural guidance, making use of
NS, which is the main contribution of this paper. By structuring
the rules in such a way that they are always disjoint, one can
add and remove rules without having to analyze the rule base
or worry about unforeseen side effects of the change.

III. GENERAL BACKGROUND AND PROBLEM
DESCRIPTION

This section explains some fundamental concepts about
firewalls, followed by a summary of the issues regarding the
evolvability of a firewall rule base. The section continues by
explaining the notion of firewall group objects, their value, and
related issues. The section continues with a brief explanation
of the Zero Trust (ZT) filtering strategy, which is one of the
design objectives of the envisioned artifact, and terminates with
an introduction to the Normalized Systems Theory.
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Figure 1. Firewall concepts

A. Firewall concepts
An IP4 TCP/IP based firewall, located in the network path

between resources, can filter traffic between the resources,
based on the Layer 3 (IP address) and Layer 4 (TCP/UDP
ports) properties of those resources [29] [30]. Filtering happens
by making use of rules. A rule is a tuple containing the
following elements: <Source IP, Destination IP, Destination
Port, Protocol, Action>. IP stands for IP address and is a 32-
bit number that uniquely identifies a networked resource on a
TCP/IP based network. The rule is evaluated by the firewall,
meaning that when it sees traffic coming from a resource with
IP address =<Source IP>, going to resource =<Destination
IP>, addressing a service listening on Port = <Destination
port>, using Protocol = <Protocol>, then the firewall will
perform an action = <Action>. The action can be “Allow”
or “Deny”. See Figure 1 for a graphical representation of the
explained concepts.

A firewall rule base is a collection of order-sensitive rules.
The firewall will evaluate all inbound traffic against the ordered
rule base. The firewall starts at the top of the rule base until
it encounters the first rule that matches the criteria (Source,
Destination, Destination Port, Protocol) of the traffic. The
firewall then performs the action as specified in the rule. In a
firewall rule, <Source IP>, <Destination IP>, <Destination
Port> and <Protocol> can be one value or a range of values.
The protocol can be TCP or UDP. In the remainder of this
document, the notion of protocol is omitted as it can be
included in the Port variable (for example, TCP port 58 or
UDP port 58).

B. Firewall evolvability issues
As a rule base changes over time, different rules start

interfering with each other, resulting in complexity. In [15],
the following relations are defined between rules:
• Disjoint: Two rules R1 and R2 are disjoint (completly

or partially), if they have at least one criterion (source,
destination, port) that has completely disjoint values
(= no overlap or match).

• Exactly Matching: Two rules R1 and R2 are exactly
matched, if each criterion (source, destination, port)
of the rules match exactly.

• Inclusively Matching: A rule R1 is a subset, or

Figure 2. Possible relationships between rules (from [21])

inclusively matched to another rule R2, if there exists
at least one criterion (source, destination, port) for
which R1’s value is a subset of R2’s value and for
the remaining attributes, R1’s value is equal to R2’s
value

• Correlated: Two rules R1 and R2 are correlated, if
R1 and R2 are not disjoint, but neither a subset of the
other.

Figure 2 represents the differnet relation in a graphical
manner. Exactly matching, inclusively matching and correlated
rules can result in the following firewall anomalies [15]:
• Shadowing Anomaly: A rule R1 is shadowed by an-

other rule R2 if R2 precedes R1 in the policy, and R2
can match all the packets matched by R1. The result
is that R1 is never activated.

• Correlation Anomaly: Two rules R1 and R2 are cor-
related if they have different filtering actions and R1
matches some packets that match R2 and R2 matches
some packets that R1 matches.

• Redundancy Anomaly: A redundant rule R1 performs
the same action on the same packets as another rule
R2 so that if R1 is removed the security policy will
not be affected.

A fully consistent rule base should only contain disjoint
rules. Disjoint rule are completely disjoint or partially dis-
joint. In that case, the order of the rules in the rule base
is of no importance and the anomalies described above will
not occur [15] [21]–[25] ). However, due to several reasons
such as unclear requirements, a faulty change management
process, lack of organization, manual interventions, and system
complexity [13], the rule base will include correlated, exactly
matching, and inclusively matching rules. Combined with the
order-sensitivity of the rule base, changes to the rule base
(the addition or removal of a rule) can result in unforeseen
side effects. To be confident that a change will not introduce
unforeseen side effects, the whole rule base needs to be
analyzed. Therefore, the impact of the change is proportional
to the change and the size of the system, being the complete
rule base. According to NS, this is a CE. As a result, a firewall
rule base containing rules other than disjoint rules, is unstable
under change.
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C. Firewall group objects
A rule base made up of IP’s as source/destination and port

numbers is difficult to interpret by humans. It is just a bunch of
numbers. Modern firewalls allow the usage of firewall objects,
called groups, to give a logical name to a source, a destination,
or a port, which is more human-friendly. Groups are populated
with IP addresses or ports. Groups can be nested.

Using groups should improve the manageability of the
firewall. But, using groups can easily result in the introduction
of exactly matching, inclusively matching or correlated rules
as well.
Example:
“Group Windows APP” and “Group Windows APPS” could
be two groups with each contain the IP addresses of all
Windows Application Servers. The latter may have been cre-
ated without knowledge of the former [6], introducing exactly
matching rules. The group memberships may start to deviate
from each other, introducing correlated or inclusively matching
rules, which could lead to anomalies in the rule base. The
group structure must be well designed to avoid this.

D. Zero Trust
In [18] [19] [20] Forrester advocates the usage of a Zero

Trust (ZT) model:
• Ensure all resources are accessed securely, regardless

of location and hosting model,
• Adapt a “least privilege” strategy and strictly enforce

access control,
• Inspect and log all traffic for suspicious activity.

The working assumption in the case of protecting network-
connected resources is that all traffic towards those resources
is considered a threat and must be inspected and secured. A
network-connected resource should only expose those services
via the network, which are minimally required. Also, each
network connected resource should only be allowed access to
what it needs.

E. Introduction to Normalized Systems
The Normalized Systems Theory [7]–[10] originates from

the field of software development. There is a widespread belief
in the software engineering community that using software
modules decrease complexity and increases evolvability. It is
also well known that one should strive towards “low coupling
and high cohesion”. The problem is that the community does
not seem to agree on how exactly “low coupling and high
cohesion” needs to be achieved and what the size of a module
should be, to achieve low complexity and high evolvability.

The Normalized Systems Theory takes the concept of sys-
tem theoretic stability from the domain of classic engineering
to determine the necessary conditions a modular structure of
a system must adhere to in order for the system to exhibit
stability under change. Stability is defined as Bounded Input
equals Bounded Output (BIBO). Transferring this concept to
software design, one can consider bounded input as a certain
amount of functional changes to the software and the bounded
output as the number of effective software changes. If the
amount of effective software changes is not only proportional
to the amount of functional changes but also the size of
the existing software system, then NS states that the system
exhibits a Combinatorial Effect and is considered unstable
under change. Normalized Systems Theory proves that, in
order to eliminate Combinatorial Effects, the software system

must have a certain modular structure, where each module
respects four design rules. Those rules are:
• Separation of Concern (SoC): a module should only

address one concern or change driver
• Separation of State (SoS): a state should separate

the use of a module by another module during its
operation

• Action Version Transparency (AVT): a module, per-
forming an action should be changeable without im-
pacting modules calling this action.

• Data Version Transparency (DVT): a module per-
forming a certain action on a data structure, should
be able to continue doing this action, even is the
data structures has undergone change (add/remove
attributes)

Only by respecting those rules, the system can infinity grow
and still be able to incorporate new requirements.

Although NS originates in software design, the appli-
cability of the NS principles in other disciplines such as
process design, organizational design, accounting, document
management, and physical artifacts. The theory can be used to
study evolvability in any system that can be seen as a modular
system and derive design criteria for the evolvability of such a
system. In this paper, NS will be used to study the evolvability
of the firewall rule base.

IV. CREATING AN ARTIFACT FOR AN EVOLVABLE RULE
BASE

This section starts with investigating the modular structure
of a firewall rule base, followed by a discussion of the issues
that surface when the modular structure is instantiated. The
section continues with a set of formal definitions of the firewall
rule base components, from which the combinatorics are
derived when creating a firewall rule base. The combinatorics
are used to distill the design rules for the evolvable rule base.
The design rules are translated into the actual artifact.

Based on the analysis of the problem space in the previous
section, the objective is:
• To create a rule base compliant with the ZT concept.
• To create a rule base that contains only disjoint rules.
• To create a rule base, making use of firewall group

objects to improve readability and manageability.
• To create a rule base that is evolvable for the following

anticipated changes: the addition and removal of rules.
NS will be used to structure this evolvable rule base.

A. Modular structure of the rule base
A rule base is the aggregation of rules. A rule is an aggre-

gation of Source, Destination, Service, and Action. Source is
the aggregation of Clients requiring services. Destination is the
aggregation of Hosts offering services. Service is the aggrega-
tion of Ports (combination of port number and protocol), which
compose a service. Figure 3 represents the implicit modular
data structure of a rule base in a firewall. Implicit because
firewall vendors do not publish the internal data structure
they use. The model corresponds with the type of information
one needs to enter to create a rule in a firewall. Therefore,
we assume that the model is a sufficient representation of a
firewall rule base. In NS terms, the modular structure would
be considered as evolvable when “Separation of Concern” is
respected (the theorems “Separation of State” and “Data and
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Figure 3. Modular Structure of a rule base

Action Version Transparency” are not relevant for the analysis
of the rule base structure). As each of the mentioned modules
focusses on one concern, one tends to conclude that the design
of a rule base can be considered as stable under change.

B. Module instantiation
If the modular structure of the rule base seems to be stable

under change, then where does the problem of non-evolvable
rule bases comes from? In this respect, it is important to be
aware that a firewall rule base is an order-sensitive system.
More specifically, each instantiation of a rule must be given
the correct place in the rule base, or the rule will have an
impact on existing rules (see Section III). The order sensitivity
is the root cause of the evolvability issues when the modular
structure is instantiated. Indeed, it seems that —in some
specific situations— certain evolvability issues of a modular
structure only show up at instantiation time. Therefore, it is
interesting to look at the application of the NS theorems at
the instantiation level as well. In the context of this research,
this would mean that we need to look whether the addition
or removal of instantiations (of rules) can result in CE’s,
and thus evolvability issues, making an operational system
unmanageable.

Eliminating the order-sensitivity of the rule base is the
key to solving the problem. A firewall rule base should only
contain disjoint rules. Disjoint rules have no coupling with
other rules and are thus compliant with the “Separation of
Concern” theorem of NS.

C. Formal definitions of rule base components
Let N represent a Layer 4 TCP/IP based network, in which

2 groups of network connected resources can be defined:
• The hosts, providing network services via TCP/IP

ports.
• The clients, requiring access to the services offered by

the host.

The network contains a firewall with configuration F,
which is configured in a way that only certain clients have
access to certain services on certain hosts. The ZT principle
should be applied, meaning that clients have only access to
those services on hosts they have been given explicit access to.

Let Port represent a Layer 4 TCP/IP defined port.
• Port.name = the name of the port.
• Port.protocol = the layer 4 TCP/IP protocol, being one

of the following two values: TCP or UDP.
• Port.number = the number of the port, represented as

an integer ranging from 1 to 216.
Let P represent the list of Ports, of length = pj .

P[1] ... P[pj].
P[j] contains a Port.
1 ≤ j ≤ pj.

Let Service represent a network service accessible via a list
of layer 4 TCP/IP ports.
• Service.name = name of the service.
• Service.ports = list of ports = P.

Let S represent a list of Services, of length = sj.
S[1] ... S[sj].
S[i] contains a Service.
1 ≤ i ≤ sj.

Let Host represent a network host that provides services.
• Host.name = the Fully Qualified Domain Name

(FQDN) of the network host.
• Host.IP = the IP address of the network host.

Let H represent a list of Hosts, of length = hj. The length of
H is a function of the network N.

H[1] ... H[hj].
H[k] contains a Host.
1 ≤ k ≤ hj.
hj = fh(N)

Let Client represent a network client that requires access to
hosted services.
• Client.name = the FQDN of the network client.
• Client.IP = the IP address of the network client.

Let C represent a list of Clients, of length = cj. The length of
C is a function of the network N.

C[1] ... C[cj].
C[l] contains a Client.
1 ≤ l ≤ cj.
cj = fc(N)

Let R represent a firewall rule.
• R.Source = a list of Clients Cs of length = csj, where

◦ 1 ≤ csj≤ cj
◦ Cs ⊂ C

• R.Destination = a list of Hosts Hd of length = hdj,
where
◦ 1 ≤ hdj≤ hj.
◦ Hd ⊂ H.

• R.Ports = a list of Ports = a Service Sp
◦ where Sp ∈ S[sj].
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• R.Action = either “Allow” of “Deny”.
Let F, representing a list of rules R of length = fj, be the
ordered firewall rule base F
• F[1] ... F[fj]
• F[m] contains a firewall rule R
• 1 ≤ m ≤ fj
• F is order-sensitive. If Rx is a firewall rule at location

y in F, then the behavior of the firewall can be
different if Rx is located at position z instead of y,
where z:1→ fj and z 6= y. Whether or not the behavior
is different depends on the relation Rx has with the
other rules of F.

D. Combinatorics
1) Ports: Port numbers are represented by 16-bit binary

number and thus go from 1 to 216. Assuming that only TCP
and UDP protocols are considered for OSI Layer 4 filtering,
the possible number of values for Ports is equal to 2.216 = 217.

2) Services: S is the list of all possible services delivered
via all ports exposed on the network N.
Smax is the largest possible list of services, with length = sjmax,
in which all possible combinations of possible Ports are being
used, where

sjmax =

217∑
k=1

(
217

k

)
(1)

3) Hosts: The size of the list H, hj, is function of the
network N and expressed as hj = fh(N).
Hmax is the list of all possible lists of hosts that are part of H.
The length of this list is hjmax, where

hjmax =

hj∑
a=1

(
hj

a

)
(2)

and where hj = fh(N).
4) Services on Host: The maximum number of

Hosts/Services combinations = hjmax.sjmax =

hjmax.sjmax =

(
hj∑
a=1

(
hj

a

))
.

 217∑
k=1

(
217

k

) (3)

where hj = fh(N).
5) Clients: The size of the list C, cj, is a function of the

network N. and expressed as cj = fc(N).
Cmax is the list of all possible lists of clients that are part of
C. The length of this list is cjmax where

cjmax =

cj∑
a=1

(
cj

a

)
(4)

where cj = fc(N).

6) Rules and rule base: In a rule R,
• R.Source can contain any element of Cmax.
• R.Destination can contain any element of Hmax.
• R.Ports can contain any element of Smax.
• R.Action is the maximum number of action combina-

tions, being 2 (“Allow” or “Deny”)

The firewall rule base Fmax contains all possible rules that
can be made with Cmax, Hmax and Smax

fjmax = 2.cjmax.hjmax.sjmax (5)

fjmax = 2.

(
cj∑

a=1

(
cj

a

))
.

(
hj∑
a=1

(
hj

a

))
.

 217∑
k=1

(
217

k

)
(6)

where cj = fc(N) and hj = fh(N)

The possible design space for a rule base is phenomenal.
Multiple rules can deliver one particular required functionality.
Choosing the right rule is a real challenge. As the network
grows and fc(N) and fh(N) grow, choosing the right firewall
rule from the design space becomes even more difficult. To
gain control over the design space, it needs to be consciously
reduced.

E. Designing an evolvable rule base
A rule will be made up of:
• Cs representing the Source, where Cs⊂ Cmax.
• Hd representing the Destination, where Hd⊂ Hmax.
• Sp representing the Ports, where Sp ∈ Smax.
• Action is to be “Allow” as each rule in the rule

base explicitly provides access to allowed services on
allowed hosts.

• R = (Cs, Hd, Sp, “Allow’)
Note that the last rule in the rule base F, F[fj] has to be
the default deny rule (Rdefault deny) as, when no rule explicitly
provides access to a service on a host, the traffic needs to be
explicitly blocked.

Rdefault deny.Source = ANY,
Rdefault deny.Destination=ANY,
Rdefault deny.Port= ANY,
Rdefault deny.Action = “Deny”.

From Section III-B, it is known that:
• A Firewall rule base is order-sensitive.
• Different types of relations/coupling can exist between

rules.
• If all rules are disjoint from each other, there is no

coupling between the rules.
• If all rules are disjoint, the rule base is no longer order-

sensitive.
• If a new rule is added to the rule base and it’s disjoint

with all existing rules, then the location of the rule in
the rule base is not important.

If the whole firewall rule base needs to be checked to
see if a rule is disjoint to all existing rules, a CE is being
introduced. Introducing a new rule to, or removing a rule
from the system should result in work that is proportional to
the newly required functionality and not into work, that has
no logical link to the required functionality and that requires
searching throughout the whole system (being the entire rule
base). Or as NS formulates it: the impact of the change should
be proportional to the nature of the change itself, and not
proportional to the system to which the change is applied.

Disjoint rules have no overlap in source or destination or
ports. The following combinations are possible:
• No overlap in sources - do not care about destination

and port overlaps.
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• No overlap in destinations - do not care about source
and port overlaps.

• No overlap in ports - do not care about source and
destination overlap.

• No overlap in source-destination combination, do not
care about ports.

• No overlap in source-ports combinations, do not care
about destinations.

• No overlap in destination-ports combinations, do not
care about sources.

• No overlap in source-destination-port combination.
Cs is fc(N) and Hd is fh(N). The network is an

uncontrollable variable. Trying to find a way to structure Cs
and Hd to allow for disjoint rules starting from this variable,
will not yield to anything useful. On the other hand, Sp
represents the ports and is bound: the nature of TCP/IP limits
the number of possible ports and thus all port combinations.
It thus makes sense to look for a way to guarantee that there
is no overlap at port/service level.

Let us consciously restrict Sp to Su, so that Su only
contains unique values.{

∃!Su[m] in Su for m:1→suj.
Su[u] ∩ Su[v] = ∅, where u, v:1→suj, and u 6= v

If each service is represented by 1 port, Su will contain
217 elements, which is the max size of Su in this restricted
case.
The service Su[m] can be delivered by many hosts.

Let HdSu[m] represent the list of hosts that offer service
Su[m].

HdSu[m] ⊂ Hmax and HdSu[m][x] contains a single host.
HdSu[m] contains unique and disjoint elements.
∃!HdSu[m][x] in HdSu[m]for x:1→hdm
HdSu[m][u] ∩ HdSu[v] = ∅, where u, v:1→hdmj, and u 6= v

Combining hosts and services (HdSu[m][x],Su[m]) where
x:1→hdmj, gives a list of tuples that are disjoint. This hold
for all m:1→suj. At this point, all services and hosts who
deliver the services, form tuples that are disjoint and can thus
be used as a basis for creating an order independent firewall
rule base. CsHdSu[m][x] is the list of clients that have access to
service Su[m], defined on host HdSu[m][x].
By using :
• Su[m] where m:1→suj, with suj=number of disjoint

services offered on the network, for defining R.Port
• HdSu[m][x], x:→hdmj, with hdmj=number of hosts

offering Su[m], for defining R.Destination
• CsHdSu[m][x] being the list of clients requiring access to

service Su[m] on host HdSu[m][x], of length = cjs, for
defining R.Source

• “Allow”, for R.action
disjoint rules are being created, usable for an evolvable firewall
rule base.

F. The artifact
What has been discussed in the previous section needs

to be transformed into a solution usable in a real firewall.
As discussed in Section III-C, firewalls work with groups.
Groups can be used to represent the concepts discussed in the

previous sections.

1) Starting from an empty firewall rule base F. Add as
first rule the default deny rule F[1]= Rdefault deny with

Rdefault deny.Source = ANY,
Rdefault deny.Destination=ANY,
Rdefault deny.Port= ANY,
Rdefault deny.Action = “Deny”.

2) For each service offered on the network, create a
group. All service groups need to be completely
disjoint from each other: the intersection between
groups must be empty.
Naming convention to follow:
• S service.name,
• with service.name as the name of the service.

3) For each host offering the service defined in the
previous step, a group must be created containing
only one item (being the host offering that specific
service).
Naming convention to follow:
• H host.name S service.name,
• with host.name as the name of the host offer-

ing the service
4) For each host offering the service from the first step, a

client group must be created. That group will contain
all clients requiring access to the specific service on
the specific host.
Naming convention to follow:
• C H host.name S service.name

5) For each S service.name,H host.name S service.name
combination, create a rule R with:

R.Source =C H host.name S service.name
R.Destination = H host.name S service.name
R.Port= S service.name
R.Action = “Allow”

Add those rules to the firewall rule base F.
The default rule Rdefault should always be at the end
of the rule base.

By using the artifact’s design principles, group objects are
created that form the building blocks for an evolvable rule
base. Each building block addresses one concern.
If each service of Su is made up of only one Port, then the Su
will contain maximum 217 elements, resulting in maximum
217 service groups S service.name being created. For each
host, maximum 217 services can be defined, expressed in
H host.name S service.name destination groups. According
to the artifact, one rule per host and per service, must be
created. This reduced the rule base solution space from

2.

(
cj∑

a=1

(
cj

a

))
.

(
hj∑
a=1

(
hj

a

))
.

 217∑
k=1

(
217

k

) (7)

where cj = fc(N) and hj = fh(N)
to:

fj = hdj.suj + 1 = hdj.217 + 1 (8)

with hdj = number of hosts connected to the network.
hdj = fh(N). The “+1” is the default deny rule Rdefault deny

7

International Journal on Advances in Security, vol 13 no 1 & 2, year 2020, http://www.iariajournals.org/security/

2020, © Copyright by authors, Published under agreement with IARIA - www.iaria.org



V. DEMONSTRATE AND EVALUATE ARTIFACT

In this section, we will demonstrate the artifact. We will
apply different changes on a rule base (add/remove rule) and
on the components that make up rule (add/remove a service,
add/remove a host, add/remove a client). We also show what
happens if rules are aggregated. The section terminate with an
evaluation of the proposed artifact.

A. Add and remove a rule
Creating rules according to the artifact’s design principles,

leads to rules that are disjoint from each other. Disjoint rules
can be added and removed from the firewall rule base without
introducing CE’s.

B. Adding a new service to the network
A new service is a service that is not already defined in

Su. The new services results in a new definition of a service
being added to Su. The artifact prescribes that a new group
S service.name must be created for the new service. The group
will contain the ports required for the service. For each new
host offering the service, the artifact prescribes to create a
new group destination H host.name S service.name, and an
associated source group C H host.name S service.name. The
destination groups are populated with only one host (the host
offering the service). The source groups are populated with all
clients requiring access to the service one specific host. All
building blocks to create the disjoint rules are now available.
For each host offering the new service, a rule must be created
using the created groups. No CE’s are being introduced during
these operations. Adding the new rules to the rule base does
not introduce CE’s (see Section V-A).

C. Adding a new host offering existing services, to the network
A new host is a host that is not already defined in

Hd. The new host results in a new host definition be-
ing added to Hd. The artifact prescribes that a new group
H host.name S service.name must be created for each ser-
vice delivered by the host and a corresponding source group
C H hostṅame S service.name must be created as well. The
destination groups are populated by their corresponding hosts.
The source groups are populated with all clients requiring
access to the service on that host. All building blocks to create
the disjoint rules are now available. For each service offered by
the new host, a rule must be created using the created groups.
No CE’s are being introduced during these operations. Adding
the new rules to the rule base does not introduce CE’s (see
SectionV-A).

D. Adding a new host offering new services, to the network
Combining Sections V-C and V-B delivers what is required

to complete this type of change. The artifact prescribes that
new service groups must be created for new services. An equal
amount of destination groups needs to be created and each
populated by the new host. The same amount of source groups
needs to be created and populated by the clients requiring
access to one of the new services on the new host. All building
blocks to create the disjoint rules are now available. For each
combination (new host, new service), a rule must be created
using the created groups. No CE’s are being introduced during
these operations. Adding the new rules to the rule base does
not introduce CE’s (see Section V-A).

E. Adding a new client to the network
Adding a new client to the network does not require

the creation of new rule building blocks or the addition of
new rules. The new client only needs to be added to those
source groups that give access to the required services/hosts
combinations. No CE’s are being introduced during these
operations.

F. Removing a service from the network
Let sr be the service that needs to be removed from the

network. The name of the service is sr.name=sremove. The
service is part of Su. The group corresponding with sr is
S sremove. The hosts offering the service correspond with
the groups H host.name S sremove. The clients consuming
the service are defined in C H host.name S sremove. All
building blocks to identify the rules that require removing from
the rule base are now available. For each host offering sr, the
corresponding rule

Rdefault deny.Source = C H host.name S sremove
Rdefault deny.Destination=H host.name S sremove
Rdefault deny.Port= S sremove
Rdefault deny.Action = “Allow”

must be removed from the rule base. No CE’s are being
introduced during these operations. Removing rules from the
rule base does not introduce CE’s (see Section V-A). The
service sr needs to be removed from Su as well as the
corresponding group S remove in the firewall.

G. Removing a host from the network
Let hr be the host that needs to be removed from the

network. The name of the host is hr.name=hremove. The
host is part of Hd. There will be as much destination groups
for hr as there are services offered by hr. They are defined
by H hremove S service name. The same holds form the
source groups, defined by C H hremove S service.name. All
building blocks to identify the rules that require removal from
the rule base are available. For each service offered by hr, the
corresponding rule

Rdefault deny.Source = C H hremove S service.name
Rdefault deny.Destination=H hremove S service name
Rdefault deny.Port= S service.name
Rdefault deny.Action = “Allow”

must be removed from the rule base. No CE’s are being
introduced during these operations. Removing rules from the
rule base does not introduce CE’s (see Section V-A). The host
hr needs to be removed from Hd and the corresponding groups
H remove S service.name in the firewall, must be removed as
well.

H. Removing a service from a host
Let sr be the services with sr.name=sremove, which

needs removing from host hr with hr.name = hremove. The
service is part of Su. The group corresponding with sr is
S sremove. The destination group for service sr on host hr,
is H hremove S sremove. The corresponding source group is
C H hremove S sremove. All building blocks to identify the
rule 

Rdefault deny.Source = C H hremove S sremove
Rdefault deny.Destination=H hremove S sremove
Rdefault deny.Port= S sremove
Rdefault deny.Action = “Allow”
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which require removing from the rule base are available. No
CE’s are being introduced during these operations. Removing
rules from the rule base does not introduce CE’s (see Sec-
tion V-A). The service sr does not need to be removed from
Su and neither does the corresponding group as the service is
still offered on other hosts.

I. Removing a client from the network
Let cr be a client that needs to be removed from the

network. The client is part of Cs. Removing a client from
the network does not require removing rules from the rule
base. The client needs to be removed from the different source
groups that provide the client access to specific services on
specific hosts. If the services and hosts to which the client has
access are known, then the source group from which the client
needs to be removed, are known as well. If the services and/or
hosts are not known, then an investigation of all the source
groups is required to see if the client is part of the group or
not. If part of the group, the client needs to be removed. The
client also needs to be removed from Cs. Determining if a
client is part of a source group can be considered as a CE as
all source groups require inspection.

J. The impact of aggregations
When following the prescriptions of the artifact, many

groups and rules will be created (see Section V-K for more
details). The urge to aggregate and consolidate rules into
more general rules, will be a natural inclination of firewall
administrators as a smaller rule base will be (wrongfully)
considered as a less complicated rule base. However, any form
of aggregation will result in loss of information. It is because
the artifact consciously enforces fine-grained information in
the group naming and usages that disjoint rules can be created
and the ZT model can be enforced. If due to aggregations
it can no longer be guaranteed that rules are disjoint, then
a CE-free rule base can no longer be guaranteed either.
Aggregation will also lead to violations of the ZT model.

We provide two examples of aggregations.

Aggregation at service level: all hosts offering the same
service are aggregated into one destination group. Such an
aggregation excludes the possibility of specifying that a client
needs access to a specific service on a particular host. A
client will have access to the service on all hosts offering
the service, desired or not. In such a configuration, ZT can
no longer be guaranteed. As long as the services on the
network are unique, so will be the port groups. Rules will
stay disjoint and the rule base CE-free. The moment that one
starts combining ZT and non-ZT rules, non-disjoint rule will
pop-up. The rule base can no longer be guaranteed to be
CE-free.
Example: if for some reason, it cannot be allowed that a client
has access to the service on all hosts and a special service
group is being created (no longer disjoint with the existing
service group) with a special associated destination group
(no longer disjoint with existing destination groups), the rule
created with those groups is not disjoint with existing rules
in the rule base and the effect of adding this rule to the rule
base is no longer guaranteed CE-free.

Aggregation at host level: all services offered on a host
are aggregated into one host-bound port/service group. The

aggregation method excludes specifying that a client needs
access to some of the services on the host. A client will have
access to all services defined on the host, desired or not. In
such a configuration, ZT can no longer be guaranteed. As long
as the destination groups are unique, disjoint rules can still be
created. The moment that ZT and non-ZT rules are combined,
non-disjoint rule will pop-up. The rule base can no longer be
guaranteed CE-free.
Example: if for some reason, it cannot be allowed that a client
has access to all services on the host and a special service
group is being created (no longer disjoint with existing service
groups) with a special associated destination group (no longer
disjoint with existing destination group), the rule created with
those groups is not disjoint with existing rules in the rule base
and the effect of adding this rule to the rule base is no longer
guaranteed CE-free.

K. Evaluation

The previous demonstrates that, when applying the
artifact, the rules are guaranteed to be disjoint and adding
and removing such rules has no unwanted side effects on
the existing rule base. Such a rule base will be fine-grained
(i.e., having many rules). The size of the rule base might
be consider this as a drawback. Large size is often regarded
as complex. A large size rule base may also impact firewall
performance, as surching for a matching rule in a large
rule base, has a direct impact on firewall performance. In
Section VIII, the impact of rule base size on performance
is further investigated. Some operations on rules may indeed
result in CE’s at group level, such as adding and removing
a client from the network. Aggregations will violate the ZT
constraint. Combining aggregation and non-aggregation based
rules results in non-disjoint rules and CE’s at rule base level.

VI. FILTERING STRATEGIES

The artifact discussed in the previous section was created
to be compliant with the ZT filtering strategy. In this section,
we will discuss other filtering strategies: Interconnect strategy
and Outbound filtering and see what kind of impact they have
on the artifact.

A. Interconnect filtering strategy
The ZT filtering strategy can be considered as an inbound

filtering strategy. Only traffic corresponding with exposed
services is allowed. The filtering strategy used to interconnect
different network segments and control the traffic between
those segments is an Interconnect (IC) filtering strategy. The
focus is on traffic between network segments, like VLANs
or groups of VLANs, and not on the resources connected to
those network segments. The rules are different compared to
ZT rules. The level of granularity is a network subnet, not the
resource. Filtering does not happen at port/service level. This
means that there is one less parameter to enforce disjointness
between the rules.

The proposed artifact can still be used to create an IC
strategy based rule base. The group objects used in an IC
strategy rule base would represent the following:
• Destination group: a group containing the IP ad-

dresses, expressed in subnets (VLAN’s), that make up
a logical part of the network.
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• Source group: a group of IP addresses expressed in
subnets (VLAN’s), that make up a logical part of the
network.

The VLANs can be organized in different ways. They can
be organized according to a physical location or organizational
department. In the former case, there is a VLAN per building
floor, and the sum of all VLANs represents the building. In the
latter case, there are VLANs per organizational unit, grouped
in different parts of the building. The sum of all VLANs based
organizational units in the building represents the full building.

In ZT based filtering, the most fine-grained component
filtering is performed at, is the port. In IC based filtering, the
most fine-grained component filtering is performed at, is the
VLAN. The design of the rule base will be structured around
the VLAN.
Using the artifact previously designed artifact:
• Start from an empty firewall rule base F. Add as the

first rule; the default deny rule.
• For each VLAN requiring access control, create a

destination group. Populate the group with the relevant
IP address ranges representing the VLAN. The inter-
section between all groups must be empty! A VLAN
cannot be present in 2 different logical parts of the
network and thus in 2 groups. The naming convention
of those groups: D VLAN-LogicalName-VLANnr

• For each part of the network, which requires potential
shielding from other parts of the network, create a
source group. Populate the source group with the
VLAN’s that require access. The naming convention
of those groups: S D VLAN-LogicalName-VLANnr.

• For each VLAN that requires protection, create a rule:
◦ Source: S D VLAN-LogicalName-VLANnr
◦ Destination: D VLAN-LogicalName-VLANnr
◦ Protocol: ANY

The D VLAN-LogicalName-VLANnr groups will enforce
the disjointness of the rules in the rule base. Add, remove,
change operation on a rule base created according to the
artifact are compliant with the evolvability conditions. It should
be clear that this kind of filtering cannot be combined with ZT
based filtering. The disjointness of rule cannot be guaranteed
if ZT and IC based rules are used in the same firewall rule
base:
• Protocol: violates disjointness
• Destination: ZT rules will be a subnet of IC rules and

thus violate disjointness.
• Source: is not used to enforce disjointness
An example of an IC strategy use case is the merger

between two companies. Each has their network. As long as the
security policies are not aligned between both companies, there
is a good reason not to interconnect the two networks directly.
The interconnection is best done via a firewall. The firewall
will filter between IP ranges, for instance, allowing traffic
between the two headquarters, but not yet between remote
sites (simplified example, not considering potential IP range
overlap, NATing etc.).

As change is the only constant in companies, IC based
filtering is complicated. Moves between buildings, reorgani-
zation in buildings, add and removal of sites, organizational
changes, all make upfront, and stable segmentation of a
network difficult. Segmentation rules change, segmentation
principles are mixed, and logical network segments no longer

Figure 4. Inbound and outbound on a single firewall

become disjoint. The result will be evolvability issues in the
rule base(s) and unforeseen side effects due to changes. Till
now, the IC problem has been addressed in a network-centric
approach. As network segmentation and company organiza-
tion can result in implementation conflicts, solutions such as
identity-based firewalls emerged. In those solutions, IC’ based
filtering happens based on the identity of the user. When a
user tries to connect to certain parts of the network and hits
an identity-based firewall enforcing the IC, the firewall will
check the identity of the user and will filter based on this
identity. This only works if:
• The firewall can establish the identity of the user

associated with the source (who’s working on PC with
IP = x.y.z.u).

• The firewall has access to a DB containing the iden-
tities and has mechanisms to validate the identity.

• The firewall has a set of rules stating which identity
has access to which destinations.

Such a setup is more user-centric. Access to the network
is linked to the identity of the user and not the building or
organizational layout. Elegant as the solution may seem, it
just shifts the problem from the network space to the identity
space. This research will not further investigate this. However,
it is worth pointing out that, user identities, identify verifica-
tion (authentication), identity authorization, identity definition,
identity implementation, identity and HR policies, identity syn-
chronization solutions, are among the most complex IS systems
of an IT landscape. Researching the associated evolvability
issues and proposing solutions is worthy of a separate Ph.D.
research.

B. Inbound and outbound filtering strategy
An inbound filtering strategy, as ZT, will filter traffic close

to the destination. The outbound filtering strategy will filter
close to the source. From a security point of view, it makes
sense to stop the traffic as early as possible on the network.
On a single firewall, the notion of inbound and outbound
is relative. A firewall rule base is not aware of inbound or
outbound. It only knows source and destination and both can
be located on the two sides of the firewall.

The artifact we propose started from a scenario where all
sources are located on the left and all destination to the right
of the firewall, effectively implementing an inbound filtering
strategy. The same artifact can be used in a single firewall
setup where sources and destination are located at both sides
of the firewall. As long as the artifact is strictly followed,
all rules will stay disjoint. There are some dangers involved.
Take the case described in Figure 4 where a host1, located on
the left side of the firewall, needs to access a host2 on the
right side. Host2 also requires access to a service offered by
host1. According to the artifact, the 2 following rules would
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be created.
• C H host2 S Y, H host2 S Y, S Y, Allow

◦ traffic from left to right
◦ H host2 S Y contains host2
◦ C H host2 S Y contains host1

• C H host1 S X, H host1 S X, S X, Allow
◦ traffic from right to left
◦ H host1 S X contains host1
◦ C H host1 S X contains host2

What the firewall will do internally is look at the content of the
groups, not the group names itself, and the rules are internally
translated as
• host1, host2, Y, Allow
• hotst2, host1, X, Allow

Both host1 and host2 are member of different group. Inter-
chaning those groups will result in rules which do not follow
the logic of the artifact but that do represent the same rules
inside the firewall
• H host1 S Y, C H host1 S Y, S X, Allow

◦ host2, host1, X, Allow
• H host2 S Y, C H host1 S X, S Y, Allow

◦ host1, host2, Y, Allow
Group objects are used to increase the manageability of

rule bases. The above makes it clear that, if not used cor-
rectly, manageability will decrease. Groups created to represent
destinations cannot be used to represent souces in rules, and
vise versa. This is a manifestation of Separation of Concern.
Representing sources and destination are different concerns.
They should not be mixed.

Inbound and outbound filtering are also two different
concerns. In the above scenario, both are mixed on one
firewall yet, no immediate impact seems to surface. The impact
will become visible when there are multiple firewalls in the
network. This will be discussed in the next section.

VII. MULTIPLE FIREWALLS

In the previous sections, the assumption was taken that the
network only contains one firewall. In this section, we will
investigate the impact of multiple firewalls between the source
and the destination.

A. The serial firewall filtering function
Let Pa be a package traveling over the network.
• Pa.source = the IP adress of the source sending

package Pa.
• Pa.destination = the IP address of the destination for

package Pa.
• Pa.port = the Port targetted on destination

Pa.destination.
Let φf(Ff,Pa) be the firewall filtering function that takes

rule base Ff and package Pa as input.


φf(Ff,Pa) = 0 if the package is blocked
- there is no rule R in Ff such that the package is allowed
φf(Ff,Pa) = 1 if the package is allowed
- there is a rule R in Ff such that the package is allowed

Figure 5. Multiple firewalls in a network

Let f total be the total amount to firewalls in a given
network. Let Φs

fw be the serial firewall filtering function for a
network path containing fw firewalls in serie. Then

Φ
s
fw(Pa) =

f=fw∏
f=1

φf(Ff,Pa) (9)

Φ
s
fw(Pa) = φ1(F1,Pa).φ2(F2,Pa)...φfw(Ffw,Pa) (10)

Where:
fw : 1 → f total
Φs

fw(Pa) = 0 if Pa is blocked by at least one of the
fw firewalls

Φs
fw(Pa) = 1 if Pa is allowed by all fw firewalls

See Figure 5 for a graphical representation of these concepts.

B. Applying the rules on some firewalls
In a given network, fw and thus Φs

fw, will differ from the
location of the source, destination, and the internal routing of
the network. Let us assume that in such a network, all firewalls
have an evolvable rule base according to the proposed artifact.
The addition of a new resource, host new offering service
S new, requires the addition of new rules Rnew, such that
host new is protected according to the ZT filtering strategy.
Let us assume that Rnew is only implemented on the firewalls
in the path between the initially identified sources (members
of C H host new S new), and destination host new. As time
moves on, the initially identified sources require modification:
a new client needs to access the host, or a client is removed
from the network.

According to our artifact, adding or removing a client is
just a question of adding and removing the client from the
group C H host new S new. In our current scenario, this is
no longer the case. If a new client has a different network
path towards the host new compared to the path in which the
rule Rnew was initially implemented, then the rule Rnew must
now be implemented on the all firewalls in the path between
the new client and host new as well. In addition, the source
group must be updated on all firewalls in all paths between all
current clients and host new. As the possible network paths are
a function of the network, and the network can grow infinitely,
a CE is being introduced. This is the worst kind of CE, as we
will not know upfront where adjustments are required, and the
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Figure 6. Apply the rules on some firewalls

full investigation of the network is required. An example of
the described scenario can be found in Figure 6.

C. Applying the rules on all firewalls
The only way to avoid the problem described in the

previous section, is to have all firewalls contain the same rule
base. All manipulations of rules must be done on all firewalls
simultaneously. As the network grows, so will the number of
firewalls, and again, a CE is being introduced. This CE is less
aggressive as it is know now the manipulations are required on
all firewalls. We have already discussed the impact of the size
of the rule base on the firewall. Having to duplicate all rules
all over the network will make the rule base even larger and
less coherent. Rules are added to firewalls, which will never
be activated, and groups contain objects that are not relevant
to the context of that specific firewall. The manageability of
the firewalls will decrease. All firewalls are addressing the
same concern. Normalized Systems learns that this will have
a negative impact on evolvability, as can be concluded from
the above.

D. Restricting Inbound traffic filtering
The paper “Minimizing the Maximum Firewall Rule Set in

a Network with Multiple Firewalls” [31] is closely related to
the problem we are trying to solve. According to [31], placing
firewalls in a network such that the rule base is minimal, is
an NP-complete problem, which requires a heuristics-based
approach. Although applying the heuristic-base algorithm de-
scribed in [31] may minimize the rule base over all firewalls,
the evolvability of those rule bases is not discussed.

In Section VI-B, we mentioned that a network with one
firewall is combining both inbound and outbound filtering
rules. If we have a network with two firewalls that are
connected in a back-to-back configuration - meaning the
firewalls are directly interconnected and no resources are
located in this interconnection - inbound and outbound traffic
filtering can be separated. This can be done by adding a
new default rule, which states that all outbound traffic is
allowed. Figure 7 illustrates the setup, while Algorithm 1 and
Algorithm 2 show the construction of the rule bases of F1
and F2.

The rules R1 on both firewalls are disjoint with respect to
the rule base in which they are located as:
• on F1: C H F1Any S Any - represents all hosts

protected by inbound traffic by F1

Figure 7. back-to-back firewalls

Rules Firewall F1
R1: C H F1Any S Any, H F1Any S Any,

S Any, Allow
R2: C H host1 S X, H host1 S X, S X, Allow
R3: Any, Any, Any, Deny
with group contents

in R1: H F1Any S F1Any: any
in R1: S F1Any: any
in R2: C H host1 S X: all hosts needing

access to host1, host2 in this case
in R2: H host1 S X: host1
in R2: S X: port X

Algorithm 1: Rule base of F1

• on F2: C H F2Any S Any - represents all hosts
protected by inbound traffic by F2

• C H F1Any S Any ∩ C H F2Any S Any = ∅
and
• All source groups on F1 are subsets of

C H F2Any S Any - represents all hosts protected
by inbound traffic by F2

• All source groups on F2 are subsets of
C H F1Any S Any.

Thus, on both F1 and F2, the default outbound rule is disjoint
with all other groups.
We see here appearing Separation of Concern. The concern of
protecting a resource is only assigned to one firewall. If given
to multiple firewalls, evolvability issues will occur. The leads
to the following design criteria:
• A firewall should be clearly assigned to protect a set

of resources. Those resources are protected by the
firewall via the inbound ZT traffic filtering strategy.

• The firewall allows all outbound traffic from the set
of resources it protects, to the rest of the network.

Rules Firewall F2
R1: C H F2Any S Any, H F2Any S Any,

S Any, Allow
R2: C H host2 S Y, H host2 S Y, S Y, Allow
R3: Any, Any, Any, Deny
with group contents

in R1: H F2Any S F2Any: any
in R1: S F2Any: any
in R2: C H host2 S Y: all hosts needing

access to host2, host1 in this case
in R2: H host2 S X: host2
in R2: S Y: port Y

Algorithm 2: Rule base of F2
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Figure 8. Path with multiple firewalls

• If all firewalls are protecting their resources, there is
no need for outbound filtering.

As illustrated, our artifact can be made compliant with such
as setup, simply by adding the “default allow” rule and the
creation of some extra groups.

The approach described above might be turned around: by
default allow all inboud traffic and filter on outbound traffic.
Separation of Concerns would be respected. The artifact would
need to be revised as disjointness would need to be enforced
based on the combination of Service and Source instead of
Service and Destination. The same reasoning applies for a
the inbound default allow rule. Although technically possible,
this filtering strategy would be confusing. Compare with the
following scenario: A city needs to close an entry road due
to construction works. Traffic will be blocked as close to the
yard as possible (inbound filtering). It is impossible to block
all roads, which could potentially lead to the city (outbound
filtering).

E. Multiple firewalls revised
What happens when there are more than 2 firewalls be-

tween 2 resources? Figure 8 illustrates the setup. If we apply
the design criteria from the previous section, we have to
conclude that F2 to Ffw-1 are not allowed to filter inbound
traffic. Those concerns are already assigned to F1 and Ffw.
Firewall F2 to Ffw-1 must handle other concerns such as:
• chokepoint: Use a firewall as a kind of valve: allow

all or deny all. This comes in handy in case of network
intrusions, and traffic needs to be blocked asap in a
simple way, without impacting existing routing.

• Interconnect filtering strategy: use those firewalls to
control connectivity between network segments (see
Section VI-A).

Note that for the Interconnect filtering strategy, Separation of
Concern needs to be respected as well. A “IC” firewall should
be assigned to handle the interconnect of assigned ranges,
and no other “IC” firewall should filter on the same ranges.
This can again become quickly complex and evolve into an
NP-complete problem. The best advice is to refrain from the
usage of “IC” and chokepoint firewalls, limiting the number
of firewalls in any network path as much as possible.

VIII. ADDITIONAL ASPECTS OF FIREWALL RULES BASES

Applying the Normalized Systems Principles results in a
fine-grained modular structure. The creation of an evolvable
firewall rule base is no exception; it leads to a fine-grained
rule base. Creating and managing a large rule base requires
automation, and a large rule base may lead to performance
issues. In this section, the scalability of an evolvable rule base
will be disussed, together with a possible approach to automate
the creation and management of an evolvable rule base. The
section ends with a reflection on Software Defined Networks
(SDN) and Software Defined Firewalls (SDF) and why SDF
has interesting evolvabilty features.

Figure 9. Scaling of Firewalls with normalized rule base

A. Scaling
In an evolvable rule base, all the rules are disjoint from

each other and every network package can only hit one rule.
This rule can be located in the beginning or near the end of
the rule base. As there is only one rule that can be hit, the rule
base can be split in multiple pieces and distributed parallelly
over different firewalls. Let F be a firewall rulebase containing
only disjoint rules, created according to the artefact described
in Section IV-F. As visualized in Figure 9, F can be split in
fw sub rule bases, which are spread over fw parallel firewalls.
Each of the fw rule bases contains the “Default Deny” rule at
the end.

A network package will try to pass each of the firewalls,
but only one of the firewalls has a rule it can hit.

F =

f=fw∑
f=1

Ff (11)

Let φf(Ff,Pa) be the firewall filtering function that takes rule
base Ff and package Pa as input.
• φf(Ff,Pa) = 0 if the package is blocked - there is no

rule R in Ff such that the package is allowed
• φf(Ff,Pa) = 1 if the package is allowed - there is a

rule R in Ff such that the package is allowed
Let Φp

fw be the parallel firewall filtering function for fw
firewalls in parallel. Then

Φ
p

fw(Pa) =
f=fw∑
f=1

φf(Ff,Pa) (12)

Φ
p

fw(Pa) = φ1(F1,Pa)+φ2(F2,Pa)+ ...+φfw(Ffw,Pa) (13)

Where:

Φp
fw(Pa) = 0 if Pa is blocked by all of the

fw firewalls

Φp
fw(Pa) = 1 if Pa is allowed by one rule of one

of the fw firewalls, as:

∃!Ff ∈ F forf = 1→ fw =⇒ R ∈ Fj

This mechanism shows that the size of the evolvable rule
base does not matter, as the solution scales. Firewalls with a
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non-evolvable rule base cannot scale the same way. Scaling
comes with a cost. Modern firewalls allow virtualization, but
each virtual instance comes at a cost as well.

In addition to the horiziontal scaling posibilities of an
evolvable rule base, the performance of an evolvale rule base
can be boosted by moving the most frequently used rules at
the top. A firewall vendor such as CheckPoint, suggests to put
the rules that are most frequently hit (and applied) at the top
of the firewall table. In a rule base that is order-sensitive, this
may be a real issue. In a rule base that is not order-sensitive,
one could monitor the firewall and see which rules are hit most
and move those rules around without having to worry about
the potential impact on other rules. Doing this dynamically
would even be more powerful as the firewall would be able to
reorganize his rules according to the traffic of the day.

B. Automation
The creation of the fine-grained rule base by humans can

be an issue. The procedure regarding definitions of the groups
needs to be followed strictly, and the creation of a catalog
of all possible services is a must. For standard services and
tools, lists of assigned ports/protocols and international stan-
dardization organizations related to the Internet (like iana.org)
exist and can be reused. The management of the groups, their
content, and the rules, should be done in a tool outside of the
firewall (see Figure 10). This tool could expand the firewall
rules in the fine-grained format, according to the naming
conventions, performing checks against the group definitions
and content via a user-friendly interface. The tool could then
push the rules towards the firewall, effectively separating the
management of rules and implementation of rules. Such tools
exist on the market. Examples are Algosec, Tuffin, Firemon.
However, none of those tools consciously restrict the design
space and will thus enforce the creation of an evolvable rule
base.

Defining a rule for each service may be considered cum-
bersome. Roles could be created, like ”monitoring and man-
agement”, which are a grouping of smaller, disjoint services.
The firewall administrator can create a rule specifying this
”monitoring and management” role, to express that the server
needs to allow access to all monitoring and management
services. The tool will expand this role into the individual
rules for each disjoint service. Example:
• ”Monitoring and Management” = SSH + SFTP + FTP

+ SMTP + TELNET
• Host = x
• Rule : C Hx SMaM; Hx S MaM; S MaM; allow
• Will be expanded to :

◦ C Hx S SSH; Hx S SSH; S SSH; allow
◦ C Hx S SFTP; Hx S SFTP; S SFTP; allow
◦ C Hx S FTP; Hx S FTP; S FTP; allow
◦ C Hx S SMTP; Hx S SMTP; S SMTP; al-

low
◦ C Hx S TELNET; Hx S TELNET;

S TELNET; allow

C. Software Defined Network and Software Defined Firewall
Pushing the inbound filtering strategy discussed in previous

section to the limit equals providing each resource with its fire-
wall. This is what is happening in a Software Defined Network
(SDN) combined with a Software Defined Firewall (SDF). In
an SDN, the network layer is virtualized inside a virtualization

Figure 10. Firewall Management Tool

layer called the hypervisor. The SDN is decoupled from the
actual underlying physical network. In the hypervisor layer,
network components such as routers, switches, VLANs, load
balancers, firewalls are all defined entirely in software. To each
virtual host defined in/on the hypervisor, a virtual firewall can
be attached. A package does not enter the network layer of the
virtual hosts unless it successfully passes the firewall. SDF is
better compared to an Operating System (OS)-based firewall
(like IP tables or Windows Group Policies). OS-based firewalls
can only perform their filtering function if the package is
already ”inside” the host.

For an SDF, the rule base is configured by my means of
policies. A policy defines the protocol and port that can pass
though the firewall. The policies are attached to the firewall. As
the firewall is attached to only one host, by default, disjointness
for the destination is guaranteed. But, multiple policies can
be attached to one host, and in those policies, overlaps and
conflicts of protocols/ports and actions can be defined. Again,
the conscious restriction of design space is required.

The previously proposed artifact can be adjusted for an
SDN context by creating policies for Software Defined Fire-
walls. The policies are the equivalent of the Service Groups.
They must be as fine-grained as possible. For each service
exposed on a host, a policy must be created. Policies cannot
overlap. Instead of creating a destination group, the polices are
being attached to the host. As many policies are attached to
the host as there are services offered by the host. Access to
the host is provided by giving explicit access of a client to the
host. This corresponds to creating a client group as defined in
the artifact. Belonging to the group means you can access the
host, and the policy attached to the host will check authorized
protocols and ports.

A Software Defined Firewall in a Software Defined Context
is the best way to guarantee the ZT filtering strategy. SDF
also offers the most evolvable setup. Add/remove of hosts to
the hypervisor automatically adds/removes the associated host
firewalls. Add/remove of rules means add/remove of policies
and/or attach/detach of policies. If the policies are created
according to the proposed artifact, evolvability is guaranteed.

IX. DISCUSSION

By means of discussion, we will cover two items. First, we
will revisit the literature related to the size of the rule base,
followed by a reflection on the nature of the CE’s that are still
present when applying our proposed artifact.
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A. Size of the rule base: revisiting the literature
The “Size of the rule base issue” is not treated as an

issue related to the stability of a system under change. To the
best of our knowledge, most contributions do not focus on
this point, whereas it is a corner stone of NS. The different
artifacts all start with ideas similar to “For each rule in the
firewall, do the following . . . ”. One might consider such an
approach as a CE in itself. There is attention to reducing
the rule base to a minimum list of rules, which still answer
to the filtering requirements, motivated to the impact of the
size of the rule base on performance. However, in [16] it is
suggested that the actual size of the rule base is not related
to the way the hardware actually processing the rules. This
suggests a decorrelation between the size of the rule base and
the firewall performance. If this would be the case, why bother
about the reduction of the size of the rule base? In Section VIII
we pointed out that a rule base that has built-in evolvability,
can scale and thus circument the potential performance issues
due to its size. Non-evolvable rule bases cannot scale this
way. Scaling does come at a cost. Either in terms of the
purchase of more physical firewalls or adding resources to
firewalls which allow virtualization. The higher cost will result
in a firewall setup which will behave as is exptected. Security
always comes at a cost. Further research of the literature and
real-life measurements are required to clarify this point.

Looking at the combinatorics of Section IV-D, the design
space is enormous. By applying the artifact, there is a con-
scious reduction of the design space. But the size of the rule
base is still large as for each combination (host, service) a rule
must be created in the rule base.

217.hdj + 1 (14)

The maximum number of services is 217 = 131,072. However,
in reality this number will never be reached. A sample in Engie
(a multinational and world leader in energy services) on 100
servers revealed that on average 39 services are exposed. The
standard deviation in the sample is 14. It can be stated with
a statistical probability of 98% that a host exposes less then
67 services. The sample was taken from a population of 1,000
servers. Those 1,000 serves are currently protected by about
890 firewall rules. If the artifact would be applied, it would
mean implementing 67,000 rules. However, at Engie, a ZT
model at host level is not applied. Instead, ZT at VLAN level
is present (still filter at port level, but instad of at host level,
filtering happens at VLAN level = a collection of hosts). If the
realistic assumption is a made that the 1,000 server are spread
over 20 VLAN’s, it would mean that 20 x 67 = 1,340 rules are
required for an evolvability rule base. This would mean 50%
more rules to gain full evolvability.

B. Remaining CE’s
The artifact proposed in the paper is not completely free

of CE. The evaluation has shown that there is are CE’s at the
level of groups. However, these CE’s are not related to the
technical coupling within the rule base but due to the size and
topology of the network. The bigger the network, the more
objects and rules. Such CE’s are considered acceptable given
that:
• The actions leading to the CE can be automated

(search for, or through, groups)
• The CE is predictable and is the logical effect of the

change which needs to be applied (remove a client =

look in all groups where the client is present)
CE’s which cannot be automated because their impact is not
predictable are not acceptable as there is no logical link
between the change and the extra work one needs to do to
implement the change. For example, the addition of a rule
to activate a service on the network that would require the
inspection of the whole rule base to find conflicting rules (not
related to the newly activated service) would be considered as
an unacceptable CE. Note that the proposed artifact facilitates
the removal of such unacceptable CE’s.

X. CONCLUSION

Firewall rule bases are typically non-evolvable systems.
Tools and literature exist on how to show and potentially
reduce the complexity and conflicts in firewall rule bases,
but practical guidance on how to make a rule base which
has proven evolvability by design, is lacking. Using the NS
paradigm and domain specific knowledge, we have proposed
an artifact which has the desired evolvability. The most impor-
tant drawback of the resulting rule base could be the size due
to its fine-grained structure, although this should be further
analyzed in future research efforts. In addition to the proposed
artifact, the evolvability implications of filtering strategies and
firewall placement, has been investigated, showing that the
Software Defined Firewall, promisses evolvability in a multi
firewall network.

What is currently lacking is an acutal tool that could create,
push and manage firewall rule bases according to the outlined
principles of this paper. Having such a tool is one thing,
implementing it and proving that it inhances security and
operational efficity related to security, is something completly
different. The creation of a tool in combination with the
organizational impact, are subject for future research.

Another topic for future reseach is the size of the rule
base. More real-life use cases are required to see to what
extend existing rule bases can be transformed into evolvalbe
rule bases, what the size of those rule bases will be and what
the cost if implementing such rule bases would be.

ACKNOWLEDGMENT
The authors would like to thank Stefan Thys, Frederik

Leemans and Stefan Biesbroeck for their help in writing and
editting the article, and Sam Gozin and Bruno De Becker for
providing the Engie operational data.

REFERENCES

[1] G. Haerens and P. De Bruyn, “Using normalized systems to explore the
possibility of creating an evolvable firewall rule-base”, The 11th Interna-
tional Conferences on Pervasive Patterns and Applications (PATTERNS),
pp. 7-16, May 2019

[2] Firemon whitepaper, “2017 State of the firewall”, URL
https://www.firemon.com/resources/, [retrieved: April, 2019]

[3] Firemon whitepaper, “2018 State of the firewall”, URL
https://www.firemon.com/resources/, [retrieved: April, 2019]

[4] M. Bennet, “Zero Trust Security: A CIO’s Guide to Defending Their
Business From Cyberattacks”, Forrester Research June 2017

[5] H. Shel and A. Spiliotes, “The State of Network Security: 2017 to 2018”,
Forrester Research November 2017

[6] Firemon whitepaper, “Firewall cleanup recommendations”, URL
https://www.firemon.com/resources/, [retrieved: April, 2019]

[7] H. Mannaert, J. Verelst, and P. De Bruyn, “Normalized Systems Theory:
From Foundations for Evolvable Software Toward a General Theory for
Evolvable Design”, ISBN 978-90-77160-09-1, 2016

15

International Journal on Advances in Security, vol 13 no 1 & 2, year 2020, http://www.iariajournals.org/security/

2020, © Copyright by authors, Published under agreement with IARIA - www.iaria.org



[8] H. Mannaert, J. Verelst, and K. Ven, “The transformation of requirements
into software primitives: Studying evolvability based on systems theoretic
stability”, Science of Computer Programming: Volume 76, Issue 12, pp.
1210-1222, 2011

[9] H. Mannaert, J. Verelst, and K. Ven, “Towards evolvable software
architectures based on systems theoretic stability”, Software Practice and
Experience: Volume 42, Issue 1, 2012

[10] P. Huysmans, G. Oorts, P. De Bruyn, H. Mannaert, and J. Verelst.- “Po-
sitioning the normalized systems theory in a design theory framework”,
Lecture notes in business information processing, ISSN 1865-1348-142,
pp. 43-63, 2013

[11] G. Haerens, “Investigating the Applicability of the Normalized Systems
Theory on IT Infrastructure Systems”, Enterprise and Organizational
Modeling and Simulation”, 14th International workshop (EOMAS), pp.
123-137, June 2018

[12] P. Johannesson and E. Perjons, “An Introduction to Design Science”,
ISBN 9783319106311, 2014

[13] A.R. Hevner, S.T. March, J. Park, and S. Ram, “Design Science in
Information Systems Research”, MIS Quarterly: Volume 38, Issue 1 pp.
75-105, 2004

[14] P. Eronen and J. Zitting, “An expert system for analysing firewall
rules”, In Proceedings of the 6th Nordic Workshop on Secure IT Systems
(NordSec 2001), pp. 100–107, November 2001.

[15] M. Abedin et al., “Detection and Resolution of Anomalies in Firewall
Policy Rules”, In Proceedings of the IFIP Annual Conference Data and
Applications Security and Privacy, 2006, LNCS 4127, pp. 15–29

[16] Y. Bartal, A. Mayer, K. Nissim, and A. Wool, “Firmato: A novel firewall
management toolkit”, Proceedings of the 1999 IEEE Symposium on
Security and Privacy, pp. 17-31, Oakland, California, May 1999

[17] A. Wool, “Architecting the Lumeta firewall analyser”, In Proceedings of
the 10the USENIX Security Symposium, Washington DC, August 2001

[18] S. Hinrichs, “Policy-based management: Bridging the gap”, In Proceed-
ings of the 15th Annual Computer Security Applications Conference,
Phoenix, Arizona, December 1999, IEEE Computer Society Press.

[19] A. Mayer, A. Wool, and E. Ziskind. “Fang: A firewall analysis engine”,
In Proceedings, IEEE Symposium on Security and Privacy, pp. 177-187,
IEEE CS Press, May 2000

[20] S. Hazelhurst, “Algorithms for analysing firewall and router access
lists”, Technical Report TR-WitsCS-1999-5, Department of Computer
Science, University of the Witwatersrand, South Africa, July 1999

[21] E. Al-Shaer and H. Hamed, “Design and Implementation of firewall
policy advisor tools”, Technical Report CTI-techrep0801, School of
Computer Science Telecommunications and Information Systems, De-
Paul University, August 2002

[22] E. Al-Shaer and H. Hamed, “Discovery of policy anomalies in dis-
tributed firewalls”, In Proceedings of the 23rd Conf. IEEEE Communi-
cations Soc. (INFOCOM 2004), Vol 23, No.1, pp. 2605-2616, March
2004

[23] E. Al-Shaer and H. Hamed, “Taxonomy of conflicts in network security
policies”, IEEE Communications Magazine, 44(3), March 2006

[24] E. Al-Shaer, H. Hamed, R. Boutaba, and M. Hasan, “Conflict classi-
fication and analysis of distributed firewall policies”, IEEE Journal on
Selected Areas in Communications (JSAC), 23(10), October 2005

[25] A. Hari, S. Suri, and G.M. Parulkar, “Detecting and resolving packet
filter conflicts”, In INFOCOM (3),pp. 1203-1212, March 2000.

[26] D. Monahan EMA, Research Summary: “Network Security Policy Man-
agement tools – Tying Policies to Process, Visibility, Connectivity and
Migration”, https://web.tufin.com/network-security-policy-management-
tools-ema-research, [retrieved: April, 2019]

[27] Algosec whitepaper, “Firewall Management: 5 challenges every com-
pany must address”, URL https://www.algosec.com/resources/ [retrieved:
April, 2019]

[28] C. Cunningham and J.Pollard, “The Eight Business and Security Ben-
efits of Zero Trust”, Forrester Reseach November 2017

[29] W.R. Stevens, “TCP/IP Illustrated”, Volume 1, the Protocols, Addison-
Wesley Publishing Company, ISBN 0-201-63346-9, 1994

[30] H. Zimmermann and J.D. Day, “The OSI reference model - Proceedings
of the IEEE”, Volume: 71, Issue: 12, Dec 1983

[31] S.Chen, M. Yoon and Z. Zhang, ”Minimizing the Maximum Firewall
Rule Set in a Network with Multiple Firewalls”, IEEE Transactions on
Computers, Volume 59, No.2, 2010

16

International Journal on Advances in Security, vol 13 no 1 & 2, year 2020, http://www.iariajournals.org/security/

2020, © Copyright by authors, Published under agreement with IARIA - www.iaria.org



Terminology Management in Cybersecurity through Knowledge Organization

Systems: an Italian Use Case

Claudia Lanza∗, Elena Cardillo†, Maria Taverniti†, Roberto Guarasci∗

∗University of Calabria, Rende, Italy
Email: c.lanza@dimes.unical.it; roberto.guarasci@unical.it

†Institute of Informatics and Telematics, National Research Council, Rende, Italy
Email: {elena.cardillo;maria.taverniti}@iit.cnr.it

Abstract—Specialized terminology is usually managed by
Knowledge Organization Systems (KOSs), which manipulate and
organize concepts and terms through standardized structured
techniques. In this paper, an approach to organize, manage, and
subsequently update specialized terminologies, specifically related
to the domain of Cybersecurity, is proposed. A preliminary
analysis and comparison between KOSs showing a higher level of
semantic representation, i.e., thesauri and ontologies, is presented
in the first section with the objective of clarifying the conceptual
framework of these resources. A concrete use case in the domain
of Cybersecurity is then described to show the context of
application of these two semantic resources, i.e., a project funded
by the Institute of Informatics and Telematics of the National
Research Council aimed at providing terminology management
and representation in the frame of the Italian Cybersecurity
Observatory. A transaction between the thesaural and ontological
representation of the domain knowledge represents the core of
the approach showing the higher qualitative value that ontologies
are able to provide to represent the domain of interest, due to
the more precise formalization of semantic relationships existing
among concepts.
Keywords- Cybersecurity; KOS; Thesauri; Ontologies; Semantic

relations.

I. INTRODUCTION

Managing technical terms proper to specialized languages
represents one of the main tasks of Knowledge Organization
Systems (KOSs). In the context of KOSs, semantic resources,
as, for example, thesauri and ontologies, are useful tools to
organize domain specific knowledge and to support processes
like document indexing, information searching and retrieval
and, in some cases, automatic reasoning (e.g., for decision
making), above all in those specialized domains where seman-
tic ambiguity between terms represents a step to be avoided.
During the last few years some effort has been spent, as
shown in Section III, on the definition of ontological models,
used in the domain of Cybersecurity, aimed at supporting
systems to better identify vulnerabilities and, thus, supporting
decision making. Nevertheless, the specificity of the domain
and the constant updates of the related information and data,
the need for more appropriate semantic resources, based on
standards, and highly structured to better represent the domain
knowledge, is still evident. This is even more true in the
Italian context, where there is a lack of highly semantically
structured ways to manage the terminology of this field of

study. Taking inspiration by this scenario, the present paper,
which is an invited extension of [1], is focused on present-
ing a preliminary analysis of the main differences existing
in the way of organizing and representing the information
related to highly specialized domains, targeting the analysis
on Cybersecurity. Amongst the KOSs [2] the comparison will
focus on two means of semantic knowledge configuration:
thesauri and ontologies. The reason why these two types
of resources have been selected among others mainly relies
on one of the main objectives of the Italian OCS Project
coordinated by the Cyber Security Observatory of the Institute
of Informatics and Telematics, National Research Council (IIT-
CNR) [3], presented in detail in Section IV, which provides
the understanding of the technical domain of Cybersecurity for
a community of users demanding a guided orientation in this
field of knowledge. The second purpose of the present work is
twofold: (i) to show the results of the above mentioned project,
whose main objectives are the development of an Italian and
standardized controlled vocabulary, in other words a thesaurus
[2] for the Cybersecurity domain, which can be considered
a reliable knowledge organization system that structures the
information related to specialized domains; (ii) to enhance
of its semantic relationships and representation by exploiting
a more formal language, i.e., the Web Ontology Language
(OWL) [4], the recommended Semantic Web language for
authoring ontologies.
The utility of this resource provided in the Italian scenario

(and for this reason in Italian language), is specifically ad-
dressed to Italian medium-sized companies, citizens, stake-
holders and scholars at different levels who need a key access
point to better understand and reduce ambiguity dealing with
Cybersecurity terminology. The vagueness of certain terms is
due to the fact that the majority of them, coming from a
domain, which, by essence, is characterized by a predominant
usage of English multi word units, are given in their original
English version to keep their meaning even when applied to
other language use cases and contexts. The present use case
implies the involvement of Italian Cybersecurity institutions
and training organizations, so the transfer learning process is
essential to guarantee the uniformity of key concepts in the
Cybersecurity domain either found in sector-oriented maga-
zines and laws or regulations (also in grey literature).
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Fig. 1. Thesaurus representation of Honeypot.

To give an example, the term Honeypot has no corresponding
term in Italian language; consequently, to maintain its practical
meaning, terminologists in the transfer learning operations
should leave the English form as to provide a strong homoge-
neous informative flow within organizations that are supposed
to share common official knowledge (see Figure 1 above to see
the use of honeypot in a thesaurus structure). To enable users
to refer to a uniform resource that spreads specialized informa-
tion onto several technical databases in a unique modality, the
structure of the thesaurus allows the insertion of a Scope Note
(SN), that is a targeted definition of the terms. This definition
is taken from authoritative sources, such as sector-oriented
glossaries, standards, official guidelines, etc. This additional
feature provides a better unified structure between systems
shared under different languages. Moreover, one of the main
outcomes of this research activity is strictly linked to the
possibility of integrating the Italian thesaurus and the ontology
in an automatic threats recognition system, which is intended
to monitor terms and concepts and to detect the appearance
of new ones without much human effort.
Some of the considered resources to build the source corpus

useful to obtain a list of representative terms are hereafter
summarized. Representative terms synthesize the concepts be-
longing to a specific domain and provide the starting model to
realize, in a second step, an ontology for Cybersecurity, which
is, consequently, based on the structure created for the Italian
thesaurus. The ontology has been developed with the goal of
representing the classes linked to each other through more
precise properties that could, at times, specify the interconnec-
tions between them better than a flat visualization that belongs
to a thesaural organization of terms. The paper is structured
as follows: Section II presents the theoretical background for
both thesauri and ontologies in order to highlight which are
their main characteristics and the advantages in using them for
organizing and representing highly technical domains. Section
III gives an overview of the state of the art, presenting related
works focused on Cybersecurity information management,
both in English and Italian, and on the construction of KOSs.
Section IV describes the construction of the Italian thesaurus
for Cybersecurity and its enhancement through an ontological
representation. Section V provides a discussion about the main
advantages derived from exploiting thesauri and ontologies in
the described Italian use case. Finally, Section VI sums up the
key issues underlined in the paper giving some overall remarks

and future perspectives.

II. BACKGROUND

In this section, a theoretical background is presented to
describe and clarify characteristics, purposes, differences and
advantages of the two main structured KOSs, i.e., theusauri
and ontologies. This will introduce the reader to the approach
proposed in Section IV to build such terminological resources
for the Cybersecurity domain.

A. Thesauri

Thesauri’s main scope is that of structuring information and
organizing it in a layered network of semantic connections,
and its management and usability is piloted by KOSs
functionalities [5][6]. As Soergel affirms in his work, “A
thesaurus is a structured collection of concepts and terms
for the purpose of improving the retrieval of information. A
thesaurus should help the searcher to find good search terms,
whether they be descriptors from a controlled vocabulary
or the manifold terms needed for a comprehensive free-text
search — all the various terms that are used in texts to
express the search concept” [7]. The way thesauri are
structured follows standardized rules that should be respected,
as the ones included in the ISO standards 25964-1:2011
and 25964-2:2013 [8][9], and the objective of uniforming
a lexicon meant to be a reference for a community of
domain-oriented users is pursued. A thesaurus should provide
a reliable and a well structured semantic means to guide
the understanding of technical terms representing concepts
belonging to a specific field of knowledge. Its indexing
function proves to be helpful in the way the users are able to
analyze documents according to an informative organization
of descriptors. In other words, the abstraction of knowledge
occurs indirectly by exploiting terminological units that take
on the status of descriptors or indexing units. The latter is the
element that language uses to describe, synthesize and extract
information from documents [10]. Thesauri’s terms undergo
both quantitative and quality control. Quantity control refers
to thesaurus’ terms selection among those that represent in
a better way the concepts of the domain of study. These
latter become descriptors of the thesaurus (i.e., preferred
terms) and usually are followed by the non-preferred terms
that act as synonym entries, e.g., Malicious software is the
preferred term instead of Malware in the Italian Cybersecurity
thesaurus. In detail, as suggested by the mentioned standard,
countable terms have to be expressed in plural form (trees
and not tree), and semantically the control is always granted
by the respect of the biunivocal relationship existing between
terms and concepts (only one concept corresponds to a term
and viceversa). That means that the ambiguity of the natural
language is controlled and reduced to zero through the use
of a limited set of terms (indexing terms) that represent
the concepts in a given domain. In this scenario the user
who selects a search term and the indexer who chooses
indexing terms are both guided to use the same term for the
same concept [8]. Thesauri present three main standardized
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forms of connections that are generated for structuring the
information, and five abbreviation codes used to represent
such relationships within the controlled vocabulary:

1) Equivalence relation, with the tags Use (USE) and Used
For (UF), expresses the synonymy property:

• Usage:
Cyber minacce UF Cyber Threat Actors; Cy-
ber Threat Actors USE Cyber Minacce

• Acronyms:
Virtual Private Network UF VPN; VPN USE
Virtual Private Network

• Synonymy control:
Cyber attacks UF Cibernetic attacks; Ciber-
netic attacks; USE Cyber attacks

2) Hierarchical relation, with the tags Broader Term (BT)
and Narrower Term (NT), exists when having two
concepts and one of them is part, or is included in the
other:

• Whole/parts:
Vulnerabilities NT Software vulneabilities;
Software vulneabilities BT Vulnerabilities

• Class/member:
Logic bombs NT Elk Cloner;
Elk Cloner BT Logic bombs

3) Associative relation, with the tag Related Term (RT),
covers associations between pairs of concepts that are
not hierarchically related [8]:

Cyber war RT Cyber weapon.
The aforementioned standards also guide the way terms

should be defined to indicate a unique and unambiguous
meaning. The use of a Scope Note is useful when an indexer
needs to fix the boundaries of a concept within a domain.
Scope Note is marked with the tag SN. An example of SN
can be:

Phishing - SN: Tricking individuals into disclos-
ing sensitive personal information through deceptive
computer-based means.

The choice to privilege a thesaurus structure instead of other
semantic resources, such as glossaries or taxonomies, relies
on its peculiarity of managing the representative terms of a
specific domain as an entangled network of semantic relations
that guide the comprehension of a conceptual model proper of
a field of knowledge to be studied [11].

B. Ontologies

The term ontology, which has been borrowed by the Artificial
Intelligence (AI) community from phylosophy, gained new
definitions and found a broad spectrum of applications in
various branches of computer science [12]. In AI, an ontology
is considered to be an engineering artefact, which is constituted

by a specific vocabulary used to describe a certain reality, plus
a set of explicit assumptions regarding the intended meaning of
the vocabulary. Gruber defines it as “An explicit specification
of a conceptualization” [13], so, in simple words, a formal
specification of a domain of knowledge. In order to formally
represent a certain domain, ontologies use a set of constructs
describing the world in terms of classes, properties, and
individuals. To enrich the formalization, other constructs are
used for expressing complex descriptions in terms of relations
between classes, cardinality, equality, etc. Consequently, it is
possible to say that an ontology consists of a set of definitions
of classes, properties, and individuals, together with a set
of axioms (i.e., formal restrictions) expressing the relations
between classes and properties, and a set of facts about
particular individuals. Just like thesauri, ontologies define a
common vocabulary (for a specific domain) and a shared
understanding. We can have different ontologies according to
the used level of formalism: (i) light-weight ontologies (i.e.,
ontologies that represent only the hierarchical level of concepts
and relations in a domain, so, more commonly, taxonomies);
and (ii) heavy-weight ontologies (i.e., lightweight ontology
enriched with axioms used to fix the semantic interpretation
of concepts and relations). Ontologies are used to share
knowledge between people, agents, and software thanks to
their characteristics of enabling the reuse of domain knowledge
and making domain assumptions explicit. Another important
feature is that through ontologies it is possible to represent
both domain knowledge and operational knowledge and reuse
them separately, enabling in any case automated reasoning.
The importance of an ontology as a means of structuring
knowledge is well recognized in different areas, such as,
knowledge representation, knowledge management, natural
language processing (NLP), multi-agent systems, database
integration, web services, and others. The literature is full
of significant academic research devoted to the development
of a theoretical and practical basis of ontology technology.
Among others, the most notable developments have been
the world wide web consortium standardization of expressive
representational languages for publishing ontologies on the
web [14] [15]. From a practical point of view, the methods
followed for building ontologies observe basic principles that
can be found in guidelines like the one published by Noy and
Mcguinness [16] or Bourigault [17].
The OWL language helps in building formal, sound and

consistent domain-specific terminologies, and provides a stan-
dard web accessible medium for interoperability, access and
reuse. OWL uses RDF (Resource Description Framework)
for its syntax, the prescribed framework for representing
resources in a common format, describing information in
the form of subject-predicate-object triples, thus enabling to
represent them in the form of a graph. Three different OWL
sublanguages can be used according to the formalism we
want to give to our ontology and to the performances in
reasoning and inference we want to obtain: OWL Lite, OWL
DL, and OWL Full. The first sublanguage is the least powerful
one, in fact it allows to represent taxonomies and uses less
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constructs (it includes cardinality restrictions). For this reason
it has the lowest computational complexity among the OWL
sublanguages. The second one, OWL DL (i.e., Description
Logic) provides a more formal representation since it imposes
restrictions on the usage of OWL/RDF constructors. This
sublanguage is used when the maximum decidable expressivity
is required and is able to maintain computational completeness
(that means that all conclusions are computable). Finally, OWL
Full is the most expressive one, since it uses all the OWL
language primitives and all of the RDF Schemas (RDFS) and,
with respect to the other two sublanguages, it is undecideable,
semantically difficult to understand and to work with, and,
as a result, standard automatic reasoning techniques cannot
be applied. Differently, because of its formalism, OWL DL
allows reasoning and inference. Reasoning is the act of making
implicit knowledge explicit. To infer knowledge from ontolo-
gies, reasoning engines are used, which allow determining
also subsumption, classification, equivalence, and identifying
ontology inconsistencies [15].
Ontology similarities with thesauri can be easily identified

after this theoretical description. In particular, both describe
and organize a domain, include concepts and relations between
them; they use hierarchies, and describe instances belonging
to concepts. Both of them can be applied for information
management, for cataloguing and in search engines. However,
several differences must be considered. First of all, thesauri
had as their original purpose that of being used in librarian
contexts as indexing tools and controlled vocabularies. So, it
is understandable that they are thought to represent knowl-
edge in a less formal and comprehensive way with respect
to ontologies. On the contrary, because of their philosoph-
ical origin, ontologies are characterized by a high level of
conceptual abstraction, which is accepted, and formal ways
of describing domain knowledge. Regarding their structure,
as seen above, ontologies are characterized by the explicit
representation of the types of relationships and by the use of
powerful formalisms, which are not possible to define within
thesauri (e.g., axioms, relationships, cardinality). Therefore, to
represent hierarchical relations between classes and subclasses,
two declared relations are used, i.e., “is-a” and “kind-of”,
while, to represent meronymy relations between classes, the
“part-of” relation is employed. By contrast, in the thesaurus
those relationships are treated as hierarchical relationships.
Finally, the associative relations in an ontology are made
explicit according to the exact connection (predicate) that
exists between two classes. For example, taking up concepts
already used in Section II-A , cyber war RT cyber weapon,
is specified in an ontology as cyber war uses cyber weapon,
where “used” is the ObjectProperty.
The interoperability of semantic resources like thesauri and

ontologies, is given by the principle of linked open data
[18][19][20], which guarantees a shareable knowledge orga-
nization system that can facilitate the coordination among
several users for different terminological tasks. To generate
a language that can guarantee a higher form of interaction be-
tween informative systems, without losing the exact meaning

of the shared information, the ontology seems to route towards
a constant reuse of the managed information by providing
conceptual representations of a domain [21][22].

III. RELATED WORKS

When terminologists’ activity involves the construction of
knowledge organization and representation systems, the phase
of taking into account which could be conceived as gold
standards represents a key step in order to align the infor-
mation retrieved by source corpora to texts that represent
the reference standards [23]. The research activity presented
in this paper starts as a monolingual - Italian - study for
Cybersecurity terminology. Therefore, the starting point to
develop an Italian controlled vocabulary on Cybersecurity has
represented the census of the gold standards. Among the ex-
isting examples of Cybersecurity glossaries and vocabularies,
of great importance are: for English, the ones contained in
the NIST 7298 [24] and ISO 27000:2016 [25] standards for
Information and Communication Technologies (ICT) security,
and, for Italian, the Italian book ”Libro Bianco” (White Book
for Cybersecurity) realized by the National Laboratory of
Cybersecurity of the Consorzio Interuniversitario Nazionale
per l’Informatica (CINI) [26], which thoroughly sheds light on
the key issues related to Cybersecurity guidelines and on the
latest related episodes that have changed the way to defend
informative systems and to conceive some specific concepts
proper to Cybersecurity. Another relevant existing resource for
Italian is the ”Glossario Intelligence” [27], a technical glossary
published by the Italian Presidency of the Council of Ministers,
which contains several terms belonging to the Cybersecurity
domain and which has been used as a basis for the creation of
the Italian thesaurus and the ontology for Cybersecurity under
investigation.
With respect to ontologies, it is worth mentioning the works

targeted at the creation of ontology models for Cybersecurity,
i.e., [28][29][30], and the studies focused on the approaches
for developing an architecture for Cybersecurity standards [31]
and enterprise’s Cybersecurity metrics [32]. In particular, in
[33] an ontology has been designed to integrate data from
different heterogeneous sources, in the absence of a common
terminology, offering a sufficiently complete knowledge on
the possible threats, thus allowing organizations to perform
reasoning and support decision-making processes related to
security. Another study proposed a reference ontology for
Cybersecurity operational information, developed, as in our
case, in collaboration with Cybersecurity organizations, and
which had the aim to review industry specifications. Here,
types of Cybersecurity information are defined along with the
roles and operation domains (see [34] for details). Finally, a
more recent work describes the development of an ontology
of metrics for Cybersecurity assessment [35]. This ontology
is based on determining the concepts and relations between
primary features of initial security data and forming a set of
hierarchically interconnected security metrics. Application of
the approach is shown on a case study. The main feature of
this work is the representation of security metrics as separate
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instances of the ontology, which allows using the relations
between the concepts of ontology for calculating integral
metrics reflecting the security state.
Processing the information belonging to specific domains of

interest involves the analysis of those documents which seman-
tically tend to represent concepts through a technical language
[36]. The creation of terminological databases follows some
given criteria linked to gathering the related documents that
have to constitute the reference corpus from which terms can
be retrieved [36]. To achieve this first informative structure, the
corpus firstly aims at including documents that can represent
the domain in an official way [37], i.e., the gold standards [38],
collecting a terminological standardized repository made up of
terms that are meant to be closely specific to the technical field
of knowledge under review [39].
To obtain a matching system between the terminology shared

by a community of experts from a particular domain and
the terms contained in a list derived from the processing
of a reference corpus, the documents gathered in the corpus
undergo a process of terminology extraction, which shall
compare the equivalence between the representative terms of
a domain with the ones of the gold standards [40].
This last step is usually implemented by exploiting semi-

automatic term extraction tools. Nazarenko et al. [41] and
Loginova [42] gave in their works detailed lists of several tools
for extracting terminologies from texts. With regards to the
Cybersecurity domain and the research activity treated in this
paper, various existing sources, both in English and in Italian,
have been analyzed in order to retrieve an accurate terminolog-
ical basis from which to build a more sophisticated semantic
resource to guide the knowledge representation process. The
intent of this project task, as aforementioned, is to provide an
Italian resource, firstly conceived as a thesaurus, to configure
the terminology of Cybersecurity in a network of semantic
relations that can better orientate to a lexical understanding
of specialized concepts represented by terms belonging to this
field. The goal of this research activity is also based on the
reuse of the terms contained in the thesaurus to realize in a
consequential way an ontology system that could support the
inclusion of customized properties between classes and more
comprehensively clarify the associative relationships used in
the thesaurus [43][44][45]. This represents the reason why
ontologies can usually be considered as resources that can
provide a more exhaustive and explicit frame for knowledge
representation.

IV. THE OCS PROJECT

In this section, the project use case is presented. The first
part is focused on the description of the Cybersecurity con-
text and the Italian Cybersecurity Observatory (OCS) scopes
and services. The second part presents the thesaurus itself
for managing the information about Cybersecurity and its
enhancement through its migration into an ontology system.
The main objective of the activity, as mentioned before, is

the creation of a thesaurus in Italian language to be used
as a semantic tool to organize the terminology related to

Cybersecurity, and to be inserted amongst the services of the
online platform of the Italian Cybersecurity Observatory [46].
The OCS online platform is a joint work with the experts of the
Cybersecurity domain that aims at gathering different services
to guide the comprehension of the phenomena occurring in
this field of study. For instance, apart from the semantic tools
section, to which the Italian thesaurus and the ontology for
Cybersecurity belong, this web service includes the analysis
and detection of tweets, threats, vulnerabilities, exploits, spam
mails, attacks, malware, self-assessment.
The convergence of the semantic tasks with the experts of the

domain can be achieved in considering their documentation
collections, consisting, among others, of the lists derived from
the Common Vulnerabilities Exposure (CVE)1, or of internal
detections of the main cyber attacks, as sources to be used to
update the terminology of the domain to be represented.
Indeed, the list of vulnerabilities, the spam detections or

the analysis of the latest cyber threats, could represent, in
a future perspective, the meeting point between the goal, by
the OCS platform, of sharing technical information to defend
informative systems and, by terminologists, of providing extra
knowledge that can empower the terminological organization
of the domain. In this way, both the thesaurus and the ontology
can undergo a rethinking phase both on new highly technical
term inclusion level and, consequently, the relational one.

A. The Cybersecurity context

The Cybersecurity domain is mainly characterized by a
technical terminology. Given that Cybersecurity is a synergy
of different sub-fields, the schematization of this specialized
domain reflects this high level of heterogeneity. Cybersecurity
is permeated by: (i) its multidisciplinary nature that involves
Information and Communication Technologies (ICT) and its
sub-areas, such as, audiovisual techniques, computer soft-
ware, electronics; (ii) its specificity with respect to technical
and standardized terms; and (iii) its cross-fielding thematic
coverage, i.e., computer science field, legislative systems,
regulations. Given these premises, the treatment of its internal
language, which derives from the textual content extracted
from the source corpus documents, is meant to be managed
by formal semantic systems in order to obtain shareable stan-
dardized lists of the domain’s representative terms, organized
according to their semantic relations, which, in turn, will
orientate the understanding of the conceptual model of the
domain [47].
As can be observed by looking at Figure 2, the OCS website,

developed for the purposes of spreading the information about
Cybersecurity for the Italian community of experts and com-
mon users, registered many views on its overall level range.
This high number of users coming from several countries
denotes the significant interest the organization of the platform
has. Nonetheless, the superior percentage of Italian users
shows how the target language played an important role in
orientating the ways in which the technical structuring of

1https://cve.mitre.org/
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information about the domain has been set up. The thesaurus
and the ontology presented in this paper have been included
inside the OCS web page as two tools that provide a semantic
outline about the information meant to be structured on the
Cybersecurity domain. Even though the numbers reported are
not remarkably outstanding, it can be stated that both of them
have received attention especially during two Italian events
during which they have been presented to an audience.

Fig. 2. Statistics OCS website.

B. The Italian thesaurus for Cybersecurity

The main focus of this paper is the creation of the Italian
thesaurus on Cybersecurity for the OCS project [46], carried
out in collaboration with the Institute of Informatics and
Telematics of the National Research Council.
The methodology followed for the realization of the thesaurus

covered classical sequences. As primary step, the terminology
to be included in the thesaurus has been extracted from
reliable sources which made up the corpus characterized by
documents distinctively selected for their content oriented to
Cybersecurity issues [37]. This collection of texts made the
information retrieval highly oriented to the domain to be rep-
resented [48], and covered different types of documents, such
as, standards and laws [49], Cybersecurity-related magazines
or guidelines and certifications. The conceptual content of
these documents was meant to be processed to obtain lists
of terms (a glossary) sorted according to statistical measures
able to provide a first semantic organization [50]. Indeed, the
second phase concerned the semi-automatic processing of the
information included in the source corpus by exploiting a
term extractor software [?] (more specifically the Italian native
tool, Text to Knowledge (T2K)) [51] that provided, as outputs,
lists of terms ranked according to their occurrence’s value in

the texts. Terms selection has been based on frequency, in
particular terms with the highest scores in TF-IDF values have
been considered as candidate terms to be part of the Italian
thesaurus for Cybersecurity. The list of the most representative
terms accompanied by their frequency scores has undergone an
evaluation process carried out by a group of domain experts.
Indeed, only once having received the validation by domain

experts,– the third phase of the methodology –, the terms
have been selected as candidate terms to be integrated in
the thesaurus and their semantic relations with other terms of
the domain, derived from the corpus, have been created. The
current Italian Cybersecurity thesaurus contains 246 candidate
terms, already validated by domain experts collaborating on
the project, and mapped to the taxonomies contained in the
main gold standards for Cybersecurity, i.e., NIST 7298 [24]
and ISO 27000:2016 [25]. The alignment with the terms
contained in the standards for ICT security granted a coor-
dination between the knowledge shared by an international
Cybersecurity community of experts and the one represented
in the structured thesaurus, which is composed of preferred
terms selected amongst those extracted by the T2K tool as
the most frequent inside the source documents. In order to
carry out a matching configuration with the standards as
predictable and stable as possible, the terms included in the
standards, and selected with the support of domain experts as
key guidance representing the domain, have been translated
using the Interactive Terminology for Europe (IATE) term
banks [52]. This is considered an important step given the
instructive purpose of the application, i.e., the use of the
thesaurus in the web portal of the Cybersecurity Observatory.
The main entries in the Italian thesaurus for Cybersecurity are
the four macro categories finely selected from the extracted
glossary, also according to the frequency of terms, and from
the mapping with the standards alongside the approval by the
domain experts. These macro categories are:

• Cybersecurity;
• Cyberdefence;
• Cyberbullism;
• Cybercriminality.

Almost each of the candidate terms included in the thesaurus
network, generated by the semantic relations among the terms,
are accompanied by their definitions, i.e., Scope Note (SN),
which helps in understanding the terms in their specific con-
texts giving their definition taken from the source documents
[53].
For a better understanding of the actual size of the Italian

Thesaurus for Cybersecurity, Table I gives a metrics of the
numbers of terms, as well as of the semantic relations (Sem-
Rel).

TABLE I. Features of the Italian thesaurus for Cybersecurity.

Terms SemRel Non-preferred Terms SN
Total 246 280 33 74
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TABLE II. Cybersecurity ontology metrics.

Metric Total

Axiom 640
Logical axiom count 316
Declaration axioms count 233
Class count 157
Object property count 37
Data property count 7
Individual count 31
Annotation Property count 5

CLASS AXIOMS

SubClassOf 58
EquivalentClasses 0
DisjointClasses 24

OBJECT PROPERTY AXIOMS

SubObjectPropertyOf 7
InverseObjectProperties 1
FunctionalObjectProperty 1
TransitiveObjectProperty 0
SymmetricObjectProperty 1
AsymmetricObjectProperty 0
ObjectPropertyDomain 40
ObjectPropertyRange 39

DATA PROPERTY AXIOMS

SubDataPropertyOf 1
DataPropertyDomain 8
DataPropertyRange 5

INDIVIDUAL AND ANNOTATION AXIOMS

ClassAssertion 31
AnnotationAssertion 89

C. Ontology enhancement

Another activity of the OCS project has also been focused
on the migration of the thesaurus elements into a more formal
semantic resource, i.e., an ontology, to better organize and
represent the information about Cybersecurity, addressed to
users who want to get closer to this field of knowledge [54].
Details on the ontology structure are provided in Table II.
Among the main objectives in rengineering a thesaurus into
a system working with OWL language there is that referring
to the capture of significant real time new terms occurrences
in the future, especially following the updates given by the
major official sources in the Cybersecurity domain. Indeed,
what ontologies allow more than a thesaurus is to exploit the
query system operations that enable users to activate reasoning
engine operations which are meant to infer semantic con-
nections from several resources given in input as conceptual
models. The formalization of a thesaurus into an ontology is
a task that has been attracting much interest. In fact, in the
literature, different approaches have been proposed for reusing
thesaurus semantic content to build ontology meta-models and
to populate knowledge bases in different domains, see for
example [43][55][56].
The need for migrating the content included in the thesaurus

into an ontology lies in the decision to better clarify the
associative relationships between the terms of the thesaurus

[57]. In particular, the flat modality in which the associative
relationship between terms is represented in the thesaurus, i.e.,
via the RT relation, turned out to be not fully satisfactory
in the seek of getting a complete terminological outline for
Cybersecurity [58].
As shown in Figure 3 and Figure 4, there is a clear distinction

between the two systems used to organize and represent the
terminology belonging to Cybersecurity. The example taken
into account to represent the differences is referred to the
semantic relationship linked to the idea of opposition, i.e.,
Spoof and Antispoof : in the thesaurus, even though a definition
is present (within the black square), which corresponds to the
Scope Note (SN), proper to thesauri, giving many details on
the context from which terms come from, the ”opposition”
is not so well represented because it is only shown through
the associative relation (RT) [8] between these aforementioned
terms without giving other explications on the way the two
terms are related as the OWL language does.
On the other hand, in the ontology, these two concepts are

connected through the ObjectProperty ”HasAsContrary” that
helps in considering the Domain and the Range as linked by
a precise relationship.

Fig. 3. Thesaurus representation of the semantic relationship that describes
opposition.

Fig. 4. Protégé representation of the semantic relationship that describes
opposition.

Another representative case is depicted by Figure 5 and
Figure 6, which show how a thesaurus sometimes provides a
weak visualization of some attributes associated to a concept.
In the following case, the relation that had to be demonstrated

was related to several attributes that security properties proper
to informative systems own. For this specific purpose, the
ontology resource gives more advantages in the visualization
of the informative structure allowing a higher accurate
organization and representation of the attributes related to the
concepts. In detail, the main difference that makes ontologies
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a good semantic means to represent the conceptual model
connected to certain semantic classes is related to the fact that,
in this case, the security properties, i.e., integrity, authenticity,
confidentiality, availability, reliability, non-repudiation, and
privacy, are represented as Data Properties and are conceived
as attributes. In the thesaurus, as shown in Figure 6, they are
related to the hyperonym BT ”Data” and are represented as
its specific terms, i.e., the NT [9].

Fig. 5. Ontology representation of Security properties as Data Properties.

Fig. 6. Thesaurus representation of Security properties as hierarchical
relations.

As mentioned before, the ontology has been forged under
the basis of the thesaurus structure to organize the Italian
terminology about Cybersecurity. For this reason, and consid-
ering that the main purpose of the ontology is terminology
control and the appropriate semantic representation of the
domain concepts, the OWL sublanguage selected for this
scenario is OWL Lite. The connections between the terms
have been transposed to the ontology object properties, and
referred to the information contained in the source corpus
documents. To increase the level of accuracy and domain-
oriented information representation, the ontology has been
enhanced using pattern path-variables configuration [59]. In
particular, after having collected a group of passive verb
pairs from the Italian Cybersecurity source corpus, a filtering
procedure over the most technical ones related to the domain
has been launched. From a list of verbs that have been
considered domain-dependent, several queries in the source
corpus have been run and analysed in order to create the
associative connections among the concepts [60]. As Table III

shows, the relations that have been retrieved from the reference
corpus by using certain pattern paths are very detailed and
they are progressively being added to the existing ontology,
which has been developed by migrating the content of the
Italian Cybersecurity thesaurus. The aim is to guarantee a more
precise semantic system that can structure the interconnections
among Cybersecurity concepts with the help of interoperable
languages. In the case of ontologies, the Object Properties are
the ones to cover the purpose of providing a more targeted
form of associative relationships to represent the information
of the domain.
To give a clearer idea of how these associations have been

reported into the ontology so far, with the perspective of
continuously augmenting the range of relations, Figure 7
gives an highlight of how, for example, the concept Backdoor
has been connected with Malware and Cracker by using
complementary patterns configurations on Protégé console.
Up to now, 160 new associative relations referred to the
domain verbal constructions have been selected among the
semantic information contained in the texts making up the
source corpus, and they are currently being analysed from
a linguistic point of view in the co-occurrency level and
text scope to increase the semantic relationships meant to
be represented. This last passage assumes the activity by
terminologists to retrace the semantic entangled network in the
text correspondences, and doing so, isolating other constructs
as drills of new connections.

TABLE III. Associations retrieval in ontology by patterns configurations.

Associative relationships List
Aggirare (by-
pass)

Attaccare (at-
tack)

Sfruttare
(exploit)

Attivare (acti-
vate)

worm→software
antivirus

exploit sql
injection→web
applications

crackers →
vulnerabilities

backdoor ←
malware

cracker → cy-
bersecurity

script kiddies
→ DDoS

trojan
horses →
vulnerabilities

trojan → cy-
ber attacks

virus→ cyber-
security

network file
systems→
DNS spoofing

spam → bot-
net

payload←
virus/worm

Fig. 7. Additional Object Properties through patterns path-variables.

V. DISCUSSION

Across the phases that have characterized this research
activity towards the realization of two semantic sources to
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monitor and manage the terminology of Cybersecurity in
Italian language, the configuring procedure for the thesaurus
and ontology development proved to be different in their
application to the use case. By describing the steps carried out
to build the Italian Cybersecurity thesaurus, the importance of
providing a semantic structure that could be as much reliable
as possible with respect of the information about the domain
has been underlined. This reliability system mainly focuses
on the ways a thesaurus can guarantee a reflection of the
domain by using a semantic relationship network to connect
terms with each other and provide a guided orientation to
the organization of the domain knowledge. The connections
among the representative terms dependent from the domain
of study have been structured following the standard guide-
lines that give the basis for the arrangement of hierarchical,
equivalence and associative interrelations. Nonetheless, the
thesaurus outline at times proved to be less accurate in
the way it depicts the association among certain terms, in
particular for what concerns the usage of the Related Term
association, which shows some vagueness in how it matches
domain-oriented terms mainly because of its lack of deeper
semantic descriptions. Therefore, the research activity has been
finalized to create another semantic resource able to make
the semantic relations between the domain concepts, i.e., the
ontology, explicit. We observed that this latter knowledge
representation system allowed a more customized organization
of the concepts that facilitates the process of combining the
semantic links. The ontology has also been implemented, in
a latest phase, with the inputs resulted by the execution of
some pattern configuration approaches. The use of recurrent
variables to be searched in the source corpus proved to be an
efficient means through which concepts of the Cybersecurity
domain could have been correctly correlated. In fact, we used
different domain-oriented verb pairs to show how the structure
of the ontology, which has been built following the thesaurus’
outline, has been enhanced.
Although thesauri and ontologies belong to the same fam-

ily of knowledge organization systems and some of their
functionalities are the same (e.g., their use for improving
information retrieval and knowledge organization), they are
built for different purposes. In fact, it has been demonstrated in
this contribution that ontologies allow higher formal represen-
tation of knowledge for a given domain, by providing explicit
relationships between concepts, disjunctions, by applying data
properties for each concept or instance and by providing
restrictions that avoid ambiguity in the representation of the
meaning and the context of use of a concept and their terms in
the domain of reference. However, the two semantic resources
might be used together or, as widely demonstrated both in
this paper and in the literature, one can be reused to build or
populate the other, thus they prove to complement each other,
improving the end user’s search experience.
The natural structural rigidity of thesauri, given by the use of

a priori defined semantic relationships (hierarchical, associa-
tive and equivalence), seems to be a point against these type
of controlled vocabularies; by contrast, such weakness seems

to be overcome by the flexibility, scalability and reusability
of ontologies that, as stressed by the semantic staircase of
Blumauer and Pellegrini [61], compared to other KOSs, bring
to a highest level of semantic richness thanks to an internal
formal description of concepts. This latter combines a system
of relations and properties of the concepts themselves.
Despite this, one of the strengths of the thesaurus compared

to the ontology, when used in a specialized domain, is its
greater capacity to eliminate ambiguity between the terms
through the use of synonymy control [2] and the choice of pre-
ferred terms, compared to non-preferred terms for representing
the concepts. This guarantees a standardization of technical
terms in specialized domains, which can help in the process
of unifying, and, by consequence, sharing, a specific field of
knowledge’s terminology.

VI. CONCLUSION

The objective of this paper concerned the presentation of
the main advantages that could be achieved by using two
different types of KOSs, i.e., thesauri and ontologies, to
organize and represent a technical domain of study. The field
of knowledge on which this paper focuses on refers to that
of Cybersecurity, and the main task described is specifically
linked to its specialized terminology management.
At the beginning of this paper a general overview of

Knowledge organization and representation systems has been
provided, successively the analysis has been addressed to the
thesaurus organization system overview. In detail, the paper
underlined the way this semantic monitoring tool has proved
to be a reliable system to structure the information derived
from heterogenous sources belonging to the Cybersecurity
domain, which is widely characterized by technical terms.
Concurrently, attention has also been given to the comparison
between the modality of representing in the thesaurus some
of the relationships existing among terms, which represent
the relevant concepts of the domain, with the ones proper
to ontologies through OWL language. The perspective has
been oriented to provide a demonstrative outline of ontology
peculiarities and advantages when using an existing thesaurus,
like the one created in the Italian OCS project framework,
as a basis for building the meta-model and populating the
knowledge base. The perspective of the research activity both
for the thesaurus and the knowledge base in OWL is oriented
towards a terminological population extension, and this will
involve relationships and restrictions where needed, and new
evaluations to be executed. Starting from this objective, pattern
configurations have been added as means to retrieve additional
relations among domain-oriented concepts. Indeed, we have
observed that the use of recurrent linguistic structures helped
in trace back which could be considered as genre specific
relations. Another motivation that lies behind the choice of
taking into account pattern constructs is that of improving the
preciseness of the associative relationships proper to thesauri
that sometimes proved to be rather vague, i.e., RT relation. By
selecting some verb pairs targeted to the domain of study, is
possible, for instance, to create a new range of more accurate
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Object Properties in the ontology, and, consequently, enhance
the system that has been converted starting from a thesaurus.
This last step clearly implies a rearrangement of the source
thesaurus, which will continue to be updated in the source
texts to provide a representative set of terms that helps in
understanding the technical range of information.
Future works will include a translation in other languages

(firstly English) to allow, within the OCS project team, the
automatic recognition of cyber threats even from non-Italian
sources and improve the thesaurus/ontology usability and
sharing them also at an international level. Moreover, the
remainder of this work targets at taking into account the
insertion of several other types of documents to be part of
the source corpus. In particular, following the perspective of
getting updated on the changes related to the Cybersecurity
domain, documents shall be taken from the social media
world, adjusting all the analysis related to the processing of
information to the treatment of texts written in a specialized
form.
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Abstract—In this contribution, we present an approach to 
encounter various challenges of the growing amount of media 
available in our digital society as well as an individual’s need to 
access structure and ordered information presents applying the 
Semantic Ambient Media Framework. The framework extends 
digital media, devices and applications, as well as services and 
with digital meta-data, interconnects them through semantic 
models, and makes them accessible in a Web-based API. In the 
event the API is accessed, the framework’s services tailor the 
media, depending on context they are used in, their semantic 
interconnection with other media, and the specific application, 
device, and context they are accessed from. A possibility to 
access the information stored within the Semantic Ambient 
Media Framework is showing media on public displays. In order 
for public displays to deliver private, personalized, or sensitive 
contents or provide access to user-specific functionality, 
authentication mechanisms are required. On public displays, 
authentication is subject to a number of risks, especially, if 
displays offer multi-touch interfaces or grow even larger. In this 
contribution, we present a multi-factor authentication system 
for public displays using the Semantic Ambient Media 
Framework. In our approach, no actual credentials have to be 
typed in on the public display, as this makes use of the users’ 
personal mobile devices and works with a one-time and location-
based code. This contribution illustrates the concept and system 
architecture of the Semantic Ambient Media Framework in a 
working scenario together with multi-factor authentication for 
public displays that protects against threads, such as shoulder 
surfing, thermal attacks, or smudge attacks, which we also 
illustrate. We conclude with an outline of future work. 

Keywords-Semantic Media; Pervasive Displays; Multi-factor 
Authentication; Semantic Repository. 

I.  INTRODUCTION 
Feature-rich multimedia systems allow users to produce 

high amounts of user-generated content. The contexts 
technology is used in also shift towards mobile and pervasive 
computing. Today, users use public displays to access public 
as well as personalized information [1] through 
interconnected multimedia applications [2]. In order to 
produce digital media, the users utilize their personal mobile 
devices equipped with cameras, such as smartphones, tablets, 
and other devices to interconnect with other systems through 
the Internet [3], [4]. 

As each multimedia system uses technologies with 
different interaction paradigms, they offer different 
capabilities for presentation, processing, and storing 
information in their own content repositories [5]. Focusing a 

vision of a convergence of personal or social information, at 
least the interconnection of multimedia or media storage 
systems, or at best a single multi-purpose multimedia 
repository system would be required [6]. With such a system, 
media would no longer be isolated for use in a single 
application or on a single device. Although today Cloud-based 
solutions already exist, however rather serve the purpose of 
harvesting data [7], than providing the service described 
above. 

These challenges have been researched in various context-
specific domains, as related work (cf. Section II) indicates. 
With the Semantic Ambient Media Framework (SAM.F) [2], 
this contribution presents a general context-independent 
approach. SAM.F is a framework that semantically 
interconnects (a) digital media, (b) devices and applications, 
and (c) services, which are enriched by digital meta-data in the 
form of semantic annotations. For both client application 
development, as well as the extension of framework 
functionality, SAM.F offers various interfaces for developers.  

In SAM.F, digital media consists of, e.g., text, photos, 
audio, videos, animations, 3D objects, or 3D scenes. These are 
extended by digital properties, e.g., by classifying the media’s 
content in the internal model of SAM.F. These digital 
properties include the Meta data extracted from the original 
file, such as Meta information on MIME type, encoding, or 
Exif data. For devices, in SAM.F, we model digital properties 
reflecting, e.g., the devices’ capabilities’, it’s internal 
hardware, location, capacity, screen size, or screen resolution. 

All digital properties are utilized by the services in 
SAM.F. Client applications running on users’ devices access 
the services of SAM.F through a Web-based API. Each 
service serves a dedicated purpose, interconnecting devices 
and applications through the shared use of digital media and 
services. The service-based architecture of SAM.F is 
extendable, providing developers with dedicated interfaces 
and the means to develop new modularized services for 
SAM.F, as described in detail in this contribution. 

In this article, we focus on a working scenario application 
using SAM.F to provide access to information stored in the 
framework.  

Today, there is a growing number of large multi-touch 
displays, which are deployed in public spaces, such as public 
squares, airports, train stations, or in streets or, e.g., museums. 
These so-called Public displays consist of large multi-touch 
displays connected to a content providing system, e.g., via the 
Internet. They offer an entry point for a user to access digital 
data, such as stored within SAM.F. With the increasing 
demand for public displays to offer access to personalized or 
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context-specific content or functionalities [8], they offer a 
supplementary or specialized digital interface device to the 
users’ smartphones or mobile devices that most Internet users 
possess. Hence, accessing protected data and contexts or user-
tailored functionality on public displays presents the need of a 
secure method for user authentication. 

Authentication in general requires a user to enter 
credentials or use other means for personal identification, only 
known to or in possession of the user himself. This could be, 
e.g., classically a username-password combination. More 
sophisticated methods rely on the uniqueness of a thumbprint, 
the iris, or other biometrical information unique to the user [9].  

The increasing use and functionality of public displays 
require a solution that protects users and systems against 
threats. Known threats can be for example shoulder surfing 
attacks (a), where the user is observed while authenticating 
[10], thermal attacks (b), where heat traces resulting from the 
user’s interactions are made visible revealing the sensitive 
authentication data [11][12], or smudge attacks (c) that exploit 
the residues from finger prints on touch-screens [13]. 
Research on these techniques indicate that shoulder surfing 
occurs in daily contexts [10]. All three attack methods have in 
common that displaying a digital keyboard or using a software 
keyboard is vulnerable to them. For this reason and to prevent 
possible attacks exploiting the users’ interactions with the 
systems, systems for biometrical authentication or gaze-touch 
have been proposed [14], as we explore in related work. 

Using additional hardware for public displays, such as bio-
scanners or cameras, comes with costs and the need to retrofit 
most public displays currently deployed. A solution with 
minimal hardware requirements is more likely to be widely 
accepted. Thus, one of the challenges of this work is to find a 
solution that does not require hardware upgrades of public 
displays. 

Modern smartphones are personal devices equipped with 
different sensors and mostly at least one camera. The 
smartphone is still on the rise in 2020 due to its multi-
functionality and connectivity, as almost 8 out of 10 Internet 
users in the EU surfed via a mobile or smartphone. The trend 
toward mobile technology and mobile Internet usage can still 
be observed globally [15]. 

In this work, we present a technical solution we developed 
as a prototype at the Kingsbridge Research Center (KRC), 
which addresses these challenges with a minimal technical 
solution. This makes use of a multi-factor authentication 
(MFA) [1]: The first factor is the ownership (i) of a personal 
mobile device, such as a smartphone. The second factor is 
knowledge (ii) of personal credentials, such as the 
combination of username and password. Using GPS data, we 
also use the user’s and display’s location (iii) as third factor. 

The concept of this work makes use of the interconnection 
of the devices through the Internet, using the Semantic 
Ambient Media Framework (SAM.F) [2] as an authoritative 
facilitator between smartphones and public displays. 

In this contribution, we regard related work in Section II, 
and present a practical scenario in Section III. In Section IV, 
we outline the system concept and architecture and describe 
our prototype implementation. In the final section, we 
summarize our work and illustrate future work. 

II. RELATED WORK 
Semantic media comprises the integration of data, 

information and knowledge. This relates to the Semantic Web 
[16] and aims at allowing computer systems as well as humans 
to make sense of data found on the Web. This research field is 
of core interest since it yields naturally structured data about 
the world in a well-defined, reusable, and contextualized 
manner.  

The field of metadata-driven digital media repositories is 
related to this work [17] as well. Apart from the goals of 
delivering improved search results with the help of Meta 
information or even a semantic schema, SAM.F distinguishes 
itself from a pure repository by containing and using multiple 
repositories as internal components, as illustrated below. As 
Sikos [18] observes, semantic annotations feature 
unstructured, semi-structured, or structured media 
correlations. Sikos outlines the lack of structured annotation 
software, in particular with regard to generating semantic 
annotations for video clips automatically. SAM.F offers 
means for both structured and semi-structured semantic 
annotations. Through an interface, the functionality of SAM.F 
can be extended to, e.g., automatically annotate media as 
outlined below, but is not limited to video clips. By these 
means, SAM.F delivers even more sophisticated features. 

In general, SAM.F facilitates collecting, consuming and 
structuring information through device-independent 
interaction with semantically annotated media, whereas the 
linked data research targets sharing and connecting data, 
information and knowledge on the Web [19]. The concept 
originally developed by the author [20] was already used in 
different contexts, e.g., the automatic reconstruction of 3D 
objects from photo and video footage [2]. 

Blumenstein et al. [21] outline a technical concept in 
museum context, that relies on a server-based architecture to 
provide museum content in a multi-device ecology. SAM.F 
could be used in similar contexts, as the scenario outlines in 
Section III, but is not limited to the use in museums. 

Ambient systems can provide a platform for displaying of 
and interaction with media [22]. In this context, the delivery 
of content on different devices is an important issue in SAM.F, 
e.g., with respect to the devices’ capabilities or their context 
of use, and SAM.F addresses this challenge by provisioning 
digital media depending on applications and devices 
specifications or capabilities. SAM.F also addresses the issue 
of limited bandwidth of mobile devices. 

The Social Web is related to this work, as it makes it easy 
for people to publish media online. Yadav et al. [23] propose 
a framework interconnecting Social Web and Semantic Web 
by semantically annotating and structuring information people 
share. SAM.F could be used in this way, but focuses on 
semantically enriched or described instances of media, 
devices and services.  

Semantic frameworks are used in various contexts, such as 
multimodal representation learning, as proposed by Wang et 
al. [24]. In their approach, Wang et al. use a deep neural 
framework to capture the high-level semantic correlations 
across modalities, which distinguishes this approach from 
SAM.F. 
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This work also takes place in the research field of public 
displays. Related work indicates a general increase in the 
deployment of public displays [25].  

Today, public displays are widely connected in client-
server-applications for content serving purposes, and they are 
connected through the Internet [25]. For example, Memarovic 
et al. focus on interconnecting displays, e.g., with social media 
[26]. Our work ties onto related work through its modular 
client-server-based architecture. As this work depends on 
Web-based and modular technology, it can be integrated into 
other existing projects. 

The field of multi-factor authentication (MFA) is an 
important research field for this work. As Ometov et al. [9] 
recently surveyed state of the art methods for MFA, illustrate 
technical requirements, and identify commercial, 
governmental, and forensic applications as three market-
related groups of applications for MFA. In context with public 
displays, this work can potentially be deployed in all three 
fields, but according to Ometov et al. the use in commercial 
applications is most likely. 

One of the main challenges of MFA is the absence of a 
correlation between the user identity and the identities of 
smart sensors and systems or devices, as Ometov et al. observe 
[9]. Ometov et al. propose a user-friendly process to establish 
a trust relationship to gain access rights, whereas Mannan et 
al. [27] propose a concept to use a personal device to 
strengthen password authentication from untrusted 
computers. We combine aspects from these theoretical 
approaches to our technically limited setting, as outlined 
above, and present a feasible solution for the MFA for public 
displays using SAM.F. 

With the system called Tacita, Shaw et al. [25] 
demonstrate a system to personalize public display experience 
by utilizing proximity detection for user’s mobile devices, 
e.g., with iBeacon technology.  

Tacita ubiquitously personalizes public displays’ content, 
whereas GTmoPass proposed by Khamis et al. relies on gaze-
touch detection through the smartphone and the identification 
of the display via a Bluetooth Low Energy (BLE) beacon [14].  

These approaches are distinguished from the approach 
presented in this contribution, as the system we develop 
directly authenticates users and requires a direct user 
interaction on the public display. It therefore supports direct 
use, which features the use of public displays in both 
unauthenticated, as well as authenticated contexts, especially, 
if personalized or personal information is displayed or the 
public display is used to access sensitive functionality. In 
addition, the solution proposed in this article does not require 
any supplementary hardware, such as BLE beacons or 
cameras. 

The following section illustrates the system’s concept and 
architecture. 

III. A PRACTICAL SCENARIO 
Together with our project partner, the Audiovisual Archive 

of German-language Literature e.V. in the Hanseatic City of 
Bremen, Germany, we develop a scenario to add a digital 
information meta-layer to a physical exhibition planned in a 
cultural centre in Bremen. 

The scenario illustrates both the use of the Semantic 
Ambient Media Framework (SAM.F) together with the multi-
factor authentication for public displays (MFA4PD), which 
are illustrated in detail in this contribution. This exemplary 
use-case focuses on the practical implementation. The 
visualization of information retrieved from SAM.F described 
in this scenario is not part of our current work. We are 
planning to contribute this in the future, as it serves for 
illustration purposes in this article, only. 

Emily Walden is 16 years old and is visiting her 
grandfather Erik Braun in the Hanseatic city of Bremen this 
weekend. Since she has grown up with technology, Emily is 
very tech-savvy, while her grandfather owns a smartphone, 
but only for making phone calls and prefers not to use it at all. 
He only has little technical affinity.  

Erik Braun is interested in literature, while Emily is less 
enthusiastic about them. Erik Braun became aware of a 
newspaper article at the cultural centre of the Audiovisual 
Archive of German-language Literature e.V. in Bremen, 
which he would like to visit with his granddaughter. That's 
why he plans their joint excursion through the city so that they 
will pass by the cultural centre. 

After breakfast they start and in the early afternoon arrive 
at the cultural centre. Through the high glass facade, some 
exhibits can already be seen, as well as displays on the walls 
displaying “Literature and I” in large fonts. More as a favour 
to her grandfather, Emily agrees to a visit and both enter the 
exhibition, which at this time is especially dedicated to the 
writers and Nobel-prize winner Günter Grass. 

Inside the exhibition, Emily and her grandfather Erik 
notice a standing desk. She approaches this and learns that this 
was Grass's standing desk, on which he wrote “The Tin Drum” 
during his time in Paris. A tablet installed on the standing desk 
shows a short video, after which the display changes and 
shows a graph. The graph shows images of the backyard with 
the entrance to the boiler room, in which Grass wrote the 
novel. The images are connected by a line to a node with the 
name “Paris”. The node is connected to the node “Günter 
Grass”. Erik and Emily look at the visualization and Emily 
notices another line connecting the node to a film adaptation 
of Volker Schlöndorff's Tin Drum. She didn't know there was 
a film, and she would also watch it with her grandfather 
instead of reading the book, she joked. 

Together they continue through the exhibition and head 
towards one of the large screens, on which the lettering 
“Literature and I” is shown. As they approached the display, 
the wording changes to: “What moves you spontaneously?”. 
Below, they both see various icons displayed below. 

Erik, who is a little more reserved than Emily, leaves her 
to operate the device and watches, as she interacts with the 
multi-touch display. Spontaneously, she chooses a pictogram 
with a cooking pot with a trowel.  

Immediately the presentation changes and they again see 
a graph, they recognize from the standing desk. This time, 
however, Emily notes that the information displayed has to do 
with cooking. Grandfather Erik, who read Grass but had not 
yet noticed that the literate had dealt so comprehensively and 
repeatedly with the topic of hunger and cooking, is also 
astonished. 
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On the display, Emily notices a textual hint that tells her, 
that she can continue exploring the information more deeply 
from home. She follows the instructions displayed and 
connects to the Wi-Fi “KulturzentrumBremen” on her 
Android device. A notification shows up and she opens the 
mobile’s browser, where she completes a short sign-up form 
in just a few seconds and is signed-in automatically. 

Afterwards, she sees a code with five symbols displayed 
on her smartphone. On the display, Emily selects the symbols 
shown on her smartphone from a grid of nine symbols shown 
on the display. The display now indicates that Emily has to 
check her smartphone again. On the smartphone, a prompt is 
displayed and Emily confirms, that she wants to log in on a 
display named “Kulturzentrum Bremen - Bildschirm 4”. She 
quickly cross-checks the name of the display she and her 
grandfather are standing in front of and confirms the login on 
her smartphone.  

The display immediately changes from the login mask 
back to the graph and greets Emily with her name. Emily now 
sees that she can bookmark nodes by selecting them. During 
their exploration. 

Emily, who is interested in politics, touches a node with 
the description “Victory over the hunger of the world”. The 
depiction changes and shows a video in which the writer 
Günter Grass made a political statement. Emily immediately 
notices that this was part of a lengthy interview, knowing the 
digital video controls from social media, and touches the 
bookmark icon on the screen. 

Together with her grandfather, Emily continues to explore 
the physical and the digital exhibition. Whenever she finds a 
medium that is interesting, she stores a digital bookmark. 

A few days later, Emily already is back with her parents', 
the ticket of the cultural center in Bremen falls into her hands 
while she looks through her receipts in her wallet. She 
discovers a web link on the ticket and opens it in her web 
browser. After signing in with her credentials she set up 
during her visit to the cultural center in Bremen, she again sees 
the graph view and notices an interconnection between nodes 
that are familiar. In addition to the bookmarks she recognizes, 
she sees other nodes connected displaying media associated 
with the topics at hand. 

In the following section, we focus on the system concept 
and architecture. 

IV. SYSTEM CONCEPT AND ARCHITECTURE 
In this section, we illustrate the system concept and 

architecture of SAM.F. Subsequently, based on the 
framework, we outline the concept and implementation of 
multi-factor authentication for public displays. 

A. The Semantic Ambient Media Framework 
SAM.F is a smart media environment, which provides a 

device-independent access to and interaction with media 
through devices and applications. 

The system’s architecture of SAM.F is based on a system 
concept following these three considerations: 

1. Web-based access provides platform-independent use of 
the services and access to media inside SAM.F and its 
repositories from the users’ devices and applications. 

2. a service-based modular architecture features 
extendibility, which provides developers with a 
framework to develop their own applications, which can 
be based on or reference to existing services within 
SAM.F. 

3. the concept of Semantic Media regards media 
independently of their encoding or modality and 
automatically transcodes or converts media, where 
necessary and possible, to meet contexts, applications, 
and devices specifications or criteria. 

In the following sections, we focus on the concept of 
Semantic Media fundamental to SAM.F. We illustrate the 
system’s architecture and the service concept of SAM.F. 
Following, the application and device-specific media 
provisioning is outlined. In addition, technical details on the 
current implementation of SAM.F are given. 

1) Semantic Media 
In SAM.F, apart from services delivering media, media 

themselves are central. Semantic Media consist of plain 
media, such as text, audio, video, pictures, and 3D media, 
which are enriched by a dynamic set of semantic annotations. 
Together, plain media and semantic annotations form 
Semantic Media in SAM.F. 

The dynamic set of semantic annotations stored in SAM.F 
for each media element consist of: 
 the original Meta-data of the plain media file. For 

example, for photos taken with digital cameras, metadata 
usually contains information on the picture’s location, 
and camera data such as camera make and model, or 
camera settings, such as camera capture settings. This 
data might be useful for SAM.F services and adding it to 
the set of annotations improves accessibility and 
performance when further processing media. 

 data received from automated algorithms. Pictures for 
example are submitted to a Computer Vision algorithm 
by SAM.F automatically and in a background process in 
order to determine semantic annotations describing the 
media’s content. 

 data received from client applications. As the main user 
interaction with media through SAM.F is carried out 
through client applications, in which the context of use 
is known, this information is stored in additional 
semantic annotations. This information is collected 
automatically in a background process through the use 
of the SAM.F API Web Services, which implicitly 
reveal the context of use. 

 data received from manual user interactions, such as 
manual annotations or correcting automatic annotations. 

It should be noted that the semantic annotations of 
Semantic Media may not be complete or available for each 
media element at all times. This is, e.g., due to the context the 
media is created in, a foreign source the media is accessed 
from, or incomplete data entered by the user [28]. This 
observation presents a challenge we discuss at the end of 
Section IV in terms of the prototype implementation. 
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The set of annotations described above is not final and can 
be extended in context of client applications, devices or 
services. 

In SAM.F, the complete set of semantic annotations are 
abstracted into the Data Model (see Figure 1) in order to be (i) 
accessible for all services running inside the framework and 
(ii) accessible independently of the underlying media 
repository in the Datastore layer (see Figure 1).  

Not all annotations are made available for every client 
application or device through the API Web Services (see 
Figure 1), as the API Client Model only contains those 
properties that are required in the corresponding context. This 
way, overhead in the access of media through client 
applications is assumed to be significantly reduced. The 
effects on performance or bandwidth have however not been 
measured as part of this work. However, we discuss possible 
issues arising from this approach at the end of Section IV. 

It is one of the hypotheses of this work that the quality of 
semantic annotations as well as the interconnection of media 
will be a key issue for realizing appealing scenarios using 
SAM.F, as, e.g., described in the final section of this article. 
An approach to achieve this is to gather additional sematic 
annotations through automated algorithms. As illustrated in 
Figure 2 and mentioned above, pictures, for example, are 
submitted to a Computer Vision algorithm. In the current 
implementation, SAM.F interfaces with Microsoft Cognitive 
Services. Thus, in the background, SAM.F computes 
additional semantic annotations, which are then stored in the 
internal Datastore (see Figures 1 and 2). 

2) System Architecture 
The architecture of SAM.F consists of a layer-based 

system concept, as illustrated in Figure 1. Client applications 
and devices utilized by users connect to the SAM.F API Web 
Services through the API Security Layer via the Internet in 
order to access media stored in SAM.F or interact with 
services in the Service Layer (see Figure 1). 

When interacting with SAM.F, client applications as well 
as devices exchange information with the framework (see 
Figure 2) using a defined data model. Thus, for any context, 
the API Client Model can be extended to exactly match the 
needs of the application, device, or context, if necessary. API 
Web Services offer access to dedicated services provided by 
SAM.F, as the scenario described above outlines. Internally, 
SAM.F works with a dedicated Data Model, as illustrated in 
Figure 1. Any data is mapped from the Datastore, which 
includes external (semantic) databases as well as binary data 
stores, to the internal Data Model, which applies a 
homogenous model to potentially heterogenic data. Thus, 
SAM.F features the integration of different repositories and 
provides a combined access to Semantic Media. For 
simplification purposes, and in order to reduce the learning 
curve when implementing client applications accessing 
SAM.F, the internal Data Model is only used in the Provider 
Layer, which contains, e.g., authentication or data providers 
to be accessed by the upper Service Layer, and in the Service 
Layer, as shown in Figure 1. Any Semantic Media, together 
with semantic annotations, provided by a service to a client is 
mapped to the specific API Client Data Model, as outlined 

above, and being served through the API Web Services and 
the API Security Layer to the client application (see Figure 2). 

With the Data Model only used internally, SAM.F 
accommodates different models used when storing media in 
digital repositories. A museum database for example differs 
significantly from, e.g., the DbPedia’s semantic database. To 
be able to use heterogenous sources simultaneously, different 
data models are homogenized though the Data Model in 
SAM.F: by applying the data mapping techniques, the 
framework uses its own model internally, into which all other 
models are mapped. Applying data mapping in SAM.F 
produces constant overhead. However, services and 
applications, as well as their developers, benefit from only 
working with data models that are specific to the requirements 
of the services’ or applications’ context. This also reduces 
overhead when loading large sets of Semantic Media. 

The range of functions of SAM.F is defined by the 
functionality provided by services residing in the Service 
Layer, as illustrated in Figure 1. In the scenario outlined below 
the developers extend SAM.F by implementing a custom 
service in order to realize the desired functionality. Thus, in 
the next section, the SAM.F services are regarded. 

3) SAM.F Services 
Following the implementation principles of SAM.F, a 

service features a dedicated set of functions in order to provide 
a certain functionality, e.g., for a use-case or scenario, as 
outlined above. 

Utilizing the Data Model, through the Provider Layer, any 
service might access Semantic Media from the repositories 
included in SAM.F’s Datastore layer. As a result, services 
may interchange information in a well-defined context. 

 
Figure 1: Layered architecture of SAM.F. 
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SAM.F comes with a set of services that are useful to the 
developer in a Web-based environment and for developing 
applications in context of mobile use and the use of Semantic 
Media, explained in more detail below. In this article, we 
focus on the basic features the SAM.F services consist of: 
 an authentication service to identify and authenticate 

sessions of applications, devices and users. 
 a general media service that allows to retrieve or modify 

Semantic Media elements for a given keyword in a given 
general context. Media is retrieved both from the internal 
datastore, as well as external semantic databases housed 
in the Datastore layer (see Figure 1) and made available 
through SAM.F. 

 the Application and Device-specific Media Provisioning 
(ADMP) service, which transcodes media based on 
different settings on client retrieval, as outlined below. 

In the scenario outlined above, the developers extend the 
Service Layer of SAM.F (see Figure 1) and add their service 
to authenticate users on public displays. This service utilizes 
the modularized architecture of SAM.F and interfaces with the 
adjacent upper and lower layers. It also makes use of the 
default user authentication service. Service execution may 
either be triggered (i) on demand per request, or (ii) internally. 
This allows services of SAM.F to automatically run in the 
background without the necessity of user interactions. 

4) Application and Device-specific Media Provisioning 

Semantic Media in SAM.F can contain various types of 
plain media. However, their use is determined by the client 
applications. The devices running these applications are 
usually limited in their capabilities. 

To address these challenges, SAM.F offers an Application 
and Device-specific Media Provisioning (ADMP) for any 
Semantic Media element retrieved through the API Web 
Services layer (see Figures 1 and 2). 

In general, ADMP transcodes or converts Semantic Media 
due to specifications given. Trivial examples are the 
conversion of large photos into thumbnails, including cutting 
and cropping, if necessary.  

ADMP is designed to work in two ways: 
 on a per-request basis, in which the application submits 

the desired parameters (e.g., format, encoding, size, 
resolution) with every request, or 

 on an application or device capability basis. As devices 
and applications are also represented in the Data Model 
(see Figure 1) of SAM.F, their capabilities are known to 
SAM.F. Thus, using per-request parameters can be 
omitted, if application or device capabilities can be 
generally set or are valid for multiple requests. 

Especially in context of the Web-use of SAM.F and the 
heterogeneity of devices potentially accessing SAM.F, 
ADMP’s usefulness can be illustrated through these 
examples, in which the correct parameter settings are 

 
Figure 2: Media creation, enrichment through semantic annotations and retrieval. The Datastore consists of both Binary Store and Semantic Store. 
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presupposed: A video can be retrieved in different encodings 
or in matching screen size for the device’s resolution. For 
example, ADMP can provide just the audio track of the video 
or just the textual transcript. The transcript can also be used to 
subtitle the video. More challenging 3D objects, which may 
not be viewed on any device, can be retrieved as a video of the 
3D object rotating around the y-axis, or just as a picture in the 
form of a screenshot of the 3D object.  

Reviewing key event-based multimedia applications, 
Tzelepis et al. [29] observe an enormous potential for 
exploiting new information sources by, e.g., semantically 
encoding relationships of different informational modalities, 
such as visual-audio-text. SAM.F provides these means by 
transcoding and converting Semantic Media in the 
background by automated processes. 

As a side-effect, using ADMP reduces the use of 
bandwidth, which is of special interest in mobile contexts. 

As these examples indicate, this way of provisioning 
media though SAM.F provides the means for a vast amount of 
use-cases. However, the author admits that not all possibilities 
have been implemented. The ADMP module, which also 
extends the Service Layer (see Figure 2), can be expanded, as 
it features an interface with an extendable list of parameters. 

5) Prototype Realization of SAM.F 
A first prototype implementation of SAM.F has been 

realized at the Kingsbridge Research Center (KRC). On the 
basis of a Windows Server system and its Internet Information 
Services (IIS) Web server, SAM.F is implemented in C# and 
runs as IIS Web application. Web services are provided using 
the Active Server Method File (ASMX) technology.  

SAM.F uses an internal database to store all semantic data 
and semantic correlations. Currently, we follow two main 
approaches for storage of semantic data. 

a) Working prototype approach 
In our stable prototype approach, semantic annotations 

used in SAM.F are represented as RDF triples. For 
performance reasons analyzed under laboratory conditions in 
experimental settings, SAM.F’s internally used RDF data is 
stored in a NoSQL database, although quantitative 
performance measurements are future work. SAM.F is 
compatible to semantic media repositories, e.g., using 
SPARQL to execute queries. Additionally, other required 
annotations for external media are stored in the internal 
datastore of SAM.F. In these terms, external media are media 
that are made available through SAM.F, but are stored in 

semantic datastores that are not managed by, but connected to 
SAM.F. 

The approach of combining the automated enhancement 
of semantic annotations for media and delivering media in a 
device- or context-specific modality or encoding presents a 
technical novelty and distinguishes SAM.F from other media 
frameworks or repositories. 

The current prototype has been validated under laboratory 
conditions. Computations are implemented to be carried out 
in a complexity of O(n).  

Together with our project partner, as outlined below in 
more detail, we will integrate SAM.F for use in context of 
research and cultural projects. This will provide the 
opportunity to evaluate the system under real conditions with 
regard to functionality and performance. 

b) Experimental approach 
In order to be able to serve client applications connected 

to the SAM.F API, as depicted in Figure 1, before exposing 
any information through the API it is mapped into the API 
Client Model. This well-defined model exposes only those 
attributes necessary for the given service or context. Thus, a 
developer can interface an application with SAM.F without 
prior knowledge of the internal semantic model, or any model 
applied to a semantic database that might be connected to 
SAM.F, as outlined in terms of ‘external media’ in the section 
above. 

Although this approach features a preferable learning 
curve for developers, it limits the API’s capabilities to the 
information modeled within the API Client Model. It also 
requires the semantic model to be preset within the 
implementation of SAM.F. 

In our new, highly experimental approach, we are 
currently implementing an interface that allows the 
specification of SAM.F’s internal model through JSON. Thus, 
the developer of a client application defines his required 
model in one or more JSON files, as outlined in Figure 3. 
From this definition file, SAM.F derives the semantic 
correlations into an RDF triples, as it sets up the internal 
model to the developers’ specifications. 

With the new approach developers are enabled to define 
their own models, correlations and contexts. However, this is 
still under research and developers are required to have more 
understanding of the Semantic Web and semantic queries. We 
chose JSON notation as shown in Figure 3 because the syntax 

{ 
  "properties": { 
    "title": { 
      "type": "string", 
      "writeable": true 
    }, 
    "oncatalogue": "boolean" 
  } 
} 

 
 
<root, properties, title> 
<title, type, string> 
<title, writeable, true> 
<root, properties, oncatalogue> 
<oncatalogue, type, boolean> 

 
Figure 3: Basic example for the experimental JSON to RDF conversion. 
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is more comparable to class modelling, than specifying RDF 
schema.  

We are planning on making this experimental feature 
available in the future and carry out specific user research with 
the user group of developers in order to evaluate this highly 
experimental approach.  

6) Summary 
SAM.F provides Web-based access for devices and 

applications and features a service-based architecture, which 
allows for interaction with media, such as, e.g., text, pictures, 
audio, video, 3D objects, or 3D scenes. 

B. Multi-Factor Authentication for Public Displays 
For this approach and under consideration of the technical 

limitations outlined above, the following is the starting point 
for this work: 

• users are in possession of a smartphone or equivalent 
device connected to the Internet. They have already 
registered an account with credentials known to 
SAM.F beforehand, as this is a preliminary 
requirement of this work. 

• public displays are connected to the Internet and run 
on Web-based technology, e.g., showing Web-based 
contents in a browser-based system. 

• the user sojourns in the vicinity of a public display and 
intentionally starts a private context. 

Figure 4 illustrates the system’s architecture and the 
starting point. In a single location, one or more users and one 
or more displays can be present. A user interacts with a single 
display and is in possession of a personal mobile device, as 
depicted in Figure 4. All public displays and user’s devices are 
connected to SAM.F through the internet. However, a direct 
connection between a smartphone and any public display does 
not exist. 

Inside SAM.F, the multi-factor authentication for public 
displays (MFA4PD) module is hosted. Public displays and 
user’s devices connect to the MFA4PD module through the 
Internet. In addition, public displays connect to external 
content providers, which are not illustrated in Figure 4, for 
simplification purposes. 

The system’s architecture benefits from the technical 
limitations outlined above. As there is no direct connection 
necessary between the personal mobile device of a user and 
the public display used for authentication, there is no need for 

the display provider to open up his network for foreign 
devices. Thus, a multi-device ecology within the network of 
the display provider is not required, resulting in less 
administrative effort. Whenever an Internet connection has to 
be provided, e.g., in the event of poor LTE or cellular 
reception, provisioning a public hotspot is sufficient. 

From Figure 4, it can also be observed that no additional 
hardware, such as, e.g., BLE beacons, is required. 

The system concept relies on the interconnection of 
mobile devices and public displays through SAM.F, which is 
outlined in the following section. 

1) Interfacing MFA with SAM.F Services 
The architecture of SAM.F, although described here only 

with reference to the MFA4PD module, consists of a layer-
based system concept, as illustrated in Figure 5. A client 
application, such as the display or mobile application of this 
work described in more detail below, connect to the SAM.F 
API Web Services through the API Security Layer. Data is 
exchanged between applications and services, which reside in 
the Service Logic layer, in the form provided by the 
specification of the API Client Data Model. Internally, SAM.F 
works with a dedicated Data Model, as illustrated in Figure 5. 
Any data is mapped from the Datastore, which includes 
external (semantic) databases, as well as binary data stores, to 
the internal Data Model, which applies a homogenous model 
to potentially heterogenic data. For simplification purposes, 
and in order to reduce the learning curve when implementing 
applications accessing SAM.F, the internal Data Model is 
only used in the Provider Layer, which contains, e.g., 
authentication or data providers to be accessed by the upper 
Service Layer, and in the Service Layer, as shown in Figure 5. 
Any data provided by a service to a client is mapped to the 
specific API Client Data Model before being served through 
the API Web Services and the API Security Layer. 

Applying data mapping in SAM.F produces constant 
overhead, but services and applications, as well as their 
developers, benefit from only working with data models that 
are specific to the requirements of the services’ or 
applications’ context, reducing overhead when loading large 
sets of data. Data in this respect describes media, devices and 
services. 

In context of this work, SAM.F serves as authentication 
provider, which validates user credentials via its standard user 
service. This work extends the Service Layer of SAM.F by 
adding the MFA4PD module, which implements the 
authentication process described in the following section. 

2) Authentication Process 
To start a private session on one of the public displays, the 

user opens up the mobile application of MFA4PD on his 
personal smartphone. The user then enters his credentials 
previously registered with SAM.F, which the Web application 
submits to MFA4PD, as illustrated in Figure 5. 

At this point, the process of authentication might be 
enhanced by further means of MFA, such as gathering 
biometrical data from fingerprint sensors, facial recognition, 
or voice sensors. These extensions however might require at 
least a hybrid application deployment for mobile devices, in 
order to access the appropriate sensor data. For this reason, in  

Figure 4. Illustration of the system’s architecture and network. 
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this initial approach, we focused on the Web application 
combining MFA with ownership and knowledge factors. 

The users are identified and authenticated by MFA4PD 
through their credentials. During the entire process, MFA4PD 
continues to check the actual location of the user. The location 
is determined from the GPS data, which is accessible through 
the smartphone’s Web browser API. If any location mismatch 
occurs, the process to establish a secure session or the session 
itself will be terminated immediately for security reasons. 
This feature might prove useful, whenever a user leaves the 
location of a public display. However, we did not evaluate this 
feature’s aspect nor the accuracy required from GPS data in 
order to work in an everyday scenario, yet. 

After the user’s location and credentials are validated, 
SAM.F generates a code consisting of five symbols, which is 
shown to the user on his mobile device, as illustrated in Figure 
5. The code is valid for a short period of time and the specific 
user only. 

In order to authenticate him- or herself on a public display, 
the user has to enter the one-time code shown on his 
smartphone (Figure 6, please see next page). The user opens 
up the login dialogue of the display application on the public 
display, and a grid of symbols is displayed. Within this grid, 
the user now selects the symbols shown on his or her 
smartphone. The display application communicates the code 
back to the MFA4PD module, as shown in Figure 5. This 
serves two purposes: 

a. to identify the display, the user selected from the 
number of public displays available, and 

b. to identify the user, who chose a public display. 
However, the session is not yet usable. The last step to 

enable the session on the public display requires the user to 
again interact with his smartphone in using the confirm 
mechanism. As illustrated in Figure 5, the MFA4PD module 
sends an authentication request to the mobile application. The 
dialogue shown indicates a login event took place, together 
with the name and location shown on the public display. 
Without the user confirming the login on the mobile device, 
the session will not be unlocked. The confirmation screen on 
the smartphone is illustrated in Figure 7. 

The users can now put their smartphones away and start 
using the public display, until they log out.  

An additional timeout mechanism prevents misuse of the 
session on a public display.  

The users can also close the session at any time using their 
mobile devices, e.g., in case they forgot to select the logout 
function on the public display. In addition, SAM.F monitors 
the users’ location throughout the entire process and session 
in order to prohibit misuse of login or automatically logout a 
session after a user clearly left the screen’s location. 

Now that the system’s architecture and concept have been 
illustrated, in the following section, this approach is viewed 
with regard to security. 

3) Prototype Realization 
The prototype consists of three components: (1) the 

MFA4PD module extending the services of SAM.F, (2) the 
mobile application and (3) the display application. 

SAM.F is developed as Internet Information Services (IIS) 
application for Windows Servers, as outlined above. The 

MFA4PD module is implemented as ASMX Web service and 
a backend-only application, which adds an ASMX Web 
service to the framework and interfaces with SAM.F. 

In our initial approach [1] we developed the mobile 
application as an IIS Web application, which interfaces with 
the MFA4PD service in order to realize the multi-factor 
authentication for public displays using SAM.F. It consists 
from an ASPX form using JavaScript and AJAX to interact 
with the frameworks service, whereas the graphical user 
interface can be customized using HTML and CSS. Figure 6 
and Figure 7 show the Web application on an Android 
smartphone. 

The display application consists of a graphical component 
including the necessary HTML, CSS and JavaScript code. It 
interfaces with the MFA4PD module via JavaScript through 
AJAX. The display application also comes with a lightweight 
backend for session management, that also interfaces with the 
MFA4PD module. This is currently implemented in 
ASP.NET. 

In order to incorporate the display application into an 
existing application, we provide code snippets that can be 
integrated into any application. If a target project does not run 
ASP.NET, the required server-side code can be translated for 
other frameworks. 

In our current approach, we develop a mobile application 
using Xamarin in addition to the Web application described 
above, currently focusing on Android devices. Thus, 
authenticating the mobile application against the SAM.F API 
is now implemented using token-based authentication. This 
way, the device ownership factor is strengthened and the 
session is bound to the user’s physical device. In addition, the 
mobile application can receive push notifications from 
SAM.F using SignalR, e.g., in order to signal a logout event 
from a public display directly. 

The new mobile application now offers access to the 
smartphone’s sensors. This means although the GPS accuracy 
and indoor location issues remain analogues to the Web 
application, the mobile application is now capable of detecting 
the user’s steps. It is our current hypothesis that this can 

 
Figure 5. Sequence diagram showing the authentication  

of one session by a user. 
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enhance detecting whether a user has left the location of a 
public display. This is important, e.g., in case a user forgot to 
logout of his authenticated session on the public display.  

The main interface of the Xamarin application with the 
MFA4PD service is developed as separate Portable Code 
Library (PCL). Thus, other applications might incorporate 
public display authentication mechanisms into their own 
program logic by using the PCL. 

We plan to make the prototype available for non-
commercial use later this year. 

4) Security 
As outlined above, related work identifies possible means 

to attack public display authentication, such as shoulder 
surfing attacks (a), thermal attacks (b), or smudge attacks (c). 
In the following, we focus on these client-side attacks. 

a) Client-side security 
Combining ownership and knowledge factors together 

with the confirm mechanism, only initially entering the user 

credentials on the mobile application is vulnerable to shoulder 
surfing attacks. However, once the trust relationship is 
established between SAM.F and the users’ smartphone for the 
current location, another mobile application login is 
prohibited for the duration of that trust membership.  

In our initial prototype, we use session cookies and device 
cookies to temporarily store trust relationship data. Device 
cookies may be subject to manipulation, but session cookies 
stored on the server would require the attacker to have server 
access. 

We also plan to use the user’s location to limit the list of 
displays he might login-to to the number of displays that 
actually are in the user’s vicinity. 

With regard to the one-time code displayed on the mobile 
application, as well as the user’s input of this code on the 
display application, they are not vulnerable to shoulder surfing 
attacks. Again, the confirmation mechanism protects the theft 
of the session. If any irregularity occurs, the user just declines 
unlocking the session and generates a new code.  

 
 

Figure 6. Screenshot taken from an Android 9 smartphone running 
MFA4PD Web application inside Edge browser. The symbol code 

displayed authenticates the user on the public display. 

 
 

Figure 7. Screenshot taken from an Android 9 smartphone running 
MFA4PD Web application inside Edge browser. The login confirmation 

screen shows up after entering the code on the public display. 
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If a user accidentally confirms a session on his mobile 
application for a code that was used on another display or by 
somebody else, the simplest way is to just close the session 
from the user’s smartphone immediately. However, this case 
is unlikely to occur due to the one-time code concept and the 
narrow time frame, in which a code can be used. 

Both thermal attacks and smudge attacks cannot be used 
on public displays in this approach. Once the one-time code 
has been used, it is invalidated. The statistical possibility of 
guessing a one-time code can be decreased by a higher number 
of symbols used in the one-code, a larger symbol inventory, 
or a larger grid. 

During the entire login process and, in concept, during the 
entire authenticated session, MFA4PD checks the user’s GPS 
location. If any location mismatch occurs, the process to 
establish a secure session is aborted. Also, in theory, any 
ongoing session will be terminated immediately for security 
reasons. This feature might prove useful in case a user leaves 
the location of a public display without logging out. However, 
the evaluation of this feature or the accuracy required from 
GPS data in order for this concept to work in an everyday 
scenario will be carried out in future work. 

For public displays, we limit the number of entered codes 
per system, location, and time to additionally prevent brute-
force attacks. Again, the time-limited one-time-code limits 
also the possibility of brute-force attacks. 

In summary, with regard to security, the system’s concept 
offers protection on the client side against contemporary 
threats, such as shoulder surfing attacks, thermal attacks, or 
smudge attacks. Apart from client-side attacks, backend 
systems as well as the module’s communication might also be 
vulnerable to attacks, which we outline in the next section. 

b) Backend security 
The users are identified and authenticated by MFA4PD 

through their credentials, which they enter inside the mobile 
app. These currently consist of a combination of a username 
and password. SAM.F validates the credentials. On 
credentials mismatch, a login is not possible. Additionally, 
SAM.F checks the mobile device identification number, 
which is exposed by both Android and iOS system’s API. On 
mismatch to previous devices used, an additional 
confirmation is required, which we plan to implement via 
SMS. 

The communication between mobile devices, SAM.F and 
MFA4PD as well as its public display component is SSL-
secured and uses token-based API access. Thus, the 
communication could suffer from all exploit issues that SSL 
faces, e.g., a man-in-the-middle attack (MiTM). Means to 
avoid these vulnerabilities concern the underlying systems 
running SAM.F or MFA4PD, or accessing them, as well as 
the networks security configuration. 

The database used internally by SAM.F is not accessible 
directly. 

In summary, for the current prototype setup, the security 
measures are sufficient. In future work, we will also address 
the question of whether the server can be compromised by 
other means.  

 

V. VALIDATION AND DISCUSSION 
In this section, we briefly illustrate validation results for 

this work as well as future work and discuss our approach. 
1) Validation Results and Future Work 

We tested the prototype under laboratory conditions with 
mobile devices running Android with Firefox, Edge and 
Chrome Web browsers. In all tests, we were able to complete 
the authentication process. However, an evaluation in an 
everyday setting with a heterogenic group of users is still 
pending and scheduled for later this year, as outlined below.  

In the evaluation we also focus the question, whether users 
prefer the Web application or the native mobile application. 

Although this work does not focus on implementing more 
factors at this stage, together with the knowledge factor, the 
system can be extended with biometrical factors, using 
supplementary sources for MFA, such as fingerprint scanners, 
facial recognition, or voice biometrics. Mobile devices today 
offer these types of biometrical sensors. However, Web-based 
access to these sensors is prohibited by the browser’s API. The 
new Xamarin-based mobile application can however access 
these sensors and we are planning on extending the mobile 
application’s features. 

In addition, the system still has to be evaluated 
quantitatively with a larger number of users, for example with 
regard to system’s performance, usability, and the user’s 
acceptance. The latter might depend on factors such as the 
setting the system is applied in. 

2) Discussion 
Public display authentication using the concept outlined in 

this contribution presents a feasible way, especially with the 
limitations of our scenario of minimal and no additional 
hardware requirements, as well as the limited browser 
capabilities for mobile devices. 

Continuing the development with a mobile application 
that directly runs on smartphones however, new possibilities 
emerge. 

One possibility is to display a QR code on the public 
display. After scanning the QR code with the mobile 
application, the session automatically gets authenticated. 

Although implementations exist offering QR code readers 
for Web-based use, overall device compatibility remains an 
issue. For this reason, in the purely Web-based approach we 
did not use a Web-based QR code reader and decided to 
design the one-time-code mechanism.  

In the future, we would have to evaluate, whether users 
prefer the mobile application over the Web application to 
authenticate themselves on their mobile devices.  

The mobile application requires the users to download the 
app, but with QR-based authentication provides a lighter and 
faster authentication mechanism. Added biometrical checks 
using the mobile app could improve security when identifying 
users. 

The Web application is light-weight, does not require a 
download nor an installation and could be used as so-called 
captive portal for local (public) Wi-Fi-hotspots deployed in 
range of public displays. 

Both solutions can also co-exist. 
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For the purpose outlined, with MFA4PD this article 
presents a feasible solution that does not require additional 
hardware. The further development enhances the means, by 
which the MFA for public displays is achieved, as outlined in 
the next section. 

VI. CONCLUSION 
With the Semantic Ambient Media Framework (SAM.F), 

this contribution presents a framework that semantically 
interconnects (a) media, (b) devices and applications, and (c) 
services. The practical scenario illustrated describes the use of 
SAM.F together with MFA4PD to provide means of a secure 
method of multi-factor authentication for public displays and 
means of content retrieval from the semantic repository.  

SAM.F provides Web-based access for devices and 
applications and features a service-based architecture, which 
allows for interaction with media, such as, e.g., text, pictures, 
audio, video, 3D objects, or 3D scenes. The concept of SAM.F 
regards Semantic Media independently of their encoding and 
automatically transcodes or converts media, where necessary 
and possible, to meet contexts’, applications’, and devices’ 
specifications or criteria.  

Using SAM.F also solves the problem of media being 
isolated for use in a single application or on a single device, 
as SAM.F interconnects users and their devices through its 
services and Semantic Media. 

SAM.F can be used in contexts where interaction with 
Semantic Media is intended. Through technological means, 
SAM.F especially supports mobile contexts, e.g., through the 
application and device-specific provisioning of Semantic 
Media. Thus, SAM.F offers an enormous potential for 
exploiting new information sources, e.g., by the relationships 
of different informational modalities encoded semantically.  

In future work, together with our project partner, the 
Society for Audiovisual Archive of German-language 
Literature based in the Hanseatic City of Bremen, we will 
utilize SAM.F as technical foundation to digitally enrich a 
cultural center for German literature. In this research project, 
SAM.F will interconnect media from various archives or 
libraries focusing on German literature and make them 
available on-site using public displays. 

At the cultural center, the physical space will be enriched 
with digital media served provided by SAM.F. Curators will 
be enabled to adjust the exhibitions contents on-site by using 
dedicated functions accessible after authenticating on the 
public displays. User’s will be served with personalized 
digital contents and personalized view after logging in on 
public displays. 

Public display personalization is achieved through means 
of identifying the visitor (user) using authentication. 
Authentication on public displays is vulnerable to various 
attacks and technically presents a challenge, whenever public 
displays are connected to protected networks that are 
inaccessible for other devices and public displays are not 
equipped with dedicated user authentication hardware.  

In this contribution, we present a technical solution, which 
addresses these challenges with a minimal technical solution. 
This makes use of a multi-factor authentication (MFA) 
applying the factors of ownership, knowledge and location. 

Not requiring any hardware upgrades for public displays, the 
solution implemented as a prototype makes use of the personal 
mobile devices of users, connecting them, as well as public 
displays to SAM.F. 

Multi-factor authentication for public displays using 
SAM.F presents a feasible solution to the security issues 
public display authentication have. The solution presented 
securely authenticates users and lets them access private, 
restricted, or personal contents as well as sensitive 
functionality from and in SAM.F. 

We have technically validated our approach under 
laboratory conditions. In the future, we plan to evaluate the 
system with a large number of users under everyday 
conditions. Research questions in this area also relate to the 
degree of security measures, that users are willing to accept in 
their everyday dealings with digital systems, as well as the 
question of how they perceive security issues with regard to 
their use of personal and private data and contexts on public 
displays. 

It is our hypothesis that providing meaningful digital 
content in a body- and space related environment fosters 
mindful knowledge. 

The Kingsbridge Research Center is a non-profit research 
company based in the United Kingdom. With our research it 
is one of our goals to strengthen the use of digital technology 
in public environments in our digital society. We achieve this 
goal through our scientific and project-oriented work. 
Currently, our non-profit activities and the development of 
new future-oriented projects is funded privately. At a time, 
when many are confronting digitization with skepticism and 
uncertainty, we are committed to communicating security in 
the mindful use of these technologies and through fostering 
awareness. 
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Abstract—Ephemeral messaging applications are growing 

increasingly popular on the digital mobile market. However, 

they are not always used with good intentions. Criminals may 

see a gateway into private communication with each other 

through this transient application data. This could negatively 

impact criminal court cases for evidence, or civil matters. To 

find out if messages from such applications can indeed be 

recovered or not, a forensic examination of the device would be 

required by the law enforcement authority. This paper reports 

mobile forensic investigations of ephemeral data from a wide 

range of applications using both proprietary and freeware 

forensic tools. Both Android and iOS platforms were used in the 

investigation. The results from the investigation uncovered 

various artefacts from the iOS device including account 

information, contacts, and evidence of communication between 

users. The Android device uncovered evidence of 

communications, and several media files assumed to be deleted 

within a storage cache in the Android file system. The forensic 

tools used within the investigations were evaluated using 

parameters from the National Institute of Standards and 

Technology’s (NIST) mobile tool test assertions and test plan.  

Keywords— Mobile forensics; Digital forensics; NIST 

measurements; Oxygen Forensics; Ephemeral messaging apps; 

EMAs. 

I.  INTRODUCTION  

The growth of ephemeral messaging applications (EMAs) 
is also posing a problem to the enforcement of law, with apps 
being proving a concern for activities like cyberbullying [1] or 
even high-end criminal activity like terrorism [2]. Criminals 
may use regular chatting applications, but there is a growing 
opportunity within the mobile application market for 
criminals to use ephemeral messaging applications, which 
allow users to send messages/multimedia etc. to each other 
with the messages only lasting for a certain period of time [3]. 
Barker [4] reported that criminals are moving away from dark 
web interactions and onto EMAs such as Facebook 
Messenger, Snapchat, and Wire etc. It is thought this is 
happening because data in these applications is known to 
delete itself, which is prime for criminal communications. For 
example, Snapchat allows users to send ‘Snaps’ to each other 
containing pictures, which are deleted once the recipient user 
closes the message [5].  

It is not just criminals using EMAs. Mobile phones are an 
essential part of modern-day life. According to the Global 
System for Mobile Communications [6], there were five 
billion mobile users in the world by the second quarter of 
2017, with a prediction that another 620 million people will 
become mobile phone users by 2020, together that would 
account for almost three quarters of the world population. Due 
to the increasing popularity in mobile phones, there is 
naturally an increasing concern over mobile security and how 
safe communication between individuals or groups is. It is 
known that EMAs can be used in civil concerns such as 
evidence of liability in business [7]. Most notably, the United 
States department of justice imposed heavy restrictions on the 
use of EMAs by employees in 2018 as part of a scheme to 
reduce illegal bribery within businesses [8]. The rationale for 
the use of the applications was reported to be more complex 
than covering tracks, and that employees themselves had 
started to turn to using them of their own accord for reasons 
such as more reliable service. From this, it is clear that the use 
of EMAs is moving from the use of criminals and privacy 
advocates, to the general populace as well. 

The two most popular EMAs on the mobile market 
currently are Snapchat and Facebook Messenger. According 
to Constine [9], Snapchat has a daily user total of 190 million 
users. According to Noyes [10], Facebook messenger has an 
average daily user intake of 2.1 billion users. The statistics 
show a high intake of users within these EMAs. With the ever-
growing ephemeral market, it is vital to both civil matters and 
criminal cases to find out just how truthful the applications are 
about data being deleted and unrecoverable. 

With all the opportunities for new crimes to be committed 
through growing technology, it is crucial to ensure law 
enforcement agencies have the appropriate software and 
methods to deal with these crimes.  This paper will report 
forensic investigations of two mobile phones: one on an 
Android and the other on iOS platforms. The Android device 
was rooted; however, the iPhone was not jail broken. This will 
give an interesting insight to the investigation as different 
amounts of data may be recovered according to if the device 
is rooted or not. This paper will be using a variety of forensic 
tools to extract the mobile devices as well as comparing and 
examining each tool according to the NIST Measurements 
Mobile Device Tool Test Assertions and Test Plan [11]. The 
main contributions include a taxonomy of tools for forensic 
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analysis of mobile platforms, along with hands-on tests of 
these tools on several Android and iOS messaging apps. The 
paper's results cover the relative effectiveness of the forensic 
frameworks, as well as various interesting security findings 
among the mobile apps. 

The remainder of the paper will be organised as follows: 
Section II will discuss existing research in relation to mobile 
phone forensics, including forensic tools and ephemeral data. 
The methodology used during the analysis process will be 
discussed in Section III. Results and analysis will be reported 
in Section IV. Finally, Section V will conclude the paper and 
include possible future work. 

II. LITERATURE REVIEW 

There is already a vast amount of research on mobile 
forensics in general, which includes comparing forensic tools, 
performing different types of mobile acquisitions and 
focusing on particular pieces of data within the mobile device.  
There is also work completed on non-EMAs, such as Ovens 
et al. [12] conducted a forensic analysis on Kik Messenger on 
iOS. While there have been similar studies in a wide range of 
apps, the focus of this review is to highlight the findings in 
extraction of artefacts from the apps, which are specifically 
ephemeral. 

One study undertaken by Sathe et al. [13] provided a broad 
overview of the available forensic acquisition methods for 
mobile device forensics, including several freeware options. 
The study undertook comprehensive analysis of both physical 
and logical data acquisition options and compared those 
options via several categories, i.e., Cost, Accuracy, Data 
Integrity, Training required, OS reliance, Root required etc., 
all of which would prove useful for identifying the practicality 
of the tools/techniques in professional scenarios, as well as the 
forensic soundness of the techniques in question, a pertinent 
characteristic when dealing with more disruptive techniques, 
such as those which require root access, as any alteration to 
the data stored within a device/image may well remove the 
reliability of a given piece of evidence in the eyes of the court. 
The results of the study showed that of the chosen forensic 
tools, AFLogical, Andriller and Dr. Fone toolkit, each 
provided evidence data in areas, which the other was lacking, 
leading to the conclusion that the use of multiple forensic tools 
in a given mobile forensic investigation may well be ideal.  

Azhar et al. [14] conducted a forensic experiment of two 
EMAs: Telegram and Wickr using Autopsy and logically 
acquiring a database file, as well as performing a RAM dump. 
Results showed that the application ‘Wickr’ stored received 
messages in encrypted “wic” files. The RAM dump recovered 
username information from Wickr and artefacts from 
Telegram. This investigation was an Ephemeral application 
comparison using Android platforms. The investigation more 
looked into packages and files within the application itself 
instead of using a mobile forensic tool. This would be 
interesting for future work as well as perhaps performing the 
same investigatory analysis on an iOS device. 

Al-Hadadi et al. [15] forensically investigated a mobile 
device, an iPhone 4 running iOS 5.0.1 previously jailbroken 
by the mobile phone owner, as a part of a real legal case. The 

case was from the Sultanate of Oman, and the aim of the 
investigation was to forensically examine the iPhone to 
determine if the device had been hacked and sent messages 
over the application ‘WhatsApp’ out to the owner’s contact 
list. In the investigation, the ISP report of the device was 
observed and examined, and two forensic tools were used to 
extract and examine mobile data, one tool being the Universal 
Forensic Extraction Device’s (UFED) physical analyser 
Cellebrite, and the other being the Oxygen Forensic Suite. The 
credibility of both tools is highly regarded by computer 
forensic experts. Results showed that Cellebrite recovered 
more forensic evidence than Oxygen, including call log 
artefacts, SMS messages, web history, etc. 

Another study, by Umar et al. [16] investigated the 
specific forensic evidence recoverable from the use of 
WhatsApp, a popular secure messaging application. The study 
took a rooted mobile device with Android 5.0.1 and used it in 
communications with a second device in order to simulate the 
standard daily use of the application. The mobile device was 
then forensically analysed by 3 different mobile forensic tools: 
WhatsApp DB/Key extractor, Belkasoft Evidence and 
Oxygen Forensic Detective 6.4.0.67. In addition to comparing 
the results of each tool’s analysis, the tools were assessed by 
various levels of the NIST Mobile device tool test assertions 
[11], a set of test requirements and guidelines produced to 
assist in the evaluation of mobile forensic tools. Each tool was 
assessed by all the baseline assessments and a select number 
of the optional assessments, before comparing the tools by the 
number of assessments they passed. The results of the study 
revealed that Oxygen Forensic Detective provided the most 
forensically valuable data, managing to identify evidence of 
the test data in both logical and physical extraction, and passed 
the most assessment parameters put against it by the NIST 
guidelines, failing only five out of the twenty-two assertions 
and functionality tests. 

A study undertaken by Naughton et al. [17] provided an 
investigation into data left by specific apps on mobile and 
personal devices. Said study utilised two mobile devices, 
using Android and IOS respectively, alongside a windows 10 
based laptop using an Android emulator. The applications 
selected for the study included various shared and device/OS 
specific apps, including two ephemeral apps: Snapchat and 
Instagram. Each device was used to gather forensically 
valuable data before undergoing forensic analysis, after which 
the data would be deleted to simulate a criminal covering their 
tracks and would undergo analysis once more. The study 
showed detailed information of what each forensic tool could 
recover from the test devices, with subcategories for each 
specific application, device and file type. While less focussed  
on the tools utilised during analysis, this study put heavy focus 
into the realism of the forensic analysis within the experiment, 
going as far to consult digital forensic specialists and 15 
separate police forces within England and Wales to ensure the 
experiment would prove as realistic a scenario as possible, a 
level of justification lacking in every other study found. The 
results of the study showed that the laptop and the iPhone 
provided the most forensically valuable data through analysis, 
and, more relevantly, that both EMAs used in the study, 
Snapchat and Instagram, provided no recoverable data that the 
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chosen forensic tools, Cellebrite UFED and Autopsy, could 
identify. 

As can be seen from this brief review of the literature, 
there is not much reported literature in extraction of ephemeral 
artefacts especially on iOS platforms. This paper will 
contribute to investigate artefacts recovery from both iOS and 
Android using wide range of EMAs. Comparisons will be 
made in evaluation of artefacts recovered using various tools 
following the guidelines by the NIST Measurements Mobile 
Device Tool Test Assertions and Test Plan [11]. The paper's 
results cover the relative effectiveness of the forensic 
frameworks, as well as various interesting security findings 
among several Android and iOS messaging apps. 

III. METHODOLOGY 

Methodology section will detail choice of devices, chosen 
applications, forensics tools used and investigation process 
including the testing methodologies using NIST 
measurements. The investigation was carried out according to 
the four good practice guidelines of the Association of Chief 
Police Officers (ACPO) [18]. For example, the third principle 
of the guidelines state that an audit trail should be recorded 
throughout the investigation in a manner, such that a third 
party could recreate the steps taken in the investigation and get 
the same results.  

A. Chosen Devices  

The two mobile devices used within the investigation was 
an iOS device: iPhone 6s [19], and an Android device: 
Vodafone VF695 [20]. According to Jkielty [21], there is just 
a 2.3% difference in UK in the market share between Android 
and iOS devices, with the iOS market having the edge. 
Vodaphone was running an Android 4.4.2 (KitKat) OS and 
iPhone had iOS 9. To investigate wide range of exploits, one 
of the phones was rooted (Android).   Having the root level 
access, it was hoped to gain more access to recover detail 
artefacts, including deleted files. In case of root level access, 
while forensic soundness can be questioned, the artefacts 
could still be valuable giving clues to further direction of 
investigation, which eventually may lead to gather concrete 
evidences to be presented in court with sufficient justification. 

B. Ephemeral Applications  

A wide range of ephemeral messaging apps were selected 
for the investigation as listed in Table I. Some applications are 
more popular (Snapchat for iOS and Facebook Messenger for 
Android) than the others but they all varied in their ephemeral 
features and target audiences. Details of these applications are 
given next. 

1) iOS Applications: Applications as listed for iOS in 
Table  I were all chosen for different reasons. Snapchat is one 
of the most popular EMAs. According to Omnicore [28], 
more than 25% of mobile phone users are on Snapchat, with 
71% of the users being aged between 17 to 24. Cyberdust, 
was chosen due to the difference in its ephemeral features 
compared to other apps. The encrypted messages within the 
app delete themselves between users after 24 hours of it being 
sent [23]. The application also has other uses, such as a 
“watchdog” feature where users can check their email 

addresses to see if any data breaches have been completed. 
Another feature is known as “Stealth Search”, where users 
can search the Internet privately, supposedly without any 
cookie trackers or trace remnants. This application was 
selected for the investigation as it creates ephemeral data, and 
it has many different functions, which allows the user to use 
the application for multi-purpose functions. 

TABLE I.  MOBILE DEVICE AND APPLICATIONS 

Mobile used 

Ephemeral Messaging Apps 

App Name  Version 

iPhone 6s  

Snapchat [22] 10.55.1 

Cyberdust [23] 5.6.1.1049 

Confide [24] 8.3.1 

Vodafone 

VF695  

Facebook Messenger 

[25] 

215.1.0.21.1

01 

Signal [26] 4.39.4 

Wire [27] 3.30 

Confide [24] 5.9.5 

 

The final application, Confide [24], was chosen because of 
its end to end message encryption between users. 
Furthermore, the application does not allow screenshots to be 
taken from users. The messages between users are self-
destructing once the recipient has read the message, and the 
user can only read the message by swiping down on the 
message on the screen to view it. Furthermore, the user can 
adjust the settings to change the ephemeral nature of the 
messages, if a message is not opened within 48 hours, the 
content of the message will delete itself regardless. All of 
these features would create an interesting investigation, as the 
application advertises very strong messaging security, so it 
would be intriguing to test the security through this forensic 
investigation. 

2) Android Applications: Like iOS, Confide was also 
used for the Android investigation. Among other 
applications,  Facebook Messenger is one of the most popular 
EMAs on the market with a similar popularity to Snapchat, 
as used on the iOS device. According to Google Play[29], as 
of March 2020 Facebook Messenger has over one billion 
downloads on the Android market. Facebook Messenger has 
a recent implementation of a new feature, which is a secret 
conversations function. It can facilitate encrypted and 
ephemeral communications between two parties, utilising the 
signal messaging protocol as previously used in the 
application ‘Signal’ description. The ephemeral features exist 
as a set of optional timers, with 11 delay options between 5 
seconds and a day. 

Signal is an open source encrypted messaging application 
with ephemeral capabilities, developed by the company of the 
same name. As a company, Signal is responsible for 
producing an encryption-based messaging protocol, also by 
the same name, which is utilised by multiple other secure 
messaging applications like WhatsApp and Facebook 
Messengers secret conversations feature [30]. Signal’s 
ephemeral capabilities come in the form of an optional timer 
to set for messages, with 11 different settings between five 
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seconds and one week delays for removal. All of this 
information makes it a perfect EMA for forensic investigation. 

The next application was Wire, which is a secure 
messaging application developed by Wire Swiss [27] and 
includes ephemeral messaging features. The application is 
targeted for use in business, with a majority of its promotional 
descriptions detailing secure communications between teams 
of employees, and further detailing its free version as ideal for 
home or family use. The ephemeral capabilities of Wire exist 
as a set of 6 optional timers between 10 seconds and 4 weeks 
delay. Its popularity is around twice as much as Confide, with 
over 1 million downloads on the Google play store. 

C. Forensic Tools 

Oxygen Forensic Detective Enterprise [31] version 
10.3.0.100 is a commercial forensic tool that was used to 
extract and examine both the iOS and the Android phone. 
Oxygen Forensic Detective is a specialised mobile forensics 
tool developed by Oxygen Forensics Inc and utilised by 
professional digital forensic investigators in law enforcement. 
The specific extraction capabilities for the tool range 
depending on the device being analysed, but in general it 
provides several options for extraction depending on the 
individual device requirements, and provides highly detailed 
and clear visual representations of the data both in the 
applications user interface and in the reports it can produce. 
Various viewers are built into Oxygen Forensic Detective, 
allowing users to view the contents of files such as SQL 
databases within the program and make reports specifically 
from the contents [31]. 

MOBILedit Forensic Express [32] version 6.1.0.15480 is 
a commercial forensic tool that was used to extract and 
examine the iPhone device. MOBILedit can create a logical 
and physical acquisition of a mobile device and can recover 
deleted files as well as retrieve mobile data. It is used widely 
across law enforcement in over 70 countries and is also used 
in military investigations [32]. 

Andriller version 3.0.3 [33] is an Android specific 
proprietary forensic tool developed by the software team of 
the same name and allows for data extraction from both rooted 
and unrooted Android devices. This tool was used to extract 
and examine the Android device. Data extracted from suitable 
devices is extracted to a directory of the users choosing in the 
form of several different reports, and folders for shared 
storage data. Various utility tools come alongside the 
extraction capabilities, such as a screenshot function, 
lockscreen decoders and specific database decoders for a 
specific list of supported applications and sources. For the 
purposes of this experiment a trial licence was acquired to use 
the full version for a time period of 30 days. 

FTK Imager version 4.1.1.1 is a freeware disk analysis tool 
produced by AccessData [34] as part of their Forensic Toolkit 
product range. This forensic tool was used to extract and 
examine the Android phone. While only a free version of the 
products AccessData have produced, FTK Imager is still a 
versatile tool for extracting disk and RAM images, as well as 
analysing existing forensic images. Lacking elaborate 
methods of displaying extracted data, FTK displays the 
filesystem of the chosen image files and provides both 

plaintext and hexadecimal viewing panes to display file 
contents. While not intrinsically advertised as a mobile 
forensic tool, FTK Imager is still capable of analysing an 
existing image file extracted from a mobile device and could 
serve as a mobile forensic analysis tool if necessary.  

Autopsy 3.0.8 [35] was used to analyse an forensic image 
file. Autopsy is the graphical frontend for a set of Linux 
forensics tools called the Sleuthkit. This contains tools that 
allow for the recovery of deleted data. Autopsy also allows for 
the processing of unallocated space, which is an important part 
of the analysis as ephemeral messaging functions rely on the 
deletion of data. Artefacts such as deleted files sent as 
attachments to messages can be recovered using Autopsy [14]. 

Kali Linux is not a forensic tool, instead an operating 
system that was used for forensic analysis on the Android 
device. It can produce disk and mobile devices images through 
the use of the DD command, which serves to create a bit for 
bit copy of a file or directory. Accessing a mobile device to 
utilise this method of imaging requires several other tools, 
Android debug bridge and BusyBox, on top of rooting the 
device to allow direct access to the mobile devices root 
directory. As a result, imaging a mobile device with this 
method is highly questionable in its forensic soundness, 
however it is still a viable technique in the event a device 
requires imaging without specialised tools and equipment. 
While not being assessed as a forensic tool, given its only 
functionality is copying data bit for bit, both Autopsy and FTK 
Imager would be using image files produced by Kali Linux for 
their analysis as an example of full data extraction and 
analysis with freeware tools [36][37].  

D. NIST Measurements 

NIST, otherwise known as the National Institute of 
Standards & Technology, is an institution based on 
technological and scientific advancement. They provide data 
and professional standards of technology for multiple 
scientific fields, including the forensic sciences. To ensure the 
quality and functionality of the tools, equipment and practices 
utilised [11]. NIST produced a set of standards detailing ten 
baseline functionality standards and twenty-two optional 
standards for assessing tools on their suitability for mobile 
forensic extraction and examination. The main goal of the 
guidelines is to determine a tool’s ability to accurately acquire 
specific data objects populated onto the feature phone, smart 
phone, tablet or credit cards. Before proceeding with the 
examination of the target mobile device for this research, the 
tools would be assessed with the ten baseline test assertions, 
MDT-CA-01 through to MDT-CA-10. For example, the first 
test assertion, MDT-CA-01, indicates if a mobile device 
forensic tool provides the user with an “Acquire All” data 
objects acquisition option then the tool should complete the 
logical or filesystem acquisition of all data objects without 
error.  An accurate acquisition copies means that the bytes of 
the acquired data object are identical to the bytes of the data 
object on the device. The NIST guidelines also have some 
optional assertions focussing on physical extraction ability of 
a tool, which were omitted for the tests as all versions of the 
tools used for analysis lacked those features by default. 
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E. Testing Methodology 

The iPhone 6s was extracted and examined first using 
Snapchat on the iPhone device. For this application, three 
contacts were added and two of those contacts had 
communication sending picture messages, as well as written 
messages back and forth. Ten picture messages were 
exchanged, three written messages were marked as ‘saved’, 
while one of other messages was not saved. The username for 
the mobile owner was ‘aimee_test19’. For the Snapchat, the 
ephemeral artefacts were the picture messages for the 
investigation. 

Cyberdust had a total of eleven messages exchanged. Two 
of the messages were picture messages. The username for the 
mobile owner was linked directly to the mobile number of the 
device instead of an account like Snapchat.  

Confide had a total of seven messages exchanged on the 
iPhone device. Like Cyberdust, here also the username for the 
mobile owner was linked directly to the mobile number. For 
the investigation’s purpose, only the secure messaging feature 
was used, where messages were encrypted and deleted after 
24 hours.  

Oxygen Forensic outputs a GUI home page, which 
displays the kinds of information that has been extracted, 
allowing an investigator to navigate around the mobile 
contents easily. The ‘Applications’ tile was selected to 
investigate the three Ephemeral applications mentioned 
previously, including any data the applications held of the 
user, conversation data, etc. Once the ‘Applications’ tile was 
examined, the ‘Passwords’ tile was selected and examined. 
This was to see if any passwords were stored within the three 
EMAs to test the general security of the applications.  

The same extraction process was completed in 
MOBILedit Forensic Express [8]. Unlike Oxygen, 
MOBILedit outputs the mobile device extraction into a report. 
However, there was a contents page produced within the 
report. There was also a separate section for both 
‘Applications’ and ‘Passwords’ similarly to Oxygen. Both of 
those sections were examined. In the next stage of the 
examination, a general keyword search was made within the 
Oxygen and MOBILedit in search for artefacts. The keywords 
searched included ‘Snapchat’, ‘Dust’ and ‘Confide’. This was 
completed in case any other information relating to the 
applications was extracted and missed previously. The 
application names were used for the searches, as in a real-life 
scenario the digital forensic investigator may not know the 
contents of the messages and may be left with no other search 
options other than the application names. 

Next, the Android device was extracted and examined by 
the nominated forensic tools.  Assessment of the supported 
messaging capabilities within each application was performed 
and then messaging transcripts for each of the applications 
were produced, detailing the messages and attachments sent 
between the Android phone and a personal phone. Each 
application would be used to produce five distinct text-based 
messages, exchanges of specifically named image files, and 
then exchanges of distinct audio messages and document files 
for the apps that supported audio and file-based attachments. 

Once the test data was created to the specifications of the 
transcripts, the device was then forensically analysed, first by 
the proprietary forensic tools and then the freeware forensic 
tools. The forensically valuable artefacts were recorded 
through screenshots and were extracted, if necessary, to 
identify contents, in the case of the media file attachments. 
Once thorough analysis of the device was performed with all 
four chosen tools, the applications were then uninstalled from 
the device to simulate anti-forensic activity, after which a 
second stage of analysis was then performed to see if any of 
the artefacts recovered in the first stage of analysis were still 
recoverable in a forensically valuable form. 

IV. RESULTS 

This section covers the key findings from the analysis 
described in Section III. The results will be broken down into 
multiple sections: iOS results from forensic tools used to 
extract the iPhone 6s, Android results from the forensic tools 
used to extract the Android Vodafone VF695. 

A. Oxygen Forensic for iOS 

A list of applications on the mobile device was found in 
the ‘Applications’ tile using Oxygen.  Snapchat was the first 
application to be investigated. Figure 1 shows Snapchat data. 
Four areas were highlighted within the figure. This included 
the login username ‘aimee_test19’, that was used to log into 
Snapchat and detection of an ‘offensive words’ used in 
messages. The next highlighted section was the evidence that 
there was messaging communication between a user 
‘aimee_test19’ and another user. The final highlighted section 
shows a chat deletion message count with a value of one, 
which indicates that a message was deleted by the user, which 
was a true case. A general search of the extracted mobile 
device was conducted using the search feature on Oxygen 
Forensics. The findings included general application data 
within the file browser, such as the Snapchat library, stickers, 
etc. 

 
 
 
 
 
 

 

 

 

Figure 1. Snapchat artefacts in Oxygen. 

The next application investigated was Cyberdust. 
Previously, Snapchat appeared in the ‘Applications’ tile on 
Oxygen displaying itself as a normal application. However, 
with Cyberdust only the application folder was recognised, 
and Cyberdust was not acknowledged as a full application like 
Snapchat, however the folder proved there was evidence of an 
application called Cyberdust being present on the mobile 
device. This could be because the application did not require 
a username and password to log in, rather the user’s mobile 
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number instead, which therefore meant the phone did not 
identify it as an application in the same way as Snapchat, 
where it requires a username and password. Figure 2 shows 
results from a general search of the word ‘dust’. 

 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 2. Cyberdust general search Oxygen 

Figure 3. Confide general search Oxygen. 

 The results from the file browser show private folder 
pathway names. This acknowledges the existence of the 
application itself within the mobile device, but it does not have 
definitive messages between two users. However, as Figure 2 
highlights, both ‘Google’ and ‘FireBaseMessaging’ were in 
the private folders. FireBase, formerly known as Google 
Cloud Messaging, is a cross-platform cloud solution for 
messaging [38]. This means that the data from the application 
could be deleted on the mobile device itself, but data may be 
uploaded elsewhere in the cloud and therefore access could be 

granted through that, but this needs to be explored further. For 
this investigation however, it was proven that the application, 
Cyberdust, was a messaging application, but there was no 
evidence of messages between two users. Additionally, Figure 
2 highlights a ‘Generic’ password in the search. This shows 
that the application has stored a password, most likely the 
user’s password, but has encrypted it with a token. 

The last application investigated was Confide. Similarly, 
to Cyberdust, there was little evidence to prove the application 
Confide existed under the ‘Applications’ tile. Unlike 
Snapchat, the only data Confide showed within the 
Applications tile was a private pathway. Figure 3 shows 
results from a general search of the word ‘Confide’. The 
results showed general application files in private folders 
within the file browser. The number ‘+17752040571’ in 
Figure 3 is a verification text message from the application 
itself to verify the user's account. Even though there was 
evidence that the Confide was installed in the phone, no 
application specific communication between users or user log 
in details was recovered. There were however, four passwords 
that were linked to the application Confide. Three being 
generic and one being an Internet password. The passwords 
could have been the user login password, but the passwords 
were encrypted. Therefore, the passwords were not visible and 
were secure for the user’s account. 

 

B. MOBILedit Forensic Express for iOS 

The next part of the investigation was to examine the 
mobile device and the applications under examination using 
MOBILedit Forensic Express. Once the report generated from 
MOBILedit, the next step in the investigation was to navigate 
to the applications section of the report focusing on Snapchat, 
Cyberdust and Confide. The first application investigated was 
Snapchat. Figure 4 shows the accounts used to log in to 
Snapchat and the list of contacts and the pathways to “plist”, 
where the contact’s information was stored. 

Figure 4 proves that the mobile device was linked to a 
Snapchat account with the username ‘aimee_test19’, and both 
victim and suspect were likely to had communication as the 
names (username blackened out) appeared on the contact log 
of the phone. This finding would let further interrogation to 
the suspect during the investigation. Similarly to Oxygen, 
MOBILedit also found general application artefacts under 
private folders, but nothing significant that contributed to the 
investigation. The next application that was looked at within 
MOBILedit was Cyberdust. Figure 5 shows Cyberdust 
application data and the account the mobile device linked to 
the application. As Figure 5 displays, one account was 
evidently linked from the mobile device to the application. 
This proves the mobile user did use the application and also 
had an account. However, there were no account details 
recovered from that section of the report and unlike Snapchat, 
no contacts were found either, when the user did in fact have 
one contact on the application. However, this may be because 
the user contact was directly through a mobile number, which 
was already in the mobile user’s general phone contact list. 
Therefore, the contact may not have been stored on the 
application itself. 
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Figure 4. Snapchat data in MOBILedit. 

Figure 5. Cyberdust application in MOBILedit. 

Some data was recovered from the ‘Passwords’ section 
within the generated report as shown in Figure 6. The 
“Password” had the label of “PhoneNumber”. The data itself 
was the mobile user’s unencrypted phone number. No other 
data was found in the passwords section of the report. Since 
the phone number was stored by the application, it shows 
evidence of a user account on the mobile device. 

 
 
 
 
 

 Figure 6. Phone number recovery in Cyberdust. 

The last application MOBILedit investigated on the 
mobile device was Confide. Figure 7 displays Confide within 
the application list generated by MOBILedit. Unlike Snapchat 
and Cyberdust, the generated report displayed no information 
on contacts or accounts within Confide. Similar to the finding 
by Oxygen, Figure 6 suggests that there was little evidence 
that the mobile device had an account with the application. 

 

 

 

 

Figure 7. Confide application data MOBILedit. 

 

 

 

 

Figure 8. Phone number and password artefacts in Confide. 

Figure 8 displays the mobile number and the password 
artefact recovered from the application. The account was the 
mobile user’s unencrypted phone number, and the password 
was the user password for the created account for the 
application. The password was also unencrypted. This 
suggested that the application have stored the user password 
unsafely. 

C. NIST Measurements for iOS 

MOBILedit met all nine NIST measurement requirements 
tested in this research, while Oxygen did not, yet Oxygen did 
meet most of them. Comparisons of all nine test cases have 
been reported in Table II. MOBILedit provided the user with 
a “Select All” individual data objects (MDT-CA-02) while 
completing the logical or filesystem acquisition, it also 
provided the ability to “Select Individual” data objects (MDT-
CA-03) for acquisition; in both of these cases Oxygen failed.  

 

TABLE II.  NIST TEST  RESULTS (IOS) 

Measurements 

tested 

NIST test assertions applications 

Were the requirements met?  

(Y = Yes N = No) 
Oxygen Forensic 

Detective 

Enterprise 

MOBILedit 

Forensic Express 

MDT-CA-01 Y 
Y 

MDT-CA-02 N 
Y 

MDT-CA-03 N 
Y 

MDT-CA-04 N 
Y 

MDT-CA-05 Y 
Y 

MDT-CA-06 Y 
Y 

MDT-CA-07 Y 
Y 

MDT-CA-08 Y 
Y 

MDT-CA-09 Y Y 

 

In the fourth test case (MDT-CA-04), where MBOILedit 
had a success over Oxygen, during data acquisition when 
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connectivity between the mobile and tool was disrupted; a 
notification was given to alert the user. Both tools could 
successfully present all supported data elements in useable 
formats via preview pane or generated report, as required by 
NIST measurement test id MDT-CA-05. Both tools also 
reported other test cases, such as reporting equipment related 
information and hash values for the data objects (MDT-CA-
09). 

D. Oxygen Forensic for Android 

The mobile device extracted using Oxygen showed some 
interesting forensic evidence. A physical acquisition was 
performed on the device using Oxygen, and it was found that 
the most relevant pieces of the recovered data were found in 
Wire, which had records of every single communication 
stored within a log file by the name of “internalLog0.log” 
(Figure 9), and a storage cache (Figure 10) for various media 
files including the image and document files received and the 
audio message sent, despite those attachments being shown as 
deleted in application. All three of the identified files could be 
extracted, and the audio file could be played to hear the 
original contents of the message. 

 

 

 

 

 

 

 

 

 

Figure 9. internalLog0.log Wire communications in Oxygen 

 

Figure 10. Wire cache and media files in Oxygen 

The remaining items of recovered evidence were that of 
account data, recovered from various log or config-based files 
within the application data areas of the device storage. This 
data revealed the username, account ID and mobile number 
for the registered Facebook Messenger account and the 

mobile number for the Signal account (Figure 11). Analysis of 
messenger and Signal program files revealed no data relevant 
to the conversations undertaken, nor any account information.  
Keyword search analysis of the image provided few results as 
shown in Figure 12.  

 

 Figure 11. Messenger and Signal in Oxygen 

 

 

 

 

 

 

Figure 12. Full Oxygen keyword search results 

 

 

 

 

 

 

Figure 13. Confide account data in Oxygen 

Figure 14.   Wire account data in Oxygen 

Analysis of the Confide program files displayed no data 
relevant to the conversations but did contain a config file 
detailing the email registered to the confide account as well as 
the sign-up date, username and account ID (Figure 13). For 
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Wire, the username, account ID, mobile number and email 
address for the registered account were also found (Figure 14). 

Analysis of the Wire program files revealed an SQL 
database named “ZGlobal.db” containing the locations of 
media files sent/received by the target device within a cache, 
specifically the jpg image received (Book0002.jpg), the Audio 
message sent (“Audio test 1”) and the document file received 
(Document0003.doc), as shown in Figure 15.  

 
 

 

 

 

 

 

 

 

Figure 15. Oxygen analysis of ZGlobal.db  

Only the images sent by each application were 
consistently found as they were within device storage. 
Attempts to extract the media files from the Wire directory 
using the cache file paths and file names provided by the 
ZGlobal.db database were successful, and each file could be 
carved from the image, however both “Book0002.jpg” and 
“Document0003.doc” were encrypted and could not be 
opened. The Audio message file on the other hand was 
unencrypted and once extracted could be played to hear the 
original message. 

E. Oxygen Anti-forensic for Android 

Upon completing prior testing with the applications 
installed, all four apps were uninstalled via the Google play 
store and the device was imaged again for analysis. Both 
Facebook messenger and Signal were absent from the 
messengers section of the GUI after uninstallation leaving the 
account data absent from extraction. The program files for all 
four applications had also been removed from the file system, 
however the Wire media cache remained semi intact as 
recovered data. Searching for the Wire media files by cache 
name and manually searching for the cache in recovered space 
did reveal the image and audio message files (Figure 16).  

 

 

 

 

Figure 16. Oxygen extracted deleted Wire media files  

Both the identified image and audio files could be 
extracted, and the audio message could be played to hear its 

original content.  Each application transcript, as well as the 
email address and mobile number associated with the 
applications, was then inputted into the search bar, with the 
results of the search being far less than the prior analysis 
(Figure 17). 

 

 

 

 

 

Figure 17.   Oxygen Anti-forensics image keyword search result 

 

 

 

 

 

Figure 18.   Oxygen Anti-forensics image recovered Confide.xml 

 

 

 

 

 

 

Figure 19.   Oxygen Anti-forensics image Wire account data 

The Wire messages that had previously appeared within 
internalLog0.log did not exist, leaving no trace of the text-
based communications, however, searches for the mobile 
number and email address revealed both a recovered copy of 
the Confide.xml file (Figure 18) and showed a deleted file that 
appeared to display all the account details for Wire (Figure 
19). 

F. Autopsy and FTK for Android 

An Autopsy case file was produced for the Android 
device and both DD extracted partitions were added as 
evidence. Analysis of the image files provided similar 
evidence as Oxygen Forensic Detective: the Confide.xml 
config file containing the registered email address was 
discovered, as well as the “ZGlobal.db” database containing 
cache locations for the Wire media files. Further analysis 
with a keyword search of the application transcripts also 
revealed the same data, with the sent media files and entire 
Wire transcript being identified. Extraction of the media files 
also proved the same, with both the jpg file and Document 
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file remaining encrypted but the mp4 file remaining audible. 
The Autopsy analysis differed only in the absence of 
identified Signal account data and in a lack of Mobile 
number/Account ID data for Facebook messenger. 

FTK Imager was run and both partition images were 
added as image files for analysis; however, the volume 
containing the application data stored within mmcblk0.dd 
was unavailable in analysis. As a result, accessing the 
“Confide.xml”, “ZGlobal.db” and “internalLog0.log” files 
was impossible. However, partition mmcblk1 was complete 
and as a result it was possible to access the Wire media cache 
and extract the media files to the same effect as Oxygen and 
Autopsy. 

 

 

  

 

Figure 20. Extracted Wire cache files via Autopsy (Left)                                       

and FTK Imager (Right) 

G. Autopsy and FTK Anti-forensics Results for Android  

Autopsy revealed only slightly fewer results, once again 
similar to the Oxygen Forensic Detective results. Keyword 
searches for both the test data transcripts and for the known 
account details failed to find the “internalLog0.log” file, 
which had stored the Wire conversations, however it did still 
manage to find both the deleted “Confide.xml” file  and the 
deleted Wire file containing its account details. Analysis of the 
Wire cache was also possible, and revealed more deleted 
records that Oxygen seemed to, enabling the extraction of the 
media files once again. Both the jpg image file and document 
files remained unreadable, and the mp4 audio message 
remained unencrypted and fully audible (Figure 21). 

 

 

 

 

 

 

 

 

 

Figure 21. Autopsy extracted deleted Wire media files 

FTK Imager revealed identical results as before, when 
apps were not deleted. The mmcblk0 partition still appeared 
partially unreadable, making analysis of partition specific files 
impossible, but access to the deleted Wire cache was still 
possible to identify and extract the cache contents. The 
extracted files behaved as they had before, with all except the 
mp4 file being encrypted or otherwise unreadable. 

H. Andriller Results for Android  

The results from Andriller where negligible compared to 
those in Oxygen, with only account data and Facebook 
messages being shown in the main report, and no storage data 
being extracted despite the option being selected before 
extraction was performed. The account data recovered 
provided no actual account details, and instead just provided 
evidence that Facebook messenger and signal were installed, 
and the Facebook messages extracted were only the 
unencrypted messages sent between the original Nokia 1 
device and the personal device, on top of the account 
confirmation messages, as shown in Figure 22. Andriller 
revealed no forensically valuable evidence relevant to the 
uninstalled applications, account data that was previously 
extracted was absent and once again was missing shared 
storage data for manual analysis. 

 

 

 

 

 

 

 

Figure 22. Andriller Facebook messages extraction 

I. NIST Measurements for tools used for Android 

As the baseline test assertions, MDT-CA-1 to 10 are the 
lowest levels of functionality that NIST determined a mobile 
forensics analysis tool should have, Oxygen Forensic 
Detective managed to meet all of the test assertions except 
MDT-CA-10 (Table III). However, some of the assertions in 
the other tools such as FTK, Autopsy and Andriller were not 
relevant and therefore could not be tested. 

TABLE III.  ANDROID PROPRIETARY TOOLS 

NIST Test Guidelines: Oxygen Vs. Andriller   

NIST Base 

Guidelines 

 Oxygen Forensic 

Detective 

Andriller 

3.0.3  

MDT-CA-01 Pass N/A 

MDT-CA-02 Pass N/A 

MDT-CA-03 Pass Pass 

MDT-CA-04 Pass Fail 

MDT-CA-05 Pass Pass 

MDT-CA-06 Pass Pass 

MDT-CA-07 Pass Pass 

MDT-CA-08 Pass Pass 

MDT-CA-09 Pass (Inconsistently) Fail 

MDT-CA-10 N/A N/A 
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TABLE IV.  ANDROID FREEWARE TOOLS 

NIST Test Assertions: FTK Imager Vs. Autopsy   

NIST Base 

Guidelines 

 FTK 

Imager 
4.1.1.1 

Autopsy 

4.8.0 

MDT-CA-01 N/A N/A 

MDT-CA-02 N/A N/A 

MDT-CA-03 N/A N/A 

MDT-CA-04 N/A N/A 

MDT-CA-05 Pass Pass 

MDT-CA-06 Fail Fail 

MDT-CA-07 Fail Pass 

MDT-CA-08 Pass Pass 

MDT-CA-09 Fail Pass 

MDT-CA-10 N/A Pass 

As shown in Table IV, being purely analysis tools, both 
Autopsy and FTK Imager were unable to be assessed by 
MDT-CA-1 to 4 by default. Andriller failed two of the seven 
applicable assertions, MDT-CA-4 & MDT-CA-9; Autopsy 
failed one of the six applicable assertions, MDT-CA-6, and 
FTK Imager failed three of the five applicable assertions, 
MDT-CA-6/7/9. Considering both the failed assertions, and 
the assertions that could not be applied due to a lack of tool 
functionality, Oxygen Forensic Detective is by far the most 
reliable by the standards set by NIST, with Andriller second, 
Autopsy third and FTK Imager fourth. 

J. Comparison of tools for iOS 

For iOS, both tools used in the mobile investigation output 
slightly different results. While neither recovered messages 
from the EMAs tested, both of them recovered artefacts 
elsewhere. Oxygen and MOBILedit successfully recovered 
data on all applications: Snapchat, Cyberdust and Confide. 
While different artefacts and data were detected, the fact that 
no physical copies of messages were recovered in any 
application, using either of the forensic tools, proves how 
efficient EMAs are at protecting user privacy. Oxygen 
detected offensive words being sent/received, this would be 
useful within a cyberbullying case, even though the message 
itself was not recovered. The evidence detected of 
communication between the mobile user and another contact 
would also prove useful as the application would be able to 
tell detectives who the mobile user had been in contact with. 
This would also be useful in a cyberbullying case, as there 
would be evidence the ‘bully’ had contact with the victim. 

Furthermore, the detection of Cloud messaging within 
Cyberdust suggested that although physical messages were 
not recovered within the application, the messages could have 
been uploaded elsewhere to a Cloud network and access could 
be gained through the network. This would provide a chance 
for messages to perhaps be recovered in a cyberbullying case.  

For Confide, Oxygen displays the password in encrypted 
format, while the MOBILedit shows it in unencrypted format. 
MOBILedit also recovered an unencrypted version of the 
registered mobile number, which Oxygen could not. For the 
Snapchat, MOBILedit detected account data, such as the 

mobile user’s username and the contact list within the 
application. However, MOBILedit failed to detect other 
evidences, such as offensive words, evidence of 
communication between the mobile user and another contact, 
and the evidence of a message being deleted. 

K. Comparison of tools for Android  

The application analysis performed revealed that, for the 
most part, the EMAs are secure enough to keep evidence of 
user activity and message contents from being identified. 
Considering the successfully identified/extracted data, the 
NIST assessments and the overall forensic soundness of the 
tools and reliant imaging techniques therein, in the case of 
FTK and Autopsy, Oxygen Forensic Detective appears to be 
the most capable and reliable tool of the four, able to both non-
invasively image suspect devices and analyse the extracted 
images in detail up to the relevant baseline specifications set 
by NIST. Furthermore, the evidence analysis shown by 
Oxygen was rivalled only by Autopsy, which while 
impressive for a fully freeware tool still required a pre-created 
image in order to perform analysis. The second freeware 
analysis tool, FTK Imager, was lacking in its analysis due to 
an inability to properly analyse the mmcblk0 partition, which 
contained the majority of the identifiable evidence. As a result, 
use of FTK Imager as a backup to proprietary tools would be 
ill advised when Autopsy is far more accessible as an 
immediate download, instead of FTK Imager’s request-based 
download, and provides more analysis functionality. While 
not entirely limited to DD images for analysis, without a prior 
image being obtained through a dedicated imaging tool both 
FTK Imager and Autopsy would be reliant on the invasive and 
potentially forensically unsound technique of rooting and DD 
extracting a device image, which potentially justifiable in 
court given the right situation still carries great risk of being 
thrown out as compromised evidence. Despite the potentially 
evidence unsafe methods required by the freeware tools, both 
FTK Imager and Autopsy provided more forensically valuable 
data than Andriller, which did not extract any filesystem data 
required for the in-depth analysis. 

V. CONCLUSION 

In this paper, experiments were performed to assess the 
forensically valuable artefacts that could be recovered from 
EMAs using various proprietary and freeware tools. The 
results show that with the rooted Android phone, more 
artefacts were recovered compared to iOS phone, which was 
not jailbroken. On iOS platform, no full ephemeral messages 
were recovered with either of the tools, but other significant 
artefacts were found, which proved rather interesting to the 
investigation. One significant finding was that of the 
Snapchat’s ‘offensive words’ detection, which may help aid 
evidence in cyberbullying cases to prove inappropriate 
language may have been used towards a victim. In forensic 
investigations, the investigators have to look very deep into 
the data and have a lot of patience, as one small piece of 
evidence could change the case, such as the offensive word. 
For iOS, a physical acquisition may have provided a much 
more thorough investigation to recover deleted data. 

51

International Journal on Advances in Security, vol 13 no 1 & 2, year 2020, http://www.iariajournals.org/security/

2020, © Copyright by authors, Published under agreement with IARIA - www.iaria.org



 

The forensic analysis conducted on the Android device 
also did not recover full ephemeral communications on the 
applications examined, except for the application ‘Wire’. A 
log file was recovered containing full vocal communication 
sent and received on the application. Facebook Messenger 
was acknowledged as an application, and some details of the 
user were also stored, however no evidence of 
communication was found. This was interesting, as Snapchat 
(which is of similar popularity to Facebook Messenger) 
managed to recover some evidence of communication 
between two users using a logical acquisition on Oxygen, but 
it seems Oxygen could not find such communication on 
Facebook Messenger. This could contradict the fact physical 
acquisitions are supposed to recover more information. 
However, it could be the way the application is designed in 
itself. It does appear that Facebook Messenger has a more 
secure design, in which messages cannot be recovered even 
through a physical acquisition. 

During experimentation of Android device, automatic tool 
analysis and analysis of application files revealed that from all 
four EMAs varying amounts of account data were recovered, 
of which Confide and Wire provided the most valuable data, 
then Facebook messenger and then Signal with the least. From 
this, a moderate range of recoverable forensic evidence has 
been identified for the four chosen EMAs, displaying where 
they may be recovered from and what data the evidence 
specifically relates to. During the anti-forensic investigation, 
when apps were deleted from the Android phone, some 
valuable artefacts were recovered. For example, the media 
files in Wire could still be recovered but the log file was not.  

Furthermore, the use of the proprietary and freeware 
forensic tools, combined with the NIST assessments, provides 
insight into the capabilities and level of professional 
functionality that each tool holds, allowing for greater 
understanding of the available tools in Android and iOS based 
mobile device analysis and what these tools can do with regard 
to the extraction and analysis of ephemeral data. In total this 
study fills the gaps of knowledge that resides in the analysis 
of both popular EMAs and analysis of those applications via 
freeware forensic tools to the standard proprietary options. 
Further research on this topic should focus on better filling the 
gaps of knowledge regarding the recovery of ephemeral 
communication data from applications not included in this 
study, or further research on the applications used within this 
study to identify if app specific decryption capabilities could 
assist in identifying ephemeral communications from the 
applications that did not yield communication evidence. 
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Abstract—Cyber physical systems operate and supervise 

physical, technical systems using information and 

communication technology, also called Operation Technology 

(OT). Cyber security solutions focus on the OT part, i.e., on the 

information and communication technology. The focus of cyber 

security is protection, detection, and respondence to cyber 

attacks. Cyber resilience aims at delivering an intended outcome 

despite attacks and adverse cyber events and even failures not 

directly caused by attacks. Protecting the link between the 

control systems and the physical world has been addressed only 

in some very specific cases, e.g., charging of electric vehicles. We 

propose a physical-world firewall that limits the impact on the 

physical world of a successful attack of automation systems, 

thereby enhancing the resilience of cyber-physical system 

against successful attacks against software-based functionality 

of its OT systems.  

Keywords—cyber security; cyber resilience; system integrity; 

cyber physical systems; industrial automation and control system; 

Internet of Things. 

I. INTRODUCTION 

The common focus of IT security relates to IT-based 
control equipment and data communication, using e.g., 
Ethernet, wireless LAN (WLAN), and Internet protocol (IP) 
communication. In addition to this, in OT systems, also the 
field level comprising sensors and actuators connected to the 
Operation Technology (OT) automation and control system 
has to be considered down to the interface between the control 
system and the physical world via sensors and actuators.  

Traditionally, IT security has been focusing on 
information security, protecting confidentiality, integrity, and 
availability of data at rest and data in transit, and sometimes 
also protecting data in use by confidential computation. In 
Cyber-Physical Systems (CPS), major protection goals are 
availability, meaning that automation systems stay 
productive, and system integrity, ensuring that it is operating 
as intended. Typical application domains are factory 
automation, process automation, building automation, railway 
signaling systems, and power system management. Cyber 
security is covering different phases during operation as there 
are protect, detect, and react: Protecting against threats, 
detecting when an attack has occurred, and recovering from 
attacks.  

We see resilience of cyber-physical systems as an 
important further protection goal, to limit the effect of 
potential successful attacks on a cyber-physical system in the 
physical world. In addition, resilience also addresses system 
stability to cope with failure scenarios not caused by a 
successful attack. It can be rather seen as a strategy than a 
specific technology. Our objective is to increase the 
robustness with respect to intentional attacks, although 
resilience in general would consider also accidental failures. 
This paper, being an extended version of [1], puts the focus on 
the interface between the OT system, i.e., the automation and 
control system, and the physical world, proposing an 
additional layer of defense for cyber physical systems. It can 
be considered as “physical world firewall”, limiting the access 
to the physical world by the OT system. 

After giving an overview on cyber physical systems and 
on industrial cyber security in Sections II and III, a new 
approach on protecting the interface of a CPS between the 
cyber-world and the physical world is described in Section IV. 
It is a concept to increase the resilience of a CPS when being 
under attack. Aspects to evaluate the new approach are 
discussed in Section V. Section VI concludes the paper. 

II. CYBER PHYSICAL SYSTEMS 

A cyber-physical system, e.g., an industrial automation 
and control system, monitors and controls a technical system. 
Examples are process automation, machine control, energy 
automation, and cloud robotics. Automation control 
equipment with sensors (S) and actuators (A) is connected 
directly with automation components, or via remote 
input/output modules. The technical process is controlled by 
measuring its current state using the sensors, and by 
determining the corresponding actuator signals.  

Figure 1 shows an example of an industrial automation and 
control system, comprising different control networks 
connected to a plant network and a cloud backend system. 
Separation of the network is typically used to realize distinct 
control networks with strict real-time requirements for the 
interaction between sensors and actuators of a production cell, 
or to enforce a specific security policy within a production 
cell.  
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Such an industrial automation and control system is an 
example of a cyber-physical system and are utilized in various 
automation domains, including discrete automation (factory 
automation), process automation, railway automation, energy 
automation, and building automation. 

Figure 2 shows the typical structure of automation 
components. The functionality realized by an automation 
component is largely defined by the firmware/software and 
the configuration data stored in its flash memory. 
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Figure 2. Automation Component 

In practice, it has to be assumed that each software 
component may comprise vulnerabilities, independent of the 
effort spend to ensure high software quality. This is a reason 
why automation systems are usually organized in separate 
security zones. Network traffic can be filtered using network 
firewalls between different zones, limiting the impact of an 
impact in one security zone on other connected security zones. 
In addition, it is often not possible to fix known vulnerabilities 
immediately by installing a software update, as updates have 
to be tested thoroughly in a test system before being installed 
in an operational system, and as an installation  is often 
possible only during a scheduled maintenance window. Also, 
the priorities of security objectives in different security zones 
are often different. 

In cyber physical systems, the impact of a vulnerability in 
the OT system may not only affect data and data processing 
as in classical IT, but it may have an effect also on the physical 
world. For example, production equipment could be damaged, 
or the physical process may operate outside the designed 
physical boundaries, so that the produced goods may not have 
the expected quality.  

III. INDUSTRIAL CYBER SECURITY 

Protecting industrial automation control systems against 
intentional attacks is increasingly demanded by operators to 
ensure a reliable operation, and meanwhile also by regulation. 
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Figure 1. Example CPS System 
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This section gives an overview on industrial security, and on 
the main relevant industrial security standard IEC 62443 [11] 
and integrity security requirements.   

A. Industrial CPS Security Requirements 

Industrial security is called also Operation Technology 
security (OT security), to distinguish it from general 
Information Technology (IT) security. Industrial systems have 
not only different security requirements compared to general 
IT systems, but come also with specific side conditions that 
prevent that security concepts established in the IT domain 
can be directly applied in an OT environment. For example, 
availability and integrity of an automation system often have 
a higher priority than confidentiality. As an example, high 
availability requirements, different organization processes 
(e.g., yearly maintenance windows), and required 
certifications may prevent the immediate installations of 
updates. 
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Figure 3. The CIA Pyramid [9] 

 
The three basic security requirements are confidentiality, 

integrity, and availability. They are also named “CIA” 
requirements. Figure 3 shows that in common IT systems, the 
priority is “CIA”. However, in automation systems or 
industrial IT, the priorities are commonly just the other way 
around: Availability has typically the highest priority, 
followed by integrity. Confidentiality is often no strong 
requirement for control communication, but may be needed to 
protect critical business know-how. As shown graphically, the 
CIA pyramid is inverted (turned upside down) in many 
automation systems.  

Specific requirements and side conditions of industrial 
automation systems like high availability, planned 
configuration (engineering info), long life cycles, unattended 
operation, real-time operation, and communication, as well as 
safety requirements have to be considered when designing a 
security solution. Note that safety addresses undesired 
impacts originating from a technical system to the 
environment, e.g., in the case of a malfunction, while security 
addresses intentional attacks on the technical system. Often, 
an important aspect is that the applied security measures do 
not put availability and integrity of the automation system at 

risk. Depending on the considered industry (vertical), they 
may also be part of the critical infrastructure domain, for 
which security requirements are also imposed for instance by 
the European Network and Information Systems (NIS) 
directive [10] or country specific realizations of the directive. 
Further security requirements are provided by applying 
standards defining functional requirements, for instance 
defined in IEC 62443. The defined security requirements can 
be mapped to different automation domains, including energy 
automation, railway automation, building automation, process 
automation.  

Security measures to address these requirements range 
from security processes, personal and physical security, 
device security, network security, and application security. No 
single security technology alone is adequate, but a 
combination of security measures addressing prevention, 
detection, and reaction to incidents is required (“defense in 
depth”).  
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Figure 4. Prevent Detect React Cycle 

 
Also, overall security has to address the areas prevent, 

detect, and react, see Figure 4. It is not sufficient to only define 
measures to protect against attacks. The capability has also 
foreseen to detect attacks, and to define measures to react 
adequately once an attack has been detected. The physical 
world firewall described in this paper is targeting the “react” 
phase, limiting the impact of a successful attack.  

 

B. Overview IEC 62443 Industrial Security Standard 

The international industrial security standard IEC 62443 
[11] is a security requirements framework defined by the 
International Electrotechnical Commission (IEC). It addresses 
the need to design cybersecurity robustness and resilience into 
industrial automation and control systems, covering both 
organizational and technical aspects of security over the life 
cycle. Specific parts of this framework are applied 
successfully in different automation domains, including 
factory and process automation, railway automation, energy 
automation, and building automation. The standard specifies 
security for industrial automation and control systems (IACS) 
and covers both, organizational and technical aspects of 
security. Specifically addressed for the industrial domain is 
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the setup of a security organization and the definition of 
security processes as part of an information security 
management system (ISMS) based on already existing 
standards like ISO 27001 [12] or the NIST cyber security 
framework. Furthermore, technical security requirements are 
specified distinguishing different security levels for industrial 
automation and control systems, and also for the used 
components. The standard has been created to address the 
specific requirements of industrial automation and control 
systems.  

As shown in Figure 5, different parts of the IEC62443 
standard are grouped into four clusters, covering:  

− common definitions and metrics; 

− requirements on setup of a security organization (ISMS 

related, comparable to ISO 27001 [12]), as well as 

solution supplier and service provider processes;  

− technical requirements and methodology for security on 

system-wide level, and  

− requirements on the secure development lifecycle of 

system components, and security requirements to such 

components at a technical level.  

The framework parts address different roles over different 
phases of the (system) lifecycle: The operator of an 
automation system operates the automation and control 
system that has been integrated by the system integrator, using 
components of product suppliers. In the set of corresponding 
documents, security requirements are defined, which target 
the solution operator and the integrator but also the product 
manufacturer.  

According to the methodology described in IEC 62443 
part 3-2, a complex automation system is structured into 
security zones that are connected by and communicate 
through so-called “conduits” that map for example to the 
logical network protocol communication between two 
security zones, see Figure 6. 

 
 

Figure 6. Zones and Conduits 

 
Moreover, this document defines Security Levels (SL) that 

correlate with the strength of a potential adversary as shown 
in Figure 7. To achieve a dedicated SL, the defined 
requirements have to be fulfilled. IEC 62443 part 3-3 defines 
system security requirements. It supports focusing only on 
certain facets of security. The security requirements defined 
by IEC 62443 helps to ensure that all relevant aspects are 
addressed. 

Part 3-3 of IEC 62443 [14], addressing an overall 
automation system, is in particular relevant for the system 
integrator. It defines seven foundational requirements that 
group specific requirements of a certain category: 

− FR 1 Identification and authentication control 

− FR 2 Use control 

− FR 3 System integrity  

− FR 4 Data confidentiality  

− FR 5 Restricted data flow 

− FR 6 Timely response to events  

− FR 7 Resource availability 

For each of the foundational requirements, there exist 
several concrete technical security requirements (SR) and 
requirement enhancements (RE) to address a specific security 
level. In the context of communication security, these security 
levels are specifically interesting for the conduits connecting 
different zones. Related security requirements are defined for 
the components of an industrial automation and control 
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Figure 5. IEC 62443 Industrial Security Standard – Overview 
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system in IEC 62443 part 4-2 [15], addressing in particular 
component manufacturers. The definition of security 
requirements distinguishes different categories of 
components, which are “software application”, “embedded 
device”, “host device”, and “network device”.  

Four Security Levels (SL1, SL2, SL3, SL4) are defined 
that correlate with the strength of a potential attacker as shown 
in Figure 7. The targeted security level of a zone of the 
industrial automation and control system is determined based 
on the identified risk. This allows to tailor the security 
requirements to the specific needs of an industrial automation 
and control system.  

To reach a dedicated security level, the System 
Requirements (SR) and potential Requirement Enhancements 
(RE) defined for that security level have to be fulfilled. The 
standard foresees that a security requirement can be addressed 
either directly, or by a compensating countermeasure. 

 

 
Figure 7. IEC 62443 defined Security Level [9] 

 
The concept of compensating countermeasures allows to 

reach a certain security level even if some requirements 
cannot be implemented directly, e.g., as some components do 
not support the required technical features. This approach is 
in particular important for existing industrial automation and 
control systems, so called “brown-field installations”, as 
existing equipment can be continued to be used.  

The security level of a zone or a conduit (a conduit 
connects zones) is more precisely a security level vector with 
seven elements. The elements of the vector designate the 
security level for each foundational requirement. This allows 
defining the security level specific for each foundational 
requirement. If, e.g., confidentiality is no security objective 
within a zone, the security level element corresponding to FR4 
“Data confidentiality” can be defined to be SL1 or even none, 
although SL3 may be required for other foundational 
requirements (e.g., for FR1, FR2, and FR3). So, the resulting 
security level vector for a zone could be SL=(3,3,3,1,2,1,3) or 
SL=(2,2,2,0,1,1,0). The seven elements of the SL-vector 
correspond to the seven foundational requirements, so that the 
security level SLFR(i) can be defined separately for each 
foundational requirement FR(i), i.e., SL = (slFR1, slFR2, slFR3, 
slFR4, slFR5, slFR6, slFR7). 

Different types of SL vectors are distinguished, depending 
on the purpose:  

− SL-T: A target security level vector is defined by the 

IACS operator based on his risk assessment, defining 

which security level shall be achieved by each zone and 

conduit.  

− SL-A: The achieved security level vector designates the 

current status, i.e., the security level that is actually 

achieved by each zone and conduit. In particular for 

brown-field installations, it is common that a targeted 

security level cannot be set-up immediately. The gap 

between the targeted and the actually achieved security 

level can be made transparent.  

− SL-C: The security level capability describes the 

reachable security level a component is capable of, if 

properly configured, without additional compensating 

counter measures employed. This also means that 

depending on the SL-T not all security features of a 

component may be used in certain installations. 

C. IEC 62443 Integrity Requirements 

One of the seven foundational security requirements 
defined in Part 3-3 of IEC 62443 [14], targets specifically 
integrity.  

Integrity requirements cover the following areas: 

− Overall system integrity 

− Communication integrity 

− Device integrity 

The following examples from IEC 62443-3-3 [14] 
illustrate some of the integrity-related requirements: 

− FR3, SR3.1 Communication integrity: “The control 

system shall provide the capability to protect the 

integrity of transmitted information”. 

− FR3, SR3.4 Software and information integrity: “The 

control system shall provide the capability to detect, 

record, report and protect against unauthorized changes 

to software and information at rest.”  

− FR3, SR3.8 Session integrity: “The control system shall 

provide the capability to protect the integrity of sessions. 

The control system shall reject any usage of invalid 

session IDs.”  

− FR5, SR 5.2 Zone boundary protection: “The control 

system shall provide the capability to monitor and 

control communications at zone boundaries to enforce 

the compartmentalization defined in the risk -based 

zones and conduits model.”  

D. Practical Application of IEC 62443  

The standard IEC 62443[11] is applied successfully by 
operators, integrators, and manufacturers in various projects. 
However, it is common that the security documentation and 
technical designs of real-world deployments are not made 
public or shared with competitors. Still, some examples for 
applying the IEC 62443 standards have been made available 
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publicly: An example of a possible application of the IEC 
62443 standard to an Ukrainian power plant gives some 
insight concerning how the standard can be applied in a 
concrete setting [16]. In particular, it shows that a sound, 
comprehensive security concept is needed that covers security 
requirements broadly and at a consistent level addressing 
both, organizational/procedural and technical security 
requirements. The German industrial association 
“Zentralverband Elektrotechnik- und Elektronikindustrie 
e.V.” (ZVEI) published an overview document on IEC 62443 
that includes an example, showing the application to a 
simplified automation system [17]. A further example is 
provided by a blueprint for the design of secure substations in 
the power system domain [25]. This blueprint has been 
certified as IEC 62443-2-4 and IEC 62443-3-3 compliant [26]. 

E. Resilience 

Being resilient means to be able to withstand or recover 
quickly from difficult conditions [2]. It shifts the focus of 
“classical” IT/OT security, which puts the focus on 
preventing, detecting, and reacting on cyber-security attacks, 
to the aspect to continue to deliver an intended outcome 
despite an adverse cyber attack is taking place, and to recover 
quickly to regular operation. More specifically, resilience of a 
system is the property to be resistant to a range of threats and 
withstand the effects of a partial loss of capability, and to 
recover and resume its provision of service with the minimum 
reasonable loss of performance [3]. It has been addressed in 
telecommunications, ensuring that subscribers can continue to 
be served even when one line is out of service. Bodeau and 
Graubart [6] define resilience guidelines for providers of 
critical national telecommunications infrastructure in the UK. 
Kott and Linkov [7] have compiled a book of different 
contributions addressing various aspects of cyber resilience in 
networks and systems. Besides an overview on cyber security, 
metrics to quantify cyber resilience, approaches to assess, 
analyze and to enhance cyber resilience are described. The 
notion of resilience is related to risk management, and also to 
robustness. Risk management, the “classical” approach to 
cyber security, identifies threats and determines the risk 
depending on probability and impact of a potential attack. The 
objective is to put the focus of defined security measures on 
the most relevant risks. Resilience, however, puts the focus on 
a reduction of the impact, so that the system stays operational 
with a degraded performance or functionality even when it has 
been attacked successfully, and to recover quickly from a 
successful attack. Robustness is a further related approach that 
tries to keep the system operational without a reduction of the 
system performance [7], i.e., to withstand attacks. 

Figure 8 illustrates the concept of cyber resilience: Even if 
an attack is carried out, the impact on the system operation, 
i.e., the performance or functionality of the system, is limited. 
The effects of an attack are “absorbed”, so that the system 
stays operational, but with limited performance or 
functionality. A recovery takes place to bring the system up to 
the regular operation. In adaptation of resilience, the system 
might be enhanced to better prepare for future attacks. In a 
cyber-physical environment, a main objective is that the CPS 
stays operational and that its integrity is ensured. In the 

context of an industrial automation and control system, that 
means that (only) intended actions of the system in the 
physical world continue to take place even when the 
automation and control system of the CPS should be attacked. 

 

t
Absorb RecoverPlan/Prepare Adapt

Attack

System 
Performance / 
Functionality

 
Figure 8. Concept of Cyber Resilience 

 

IV. PROTECTING THE CPS PHYSICAL WORLD INTERFACE 

Well-known IT security technologies are encryption and 
access control, protecting data at rest, in transit, and partly 
even data in use. In cyber-physical systems, this is not enough. 
Also, the interface between the OT part (automation systems) 
and the physical world has to be protected, limiting the 
potential danger that an automation system can have on the 
physical world when it is attacked. A successful attack on the 
automation system or control network can have an impact on 
the physical world [4].  

This section describes the concept of a “physical world 
firewall” that limits the access to the physical world from OT 
automation systems. The objective is to increase the resilience 
of cyber-physical systems, by limiting the impact of an 
attacked automation system on the physical world. It can be 
seen as a specific approach for increasing cyber resilience, to 
design for reversibility. This approach means in general that a 
cyber physical system should be designed in a manner that 
allows to revert to a safe mode after components have failed 
or have been compromised [7]. The approach of a physical 
world firewall, described in the following section, can be both 
integrated in automation components, or realized as an add-on 
component to enhance resilience of existing cyber-physical 
systems (brown-field). It protects the interface between the 
control system and the physical world, limiting the possible 
impact of a successful attack on the physical world.  

A. Physical-World Firewall 

The main idea or the approach is to filter the 
communication between sensors and actuators on one side, 
and the control equipment on the other side. This can be called 
physical-world firewall. It limits in which way a control 
system, potentially under attack, can impact a physical system 
in the real world. The filtering takes place directly at the 
input/output interface, so that it is independent from the 
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software-based functionality of the automation component. 
Conceptually, it can be considered as a physical world 
reference monitor to control access to the physical world 
based on a defined access control policy [8]. However, the 
physical world firewall described here would be realized 
independent of the software-based control functionality to 
ensure that is effective even if the software would be 
manipulated. 

Similar as a communication firewall for data traffic that 
analyzes and filters data packets (IP packets and IP-based 
communication, filtering based on network addresses and 
used protocols), here the actuator and sensor signals are 
filtered, so that only signals allowed by the signal filter policy 
are provided.  

The allowed signal ranges and dynamic parameters are 
monitored and limited. If the signal filtering policy is violated, 
the signal cannot be simply dropped like an IP packet. Instead, 
a replacement signal is provided. The replacement signal may 
be a fixed default value, or a clipped maximum/minimum 
value that is within the allowed value range, or it may be an 
out-of-range signal or a high-impedance signal that will be 
detected by an actuator as failure signal, so that the actor can 
react accordingly).  

Figure 9 shows an automation component with an 
integrated Cyber Physical Controlled Input / Output Interface 
(CPC IO) that realizes a physical-world firewall functionality. 
Each input/output channel is monitored separately by the 
“Value Check” component: It verifies whether the current 
sensor input value or the current actuator output values are 
within the given allowed range, and thus are compliant with 
the defined filtering policy Pol.  

Besides the value range, also further parameters can be 
calculated and checked against the defined filtering Policy 
Pol, e.g., statistical parameters as average and variation, and 
dynamic parameters as a first order or second order derivation, 
or a transformation as a Fourier transformation. Besides the 
actual input/output signals, also further data relating to the 
current operating state of the CPS can be used. 
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Figure 9. Automation Component with Integrated Physical World Firewall 

 
If the policy is met, the value is allowed, i.e., the 

unmodified signal is forwarded. Otherwise, the configured 
default value (DV) is provided as replacement signal, ensuring 

the CPS system stays operational. It is possible to lock the 
input/output interface in the case of a detected policy 
violation. The lock may be permanent, but preferably it can be 
reset at a reboot of by a manual user interaction.  

It is possible that the CPU performs an integrity check as 
part of a secure boot process or during operation. The CPU 
subsystem can authenticate towards its CPC IO block after a 
successful self-integrity check. The CPC IO block can 
configure a policy depending on the integrity check status of 
the CPU, limiting the access to the physical world for a 
manipulated CPU subsystem.  

A variant is shown in Figure 10, where the signals of 
multiple input/output channels are checked in combination. 
This allows to perform cross-checks between sensor and 
actuator signals. Moreover, if this approach is applied in a 
distributed system, it allows to take certain properties of 
potentially different sensors/actuators into account.  

Specifically, if the sensors/actuators used are a mixture of 
standard (legacy) and specifically hardened, trusted sensors, a 
potential security assertion can be used in the evaluation of the 
signals, giving the trusted sensor a higher weight in the 
evaluation. This is especially advantageous if a larger number 
of legacy sensors/actuators is already deployed and secure 
siblings are installed as add-on in a stepwise manner. More 
information on the basic concept is described in [9]. 
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Figure 10. Automation Component with Integrated Physical World Firewall 
 

Both Figure 9 and Figure 10 showed the physical world 
firewall as an integrated functionality of an automation 
component. However, it is possible as well to realize the 
physical world firewall as an add-on component to an existing 
automation component. This add-on component monitors 
input/output signals of the automation component between the 
automation component and the actual sensor/actuator 
connected to the automation component. The signal is 
replaced with a replacement signal if the currently observed 
signal is not complaint with the defined policy Pol.  

A physical-world firewall realized as add-on component 
to already existing and deployed automation components can 
be used in particular within brownfield CPS. A stepwise 
migration of existing brownfield CPS towards systems with a 
higher resilience under attack is supported, as the already 
deployed components of the CPS have not to be replaced. 
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B. Dynamic Resilience Management 

The policy of the physical-world firewall can be adapted 
dynamically, depending on the current operating state of the 
CPS. This allows to restrict the possibility to influence the 
physical world even more strictly, as the current state of the 
production system and the currently performed production 
step, e.g., cooling or filtering a fluid, can be reflected in the 
current configuration of the physical-world firewalls.  

Resilience managers determine the physical-world 
firewall policy dynamically, depending on the current state 
and context of the CPS, see Figure 11.  

Resilience managers adapt during operation the current 
policy configuration of the physical-world firewalls.  

The policy adaptation performed by resilience managers 
can use in particular the following information: 

− The current state of the physical world, as obtained by 

trusted sensor nodes [9].  

− The current production batch, the current production 

step, operating state (e.g., standby, preparation, active, 

service, alarm). In real-world deployments, the 

information may be obtained from a Manufacturing 

Execution System (MES).  

− Cyber attacks detected by an integrity monitoring system 

or an intrusion detection system, supervising the CPS.  

The dynamic adaptation allows to enforce tight physical-
world firewall policies depending on the current system state 
and operation.  

C. Policy Adaptation for Dynamically Reconfigurable CPS 

Cyber-physical systems and industrial automation systems 
are often rather static. After being put into operation, changes 
to the configuration happen only rarely, e.g., to replace a 
defect component, or to install smaller upgrades during a 
planned maintenance window. To cope with increasing 
demands for flexible production and increased productivity, 
also CPS will become more dynamic, allowing for 
reconfiguration during regular operation. Such scenarios for 
adaptable, reconfigurable production have been described in 
the context of Industry 4.0 [19]. 

An integrity monitoring system for a reconfigurable CPS 
has to be adapted to the current configuration. Similar as for 
dynamic resilience management, the policies for physical 
world firewalls can be adapted depending on the current CPS 
configuration. The information of the current configuration is 
usually managed already as part of collecting, storing, and 
validating production data that describes the production 
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Figure 11. Dynamic Resilience Management 

61

International Journal on Advances in Security, vol 13 no 1 & 2, year 2020, http://www.iariajournals.org/security/

2020, © Copyright by authors, Published under agreement with IARIA - www.iaria.org



process, so that the information for adapting the policies is 
available already. 

D. Physical World Integrity Monitoring 

A further source of information for adapting the filter 
policy is monitoring the automation site for physical security, 
using alarm systems, e.g., physical access control and closed-
circuit television (CCTV) cameras. If the alarm system detects 
some unexpected situation, e.g., an intruder, the filter policies 
of the physical world firewalls can be reconfigured to limit 
possible damages.  

Furthermore, the physical operational properties of 
automation machinery (e.g., drives, pumps) can be monitored. 
The acoustic emissions (vibrations) of machines as well as 
power consumption profile (power fingerprinting) can be 
monitored. Signal processing algorithms including machine 
learning (artificial intelligence) can be used to determine 
whether the machinery is in a normal or exceptional 
operational state. Also, specific actuations in the physical 
world can be performed that encode integrity measurements 
of software and data in control operations, realizing integrity 
attestation by physical-world actuation signals [18].  

If it is detected that the machinery is operating outside the 
expected operational boundaries, the filter policy of the 
physical world firewalls can be adapted to limit the impact of 
the automation system on the physical world accordingly. A 
restricted physical-world filter policy can be configured 
dynamically that is foreseen for detected integrity violations. 

E. Authenticating Physical Signals  

In data communication, the sender of a data packet can be 
identified by an identifier, e.g., an internet protocol (IP) 
address or a media access control (MAC) address. The sender 
may be authenticated cryptographically. A data firewall can 
filter data packets depending on address information and 
content. In the physical world, the source of a signal can in 
general not be identified by an explicit identifier included in 
the data communication. However, the source is implicitly 
based on the cabling.  

A higher level of confidence can be achieved by 
performing signal authentication. The sender of a signal can 
be identified by a sender-specific fingerprint information, e.g., 
a noise signal. Furthermore, it is possible to actively add a 
signal marker (signal watermarking), e.g., a coded spread-
spectrum signal [20][21][22]. This allows to identify the 
source of a signal by evaluation properties of the signal. The 
physical world firewall can identify signals not having the 
expected fingerprint and block them, i.e., substitute them with 
a replacement signal. A (physical) signal cannot simply be 
blocked by not forwarding it. The replacement signal may be 
a regular signal value, or a specific out-of-range signal value.  

The coded spread spectrum signal (signal watermark) can 
be added to the actual measurement signal close to the analog 
sensor by adding the watermarking noise signal. However, it 
is also possible to add actuators in the physical world of the 
CPS that imprint a watermarking noise signal in the physical 
world, e.g., by mechanical actuator. Thereby, already 
deployed sensors (brownfield installation) can capture the 
watermarking signal, and the sensor measurements can be 

verified. While having some similarities to the approach 
described by Ghaeini, Chan, et al. [18], here, the physical 
world watermarking ensures the reliable 
identification/authentication of physical signals.  

F. Defining Policies for Physical World Firewalls 

Even for conventional firewalls filtering network 
communication, the definition and testing of firewall policies 
is a huge challenge. The level of security of a network that is 
actually achieved depends heavily on the ability to manage the 
available security mechanisms effectively and consistently 
[23]. This is the case in particular when several firewalls are 
deployed that have to be configured consistently, and when 
involving multiple administrative domains. The 
administration has to be practical, i.e., both efficient and 
effective, also in such complex environments, with frequent 
changes and with the complexity of networks consisting of 
thousands of users and components. 

The same applies to policies for physical world firewalls. 
A further specific side condition is that properties of the 
physical world have to be understood to come-up with an 
appropriate policy. This requires a good understanding of the 
automation system and the physics of the controlled system. 
A manual configuration of such policies will hardly be 
practical in real-world deployments. As with other security 
mechanisms, also physical world firewalls will be introduced 
stepwise, starting with less critical parts of the CPS and with 
simple policies to avoid unexpected negative impacts on the 
regular operation.  

For the practical definition of the policies, two approaches 
seem promising: 

− CPS simulation: One important aspect of Industry 4.0 is 

a digital twin of the physical system that allows to 

perform simulations in the digital world. Here, the CPS 

can be simulated under all foreseen operational 

conditions to derive the filter policies permitting all 

signals that can be expected in foreseen operational 

conditions. Also, specific attack scenarios can be 

simulated.  

− Machine learning: The policies can be learnt, similar to 

network firewalls, where during a learning phase, the 

policy is automatically determined.  

These approaches for determining the filter policies 
automatically can be enhanced with hand-crafted, manually 
defined filter policies for interfaces to highly critical physical 
world components, or for highly critical automation steps.  
Those tight policies can be adapted specifically to the purpose 
and foreseen usage of the automation component. So, tight 
physical world firewall policies can be defined based on a risk 
assessment, protecting the most relevant components and 
automation steps.  

V. EVALUATION 

The security of a cyber system can be evaluated in practice 
in various approaches and stages of the system’s lifecycle: 

− Threat and Risk Analysis (TRA, also abbreviated as 

TARA) of a cyber physical system (for a system being 
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under design or in operation). In a TRA, possible attacks 

(threats) on the system are identified. The impact that 

would be caused by a successful attack (threat) and the 

probability that the attack happens are evaluated to 

determine the risk of the identified threats. The risk 

evaluation allows to prioritize the threats, focusing on 

the highest, most relevant risks and to define 

corresponding security measures. Besides technical 

measures, also organizational and personal security 

measures can be defined.  

− Security checks can be performed during operation or 

during maintenance windows to determine key 

performance indicators (e.g., check compliance of 

device configurations). It can be verified that the defined 

security measures are in fact in place, and areas requiring 

increased attention can be identified.  

− Security testing (penetration testing, also called 

pentesting for short) can be performed for a system that 

has been built, but that is currently not in operation. A 

pentest can usually not be performed on an operational 

automation and control system, as the pentest could 

endanger the reliable operation of the system. Pentesting 

can be performed during a maintenance window when 

the physical system is in a safe state, or using a separate 

test system. The non-operational system is attacked by 

“white hat” hackers to identify vulnerabilities that need 

to be addressed.  

− Security testing can be performed also on a digital 

representation of a target system, e.g., a simulation in the 

easiest case. This digital representation is also called 

“digital twin”. This allows to perform security checks 

and pentesting for systems that are not existing yet 

physically (design phase), or to perform pentesting of 

operational systems in the digital world without the risk 

of disturbing the regular operation of the real-world 

system.  

A holistic protection concept has to address measures for 
all three discussed phases: protect, detect, and react. No single 
measure or security technology alone can result in an adequate 
security level. It is always a set of measures that, when used 
in combination, can reduce the overall risk to an acceptable 
level.   

The security measures presented in this paper, acting on 
the interface between the cyber world and the physical world, 
provide an additional security measure that can be used as part 
of a defense-in-depth security concept. The protection is 
complementary to well-known security measures that focus 
on the IT/cyber part, as it operates directly at the interface 
towards the physical world, not on computer-based control 
functions as conventional IT security technologies. Even if all 
security measures in the pure IT/cyber world fail, still the 
impact on the physical world can be controlled. It can serve as 
“last line of defense”, allowing to connect cyber systems from 
the physical world in a tightly controlled way.  

A limitation for all evaluations of the effectiveness of an 
overall security architectural design and of individual security 

measures is the fact that the threat landscape of attacks seen in 
practice continuously evolves. Therefore, it is required that a 
security design allows for being updated to address new 
attacks. This aspect is in particular important for CPS and 
automation and control systems having typically a long life-
time of typically 10 to 30 years. The defined concept of 
physical world firewalls supports an update not only to 
already existing brownfield installations, but also to enhance 
the security robustness of long-lived systems during operation 
without directly affecting the control functionality. As CPS 
are often subject to regulatory approvals, having security 
measures that can be updated and enhanced along the lifetime 
without directly affecting regulatory approvals of the control 
functions is advantageous. 

As long as the proposed technology has not been proven 
in a real-world operational setting, it can be evaluated 
conceptually by analyzing the impact that the additional 
security measure would have on the identified residual risks 
as determined by the TRA of the CPS. A  TRA identifies 
threats against a system, and determines the risk depending on 
probability and impact. The general effect of the presented 
security measure is that the impact of a threat, i.e., a successful 
attack, on the physical world controlled by the CPS is reduced. 
Whatever attack is ongoing on the IT-based automation and 
control system, still the possible impact on the real, physical 
world is limited. So, the measure helps to reduce the risk of 
threats having an impact on the physical world.  

However, TRAs for real-world CPS are not available 
publicly. Nevertheless, an illustrative example may be given 
by a chemical production plant performing a specific process 
like refinery, or a factory producing glue or cement. If the 
plant is attacked, the attack may target to destroy the 
production equipment by immediately stopping the process 
leading to physical hardening of the chemicals / consumables 
and thus to a permanent unavailability of the production 
equipment. In this case, trusted sensors could be used to detect 
a falsified sensor signal, and the physical-world firewall can 
be used to limit actions in the physical world. Thereby, a 
physical damage of the production equipment can be avoided. 
If needed, a controlled shutdown of the production site can be 
performed.  

As the evaluation in a real-world CPS requires significant 
effort, and as attack scenarios cannot be tested that could 
really have a (severe) impact on the physical world, a 
simulation-based approach or using specific test-beds are 
possible approaches, allowing to simulate or evaluate in a 
protected test-bed the effect on the physical world of certain 
attack scenarios with compromised components. The 
simulation would have to include not only the IT-based 
control function, but also the physical world impact of an 
attack. Using physical-world simulation and test beds to 
evaluate the impact of attacks have been described by Urbina, 
Giraldo et al. [24].  

A major advantage of the physical-world firewall is the 
property that it can be added to existing brownfield 
deployments. Legacy equipment, may be 10 or even 20 years 
in the field, not even been designed with security in mind, and 
without getting patches. In such cases, the physical-world 
firewall can be used as an “add-on” security measure for an 
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existing CPS. It can be used as compensating countermeasure 
to address security requirements defined by industrial security 
standards like IEC 62443-3.3 [14], where conventional cyber 
security measures cannot be deployed. However, it can be 
used also as additional layer of defense in CPS having state-
of-the-art security measures integrated, thereby increasing the 
level of protection even further. The conceptual advantage 
that the protection acts on a different layer than conventional 
IT security mechanisms provides an additional, independent 
layer of defense. As for all security technologies, the 
confirmation for the actual effectiveness has to come from 
tests and experience real-world application, starting with 
smaller pilot tests in real deployments.  

VI. CONCLUSION 

With ubiquitous machine-oriented communication, e.g., 
the Internet of Things and interconnected cyber physical 
systems (CPS), the integrity of the operation of technical 
systems is becoming an increasingly important security 
objective. Protecting such systems against intentional attacks 
to ensure a reliable operation is demanded by operators, as 
well as by regulation. There is a need for enhanced protection 
that can be applied practically both to already deployed 
installations, where often IT-based functionality cannot be 
updated practically, as well as to new CPS, which are 
increasingly open and dynamic.  

A CPS comprises the operational cyber-technology and 
the physical world with which the system interacts. Both parts 
have to be covered by a security concept and solution. Cyber 
security puts the focus traditionally on the cyber-part, i.e., on 
the IT-based automation and control systems. The security of 
the physical part, like machinery, is protected often by 
physical and organizational security measures, only. This is 
challenging for dynamically changing cyber physical systems, 
that come with the Industrial Internet of Things (IIoT) and 
Industry 4.0. Cyber systems will become more and more open 
and dynamic to support flexible production down to lot size 1 
(plug-and-work reconfiguration of manufacturing 
equipment), and to support a flexible adaptation to changing 
needs like market demand and personalized products. 

This paper presented a concept for a new approach that 
enhances the achieved level of security by protecting the 
interface between the IT-based cyber-part and the physical 
world, thereby enhancing the resilience of a CPS being under 
attack. The CPS may even continue to operate under attack, 
as the possible negative impact on the physical world is 
restricted. This allows also to ensure a high availability of the 
automation system, even under attack, as the automation 
system has not to be shut down.  

The proposed new layer of protection can be applied to 
new installations (greenfield), e.g., to address the risk of 
installing malware during update of the software-based 
functionality. More importantly, it can as well be applied as 
add-on to already deployed installations (brownfield). It 
realizes an additional, independent level of protection that can 
be deployed and updated independently of the actual control 
systems of the legacy system. Therefore, it can also be applied 
when a legacy IT-based control system of a CPS cannot be 
updated with current cyber security technology. This is a 

demanding problem in many installed CPS, as they are often 
in use for several decades and are subject to regulations that 
make updates complicated or even impossible. The proposed 
solution can be introduced in a complex CPS in a stepwise 
way, starting with most critical physical world interfaces. 
Also, the filtering policies can be coarse in an initial usage 
phase, and it can be updated with increasing sophistication 
depending on observed attacks, and reflecting the intended 
operation of the specific CPS and its current operation mode.  
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Abstract—The small Unmanned Aerial Vehicle market, com-
monly called UAVs, has grown immensely in popularity in
hobbyist and military inventories. The same core mission set from
the hobbyists directly relates to modern global military strategy,
with priority on short range, low cost, real time aerial imaging
and limited modular payloads. These small devices have the
added benefits of small cross sections, low heat signatures, and a
variety of transmitters to send real-time data over short distances.
As with many new technologies, security seems secondary to the
goal of reaching the market as soon as viable. Research indicates
a growth in exploits and vulnerabilities, from individual UAV
guidance and autopilot controls to the mobile ground station
devices that may be as simple as a cellphone application. Even
if developers heed calls to improve the security of small UAVs to
protect them, consumers are left without meaningful insight into
the protections installed when buying new or used UAVs. To date,
there is no marketed or accredited risk index for small UAVs,
but similar realms of traditional Aircraft operation, Information
Technologies, Cyber-Physical Systems, and Cyber Insurance give
insight to significant factors required for future small UAV risk
assessment. In this research, four fields of risk frameworks are
analyzed to determine their applicability to UAV security risk
and key components that must be analyzed by a formal UAV
framework. This analysis demonstrates that no adjoining field’s
framework can be directly applied without significant loss of
fidelity and that further research is required to score the cyber
risks of UAVs, along with potential objectives and avenues for
then creation of a new framework.

Keywords—Cyber-physical; Cybersecurity; COTS; Quantitative
assessment; Risk; UAV.

I. INTRODUCTION

Cybersecurity is the Herculean task to prevent all adversarial
attacks over Information Technology (IT) devices with the
potential to release information or control deemed valuable
to an organization or individual. As computing devices have
increased in variety and distribution around the globe, the
protection task has grown immensely, with absolute security
now accepted as a myth. However, due diligence has been
seen to reduce and slow incidents. IT devices have diverged
into a multitude of subcategories, including Cyber-Physical
Systems (CPSs) and a further subsection of Small Unmanned
Aerial Vehicles (sUAVs). While many techniques used to
map and defend IT may be extended to sUAVs, CPSs in
general have significant differences in internal architecture,

external networking, and overall mission sets that influence
the effectiveness of common cybersecurity techniques. An
important aspect of cybersecurity is risk categorization of
individual devices and the conglomeration on a network, which
relies on common rating measures for comparison. IT devices
still struggle with communication of security characteristics,
though certain brands have made strides to separate themselves
from the competition. This paper is an extension of the “Zero
Stars” paper [1] to define the requirements for a simple rating
system for consumers to effectively manage small Unmanned
Aerial Vehicle (UAV) risk. The addition of traditional aircraft
risk management provides new insights to the current risks
facing UAVs that are not being managed by manufactures or
consumers.

UAVs have been historically built for military applications
and continued by hobbyist enthusiasm. By definition, UAV
includes any device that can sustain flight autonomously,
which separates it from similar sub-cultures of Remotely
Piloted Vehicles (RPVs) and drones [2]. UAVs are usually
able to either maintain a hover or move autonomously via
computer navigation, whereas RPVs require continuous con-
trol instructions throughout flight and drones have even more
limited mission and sophistication [2]. Arguably, the first UAV
could be considered cameras attached to kites in 1887 by
Douglas Archibald as a form of reconnaissance and which
William Eddy used the same configuration during the Spanish-
American War for reconnaissance [2]. As UAV operations and
innovations continued through the Vietnam War, Desert Storm,
and especially the Global War on Terror, the size, mission,
and shape of UAVs have evolved to support military needs.
Criminal uses have also grown with UAV prevalence with
ingenious modifications matching latest military exploits [3].

UAVs take a multitude of forms and designs based on
mission and user base, from hand-held copters to jet-powered
light aircraft. Small UAVs follow the general component break
out shown in Figure 1, with six common components on the
device and a ground station of some sort. The Basic System
is a generalized term for the Operating System (OS), which
is usually proprietary to the manufacturer and tailored per
vehicle, frequently providing near real time control. Commu-
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nication Links are most commonly wireless Radio Frequency
(RF) bands of 2.4 and 5 GHz. Sensors refer to components
that are attached to either aid navigation of the system, such as
LIDAR to monitor nearby structures, or for specific mission
purposes. Avionics consume sensor input, such as Global
Positioning System (GPS) and inertial modules, and provide
flight control. For the payload, a weapon component has
been seen within military operations, though the vast majority
of sUAVs are used for military or hobbyist reconnaissance
with only an additional sensor component such as a camera.
As defined for UAV, some form of autonomous control is
built into the vehicle’s navigation, so the autopilot component
is logically separated from the Basic System but usually
physically combined.

The ground station is split into the Application component
and Communication links, though these are typically contained
within the same device such as a tablet, phone, or laptop. The
complexity and portability of ground stations vary widely from
simple RF remote controls to multi-server backends. Examples
of these differences can be seen in the common DJI Sciences
and Technologies Limited (DJI) brand, which utilizes both
manufacture specific hardware and a smartphone application.
The software is extremely portable through mainstream app
stores and can be updated over secure connections. The
hardware connects to the user’s smartphone to provide controls
to the sUAV with separate antennas and power supply for
better coverage. The application can also be used without
the hardware through a laptop to program mission states via
physical cable. Some DJI models even allow simple remote
controls or beacons without application software, though their
mission sets are more rudimentary. Each of these configura-
tions introduce risk characteristics by connecting the device to
the Internet differently.

The exact definitions of size tiers have not been standardized
between countries though they generally consist in some for-
mat of very small, small, medium, and large. Very small UAVs
exist at a miniaturization of aerodynamics that result in very
low Reynolds numbers, meaning the wing interacts with the
air more similarly to a fin through water due to viscosity, and
are usually less than 20 inches in any dimension. Small UAVs
tend to be a range of popular model aircraft used by hobbyists
and have at least one dimension greater than 20 inches. While
range is limited, their size allows for access or angle of attack
at altitudes not normally available to individuals. Medium
and Large UAVs are too large for an individual to carry and
may even use full runways like light aircraft, which allows
for heavier payloads and greater mission duration. Instead of
a pilot and sensors, sUAVs are controlled by an autopilot,
with varying degrees of autonomy. Autopilots vary greatly by
manufacturer, with the most common DJI autopilots closed-
source and their specific rules sets proprietary [3].

The rest of the paper is structured as follows. Section
II explores current common rating systems for Traditional
Aircraft, IT, Critical Infrastructure, and Insurance markets with
a focus on the aspects of each that do translate to the sUAV

UAV

Basic System

Communication 

Links

Sensors

Avionics

Payload

Autopilot

Ground Control 

Station

Application

Communication 

Links

Fig. 1. Components of Typical UAV.

inventory. Section III builds out from the conglomeration of
related rating assessments the important objectives that are
required for a sUAV specific cybersecurity rating. Section IV
analyzes each of the fields for their applicability to a small
UAV risk assessment for potential adaptation. We conclude
our work in Section V with future work.

II. RELATED WORK

No current physical or cyber security accreditation exists
for UAVs. Since no current process exists to calculate risk,
quantitative or qualitative, for sUAVs, there are no star ratings
present on the market to be assigned to any sUAV, much less to
compare models. Confounding the issue, aerial vehicles were
engineered for operational effectiveness first, then marketed
with minimal consideration for adversarial interference. Publi-
cized cyber incidents with and against UAVs have been limited
with the most well-known consisting of the Iranian incident
in 2015 [4]. Whether the United States RQ-170 was captured
by Electronic Warfare (EW) or cyber means [4], the incident
highlights the vulnerability of UAVs in a combat zone and
the need for security in future models to maintain integrity
for mission success. With 15,000 UAVs being sold in the
United States every month as of 2015 [5], the availability and
exploitation of these devices is expected to also rise as the
reward to effort ratio grows. The market share of small UAVs
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manufacturers is as follows: 70% DJI, 7% Parrot, 7% Yuneec
[6], with the remaining 14% comprised of all others. DJI and
Yuneec are Chinese controlled manufacturers. This domination
by China presents yet another avenue of supply chain risk
that many organizations and countries with competing interests
may want to be wary. Research into the vulnerability of
sUAVs has also increased with a multitude of research showing
specific risk in areas of Denial of Service (DoS) [7], GPS
spoofing [8], and control hijacking [9].

A. Traditional Aircraft Assessment

The invention and market for UAVs stemmed from the
traditional aircraft field. Regular aircraft have always been
larger to accommodate the weight and thrust requirements
needed for carrying pilots. In contrast, unmanned technologies
have allowed for the creation of smaller vehicles. With nearly
all on-board components being seen on both vehicles, a cyber
risk assessment for traditional aircraft could be assumed to be
the best translation to sUAVs, especially taking into account
cyber-physical aspects that are not seen in other IT fields.
Regrettably, the aircraft industry does not currently have any
cyber assessments for risk [10]. While industry standards
for the design of aircraft information systems exist that in-
corporate defence in depth (RTCA SC-216 and EUROCAE
WG-72), there is no measure of how well these standards
were implemented or any comparison between vehicles, and
no expected updates to either standard through 2021 [10].
The Aerospace Industries Association (AIA) Civil Aerospace
Cybersecurity subcommittee identified that each manufacturer
and operator defines their own risk framework and assessment
of cyber risk on their aircraft; therefore, there is no com-
mercial aviation cyber safety Cyber Action Team (CAT) to
set standards and respond to incidents [10]. As one of the
key priorities of the report, the AIA subcommittee published
that the industry needs “a risk managed approach...to architect
future secure systems” and “better global visibility...to address
aviation ecosystem threats and risks” [10].

Since the manufacturers have strict operational regulations
but do not have any cyber assessments for aircraft, the Federal
Avionics Administration (FAA) has had to incorporate a
real-time operational risk assessment to the Aircraft Traffic
Management (ATM) system which all traditional aircraft and
all larger UAVs connect to for deconfliction of real-time
flight plans [11]. Recognizing the need for including smaller
UAVs, the FAA has granted funds to the National Aeronautics
and Space Administration (NASA) to build and test a new
ATM to manage the National Airspace System (NAS) as of
2014 [11]. Building from the ATM risk framework, NASA
published the Unmanned Aerial Vehicle Traffic Management
Risk Assessment Framework (URAF) which calculates a nu-
merical risk value to correspond to the expected real-time risk
associated with collisions per vehicle [12], which is calculated
in Figure 2 at the “Conflict?” step. Using Bayesian networks
fully defined for every potential component failure based upon
the Unmanned Aerial System Traffic Management (UTM)’s
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Determine need for course 

correction
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Calculate course 
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Fig. 2. FAA’s UTM Control Flow for UAS [11].

input of vehicle and ground sensors, the URAF determines
the probability of a collision with another aircraft, a structure,
or a human being based on density maps of the United States
(US) [12]. The flowchart shown is part of the patent for the
system and is nearly a step-by-step reproduction from the
current NAS framework, which fails to capture the differences
between vehicles and only the operational risk. The small
UAV sensor inputs are defined in the patent for the UTM
as the required 14 communication protocols, none of which
are currently required on small UAVs [13]. Initial tests of the
UTM including the URAF was conducted in 2016 at seven
FAA testing sites with 17 unique vehicles, though its success
was marred with 32.5% non-conforming operations [14]. Non-
conforming operations were defined by any position during
a vehicle’s mission that broke the operational risk threshold
for collision, whether or not collisions actually occurred. The
Bayesian network utilized in this testing captured the risk
associated through one component failure and calculated from
only five sensors [15]. NASA set the goal of initial operation
by 2019, which was reached in the form of beta expansion
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to the Low Altitude Authorization and Notification Capability
(LAANC) in May of 2019 [16] at over 600 airports, and full
operation for massive density operations by 2035 [11]. This
beta is not the full UTM design, but a parallel authorization
and tracking system of small UAVs. The URAF and the ATM
risk framework are both device agnostic, except in terms of
size and value [13]. There is no input of vehicle design,
securities, or abilities to maneuver, all of which are a factor
of cyber risks to aircraft. Due to the increasing automation
and computation of aircraft, future risk assessments must
individually consider each vehicle.

B. Traditional IT Assessment

UAVs can also be viewed as simply flying computer sys-
tems. Traditional IT risk assessments have been around since
the early 2000s [17] and have almost solely focused on
business devices and networks. While Network Security Risk
Model (NSRM) [18] and Information Security Risk Analysis
Method (ISRAM) [17] are some of the oldest quantitative risk
assessment models, Common Vulnerability Scoring System
(CVSS) is the most utilized today [19].

CVSS version 3.1 is an “open framework for communicat-
ing the characteristics and severity of software vulnerabilities”
[20]. The score is based on three different metrics of a
Base ranging from 0.0 to 10.0, tempered by Temporal and
Environmental metrics. CVSS is owned and managed by
Forum of Incident Response and Security Teams (FiRST) and
is a significant information provider to the National Vulner-
ability Database (NVD). CVSS first gained large-scale usage
under their Version 2 score which determined only a base
score through metrics for Access Vector, Access Complexity,
Authentication, Confidentiality Impact, Integrity Impact, and
Availability Impact. Each metric was given a rating from up
to three varying responses of severity. CVSSv2 was criticized
heavily for vulnerability scoring diversity compared to ex-
perimental, lack of interdependence scoring of networks, and
lack of correlation between proposed mitigations and actual
score improvements [19]. CVSS version 3.0 added mandatory
components for Privileges Required, User interaction, and
Scope, plus the temporal and environmental metrics to influ-
ence the overall score. The current version has grown in use for
vulnerability scoring, but still struggles with high false positive
rates, poor predictability of future incidents, high sensitivity in
regards to Availability Impact compared to all other impacts,
and is heavily influenced by software type [21]. Built from
CVSS, NVD has been found to lack in predicting mean time
to next vulnerability due to the Common Vulnerability and
Exploitations (CVEs) recording poor and inconsistent data
by vendor and an increasing discovery, across vendors, of
zero-day vulnerabilities [22]. The most recent version 3.1 of
CVSS, summarized in Figure 3, also updated CVSS’s mission
from a simple risk severity to more limited vulnerability
severity. The Base Metrics are split into three sub-categories
due to commonalities in rating or how they are utilized in the
underlying algorithms. The same grouping is applied to the

Environmental Metrics, where the Modified Base sub-metrics
are a repeat of the Base Metrics but updated for a network’s
individually unique security configuration. Each sub-metric
is not equal, but are weighted numerically to best represent
the severity that sub-metric conveys to the overall severity. In
general practice, the Base Metrics, representing the severity of
the attack, are the most heavily weighted as they can singularly
push the severity to the extremes of an overall score of 0 or
10. Due to the change of scoring severity over risk and their
consistent updating of algorithms, CVSS is a good starting
point for known vulnerabilities present within a UAV, but the
unique embedded nature of components, the normally informal
and ad hoc networks used by UAVs, and unique mission and
environment sets mean CVSS is not very likely to give a
good perspective of actual vulnerabilities present and therefore
directly assess risk.

C. Industrial CPS and Supervisory Control and Data Collec-
tion (SCADA)

At the other end of the spectrum for security indexing,
sUAVs could be related to larger CPSs which have recently
seen a surge in research and regulations to secure their unique
networks. Industrial CPS and SCADA have been utilized
to gradually reduce required human interaction in safety-
compromised work areas and in wide distributed networks.
Physical sensors formerly required eyes to read, determine
system state, and adjust actuators to keep processes within
safety limits and manufacturing effectiveness. These sensors
are now directly digitized by network adapters, delivered
to Programmable Logic Controllers (PLCs) that determine
state, compute new controls, and send signals to actuators
to finish the feedback loop. Human-Machine Interface (HMI)
screens give a real-time display of the system state with
minimal human interaction while smoothly running our critical
infrastructure. SCADA systems are owned by corporations
that produce or deliver their products to consumers; therefore
the networks are not the product themselves, in contrast
to home computers or even work stations which are most
commonly modelled by IT networks. As CPS stations are
utilitarian and usually connected to physical sensors for input,
protection schemes need to adjust for their physical pro-
cess monitoring, closed control loops, attack sophistication,
and legacy technology [23]. The first two categories define
differences in attack vectors for cyber-to-cyber or cyber-to-
physical exploitation. Regular IT exploitation follows a typical
path that ends at an IT node with information which is
valuable in itself; whereas industrial CPS exploitation usually
requires further exploitation to influence physical processes to
either ruin or shut down systems [24]. This leads to attack
sophistication differences between IT and SCADA risk, since
physical process manipulation via PLCs require detailed un-
derstanding of systems that are only present in the operational
world. While the attack vectors require unique background,
the computer systems monitoring and running the physical
processes are commonly characterized by legacy equipment
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Fig. 3. Metric and Sub-metric breakout of CVSS [20].

with many known vulnerabilities. IT cybersecurity practices
push for upgrade cycles on a regular basis to keep pace with
manufactures’ patching, however industrial systems are unable
to upgrade nearly as often and require much larger investment
capital to replace legacy systems that are considered permanent
fixtures. Research into adding cybersecurity to CPS systems
skyrocketed after the discovery of the sophisticated Stuxnet
virus in a nuclear plant. The nuclear plant in question has
been studied, with its cybersecurity posture matching industry
standards and much of the IT standards [25].

Risk assessments building from this impetus, and focusing
on more than just nuclear, have attempted to predict the
new methods to exploit processes. Most standardized meth-
ods merely cover the cyber-to-cyber and physical-to-physical
exploitation, which arguably cover the easiest and most com-
mon historical attacks [26]. Stuxnet introduced publicly the
possibilities of cyber-to-physical exploitation while little is
known of possible physical-to-cyber vectors. At the direction
of Department of Homeland Security (DHS), National Institute
of Standards and Technology (NIST) published the Cyberse-
curity Framework (CSF) to directly define a risk framework
for critical infrastructure in the US [27]. The core of the
framework is the process of Identify, Protect, Detect, Respond,
and Recover [27]. The framework’s first push is to fully define
the network currently in operation down to individual sensors
with definitions of all system states. The next step is simple
cybersecurity fundamentals such as segregation and locking
down unnecessary protocols. Once at this steady operational
state, the framework directs the effort to setup methods of
detection, response, and recovery from attacks. While the
framework does reduce the footprint and likelihood of attack,
there is no assessment of the risk state of the system nor

a method of comparison between systems [26]. Even within
unique critical infrastructure systems, it is useful to supervising
organizations and protection agencies to compare system risks
to more effectively protect nation-wide assets.

TABLE I. Cybersecurity Framework Core and Sub-Categories.

Core Phases Sub-Categories

Identify

• Asset Management
• Business Environment
• Governance
• Risk Assessment
• Risk Management Strategy
• Supply Chain Risk Management

Protect

• Identity Management
and Access Control

• Awareness and Training
• Data Security
• Information Protection

Processes and Procedures
• Maintenance
• Protective Technology

Detect
• Anomalies and Events
• Security Continuous Monitoring
• Detection Processes

Respond

• Response Planning
• Communications
• Analysis
• Mitigation
• Improvements

Recovery
• Recovery Planning
• Improvements
• Communications

Attempting to cover the lack of assessment of critical infras-
tructure systems’ cyber risk, Cyber Security Risk Index (CSRI)
is a proposed and beta risk assessment specifically using
Bayesian Networks since systems should be defined through
CSF. To cover the cyber-to-physical risk, the most common
technique is to use Markov chains in conjunction with the
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Bayesian Networks which allows for distinct states along
with probabilities of events. [28]. A major drive to Bayesian
networks is the complex states that physical processes may
enter, which differ on Mean Time to Shut Down (MTTSD).
While the probabilities to reach across the IT network to the
PLCs follow well-documented methods and means through
NVD or CVSS, detection and vectors at the PLCs require
expert weighting and most likely proprietary input [26]. CSRI
shows particular promise to the critical infrastructure field
since penetration testing is near impossible and simulations
are difficult without the hardware in the loop [29]. Detection
before shut down is limited within industrial CPS to IT
Intrusion Detection Systems (IDSs) that are built to overcome
the unique aspects within industrial networks [23]. Even with
research progressing to better characterize the risk statically
and dynamically present in industrial CPS, there are no open-
source rating systems in circulation, though cybersecurity
companies specializing in control systems are starting to use
them to better define current risk and prioritize defensive
actions. While a SCADA risk index has potential for use
within the UAV community, the lack of an operational open-
source index, the smaller scale of systems, and the shorter
lifespan of systems reduce direct applicability to sUAVs.

D. Cybersecurity Insurance

As a growing variation of quantitative cyber risk, insurance
policies have been diverting some of the risk of exploitation
since 1997 when the Internet use globally was only 1.7% of the
population [30]. Insurance companies function on a strategy
of taking premiums upfront to cover the risk of failure in the
future and spread out the cost for the user, whether for disaster,
health care, or cyber attack. The Internet has since exploded
in size with the total cyber insurance market estimated at
$3 to 3.5 billion in 2017 [31], with cyber crimes costing
the global economy an estimated $450 billion in 2016 [32].
The companies that issued cyber insurance premiums totaling
$1.35 billion in 2016 [33] did so based more on an abstract
perception of risk due to a lack of historical data to determine
probability and actual monetary damage for previous attacks,
especially when the damage is information theft or leakage
[34]. The most common and simple equation for insurance is
based on the historical average of cost per incident times the
probability of incident in the near future [35], which requires
the very information that is lacking or obscured for cyber
incidents. To reconcile this discrepancy in information, several
research models have been developed to validate insurance in-
vestment, though fewer have published methods of quantitative
risk indexes. Research suggests that cyber insurance is feasible
and a positive for security, as long as the premiums charged
are tied directly to self-protection strategies employed by the
organization [36]. For quantifying this risk versus protections,
the largest issue is not previous historical data which will
continue to grow over time, but mapping all possible attack
vectors in the insured system which requires knowledge of all
locations of valuable information and employee accesses and
habits [37].

The most promising method to grasp the state of a computer
network from the cyber insurance industry is presented by the
Cyber Risk Scoring and Mitigation tool (CRISM) which op-
erates continuously as a specially designed IDS [35]. CRISM
is designed for IT networks where CVSS and NVD provide
comprehensive insight to network vulnerabilities and usage.
Inspired by automotive driver insurance programs, users vol-
untarily install a small device to provide additional operational
information to the insurance company for the promise of lower
premiums. As shown in Figure 4, CRISM has five phases.

1) Mapping: The first step of CRISM is static analysis of
the targeted system to determine all components and links
with all currently reported vulnerabilities. This mapping phase
consists of determining the data and control links (if different)
at a physical and protocol layer, operating system of both
ground station and UAV, avionic and embedded systems
controlling the UAV, and environment that the UAV lives in
for connections and external (not necessarily adversary) radio
waves.

2) Vulnerabilities: With all of the mapping laid out stat-
ically, the vulnerabilities that are known across all com-
ponents are then expounded. At the communication links,
vulnerabilities can consist of protocol flaws, susceptibility to
jamming, and leakage of information. At the OS component,
vulnerabilities are better laid out via CVSS and NVD such that
the software and hardware vulnerabilities are better reported.
The navigation vulnerabilities are based on the probability of
false signals being accepted and the combination of sensors
relied on reduces risk. Sensors such as Inertial Navigational
System (INS) that are much more difficult to spoof than GPS
reduce the cyber risk of system, but only if properly checked
by the autopilot and the programmed failure state.

3) Attack Vectors: With the mapping and tabulation of
known vulnerabilities, attack vectors can be determined by
common methods through the entire system and the probability
of attacks can be estimated. Attack vectors can be initialized
only at input ports, whether on ground station or UAV. Vectors
are trimmed by forward progress and ability to cause an effect
on the mission.

4) Bayesian Network (BN) Graphs: Bayesian networks are
then utilized to build out each vector across nodes to determine
probability of forward progress and exploitation probability
either through probabilities chosen by the organization or
experts in the field.

5) Scoring: Lastly, scoring is completed by tabulating the
probabilities of exploitation and its effect to the mission. CVSS
does present a usable index for consumers and manufactures,
however, it is a vulnerability severity assessment and not a
direct correlation to risk indexing.

The ability to add an IDS to a Commercial Off The
Shelf (COTS) UAV network is non-trivial due to size-weight
constraints, mobile ad hoc network transients, and warranty
issues arising from user “tampering”. Due to the light and
mobile nature of UAV networks, this device or application
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can not be stationary or the network will leave the protected
area. Due to the proprietary nature of the majority of UAV
manufacturers, tampering or augmenting the device will have
secondary consequences that users may be unwilling to accept.
Though most UAVs are unable to have an IDS attached or
installed, an IDS application installed via hardware or software
to the ground controller is a possibility. While CRISM can
not be directly applied to UAV risk scoring without the
IDS component (which currently does not exist and may not
be feasible), their analytic model is very promising in its
flexibility to include varying components.

III. METHODOLOGY

A difficult problem of risk assessment analysis is deter-
mining tool accuracy without historical use data to support
it, of interest in this effort because not one of the presented
risk assessments cover UAVs. Though accuracy may be the
prime measurement, there are other measurements of value to
consider which may aid in the process of determining an initial
tool deployment until historical data can be realized. Three
areas of comparison between these fields of risk assessment
that are generally recognized as core to determining viability
are as follows: usability, cost, and ease-of-understanding [38].
Unlike accuracy, it is important to note that these measures are
qualitative and more prone to variability between observers,
but not without value since differences can still be observed
and compared.

The first measure, usability, is the measure of how well
tailored a tool is to the value it measures. For these risk
assessments, this means more specifically how well does the
tool measure the risk of small UAVs. To break this down
further, usability will be represented by traits of required
expertise, flexibility to modifications, and network/device risk
coverage. All risk assessments require the user to have some
knowledge of the system being measured; however, if the tool
uses information on the system that is more abstract or easier
to access, then more users in the life-cycle would be able to
use the tool. This measure is key if a risk assessment is to
be used before operational employment, since not all opera-
tional details may be determined. Also the lower the required
expertise needed to run the risk assessment, the more likely
and more often the tool can be utilized as high expertise users
are likely to be rare within any size organization. The second
of the three sub-metrics of usability is flexibility. As with
almost all computers, components are commonly rearranged
and upgraded over time, which changes the cybersecurity risk
of the system. Flexibility of the risk assessment to changes
in the system and the ability to incorporate non-standard
configurations is crucial to properly measuring the risk. The
last of the usability sub-metrics is coverage, meaning the
ability to measure the entire system for risk. A common saying
is that “a chain is only as strong as the weakest link”, and
this holds true for computer networks where attackers are
smart and rewarded for utilizing the path of least resistance to
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their target. While it may seem obvious that a risk assessment
covers the entire system, history with risk tools has shown that
smaller devices or components are commonly ignored even
though they present a valuable node in the network [39].

Cost, the second metric, is the measure of how expensive
(time and money) the tool is to run. Time is particularly
important to smaller and more mobile devices like UAVs
since the value of the measurement only lasts until something
changes in the system. The monetary cost is also important
since it determines the likelihood of an organization actually
completing the test and the rate of re-assessing. Monetary cost
can be incurred in a variety of methods, the most common
being through additional devices to complete the measure and
the level of expertise required to assess the measurements.

The last metric to be considered in this paper is that of
readability or ease-of-understanding. Outside all of the prior
metrics, the assessment needs to be easily communicated af-
terward to invested parties, such as supervising and regulating
entities. Complication of readability can take the form of being
too complex where it is impossible to compare systems or
too simple where every system appears to have the same
value. Users are better able to ingest a rating if it follows
a form that they have seen before, such as a star rating or
a percent value. Accreditation similar to the European and
American automobile safety assessments, which use a number
of stars to describe and compare the intrinsic safety quality for
the vehicle, would be desirable. All of these criteria should
provide a more detailed view into the described domains
before determining applicability.

Each of the previously described operational domains use
their designated risk assessments simply because they work,
to some measure, for their devices. These tools meet an
understood baseline that they are effective for their networks,
but fall short when sUAVs are the subject. Any assessment that
could be applied to sUAVs, but does not have the potential to
properly rate the risk for these devices, is rated “Yellow” per
category. It is possible for a tool to fall below this “Yellow”
baseline and miss key components for a sUAV risk assessment
tool, which would then be rated “Red”. This “Red” rating
means that significant changes are required to even initialize
this tool to rate the risk of sUAVs. In the opposite manner,
assessments that properly account for sUAV characteristics and
calculate its system’s risk on par with that domain’s specific
devices are to be labelled “Green”. A “Green” rating is not
to insinuate that all sUAV risk is completely accounted for,
but that the tool reaches its own performance baseline with
UAVs also. From Section II, it is expected that no assessment
will reach “Green” across all or even most metrics since each
showed significant failures in applicability to sUAVs.

IV. ANALYSIS

As seen from the build out of other markets’ rating systems,
the validity of the rating is based on how holistic the system is
examined. The layout of components and a cybersecurity risk
index for sUAVs requires additional consideration for adjacent

devices and networks plus the environment that the device is
operating in since sUAVs are mobile. The environment for
UAVs is defined as the system mission and the operational
terrain, unlike traditional IT where environment is only the
aspects that affect the digital access to a system such as
the boundary design. The data link itself may be secure, but
consideration for the country, locale, or altitude may change
collision rate or noise on the channel and thus effect security.
With swarm research as a far end of inter-connectivity of a
sUAV, these flying computers use wireless communications
that broadcast over the open air to connect to their ground
station and to other UAVs. A rating needs to include some
factor of the security of these other devices and the connection
protocol that allows communications, especially if another
ground station or UAV can gain operational control.

Table II shows analyzed applicability of each cybersecurity
field to sUAV characteristics, if directly applied as described.

TABLE II. Assessment Applicability to Small UAVs.

Expertise Flexibility Coverage Cost Readability
URAF Green Red Red Yellow Yellow
CVSS Yellow Red Yellow Yellow Green
CSRI Yellow Red Green Yellow Red

CRISM Yellow Yellow Yellow Red Green

NASA’s URAF shows promise to applicability to sUAVs
in terms of expertise required to complete the assessment,
given that the Bayesian networks and density maps are pre-
populated. Given the working UTM integrating with sUAVs,
a real-time assessment of the operational risk should be
calculable without much human involvement. However, it is
an operational risk assessment that is “device agnostic” so its
flexibility and coverage are particularly lacking in assessing
cyber risk. Its implementation is expensive since it requires
a multitude of ground sensors and manufactures to upgrade
models, but this is a requirement of all aircraft so it is not
worse applying it to sUAVs. In terms of readability, URAF
uses a probability of accident as its score, which may be
somewhat easy to use, but communicating the cyber risk is
more difficult to tease out.

FiRST’s CVSS provides a scoring system that has been
tested and refined for a decade, but fails to assess the key
aspects of risk and sUAVs. The tool’s assessment of IT
vulnerability severity has been a boon at the enterprise level
to prioritize defenses and plan for future improvements. To
be applied to sUAV networks, the tool would need to be
updated to reflect first the characteristics and market of sUAVs,
such as modifications and time in use. In addition, CVSS has
explicitly defined themselves away from risk assessment for
their own reasons, so the tool would also need to be updated
from just severity, or the cost variable of risk, to risk in general.
Incorporating likelihood is not easy. However, without it, risk
frameworks are unable to compare risk and direct appropriate
action.

The proposed risk assessment to CSF, the CSRI, generally
misses the goal of a sUAV risk assessment more than the
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other fields due to its focus on critical infrastructure. While the
intent to include CSRI was to observe its ability to incorporate
cyber-physical systems and wide area networks of smaller
devices, the field of critical infrastructure is inflexible and
very slow to change. Nuclear power plants, as the design
impetus to CSRI, measure their lifespans in decades and
require extreme bureaucratic processes to update networks for
fear of network failure or compromise. The ability to fully map
out all components and sensors to all system states, cyber and
physical, is possible and most likely beneficial, but time and
expertise consuming beyond the average user. Corporations
may have the expertise and the desire to define their risk
minutely, but development and acquisition move too fast for
these businesses to stay competitive. To be molded as a sUAV
risk assessment, CSRI would require direction to the most
important components and provide accurate statistics for the
Bayesian networks. A method of rectifying this may be to
keep a living document accessible to the public, containing the
Bayesian networks for common modifications to configuration
and payload.

Lastly and also from the research community, CRISM
presented an approach to correct for CSRI’s last mentioned
failure, adaptation to modifications. By inserting an IDS into
a network, a real-time calculation similar to NASA’s UTM
can be attempted for risk, and unlike UTM, specifically to
cyber risk. CRISM suffers from the same restrictions with
its Bayesian networks as CSRI, in that likelihood statistics
are currently lacking and would need to be provided to the
consumer, whether at the acquisition or operational stage.
While covering for the flexibility to modifications by tracking
live traffic, CRISM lacks the coverage that UTM is building by
attaching to the NAS. Without national coverage by regulation,
individuals would need to insert the IDS into the sUAV
network, which can be difficult due to the mobile and ad hoc
nature of sUAVs. While corporations or governments may be
willing to cover the additional cost to reduce risk via insurance,
it is unlikely individuals will as insurance has not been made
viable yet.

V. CONCLUSION AND FUTURE WORK

No assessment properly calculated the cyber risk present
within a sUAV and all related domains presented in this paper
require significant working to be used. Of all of the related
domains, CVSS by FiRST appears to have the closest ties
to sUAV cyber risk through its presentation of an operational
scoring system used by cyber professionals. Though CVSS
is no longer defined as a risk assessment, the system was
built as one and continues to provide the significant input of
severity to the risk imposed by the system on the network.
It is conceivable that by updating the definitions of the sub-
metrics of CVSS version 3.1 to define sUAV networks over
IT components, a new standalone cyber risk assessment may
be possible and presented to consumers to more intentionally
purchase sUAVs in accordance with their risk frameworks.

This is not to presume that the other assessments in this
paper are incapable of adaptation, as described in their analy-
sis. NASA’s UTM currently treats sUAVs as indistinguishable
from a cyber perspective, which is simply incorrect seeing
the wide differences in manufacturers, components, and pay-
loads. Adjusting for cyber-related sensor measurements may
be simple enough, however the regulation process will require
decades until adoption. Critical infrastructure’s CSRI has the
most adaptation required as the process to apply to unique
sUAVs is significant and the Bayesian statistics required are
mostly unknown or unproven. Lastly, the insurance industry’s
CRISM follows NASA’s model with a focus on cyber risk
over operational risk, but does not have the backing, funding,
or maturity that UTM currently has in the field. National
coverage in calculating cyber risk per vehicle would provide
unique insights and feedback to corporations to use in their
risk framework, but misses the opportunity to provide these
inputs at development and acquisition life-cycle phases where
they can provide the most effective change.

Future work in the field of sUAV risk assessment requires
the building of a quantitative equation for the flying devices
or the adaptation from a parallel assessment, as discussed at
length in this research. The strongest potential seems to be
qualitative characteristics given numerical value and weight, as
seen with CVSS and meeting the initial objectives of usability,
cost, and ease-of-understanding. Analytical scoring of a sam-
pling of UAVs when paired with missions and environments
then would provide validity to the assessment. It is unknown
at this time if an analytical-only scoring would provide the
best results in light of highly proprietary brands dominating
the market and focusing risk assessment at the earliest stages
of a system’s life-cycle. To focus at the operational stage, a
CRISM-like adaptation may be better suited, though the model
needs adaptation followed by validation through live testing on
hardware in the loop simulation and then networked UAVs.
Hardware in the loop is vital to simulations with UAVs due to
the physical responses of the system to cyber effects, without
which many of the detection methods of cyber-to-cyber and
cyber-to-physical attacks are lost. Even with an IDS for UAVs,
the Bayesian models would still need to be created for UAVs
over the traditional networks and validated to historical data.

Scoring, at this point, is more for internal comparison, but
the future expectation is to provide a medium for consumers to
easily compare similar sUAVs and influence the manufacturers
with their purchases. By providing a single metric per model,
mission, and expected environment, the buyer may be better
informed based on their individual level of risk acceptance
or risk framework, which may be still further offset by
insurance premiums. However, until a risk assessment be-
comes accredited, consumers will be reliant on manufacturer’s
advertisements and limited personal expertise to compare the
risk being introduced to their mission sets. While this trust may
be enough for lesser priority missions, the major countries of
manufacturing for sUAVs have shown repeated violation of
trust and security, and consuming organizations still lack a

74

International Journal on Advances in Security, vol 13 no 1 & 2, year 2020, http://www.iariajournals.org/security/

2020, © Copyright by authors, Published under agreement with IARIA - www.iaria.org



formal method to utilize their own cyber risk frameworks with
sUAV inventories.

Disclaimer: The views expressed in this paper are those of
the authors and do not necessarily reflect the official policy or
position of the Air Force, the Department of Defense, or the
U.S. Government. PA Case Number: 88ABW-2020-0189.
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Abstract—End-to-end security is often a requirement for 

interacting systems, including energy automation systems. As 

the term can be interpreted on different layers of the Open 

System Interconnection (OSI) reference model, it is necessary 

to clearly define the end points that need to provide or rely on 

the exchanged data. Connecting client and server applications 

directly via a transport connection allows the usage of existing 

security protocols directly, as known from classical Web 

applications. Typically, Transport Layer Security (TLS) is 

applied to protect the communication link end-to-end. This 

approach is utilized in substation automation of energy grids to 

protect the Transmission Control Protocol (TCP/IP)-based 

communication between a substation controller and a 

protection relay applying mutual authentication of the end 

points. Here, the communicating end points on the application 

layer terminate in the same entity as the transport layer end 

points, which essentially provides end-to-end security on a 

component level. If a direct communication link is not 

available, communication is realized over an intermediary 

system. Providing end-to-end security over multiple 

communication hops, including mutual endpoint 

authentication (client and a destination application service) as 

well as integrity and confidentiality of communicated data, 

deserves specific attention, even if the communication hops 

with the intermediary are protected hop-by-hop by security 

protocols like TLS. In power system automation, this kind of 

communication involving an intermediary is used with publish 

subscribe protocols, e.g., when integrating Decentralized 

Energy Resources (DER) or when integrating smart meters in 

the German Smart Meter Gateway architecture. This paper 

investigates existing solutions and specifically analyses the end-

to-end security approach defined for power system automation 

within the International Electrotechnical Commission (IEC).  

A broader application of end-to-end security using session-

based communication over intermediaries is desired.  

 

Keywords—security; device authentication; end-to-end 

security; multi-hop security; IEC 62351; Publish/Subscribe.  

I.  INTRODUCTION 

Critical Infrastructures (CI) are technical installations that 
are essential for the daily life of a society and the economy 
of a country. Examples of CI are provided by technical 
systems in different application domains like healthcare, 
telecommunication, transportation, water supply, and power 
systems. The latter are taken as focus in the context of this 

paper. In all application domains, there is a clear trend 
towards increased connectivity and a tighter integration of 
systems from Information Technology (IT) in common 
enterprise environments with the Operation Technology 
(OT) part of the automation systems in the energy and other 
industrial domains.  

This integration enables an enhanced and automated data 
exchange between industrial systems and IT systems to 
provide enhanced services. It becomes clear that this 
integration also requires security measures to avoid negative 
effects of the formerly isolated OT through control options 
and to ensure the quality of data provided to the IT for 
further processing regarding authenticity and integrity but 
also regarding protection of privacy and potentially know 
how. Furthermore, this integration also leads to potential 
physical effects through processing of the provided data. 
Typically, IT and OT environments have different 
characteristics in management and operation, which led to 
distinct domain specific security requirements. This must be 
considered when designing interconnected cyber-physical 
systems.  

Security in power system communication is getting more 
momentum [1]. Communication technologies applied in 
power systems are manifold and comprise, e.g., serial 
communication in the context of telecontrol. In addition, 
communication based on the Transport Control Protocol 
(TCP) is used for monitoring, control, and maintenance of 
power systems. Multicast Ethernet based communication as 
further technology is applied in the context of protection 
relays in substation automation, were real-time capable 
communication is required. In many scenarios, the security 
associations established on the transport layer also protect 
the application layer connection as both terminate at the 
same entity. But there are scenarios which require multiple 
consecutive transport connections to exchange application 
layer data between a sender and a receiver. This paper 
focuses on the application layer interaction of two entities 
and the protection of the application data in an ideally 
transport connection independent manner. The focus is 
placed on the discussion of secure application layer end-to-
end interactions by addressing authenticity, integrity, and 
confidentiality to ensure reliable control and monitoring of 
the system.  

Nevertheless, for the overall system, there are also 
privacy related considerations that have to be addressed to 
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avoid misuse of the exchanged and collected person-related 
information. This is obviously necessary for information that 
can be associated with a single household or a single user, 
which could be the case for smart meter information, but 
may also be relevant if provider-based services are used to 
provide customer-specific information in an online fashion. 
Although the security discussed here can be leveraged to also 
address certain privacy properties, privacy specific measures 
are not in the main focus of this paper. 

The remaining part of the paper is structured as follows. 
Section II provides examples for security requirements for 
communicating systems, which have been formulated in 
guidelines and standards or are required by legislation. 
Section III describes the communication overview of the 
target scenario and derives high level security requirements 
to be addressed by specific technical means. These 
requirements are taken into consideration later in the 
description of the security approach taken for the integration 
of Decentralized Energy Resources (DER) into the power 
system based on IEC 61850. Section IV investigates a 
selection of existing approaches to provide end-to-end 
security (message-based and session-based methods). 
Section V provides more insight into the actual design and 
application of the protocol defined in IEC 62351-4 to 
motivate broader application. Section VI provides an 
evaluation of the investigated application layer security 
options regarding a derived set of requirements. Section VII 
concludes the paper with an outlook. 

II. EXAMPLES OF SECURITY REQUIREMENTS 

FORMULATED IN REGULATION/GUIDELINES/STANDARDS  

Security in communication infrastructures is not a new 
topic. In office environments or information technology (IT), 
it is handled as state of the art, and depending on the 
operational environment certification requirements of 
specific security processes is mandatory, or at least provides 
a competitive advantage.  

Critical infrastructures or operational technology (OT) on 
the other hand also rely on communication and utilize 
increasingly standard communication protocols or standard 
components whenever possible. This provides some 
commonalities regarding the utilized technology for 
communication, but there are distinct differences in the 
management and operation of these infrastructures as seen in 
Figure 1.  

 

Figure 1. Comparison IT/OT management and operation 

These differences in management and operation of the IT 
systems consequently lead to different high level security 
requirements as outlined in Figure 2. 

 

Figure 2. Comparison IT/OT high level security requirements  

For critical infrastructures, the European Network and 
Information System (NIS) Directive [2] requires security 
measures to be supported by the system operator. This 
directive has been ratified by the European member states. 
Germany, for instance, has passed the Information 
technology (IT) Security Act already in 2015 [3], which 
requires the definition of domain-specific security standards 
that have to be implemented by operators of critical 
infrastructures. For the power system infrastructure, the 
domain specific security standard is provided by ISO 27019 
[4] in conjunction with the IT security catalog of the German 
BNetzA [5]. Both documents target communication security 
in terms of authentication of communicating entities in 
addition to integrity and confidentiality protection of the data 
exchange, but without specifying specific technical means in 
terms of security protocols or security mechanisms to be 
used. A further document to be stated here is the BDEW 
White Paper [6]. This guideline has been developed by the 
German Association of Energy and Water Industries 
(“Bundesverband der Energie- und Wasserwirtschaft” 
(BDEW), addressing communication security requirements 
in operations of energy and water utilities. This white paper 
was one main source for developing ISO 27019. 

Security requirements for critical infrastructures are also 
defined outside Europe, for instance in requirements 
specified by NIST Cybersecurity framework [7] and 
specifically for the power system infrastructure by the North 
American Energy Reliability Council in the NERC Critical 
Infrastructure Protection (CIP) standards [8]. These 
documents pose similar requirements, which relate most 
often to the security processes of an operator and only partly 
to supporting technology. Common to all requirement 
documents is that additional standards/specifications are 
necessary to address the technical implementation of such 
requirements in components and systems, while ensuring 
interoperability between different vendor’s products. The 
combination of both, procedural and technical security 
measures provide the necessary support for reliable operation 
of critical infrastructure systems. 
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Figure 3. Examples for security requirements in regulation and standardization for critical infrastructures as power systems  

A standard defining specific technical requirements is 
provided by the framework IEC 62443 [9]. Beyond other, it 
describes in two distinct parts technical requirements on 
system and component level, targeting four different security 
levels, which relate to the strength of a considered attacker. 
The framework also addresses also communication security.  

Besides these technical requirements, different standards 
and draft standards exist that address concrete measures for 
entity authentication, integrity protection, and confidentiality 
protection on a level ensuring interoperability between 
different vendors’ systems. One example for such a standard 
protecting specifically TCP/IP based communication is 
provided by the Transport Layer Security Protocol (TLS 1.2 
[10], TLS 1.3 [11]). TLS is a widely used security protocol 
and most commonly known from the protection of web-
based communication, e.g., when accessing a specific web 
resource. Meanwhile, TLS is applied in further standards to 
protect domain specific communication protocols.  

An example here is the standard ISO 15118 [12], which 
utilizes TLS to protect the charging related control 
communication for electric vehicles. A further example is 
IEC 62351 [16], a framework providing security for data in 
transit and data at rest in power system automation. 

As analyzed in [1] and [13], the necessity to support 
communication over multiple hops between two entities in 
power system automation has been emphasized by the 
support of Decentralized Energy Resources (DER).  
Integrating DER into the current energy distribution network 
requires to monitor and control these DER to a similar level 
as centralized energy generation in power plants to keep the 
stability of the power network. To cope with the fact that 
DER are typically operated within a private operator network 
protected by a firewall, the standard IEC 61850-8-2 [14] 
defines a communication approach based on the eXtensible 
Messaging and Presence Protocol – XMPP [15]. Here, both 
sides, the DER controller, as well as the control center, 

connect to an intermediate server node, which facilitates the 
communication between both entities. In this specific case, 
the standard IEC 62351-4 [16] ensures that the 
communication between the control center and the DER is 
secured in an end-to-end fashion. Meanwhile, this standard 
has been released and will be compared to other existing or 
currently developed solutions. 

The following section elaborates technical means to 
address these requirements focusing securing communication 
in an end-to-end fashion. 

III. COMMUNICATION ARCHITECTURE AND DERIVATION 

OF TECHNICAL SECURITY REQUIREMENTS 

The discussion of requirements and matching security 
features and solutions is best done on a concrete use case. 
Examples for multi-hop communication in power system 
automation are provided by the integration of DER into 
distribution networks, the integration of smart meters into a 
meter data management solution or the connectivity to cloud 
services providing enhanced data services. Common to all of 
them is that an intermediary is necessary to support 
interconnection by providing a rendezvous functionality.   

A. Communication architecture  

For the discussion of end-to-end communication, the 
integration of DER resources into a power system control 
network is taken as example, see Figure 4. The lower part of 
the figure shows the distributed power generators, which 
may be photovoltaic systems or wind power systems. These 
are managed by the control function shown in the upper part 
as control center. The control function may be located at a 
Distribution Network Operator, a virtual power plant 
operator, or at a smart energy market operator. All entities 
are connected via a communication network in which the 
intermediary XMPP server in the middle provides the 
connectivity between the control center and the DER 
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controller. All entities essentially work as XMPP clients 
connecting to the XMPP server, working as dispatcher by 
facilitating the data exchange between the different XMPP 
clients. In addition, each XMPP client has a specific 
functionality from an application perspective. The DER 
resembles a server, providing power infeed into the 
distribution network, and provides information by regularly 
publishing generated power values. The control center in 
turn works as application client, consuming the generation 
values to generate a system wide view. Besides the 
monitoring of generation, the control center may also 
provide information to the DER devices to control the infeed 
into the distribution network. For this, the same 
communication channel is used.  

 

 
 

Figure 4. DER Integration based on IEC 61850 over XMPP 

The data exchanged between the DER controller and the 
control center comprises different types of data: 

− Customer data, which may be identification 

information, location data, consumption data or other 

information belonging to the DER owner. 

− Control data, which may be either commands issued by 

the control center, or event and monitoring information 

from the DER controller.  

− Market data, which may be tariff information provided 

from a marketplace via the control center or directly 

(not shown in Figure 1) to the DER controller.  

In the context of utilizing IEC 61850 to connect DER to a 
control center, the communication between the DER 
controller and the XMPP server is secured using TLS as 
transport layer security protocol. The same holds for the 
connection between the control center and the XMPP server. 
Note that the XMPP server may belong to a different 
administrative domain and may therefore not be trusted to 
access the data exchanged between the DER controller and 
the control center. Hence, the communication relation 
between the DER controller and the control center is secured 
at application layer using IEC 62351-4, which will be 
analyzed in more detail in Section V. 

B. Derivation of Technical Security Requirements 

As stated in the introduction, there are different types of 
security requirements stemming, on one hand, from the 
obligation to comply with international and national 
regulations. On the other hand, security requirements are 
derived from the system architecture based on a risk-based 
approach. The international industrial security standard IEC 
62443 [9] is a security requirements framework jointly 
developed by the International Electrotechnical Commission 
(IEC) and the International Society of Automation (ISA99) 
to address the need to design cybersecurity robustness and 
resilience into Industrial Automation and Control Systems 
(IACS). The standard covers both organizational and 
technical aspects of security over the life cycle of systems. It 
can be used in conjunction with ISO/IEC 27019 (the 
Information Security Management System (ISMS) profile 
for the energy domain based on ISO 27002) and with IEC 
62351, providing specific security solutions. Here, the parts 
IEC 62443-3-3 (focus on system security requirements) and 
IEC 62443-4-2 (focus on component security requirements) 
can be used in the context of a risk-based approach, as they 
specify technical security requirements for four security 
levels, corresponding to different strengths of an attacker. 
For both views, system and component, foundational 
requirements groups have been defined. For each of the 
foundational requirements, several concrete technical 
Security Requirements (SR) and Requirement Enhancements 
(RE) to address a specific security level exist.  

The overall approach applies to the systems and the 
communication connections are shown in Figure 4. In the 
context of this paper, the focus is placed on the 
communication relations, to address the specific target of 
providing communication security over potentially untrusted 
nodes. The protection of the communication is addressed by 
different security requirements focusing on end-to-end 
security and hop-to-hop security. Note that the hop-to-hop 
security requirements contribute to the overall system 
security approach and may be used in conjunction with the 
end-to-end security. Note that the end-to-end security is 
intended to be independent of the hop-to-hop security as the 
endpoints may not have control about the hop-to-hop 
security setup.  
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Figure 5. End-to-end-Security and hop-by-hop security according to IEC 62351-4

Figure 5 shows the data exchange between the control 
center and the DER controller via the XMPP server. The 
security requirements comprise specifically: 

[R 1] End-to-end authentication between the DER 

controller and the control center to ensure 

identification and authentication of the 

communicating endpoints.  

[R 2] End-to-end integrity protection to ensure that data in 

transit has not been tampered with (unauthorized 

modification) between the DER controller and the 

control center. 

[R 3] End-to-end confidentiality protection to ensure that 

data in transit has not been accessed (read) in an 

unauthorized way by the XMPP server. Note that this 

requirement may not be generally applicable. Use 

cases exist in which intermediaries need to access the 

transmitted information. For these use cases the 

requirements [R 1] and [R 2] may be sufficient.  

Hop-to-hop authentication between the XMPP client 
(DER controller, control center) and the XMPP server is 
used to identify and authenticate an intermediary system 
proxying the end-to-end communication between the DER 
controller and the control center. 

IV. SECURITY MEASURES ON APPLICATION LAYER  

This section investigates a selection of existing end-to-
end security approaches, which can be used to provide 
authentication, integrity, and confidentiality. Note that 
XMPP enhancements to achieve end-to-end security between 
the clients connected via the XMPP server have already been 
discussed as part of [13]. The IETF originated drafts 
discussed in this paper are already outdated and have not 

been updated in the last years. Therefore, they are not 
considered further here.  

In the following examples of existing standards or 
standards in development supporting end-to-end security on 
application layer, are summarized. They are distinguished 
into message-based approaches and session-based 
approaches. Message-based approaches are independent of 
the actual communication session and can be applied to 
single messages. They typically rely on security credentials, 
which are setup out of band. These security credentials are 
applied to the messages directly. Session-based approaches 
rely on a communication connection, which comprises at 
least an initialization phase setting up security credentials to 
be used in the established session only and a data exchange 
phase. The establishment of the session related security 
credentials may be bound to long term security credentials of 
the respective entities. Both approaches have their merits, but 
also certain drawbacks.  

A. Message-based security 

The following examples target the protection of single 
messages and do not rely on an established communication 
connection. They utilize existing security credentials to 
protect the messages. In general, this type of security is best 
for occasionally exchanged messages but not necessarily for 
a consistent data exchange or bulk data exchange. All of the 
provided examples support the requirements [R 1], [R 2], 
and [R 3]. Note that confidentiality protection [R 3] is 
optional. 

− IETF RFC 3923 [17] describes end-to-end signing and 

object encryption utilizing S/MIME to protect the 

messages exchanged over XMPP connections. This 

approach is similar to using secure email. It provides 

end-to-end authentication based on a digital signature 
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and confidentiality protection based on symmetric 

encryption. As this approach targets message-based 

communication, without a communication session it 

will result in a higher per message overhead, as the 

messages are protected using symmetric encryption, 

while the key for the symmetric encryption is encrypted 

with the recipient’s public key. This approach has two 

drawbacks. It is performance intensive due to the use of 

asymmetric operations and it is bound to RSA as 

asymmetric algorithm. Newer algorithms like ECDSA 

based on elliptic curves may not be used. 

− W3C defined XML security may also be used to 

address a secure data exchange on application layer. 

There are two different standards available, which are 

already utilized to provide security: XML Signatures 

[18] and XML Encryption [19]. Both can be used in 

conjunction, ideally on XML encoded data in so-called 

XML elements and support the given security 

requirements. XML encryption allows the encryption of 

any type of data with symmetric and asymmetric 

methods. XML signature on the other side applies 

asymmetric methods to achieve integrity protection and 

non-repudiation. Note that there exist adequate 

standards for the binary data representation to safe 

bandwidth during transfer.  

− The IETF working group for JavaScript Object Signing 

and Encryption (JOSE) defined two further standards, 

which can be used to protect messages encoded in 

JavaScript Object Notation (JSON). IETF RFC 7515 

[20] specifies JSON Web Signatures, while IETF RFC 

7516 [21] defines JSON Web Encryption. The 

combination of both documents is similar to XML 

documents developed by W3C for specific JSON 

encoding.  

− A further IETF standard is provided with RFC 8152 

[22] defining authentication, integrity protection, and 

confidentiality protection for Concise Binary Object 

Representation (CBOR), which enhanced the data 

model of JSON with a binary representation. This 

approach allows for enveloping and encryption of 

arbitrary message blocks.  

B. Session-based security 

The following examples target the protection of 
communication sessions for application data exchanges. For 
this, it is assumed that a communication session is 
established between two entities during which both 
participants can authenticate and negotiate a set of session 
keys for protecting further communication. This approach 
has the advantage for consecutive communication to result in 
less overhead for the bulk data handling as part of the 
communication session. This is due to the fact that the 
combination of symmetric encryption and an additional 
integrity protection or the direct application of authenticated 
encryption has a much better performance instead of 
invoking asymmetric cryptography on a per packet base.  

− An IETF standard focusing on object security is RFC 

8613. It defines a method for application-layer 

protection of the Constrained Application Protocol 

(CoAP), using CBOR Object Signing and Encryption 

(COSE) called Object Security for Constrained 

RESTful Environments (OSCOR). This standard 

defines that client and server establish a shared security 

context used to process COSE objects.  It utilizes pre-

shared keys (PSK) for the security context, which are 

expected to be established out of band or by a different 

key management protocol. Therefore [R 1] is met with 

restrictions. For the object protection OSCOR builds on 

Authenticated Encryption with Associated Data 

(AEAD). This has to be kept in mind, as it therefore 

always addresses [R 2] and [R 3]. 

− IETF draft on Application Layer TLS [24] leverages the 

existence of a TLS implementation on the 

communicating entities. The approach utilizes the 

option of TLS stacks to create and process TLS records 

based on access to the byte buffer. Based on this, the 

TLS packets may be transmitted over arbitrary transport 

connections. The draft targets two different application 

scenarios, as there is the transport over non-IP networks 

like Zigbee and the transport over IP based networks. 

This approach has the advantage that the application 

layer security immediately benefits from new cipher 

suites and cryptographic algorithm support by the 

underlying TLS stack. In addition, several TLS stacks 

allow key material export using the approach defined in 

IETF RFC 5705 [25] to leverage the TLS key 

agreement and to utilize the negotiated key in the 

context of other protocols. Essentially, ATLS copes 

with all of the requirements [R 1], [R 2], and [R 3]. 

Note that when used with TLS 1.3, ATLS will always 

provide end-to-end confidentiality protected transport.  

− Off-the-Record (OTR) [26] is a protocol developed for 

messenger applications to ensure integrity and 

confidentiality and most notably plausible deniability. 

Starting from version 2 of the protocol, peer 

authentication is also supported. Here, shared keys are 

utilized to achieve the authentication. The development 

stopped in 2016. OTR directly addresses the 

requirements [R 2] and [R 3]. 

− Signal [27] is another protocol used in messaging 

systems. It is based on OTR and allows to establish a 

secure session based on an authenticated triple Diffie 

Hellman key agreement in which EdDSA signatures are 

employed for integrity protection during the key 

establishment phase. The negotiated key material is 

applied to protect the integrity and confidentiality of the 

established session based on the Double Ratchet 

algorithm. It ensures ongoing renewal and maintenance 

of short-lived session keys. Note that peer 

authentication is not directly supported by signal. Note 

also that Signal supports plausible deniability, which 
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may not be desired in industrial environments to be able 

to ensure an audit trail. Signal therefore focuses on the 

requirements [R 2] and [R 3]. 

− Application Layer Transport Security (ATLS) [28] has 

been developed by Google in 2017 and is utilized to 

secure Remote Procedure Calls (RPC). The protocol is 

defined in a similar way as TLS, consisting of a 

handshake protocol and a record protocol. It allows for 

mutual authentication and session integrity and 

confidentiality. Authentication is bound to an entity 

rather than an instance (e.g., hostname) as the approach 

targets mainly cloud environments. Note that there are 

tradeoffs to TLS described in the specification [28], 

which relate to privacy concerns for the handshake 

messages and perfect forward secrecy. Note that these 

properties are supported out of the box in TLS 1.3, but 

not in TLS 1.2 and below. ALTS directly addresses the 

requirements [R 1], [R 2], and [R 3]. 

V. END-TO-END SECURITY DESIGN IN IEC 62351-4 

The security requirements derived in Section III.B for 
providing application layer end-to-end security supporting 
DER integration are reviewed and enhanced to better address 
the target scenario to:  

[R' 1] Peer authentication between the DER controller and 

the control center (mutual authentication) based on 

X.509 certificates. 

[R' 2] Integrity protection of exchanged data to ensure that 

data in transit has not been tampered with.  

[R' 3] Optionally, confidentiality protection to ensure that 

an intermediary cannot access the content of the data 

exchange. The reason for handling this requirement 

as optional is based on the necessity in some 

deployment scenarios that at the security perimeter 

an inspection of the data may be required. By 

allowing a mutual authenticated and integrity 

protected communication connection, the 

communication may be monitored, e.g., if the control 

commands cope match a certain system state or to 

support an audit trail.  

[R' 4] Session key management supporting initial key 

agreement providing perfect forward secrecy (PFS) 

as well as key update.  

Note that it should be possible to use either distinct 
algorithms for integrity and confidentiality or a combined 
approach (authenticated encryption). This in general is 
supported supporting cryptographic agility in the protocol to 
allow the application of different cryptographic algorithms. 
Note also that the endpoints typically have no guarantees 
about what level of transport layer security is enforced along 
the communication path with multiple hops.  

A. Design rational  

The design of the final solution specified in IEC 62351-4 
already started in 2014. Not all of the security approaches 

depicted in Section IV were available at this time, but the 
concept of message-based security and session-based 
security was defined and applied. The available message-
based and session-based approaches were seen to not match 
the refined requirements in an optimal way. Message based 
approaches were ruled out as they come with increased 
processing overhead for a consistent communication 
connection due to employment of asymmetric key material 
on a per message base. From the session-based approaches, 
the messenger-based solutions cannot be applied in industrial 
communication as they do not provide the necessary means 
for peer authentication. From the remaining approaches, 
ATLS would be the closest one from a functionality point of 
view as it provides an application protocol and transport 
protocol independent solution. The development of ATLS 
begun in 2017 and is still an individual draft in the IETF. 
Moreover, ATLS requires the existence of a TLS 
implementation on the communication peers.  

Based on the review of the existing solutions and the 
requirements posed for power systems an own solution was 
seen necessary and the solution was designed based on 
approaches taken in the design of TLS. This development 
lead to an update of the standard IEC 62351-4 targeting also 
multi-hop communication in 2018. The standard meanwhile 
specifies a transport security profile and an application 
security profile. The application security targets the 
provisioning of end-to-end security, as outlined by the 
requirements above. The following subsections describe the 
technical preconditions, the session handling, and the packet 
construction of the protocol. 

B. Precondition 

The involved endpoints are expected to possess a X.509 
certificate and corresponding private key as well as a root 
certificate trusted by both sides (e.g., bound to the operator) 
and a common set of Diffie Hellman public parameter. These 
can be part of the system configuration. Based on the peer 
certificates and the common root certificate the endpoint 
authentication can be performed. The Diffie Hellman 
parameter are then used in a key agreement phase to 
establish a master key for the application layer context.  

As the security targets the application layer a protocol is 
assumed that supports session handling on application layer 
in terms of at least initiating a session. In the specific 
example, this is provided by the Manufacturing Message 
Specification (MMS [29]) using the MMS Initiate and MMS 
Initiate Response messages. MMS in turn is used to carry the 
IEC 61850 payload to monitor and control the DER 
resources. As the MMS session is initiated by only one 
roundtrip, followed by IEC 61850 specific exchanges, the 
security is expected to proceed in one round trip as well, 
without adding additional message exchanges.  

C. Session Handling 

The session handling can be distinguished into the initial 
key agreement during the session initialization, the key usage 
phase, and the key update phase. The sequences for the key 
agreement phase and the key update phase are shown in 
Figure 6. The key usage phase is neglected, as the 

82

International Journal on Advances in Security, vol 13 no 1 & 2, year 2020, http://www.iariajournals.org/security/

2020, © Copyright by authors, Published under agreement with IARIA - www.iaria.org



application of the negotiated key set is straight forward 
complying with the agreed cryptographic algorithms for 
integrity protection and optionally confidentiality protection.  

At the beginning of the session, both sides generate a 
Diffie Hellman key pair to be used in the key agreement 
resulting in an ephemeral Diffie-Hellman secret. All data 
necessary for the establishment of the security association 
between both peers are kept in a data structure called clear 
token (as the data is transmitted in clear, but integrity 
protected). 

 
Figure 6. Clear token (ClearToken1) for key establishment (simplified) 

Figure 6 shows the clear token used during connection 
establishment. Besides the parameter for the session key 
establishment like the Diffie Hellman values and used 
certificates also session related information like algorithm 
identifiers for integrity protection as well as optional 
confidentiality protection and synchronization information is 
contained. In addition, the structure allows to also transport 
an attribute certificate, which may be used to additionally 
support attribute-based or role-based access control in 
conjunction with the authentication. To ensure the integrity 
of the initial exchange, the messages are cryptographically 
signed.  

From each of the handshake messages a fingerprint is 
taken using a hash function. For this the following procedure 
is used. The hash hA is calculated over the concatenation of 
the current message and the hash of the previous message 
(the initial message uses “0” as value of the previous 
message). This fingerprint is used to ensure the right order of 

messages and to provide additional randomness to the 
messages. This randomness bases on the generated Diffie 
Hellman parameter. Note that the calculated hash is never 
transmitted over the communication connection and only 
serves as local additional parameter in the final key 
derivation. Upon reception of the initiation message, the 
receiver verifies the signature, calculates the hash over the 
received message and stores the fingerprint hA. It then 
generates the response message, from which again the 
fingerprint is taken by concatenating the response message 
with the stored fingerprint hA to calculate the resulting hash 
hB. This “running” hash spanning subsequent messages was 
inspired by the TLS handshake [10]. 

After providing the signed response to the initiator, both 
sides can calculate the Diffie-Hellman secret DHS and utilize 
it together with the resulting hash hB as input for the hash 
based key derivation function HKDF.  

This will generate different keys per direction for 
integrity protection, and for confidentiality protection, 
resulting in four keys IKA and IKB, and EKA and EKB. The 
keys are applied according to the security association. It is 
necessary that both peers store the hash value hB to be used 
in a later key update. 

The key update uses a different clear token 
(ClearToken2), a more simplified structure, as only a 
restricted set of parameter needs to be transmitted during the 
data transfer phase. The key update itself can be performed 
using a single message. 

 
Figure 7. Clear token (ClearToken2) for key update (simplified) 

Figure 8 shows the key update triggered by the control 
center. As in the initial step, the control center generates a 
fresh Diffie Hellman key pair and utilizes the already 
received and stored Diffie-Hellman key from the DER 
controller to immediately to calculate a new Diffie-Hellman 
secret DHS1 and the resulting set of updated session keys for 
integrity protection. Once this message is received by the 
DER controller, it can calculate the updated set of keys.  
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Figure 8. End-to-end-Security and hop-by-hop security according to IEC 62351-4

D. Packet construction 

Figure 9 shows the packet construction and how the 
different parts of the messages are protected. Note that the 
clear token is only integrity protected while the payload of 
the packet (ADPU in Figure 9). As stated before, the clear 
token carries all cryptographic parameter necessary to 
establish the security association. 

 

Figure 9. Packet structure of IEC 62351-4 end-to-end security  

Although Figure 9 shows the transport over TCP/IP, 
other transports may be taken. The defined approach has no 
dependency on the underlying transport protocol. It has to be 
obeyed that for the session setup one roundtrip is necessary. 
In the target scenario for embedding DER into the power 
grid, the MMS Initiate and MMS Initiate Response message 
sequence is used to piggyback the secure session 
establishment. During the session setup, the initial handshake 

is performed. In the initial setup, the authenticator is 
provided by invoking the peer certificate and the 
corresponding private key to calculate a digital signature 
over the message as indicated in Figure 8 by the SigA and 
SigB indices on the initial handshake messages. For all 
subsequent messages the authenticator is build using the 
established session key for integrity protection. Note that the 
established keys are direction dependent resulting in two 
keys IKA and IKB for the ICV calculation. If confidentiality 
protection has been negotiated during the initial handshake 
two additional keys EKA and EKB are derived and can be 
used to encrypt the payload. 

VI. EVALUATION 

In the following, the different approaches for providing 
application layer security described in Section IV and 
Section V are compared regarding their match to the derived 
requirements [R' 1] to [R' 4].  

In addition to the comparison of requirements match, 
further properties are being investigated. This comprises the 
effort for the initial handshake and the key update using the 
notion of Round Trips (RT).   Additionally, as the target 
scenario addresses the integration of DER into the power 
grid and thus uses longer lasting connections, the potential 
performance impact based on a qualitative judgement is 
considered.  
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TABLE I.  EVALUATION OF INVESTIGATED METHODS 

Criteria 

Message-based approaches Session-based approaches 

IETF  

RFC 3923 

(Sig/Enc) 

XML 

security 

(Sig/Enc) 

IETF 

JOSE 

(Sig/Enc) 

IETF  

RFC 8152 

(Sig/Enc) 

IETF  

RFC 8613 

IETF  

Draft ATLS 
OTR Signal 

Google 

ALTS 

IEC 

 62351-4 

[R' 1]: Peer 

authentication 
X X X X 

(based on 

PSK) 
X   X X 

[R' 2]. 

Integrity 
protection  

X X X X X X X X X X 

[R' 3] 

Optional 
confidentialit

y protection 

X X X X  (X) X X (X) X 

[R' 4] Mngmt. 

of session 
keys 

    X X X X X X 

Inital 

handshakes 
(using X.509 

certificates) 

Not 
applicable 

Not 
applicable 

Not 

applicabl

e 

Not 
applicable 

1 RT 

TLS 1.2:  

2,5 RT 
TLS 1.3:  

2 RT 

2 RT 2 RT 2 RT 1 RT 

Key Update 

handshakes  

Not 

applicable 

Not 

applicable 

Not 

applicabl
e 

Not 

applicable 
1 RT 

TLS 1.2:  
2 RT 

TLS 1.3:  

0-1 RT 

2 RT 2 RT 

1 RT  

(via sesion  
resume) 

0-0,5 RT 

Performance 
impact 

High  High High High Low Low Low Low Low Low 

Notes 

Utilizes 

RSA only 
for 

signatures. 

Similar 
approach 

availabnle 

for binary 
transfer. 

 
Binary 
transfer 

Due to 

mandatory 
use of 

AEAD, no 

integrity 
only mode 

available. 

Requires 

local TLS 

stack. TLS 
updates can 

be applied, 

but TLS 
1.3 is 

restricted 

to AEAD.  

  

Supports 

session 

resumption.   
Mandatroy 

encryption 

of payload. 

No 

sessison 
resumpti

on. 

Session 
key 

update 

with a 

single 

message. 

 

For this, it is assumed that asymmetric operations are 
always applied in message-based approaches, while session-
based approaches utilize asymmetric cryptography for a key 
establishment of a session key, which is used with symmetric 
crypto algorithms. Note that in the comparison for the key 
updates, it is stated for ATLS and also for IEC 62351-4, that 
the update may be performed without additional messages, 
basically in parallel to the existing data exchange, by stating 
“0-RT”. This leverages the fast that in TLS 1.3 it is possible 
to send protected communication already in the ClientHello 
message, which can be used in the key update. In IEC 
62351-4, the key Update would be signaled in the 
ClearToken2 structure, as shown in Figure 7. 

Based on the available solutions at the time of starting 
the specification of IEC 62351-4 in 2015, it was seen that 
none of existing solutions provides a perfect fit. The 
message-based approaches were directly ruled out as they 
have a big influence on the message processing due to the 
number of necessary asymmetric operations. From the 
session-based approach, not all of the discussed approaches 
were available at this time. The ongoing standardization 
approach of ATLS in the IETF looks promising for 
applications already utilizing TLS to protect the transport 
layer communication. Moreover, ATLS directly benefits 

from updates to the base TLS protocol. Contrary looking at 
TLS 1.3 integrity only operation will not be supported but 
may be necessary in power system automation to enable 
monitoring. IEC-62351-4 on the other hand was tailored to 
cope with the boundary conditions of the deployment 
environment resulting in no influence of the target 
application protocol in terms of additional handshakes. Due 
to this, the protocol has also less options to be configured or 
negotiated. This may be beneficial also for other applications 
as less complexity is often favored. This is visible also in a 
recently started activity in the IETF by proposing a compact 
version of TLS 1.3 [30]. 

VII. CONCLUSIONS  

This paper investigates the handling of end-to-end 
security over intermediate nodes from a system point of 
view, by investigating existing security requirements and 
existing solutions. Moreover, the specific use case of 
incorporating DER into the power grid was taken as main 
use case for comparing the different approaches. The 
analysis was divided into message-based approaches and 
session-based approaches, in which the session-based 
approaches came out as winner due to the lower performance 
overhead in long lasting connections. Besides the 
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investigation into existing approaches, the motivation and 
description of the end-to-end security approach defined in 
IEC 62351-4 was described.  

It establishes an end-to-end security session between two 
communicating peers with mutual entity authentication 
resulting in session keys being applied for end-to-end 
message integrity and confidentiality.  

Two points should be obeyed when applying the 
discussed approach. First, the initial key agreement results in 
an ephemeral set of session keys, as both sides are expected 
to generate fresh Diffie Hellman parameters. The key update 
performed in a single message initiated by either peer results 
in a semi-static Diffie Hellman key agreement. Depending 
on the security requirements, the receiver may initiate 
another key update to ensure the freshness of his Diffie 
Hellman parameters. The second point relates to potential 
privacy requirements. The initial key agreement utilizes a 
clear-text token, which is only integrity protected. Thus, all 
information contained in the token is potentially readable by 
an intermediary. As the clear token also contains certificate 
information, it may allow to identify the communication end 
points. Applications with similar boundary conditions may 
leverage this approach in other scenarios or protocol 
frameworks in industrial communication.  

As an outlook to the application of the described 
approach in IEC 62351-4, it is intended to investigate also 
the application of other publish-subscribe protocols utilized 
in automation scenarios like MQTT or AMQP. 

In addition to the provided security measures, the 
application of specific privacy preserving techniques needs 
to be investigated to specifically address the data exchange 
with end-user related systems and services to keep their 
personal relation and data protected.  
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