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Frank Doelitzscher, Thomas Ruebsamen, Tina Karbe,
Martin Knahl, Christoph Reich
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Furtwangen University, Furtwangen, Germany
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Nathan Clarke
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Abstract—Studies show that when it comes to an integration
of Cloud computing into enterprises, chief information officers
and management still see some dark Clouds on the horizon.
The biggest one is the lack of security, which results in distrust
and skepticism against the technology, mainly originating from
an intransparency of Cloud environments. To increase this
transparency, the Cloud Research Lab at Furtwangen University
develops the Security Audit as a Service (SAaaS) architecture for
Infrastructure as a Service Cloud environments. It is targeted to
ensure that a desired security level is reached and maintained
within a frequently changing Cloud infrastructure. Despite a
traditional security audit, which includes a comprehensive and
therefore time-consuming security check of a whole infrastruc-
ture, a Cloud security audit needs to be lightweight enough
to be executed right after an infrastructure change occurred,
and precisely target-oriented to perform an audit of the specific
infrastructure components affected by this change. This is called
a concurrent security audit. In this paper, a Cloud audit policy
language for the SAaaS architecture gets presented. First, the
design and implementation of the automated audit system of vir-
tual machine images, which ensures legal and company policies,
is described. Second, on-demand deployed software audit agents
that maintain and validate the security compliance of running
Cloud services, are discussed.

Keywords—Cloud computing, security policies, Cloud audits,
agents

I. INTRODUCTION

This paper is the successor of the conference paper “In-
cident Detection for Cloud Environments” [1] presented at
EMERGING 2011. In addition to the presentation of the
Security Audit as a Service (SAaaS) architecture, the com-
prehensive definition of an automated virtual machine (VM)
image audit system and the definition and presentation of a
Cloud audit policy language, form a novel contribution for
this extended journal paper.

Cloud vendors promise “infinite scalability and resources”
combined with on-demand access from everywhere. This lets
Cloud users quickly forget that there is still a real IT in-
frastructure behind a Cloud, and due to virtualization and
multi-tenancy the complexity of these infrastructures is even
increased compared to traditional data centers. This makes
management of service provisioning, monitoring, backup, dis-
aster recovery, security, etc. more complicated and, therefore,
there is still a lack of trust in Cloud infrastructures. Enterprise

Fig. 1: What concerns were expressed during the decision-
making process to migrate to the Cloud? [6]

analysts and researchers have identified Cloud specific security
problems as the major research area in Cloud computing [2],
[3], [4], [5]. The survey “Cloud Adoption and Trends for 2013”
which was done amongst 250 CIOs and other IT executives at
UK companies and public sector organizations states that secu-
rity concerns are still the major issue, which hinders a broad
industry acceptance of actually utilizing Cloud technologies
(see Fig. 1). In fact, even for private Cloud solutions, where
an enterprise runs its own Cloud IT infrastructure, security
concerns are named as the major obstacles, which proves that
there is a general lack of trust in Cloud computing security.

Security is a considerable challenge for Cloud environ-
ments due to its characteristics: seamless scalability, shared
resources, multi-tenancy, access from everywhere, on-demand
availability and third party hosting. Although existing industry
recommendations (ITIL), standards (ISO 20000, ISO 27001:5,
CobiT) and laws (e.g., Germanys Federal Data Protection
Act) provide well established security and privacy rule sets
for data center providers, research has shown that additional



2

International Journal on Advances in Networks and Services, vol 6 no 1 & 2, year 2013, http://www.iariajournals.org/networks_and_services/

2013, © Copyright by authors, Published under agreement with IARIA - www.iaria.org

regulations have to be defined for Cloud environments [2], [7].
The following examples of Cloud security incidents illustrate
the need for Cloud computing security improvements:

• Hackers stole credentials of Salesforce.com’s cus-
tomers via phishing attacks (2007)

• T-Mobile customers lost data due to the “Sidekick
disaster” of Microsoft Cloud (2009)

• Botnet incident at Amazon EC2 infected customer’s
computers and compromised their privacy (2009)

• Hotmail accounts were hacked due to technical flaws
in Microsoft software (2010)

• Amazon customer services were unavailable for mul-
tiple days and data was lost due to a logical flaw in
the Cloud storage design (2011)

Traditionally, IT infrastructure security audits are used to
document a data-center’s compliance to security best practices
and laws. But, the major shortcoming of a traditional security
audit is that it only provides a snapshot of an environments’
security state at the performed audit time. This is adequate
since classic IT infrastructures don’t change that frequently.
But because of the mentioned Cloud characteristics above, it
is not sufficient for auditing a Cloud environment [1].

Beside the frequently changing infrastructure inside a
Cloud, there is also a new dynamic in administrative tasks. The
number of administrators of a traditional data centre is limited
and they all are working under the same company security
policy, while installing and maintaining machines. This can be
completely different in a Cloud infrastructure. Public market-
places for exchanging Cloud appliances such as, OpenNebula
Marketplace [8], Amazon Web Services EC2 Management
Console or the Amazon Web Services Marketplace [9] provide
Cloud customers with an easy and efficient way of finding
the right virtual machine image. But they also allow users
to be administrators of their virtual machines, or upload
and share their custom made VM images with other users.
Although Cloud providers provide security guidelines [10] on
how to prepare an image before releasing it to a marketplace,
current research by Balduzzi [11], Bugiel [12] and Meer [13]
shows that marketplace images are highly insecure due to
old software versions or “forgotten” or restorable security
credentials, such as SSH private keys. Users, uploading ap-
pliances are usually more or less anonymous. There is no way
to easily determine whether a custom appliance is legit or
maliciously manipulated. Images could contain rootkits, which
are performing passive eavesdropping attacks such as traffic
analysis, keylogging or transmission of user’s data to external
systems for industrial spying [11].

European and German data protection laws increase the
necessity for users to re-validate the security status of virtual
machines originating from preconfigured images by clearly
putting the user who runs the image into responsibility (§3.7
German Data Protection Law, Art. 2d 4, European Guideline
95/46/EG) when data is processed in the Cloud. The Cloud
user has to re-validate technical and organizational security
measures taken by the Cloud provider initially at the beginning
of a Cloud usage and periodically over time (§11 II - 4 German
Data Protection Law).

To mitigate these problems, this work proposes the Security
Audit as a Service architecture for Infrastructure as a Service
(IaaS) Clouds. The contribution of this paper is structured
in two parts: A) Description of an automatic Cloud audit
architecture based on agents, which react on changes in a
Cloud infrastructure. B) A Cloud audit policy language to
describe security targets and enable automatic Cloud audits.
It is shown that automatic audits of VMs and VM images
can increase transparency and therefore security in Cloud
computing environments.

In the remainder of this article, Section II - Use Cases
of the SAaaS System, introduces the target scenarios, which
this work aims to solve. Section III then gives an inside view
into the process of automatic virtual machine image audits.
Following, Section IV - A Cloud Audit Policy Language
presents a comparison of existing security policy languages
and introduces CAPL - a policy extension for the Cloud In-
frastructure Management Interface (CIMI). Then, the Security
Audit as a Service architecture is presented in Section V,
which introduces the concept of using distributed agents to
perform Cloud audits. An integration of the developed Cloud
audit policy language is also shown. How the presented work
increases security and transparency in Cloud environments is
elaborated in Section VI - Evaluation. Section VII - Related
Work, discusses related work on the topic of Cloud specific
security problems, Cloud audits and other research similar to
Security Audit as a Service, before Section VIII - Conclusion
& Outlook wraps-up the paper and gives an outlook into future
work.

II. USE CASES OF THE SAAAS SYSTEM

The Security Audit as a Service system presented in this
work covers three use cases:

1. Automated security audit: In this use case the SAaaS
architecture gets used as a Software as a Service (SaaS)
solution. It enables users to plan and perform security audits of
their IT infrastructure on a regular basis. An audit can consist
of regular vulnerability scans of a user’s internet exposed
systems (not necessarily Cloud instances). Results get auto-
matically evaluated, post-processed and submitted as a security
report in a standardized format to the user. Additionally, to
simplify black box scans it is imaginable to deposit an entry
credential (e.g., a ssh key pair) in the service so that the service
can log in and perform internal security scans. While such
systems already exist as appliances (e.g., Nessus appliance),
especially small SMEs can profit from this service running in
a Cloud since they only need to pay per scan. For the Cloud
provider this service is valuable since computing resources
are only allocated for the duration of a scan. Afterwards,
the compute resources are released and made available for
different tasks.

2. Monitoring and Audit of Cloud Instances: User
VMs running in a Cloud infrastructure are equipped with
a SAaaS agent. The user creates security policies defining
the behaviour of this VM to be considered “normal”, which
VM components are to be monitored and how to alert the
customer in case of system deviation from the defined manner.
The status gets conditioned in a user-friendly format in a
Web portal - the SAaaS security dashboard. This continuous
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monitoring creates transparency about the security status of a
user’s Cloud VMs hence increasing the user’s trust into the
cloud environment.

3. Cloud Infrastructure Monitoring and Audit: The
security status of the entire Cloud environment, especially
the Cloud management system, access to customer data and
data paths are monitored. Usage and communication behaviour
profiles are created automatically and continuously analyzed
for substantial changes. This way monitoring across different
customers is used by the Cloud provider as well as a 3rd party,
like a security service provider to ensure the overall cloud
security status. Standardized interfaces enable security audits
of the Cloud infrastructure, which can lead to a cloud security
certification.

III. AUDITING VMS OF A CLOUD

As previously mentioned, using third party appliance im-
ages from public marketplaces can pose a significant security
risk. Therefore, not only running virtual machines need to be
audited in a Cloud environment, but also virtual appliance
images, from which virtual machines are created. This sec-
tion describes requirements (see Section III-A), roles (see
Section III-B), audit categories (see Section III-C) and a
system architecture (see Section III-D) involved in solving
the aforementioned issues. Virtual machine image auditing is
regarded as a part of SAaaS use case 2 - Monitoring and Audit
of Cloud Instances.

A. VM Auditing Requirements

To be able to automatically audit VM images, it is es-
sential to describe the security and privacy requirements, in a
machine understandable way. This is commonly achieved by
the definition of security policies, transferring a requirement
into a checklist of one or multiple testable conditions. To
respect Cloud user’s and provider’s security requirements, both
parties need to be able to create policies. A key factor for
the success of such a system is the detailed and distinct
definition of security policies. However, this is contrary to a
short VM deployment process a Cloud user expects. Therefore,
we propose to create a very easily operable, security policy
generator, where Cloud users can define security policies in a
human way of thinking, such as: “The VM must be checked
for malware”. Such simple policies could be supported by a
graphical Web interface with templates utilizing check boxes or
drop-down lists. This needs then to be translated into a machine
understandable format, which results in the audit checks to be
performed. The output of these checks needs to be translated
back into a human understandable format, which will form the
audit report submitted to the image creator, Cloud provider
and image user. In summary, the following important audit
requirements can be identified:

• VM images need to be audited in an automatic
manner, to provide short response times to an image
creator who wants to publish its image.

• The system needs to respect different security require-
ments from the image creator as well as the Cloud
provider.

• The system needs to produce a human understandable
output in case an image did not pass the security
check, providing the image creator with information
about what prohibited the image release so that he is
able to fix it.

• Security policies need to be described in a machine
understandable way.

B. VM Audit Roles

When it comes to auditing virtual machine appliances,
there are a couple of different roles, which need to be consid-
ered: appliance user, appliance creator, Cloud provider, audit
service provider and audit tool provider. These roles will be
described in more detail in the following.

The appliance user is a customer of the Cloud provider
obtaining the virtual machine images via the appliance store.
The main concern of the appliance user is to make sure,
that the VM complies with the company’s IT security policy
when using third party appliances. Such a security policy may
include the necessity of malware checks (e.g., viruses, trojans,
spyware, rootkits etc.), checks for undesirable software (e.g.,
games, file sharing software) but also a more detailed view on
the operating system and services configuration of an appliance
may be checked. For example, if there exist unprivileged
system user accounts for running a Web server or if there are
any leftover default passwords, which the appliance creator
may have overlooked. The auditing’s goal, from an appliance
user’s point of view, is to make sure a virtual appliance
complies to his company’s security policy, before the appliance
is started and integrated in the company’s IT infrastructure.

The appliance creator can be the Cloud provider himself
or a customer of the Cloud provider. He creates individual
VMs and shares them with other Cloud customers using
an appliance store. Before publishing virtual appliances, the
appliance creator has to make sure that there is no private
data, which could compromise privacy (e.g., logs, browser
cache, user information like names and addresses), left on
the image. Another, often overlooked, aspect are non-securely
deleted files on the image’s file system. It is often possible
to recover such files with little effort using file carving tools,
like extundelete [14] or winundelete [15]. The auditing’s goal
from the appliance creator’s point of view is therefore mostly
to make sure policies, which prevent the disclosure of sensitive
data, are used during auditing of the appliance before it gets
published.

The Cloud provider provides the technical infrastructure
for running the virtual machine image and also runs the
appliance store. Providers usually have little or no interest
in restricting the creation and publication of virtual machine
appliances, as long as there is no violation of laws or terms of
use. Such violations may include the intentional distribution
of malware, intentionally misconfigured services or any form
of illegal content, such as pirated software.

The two remaining roles audit service provider and audit
tool provider have no immediate interest in auditing virtual
machine appliances. They merely complete the auditing pro-
cess by providing additional services and tools. The audit tool
provider designs, develops and provides programs and services
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TABLE I: Virtual Appliance Audit Categories

Appliance
User

Appliance
Creator

Cloud
Provider

Se
cu

ri
ty

Malware x x

Undesirable Software x

Account Requirements x

Login Requirements x

Password Strength x

Access Rights x x

Service Misconfiguration x x

Unwanted Service Combina-
tion

x

Pr
iv

ac
y

Browser Caches x

Log Files x

History Files x

Insecurely Deleted Files x

L
eg

al

Software Licenses x x

Illegal Content x x x

Customer Specific Require-
ments

x

for auditing virtual machine images. The audit service provider
is a specialist in auditing IT infrastructure and therefore has ex-
tensive knowledge about auditing procedures and methodolo-
gies, which he offers to the Cloud provider. He also provides
the Cloud provider with work-flows, recommendations about
the tools to use, knowledge about currently emerging threats to
security and privacy as well as any additional auditing know-
how.

C. Auditing Categories

The auditing categories identified by the authors are se-
curity, privacy and legal concerns. Multiple audit cases
from these categories can be arbitrarily combined to form an
auditing policy. Each of the previously described roles has a
different view on the requirements the audit process has to ful-
fill. Table I illustrates this circumstance. The security category
includes requirements regarding the absence of malware and
otherwise undesirable software in the virtual appliance. Also,
the preconfiguration of the appliance’s services, like access
rights on a file system level, the combination of services (e.g.,
mail daemons and network attached storage (NAS) service on
the same appliance), insecure default service configurations,
the use of insecure default passwords and login requirements
(allowing remote administrator access with passwords) are the
most common concerns. The privacy category includes mostly
requirements, which should help preventing unintentional data
loss. This includes leftovers from the appliance setup process,
like log files, command line history or insecurely deleted files.
Additionally, this category also includes data generated by end-
user applications (e.g., browser caches). The legal category
includes all sorts of compliance requirements, for example
illegal content stored on the image.

The appliance user obviously has much more interest
in secure and compliant appliances. One could argue that
data loss while using the appliance because of misconfigured

services or backdoor programs could be assigned to the privacy
category, but this data loss arises because of security problems.

The appliance creator has mostly privacy concerns, when
publishing virtual appliances. Checks for the previously de-
scribed problems need to be thoroughly executed before pub-
lishing a virtual appliance. Also, not publishing preinstalled
software licenses is a legal problem, which needs to be checked
for.

The Cloud provider’s main concern is protecting his own
infrastructure. Therefore, the categories, which apply are secu-
rity and legal. Checking virtual appliance images for malware
may reduce the risk of malware spreading and hackers using
the appliance store as a basis for their attacks. Checking
for illegal content may also be necessary because the Cloud
provider stores virtual appliances.

D. Automatic Auditing System Overview

Figure 2 shows an overview of our proposed auditing
system for virtual appliances.

The appliance store is enhanced by an Automatic Audit
System (AAS) for image auditing. The cloud infrastructure as
well as the appliance store are run and maintained by the Cloud
provider.

Fig. 2: Appliance Store with Automatic Audit System

A typical process of creating, auditing and sharing virtual
appliances is described in the following:

1) The appliance creator creates a virtual appliance
(VA) (e.g., setting up the operating system and ser-
vices provided by the appliance). Optionally, the
appliance creator can upload a policy document,
which describes his requirements for publication of
the VA. This policy is evaluated by the AAS. If
any policy violations are detected (e.g., there are
insecurely deleted files or log files in the VA), the
publication process is immediately stopped.

2) The AAS audits the virtual appliance using the Cloud
provider’s policies (see III-C for audit case exam-
ples). This step is performed to make sure, the Cloud
provider’s requirements are met (e.g., protecting the
Cloud infrastructure from malicious VAs).
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3) On successfully passing the audit process the ap-
pliance is deployed in the Cloud and the image is
published using the appliance store.

4) The appliance user now decides to use the virtual
appliance. He therefore uploads his policy to the
AAS, which in turn audits the appliance according
to the audit cases defined in this policy.

5) If the audit process is passed successfully, the virtual
appliance image is cloned by the appliance store and
deployed to the cloud.

While this is a rather high level design of an automatic
system more details of the technology used is described in
the following sections. It becomes clear, that as an enabler a
security policy language for virtual machines is needed.

IV. A CLOUD AUDIT POLICY LANGUAGE

This section first describes the requirements established
for a Cloud audit policy language. Beneath generic attributes
six specific policy scenarios get introduced, which have to
be describable with the target language. Afterwards, several
already existing security policy languages have been evaluated
using the requirements and it is shown why none of them
fulfills these requirements. Therefore, a new Cloud Audit
Policy Language CAPL will be introduced, which is based on
the Cloud Infrastructure Management Interface (CIMI) [16]
specification.

A. Security Policy Language Requirements

Apparently, there is a huge number of policy definition
languages available (ASL, LaSCO, PDL, XACML, SPARQLE,
SSPL, OVAL, etc.) all aiming to model security policies. Fur-
thermore, business process languages (BPEL, WADE, YAWL,
ADEPT, etc.) could be applicable as well, which increases
the size of languages to choose from. To be able to evaluate,
which language fits best a bottom up approach was taken by
first defining the policy scenarios, which need to be describable
by the security policy definition language.

1.) Policy Scenario Modelling Support The most important
criterion in our evaluation process is the ability to model
security requirements of Cloud components, such as VMs
and their interaction with each other. To have a basis for the
evaluation of this criterion a number of important example
policy scenarios have been identified:

P1 - Malware: Since malware affects availability, integrity
and confidentiality every VM image needs to be checked
for viruses and rootkits before being started within a cloud.
Running VMs must be checked on a regular basis. The
resulting policy could be: “The VM is free of malware”.

P2 - Filesystem changes: Malicious attacks often result in
change of the file systems’ content, such as modification of
config files or installation of malicious software. Therefore, a
Cloud audit policy should allow to define: a) A certain file (or
folder) may not be changed at all. Every single change should
raise an action. b) Validation of a certain file containing a
specific content. Latter is most important in config files, which
affect security relevant configurations. The resulting policy
could be: “File X may not be changed”.

TABLE II: Policy Example Scenarios

No. Policy

P1 The VM is free of malware

P2 File X has not been changes

P3 Upscaling of VMs in VM cluster “WWW-Server” is only permitted if
average requests per second ≥ Y

P4 Port Z is open, allowed protocols: HTTP

P5 Software X must (not) be installed

P6 The VM does not contain any personal information

P3 - VM scalability: One attribute of Cloud environments is
flexibility and on-demand availability of resources. Depending
on a currently existing demand additional VMs can be added
to a certain service cluster (VM upscale) and when demand
lowers, VMs can be decommissioned again (VM downscale).
But this could also be misused by attackers to compromise
the availability of a customer’s Cloud based infrastructure,
by downscaling VMs during a high demand period. Contrary,
unnecessary upscaling of VMs increases the running costs of
a customer. The resulting policy could be: “Upscaling of VMs
in VM cluster “WWW-Servers” is only permitted, if average
requests per second ≥ N”.

P4 - Technical attribute modelling: Security is expressed
if the infrastructure complies to certain technical attributes. A
very simple rule defines the state of a network port. A port can
be closed or open. Same can be used for allowed protocols. The
resulting policies could be: “Port 80 is allowed to be open”,
“Allowed network protocols: HTTP”

P5 - VM content: A VM contains software, such as an
operating system and certain application software. To increase
security by banning certain software products or specific
versions of a software, to prevent data leakage or just to be
compliant to existing software licenses it can be necessary
to restrict the existence of software on a VM. The resulting
policies could be: “Software X must (not) be installed”.

P6 - Data traces: In case of VM marketplaces, users
prepare VM images and offer them at the marketplace (role:
appliance creator). It is important, that these images don’t
contain any personal information of the VM image creator,
such as private key files or passwords, which could lead to
a security breach. It is to validate that files are cleared e.g.,
history file, and critical information is securely wiped (and
not be restorable anymore even with file carving tools). The
resulting policies could be: “The VM does not contain any
personal information”. Table II summarizes the elaborated
policy scenarios.

This is just a brief description of the policy language
requirements. A detailed description can be found in the
bachelor thesis “Design and Development of a Security Policy
Language for Automatic Cloud Audits” [17].

In addition to the specific functional requirements, there
are several additional generic criteria to be considered when
choosing a policy language. To model the scenarios described
above the following features must be supported by a security
policy language:
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• Monitored Objects are any kind of entities in the Cloud
infrastructure, which shall be monitored (e.g., hosts,
virtual machines, files).

• Logical Policy Operations can be used to create more
complex policies by combining them with logical
operators such as AND and OR.

• Policy Scoping By grouping virtual machines or poli-
cies the process of creating and managing policies be-
comes easier. Also, incorporating the ability to define
provider-only policies or policies, which can only be
used by the provider, may prove to be beneficial.

2.) Technological Support Policies can be described using
textual as well as graphical methods. However, the focus of
SAaaS will be on a textual description of policies. All language
candidates will be analyzed with regards to their technological
basis, especially whether they build upon established standards
such as XML and JSON or they introduce completely new
language formats. Using widely accepted technologies may
be beneficial because there already exist a lot of tools such
as parsers, interpreters and comprehensive documentation.
Custom language formats however can be tailored to the
problem domain and might improve flexibility and readability.
To ensure a fast adoption by developers and leverage the
large amount of tools already available, XML should be the
preferred language base.

3. Development Activity Estimation Release cycles of tools,
the size of the developing community and the adoption of
a language by other projects indicates a high development
activity and is an indicator for a future proof implementation.

4. Documentation Quality A comprehensive documentation
is essential for understanding and evaluating a policy language.
The quality of the documentation is hereby defined by factors
such as the logical structure, accessibility, profoundness and
consistency.

5. Complexity & Integratability in SAaaS The target lan-
guage should be complex enough the fulfill all requirements
but also generalisable up to a certain point. Too much com-
plexity will affect the ease of learning by cloud administrators
and therefore indirectly and negatively influence the utilization
of the language, which affects its overall success. Furthermore,
it is essential to evaluate if the language can be integrated into
the SAaaS architecture, presented later in this paper in Section
V.

B. Evaluation of Existing Policy Languages

In this subsection, policy language candidates are evaluated
and compared for their suitability as a security policy language
in SAaaS.

REI is an OWL based language, developed by Lalana
Kagal in 2005. REI allows the definition of management,
security, privacy and conversation policies [18]. These policies
define the optimal behavior in a problem domain. A policy is
hereby defined by the prohibition, permission or the obligation
to perform an action on a target. The focus on semantic
technology is not needed for SAaaS and introduces needless
complexity. Additionally, REI has no practical relevance nor
has it spread beyond a PhD thesis, which it was developed for.

Common Information Model (CIM) is a model to describe
elements and the relationships between them (such as policies).
It addresses most of the SAaaS requirements and would have
been a suitable candidate. However, an implementation accord-
ing to the CIM standard would have gone way beyond the
requirements of the SAaaS project. Therefore, CAPL (Section
IV-C) only uses parts of CIM for its implementation.

Ponder is a policy specification language, which already
features tools and services for policy enforcement and evalua-
tion. One of the main concepts behind Ponder is the general-
purpose object management system and message passing
paradigm [19]. Here the language is meant to be implemented
in a way that the actual decision making process (deciding
whether a policy is fulfilled or not) needs to be as close as
possible implemented to its data source. In a Cloud scenario
this would mean, that the decision engine needs to be imple-
mented on each single machine. In addition to the proprietary
language base Ponder Talk, this is a knock-out criteria for the
usage of Ponder for our scenario.

LaSCO follows a graph based approach to define policies.
Despite this being a rather interesting approach, it introduces
a lot of unnecessary complexity. Additionally, the problem of
conflict management is not addressed [20] and similarly to
REI LaSCO has not spread beyond academic boundaries (one
dissertation in [21]), which makes this language unsuitable for
SAaaS.

Evaluation Overview: Besides the aforementioned lan-
guages WS-Trust, IDMEF, SSPL, PAX PDL, CADF and KAoS
have also been evaluated. However, none of those languages
have proven to be useful for the SAaaS approach, which is
why we omit going into further detail. All language criteria
are listed in the evaluation summary, depicted in Table III.
All knock-out criteria (which do not fulfill our requirements
introduced in Section IV-A) are displayed in bold red. It is
shown, that none of the evaluated security languages fulfills
the established requirements. As a result an own Cloud audit
security policy language needed to be developed.

C. Cloud Audit Policy Language (CAPL)

CAPL is an extension of the Cloud Infrastructure Man-
agement Interface. Core features like the object model, the
protocol and a simplified variant of CIMI classes (e.g., Ma-
chine, MachineConfiguration, MachineImage) are inherited
by CAPL. However, due to the different focus of CIMI on
managing Cloud infrastructures some parts of CIMI have not
been adopted in CAPL because they are not required for the
SAaaS scenario. A detailed description of CAPL features is
provided in the following.

1) User Roles: CAPL uses slightly simplified definitions
of the CIMI roles Cloud Provider and Cloud Consumer. The
Cloud Provider manages and provisions Cloud services and
possesses full access rights. The Cloud Consumer uses cloud
services as well as the service for auditing his virtual machines.
The Cloud Consumer has a limited set of access rights, which
are required to define policies and triggering audits.

2) Service Interface: CIMI uses a REST based protocol for
communication. CAPL adopts the CIMI service interface.
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TABLE III: Comparison of existing security policy languages

Evaluation Property REI CIM Ponder LaSCO
Support Details Support Details Support Details Support Details

Technological Base 	 OWL Lite ⊕ MOF & UML,
XML through
WBEM

	 PonderTalk
(SmallTalk)

	 Directed graphs

Definition of monitored ob-
jects

⊕ Targets, user ⊕ PolicyInSystem ⊕ Managed Object
in Subject, Action,
Target Syntax

⊕ Knots

Combination of policies ⊕ Denotic objects ⊕ Conditions,
PolicyRule,
PolicySet

⊕ Obligation policy ⊕ Conjunctions

Area of validity ⊕ Constraints, groups
of objects, a single
assignment seems
difficult

c Unclear ⊕ Self managed cell ⊕ Domains

Conflict management ⊕ Priorities ⊕ Priorities ⊕ Yes 	 Not implemented

Last version c Updated 2005 ⊕ Currently revised
(version 2013)

⊕ 2011 c 2000

Acceptance 	 Just a PhD the-
sis work, cited in
different paper, no
practical applica-
tion

⊕ Windows
Management
Instrumentation[22],
SBLIM project[23],
IBM[24]

c Cited in multiple
papers

	 Only used in PhD
dissertation [21]
and paper [20] of
LaSCO author

Community support 	 None ⊕ None for CIM, but
for specific imple-
mentations

	 None 	 None

Documentation c Rough
description of
classes[18], paper,
presentations,
Examples[25]

⊕ UML Diagram[26],
Policy profile[27]

c Good examples, but
for old Ponder ver-
sion

c Only one PhD dis-
sertation

Complexity 	 Long training
period, complex &
nested architecture

	 High, due to incon-
sistencies of differ-
ent versions

c Policies are human
friendly readable,
but developing own
is difficult

	 Very complex due
to its graph based
origin

Support of SAaaS policy sce-
narios

⊕ Yes ⊕ Yes ⊕ Yes ⊕ Yes

Implementation effort c Unclear 	 Complete CIM
and WBEM
implementation
necessary

	 Very high, since
it brings its own
agents

	 Completely differ-
ent base layer

Integratability in SAaaS archi-
tecture

c Semantic of OWL
not necessary

⊕ Yes 	 No, own agents
necessary,
different
philosophy of
policy evaluation

	 No, due to graph
based nature

3) Language Basics: CAPL enhances CIMI by adding
several new classes:

• Machine
The Machine class represents a machine, which shall
be audited. CIMI uses Machines only for virtual
machines. However, CAPL enhances the scope of
Machines and includes host machines running virtual
machines because those might be as well targets for
audits.

• MachineTemplate
The MachineTemplate defines the initial configuration
of a VM.

• Policy
Defines a policy rule (e.g., “a virtual machine must
not contain malware”), which can be assigned to a
machine or a group.

• PolicySet
A PolicySet contains multiple Policies. Only if all
contained conditions of the rules are fulfilled, the Pol-
icySet evaluates to success. A PolicySet may be used
like a poliy and attached to machines or groups. Rules
contained in a PolicySet may be linked disjunctive or
conjunctive (using AND/OR). This behavior originates
from the CIM policy model [28].

• Group
Groups are used to manage related objects like multi-
ple rules and machines. In such a case all rules of the
group apply to all machines.

• RuleType
RuleType describes what a policy is supposed to check
and defines attributes and configurations, which the
policy has to set.
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An example, which depicts the key features of CAPL, is
shown in listing 1. This Policy describes the conditions under
which upscaling of Web server VMs is allowed. In this case,
it is measured whether upscaling is allowed or not.

Listing 1: CAPL Example
1 <Group xmnls=” h t t p : / / r e s e a r c h . c l o u d . hs−f u r t w a n g e n . de /

c a p l / ”>
2 <i d>h t t p s : / / r e s e a r c h . c l o u d . hs−f u r t w a n g e n . de /

CAPLPrototyp / g ro ups / wwwCluster1</ i d>
3 <name>C l u s t e r a t L o a d b a l a n c e r 1</ name>
4 <refName>WWWCluster1</ refName>
5 <d e s c r i p t i o n>Group of web s e r v e r s a t l o a d b a l a n c e r 1
6 </ d e s c r i p t i o n>
7 <c r e a t e d>2013−03−03</ c r e a t e d>
8 <u p d a t e d>2013−03−03</ u p d a t e d>
9 <e n a b l e d>t r u e</ e n a b l e d>

10 <machines>
11 <machine h r e f =” h t t p s : / / r e s e a r c h . c l o u d . hs−f u r t w a n g e n .

de / CAPLPrototyp / r e s t / machines / 6 ” />
12 <machine h r e f =” h t t p s : / / r e s e a r c h . c l o u d . hs−f u r t w a n g e n .

de / CAPLPrototyp / r e s t / machines / 7 ” />
13 </ machines>
14 </ Group>
15
16 <P o l i c y xmnls=” h t t p : / / r e s e a r c h . c l o u d . hs−f u r t w a n g e n . de /

c a p l / ”>
17 <i d>h t t p s : / / r e s e a r c h . c l o u d . hs−f u r t w a n g e n . de /

CAPLPrototyp / p o l i c i e s / u p s c a l e</ i d>
18 <name>Upsca l e i s Allowed</ name>
19 <refName>u p s c a l e C l u s t e r 1</ refName>
20 <d e s c r i p t i o n>Upsca l e i s on ly a l l o w e d when r e q u e s t s on

machines i s h i g h e r t h a n 10</ d e s c r i p t i o n>
21 <c r e a t e d>2013−03−04</ c r e a t e d>
22 <u p d a t e d>2013−03−04</ u p d a t e d>
23 <e n a b l e d>t r u e</ e n a b l e d>
24 <r u l e T y p e h r e f =” h t t p s : / / r e s e a r c h . c l o u d . hs−f u r t w a n g e n . de

/ CAPLPrototyp / r e s t / r u l e T y p e s / u p s c a l e ” />
25 <i n t e r v a l T y p e>no</ i n t e r v a l T y p e>
26 <t a r g e t R e s o u r c e h r e f =” h t t p s : / / r e s e a r c h . c l o u d . hs−

f u r t w a n g e n . de / CAPLPrototyp / r e s t / machines / 5 ” />
27 <a t t r i b u t e key=” m e t r i c ”>r e q u e s t s p e r second</ a t t r i b u t e>
28 <a t t r i b u t e key=” t h r e s h o l d ”>10</ a t t r i b u t e>
29 <a t t r i b u t e key=” c l u s t e r ”>h t t p s : / / r e s e a r c h . c l o u d . hs−

f u r t w a n g e n . de / CAPLPrototyp / g ro ups / wwwCluster1
30 </ a t t r i b u t e>
31 </ P o l i c y>

V. SAAAS ARCHITECTURE

To support the presented use cases of a concurrent audit
system for Cloud environments (see Section II), an agent
system to monitor Cloud environments is proposed. Before
explaining the SAaaS architecture and advantages of agents
in detail, we briefly want to explain the whole Security as a
Service event processing sequence. To support this, consider
the following example.

A. Scenario Used to Explain the SAaaS Architecture

A typical Web application architecture consisting of one or
multiple Webserver(s) and a database backend is deployed at
VMs in a Cloud. The VMs are logically grouped together to
WWW-Cluster1. Initially, the Cloud customer’s administrator
installs the VMs with the necessary software, e.g., Apache web
server, MySQL database. After the functional configuration se-
curity policies are modelled to describe the target infrastructure
state, such as the policies P1 - P3 introduced in Table II. This
can be:

A) Technical rules like allowed network protocols and
connections between VMs, or that the web server configuration
is finished and a notification should be sent if changes to its

config files are detected. As a result of these policies software
agents called VM agents are configured with the neces-
sary tools to monitor these requirements and automatically
deployed to the VMs.

B) Business flow related security policies can be created as
well, such as a simple scalability policy: “If the cloud manage-
ment systems gets an upscale event request for components of
WWW-Cluster1, first the actual load of all web servers needs
to be checked. If the average load over all web servers is
not higher than a certain threshold, e.g., 100 http connections
/ Web server, the upscaling gets denied and an alarm gets
raised since the event must originate from a systems failure or a
successful hacker attack at the Cloud management system. The
same scenario works for downscaling in an inverse manner:
If a downscaling event for WWW-Cluster1 gets detected, but
the actual load is above a downscale threshold, an alarm gets
raised. Here, software agents are additionally located at the
Cloud management system and the scaling service.

B. Cloud Audits Using Agents

To generalize this scenario: in the SAaaS architecture a
modelled security state of certain components gets monitored
by agents, which are deployed at the specific resource, e.g.,
the Cloud management system (CMS), a Cloud host or a VM.

An agent can be defined as [29]:
“... a software entity, which functions continuously and au-
tonomously in a particular environment ... able to carry out ac-
tivities in a flexible and intelligent manner that is responsive to
changes in the environment ... Ideally, an agent that functions
continuously ... would be able to learn from its experience.
In addition, we expect an agent that inhabits an environment
with other agents and processes to be able to communicate
and cooperate with them ...”

Since the agents in the SAaaS architecture are running
independently, not necessarily connected to a certain central
instance agents can receive data from other instances (e.g., the
policy module) and send information to other instances like
other SAaaS agents or the SAaaS’ event processing system.
The “central” event processing system gets itself implemented
as an agent, which can be scaled and distributed over multiple
VMs.

C. Type of Agents

Agents collecting data are called Sensor Agents. If the
location of an agent needs to be expressed, they are also titled
as VM Agent (agent running at a VM), Host Agent (agent
running on a Cloud host monitoring, the hypervisor) or CMS
Agent (agent monitoring the Cloud management system).
Specific targeted security audits perform specific checks of
systems, which are affected by a change within the Cloud
environment. These checks are performed automatically by so-
called Audit Agents. The threshold values to be checked
are defined as metrics and get checked in case of an event by
Metric Agents. Changes to the Cloud infrastructure get
detected by sensor agents before sent out the central event
processing unit preprocessed and aggregated by a Event
Aggregator Agent, which also runs on same location as
the sensor agent, e.g., a VM. This is important to reduce the
overall messages sent to the global Cloud event processing



9

International Journal on Advances in Networks and Services, vol 6 no 1 & 2, year 2013, http://www.iariajournals.org/networks_and_services/

2013, © Copyright by authors, Published under agreement with IARIA - www.iaria.org

Fig. 3: SAaaS event processing sequence

system especially in large Cloud computing environments.
The Event Aggregator Agent filters out possible VM
dependent events like a started Web application session from
IP 1.2.3.4. A more abstracted event gets send to the Cloud
event processing system to detect (possible) user overlapping
security incidences. This could be a message containing the
number of not completed Web shop transactions by IP IP 1.2.
3. 4 to pre-detect a Denial of Service attack.

D. SAaaS Event Processing

Figure 3 gives a high level overview how events are
generated, preprocessed, combined and forwarded within the
SAaaS architecture. It can be divided into three logical layers:
Input, Processing and Presentation.

Input: The SAaaS architecture gets its monitoring informa-
tion from distributed agents, which are positioned at key points
of the cloud’s infrastructure to detect abnormal activities in
a Cloud environment. Possible key points are: running VMs
of Cloud users, the VM hosting systems (Cloud hosts), data
storage, network transition points like virtual switches, hard-
ware switches, firewalls, and especially the Cloud management
system. A VM agent integrates several monitor and policy
enforcing tools. Therefore, it loads necessary VM agent plug-
ins to interact with stand-alone tools like process monitor,
intrusion detection system or anti virus scanner. It gets installed
on a VM likewise on a Cloud host. A logging component is

recording the chronological sequence of occurrences building
audit trails.

Processing: Each SAaaS agent receives security policies
from the security policy modeller component. Through security
policies each agent gets a rule set (its intelligence) specifying
actions in case of a specific occurrence (e.g., modification
of a frozen config file). Thus, every occurrence gets first
preprocessed by an agent, which reduces communication be-
tween VM agents and Cloud management agent. The Cloud
Audit Policy Modeller consists of a policy editor and
a VM security configurator. An example of a Cloud specific
security policy could be: “In case of a successfully detected
rootkit attack on a VM running on the same Cloud as a
users VM, the user VM gets moved to a different host to
diminish the risk of further damage.” whereas a security
configuration could state: “In case a modification attempt of
a file within / etc/php5/ gets detected, deny it and send an
email to the Cloud administrator.” Cloud audit policies get
send from the Policy Management to the Agent Management
to configure the corresponding agents. By using the monitoring
information of the distributed agents in combination with
the security policies a Cloud behaviour model is built
up for every Cloud user. Cloud audit policies are also used
as input for the Cloud management agent to detect user
overlapping audit events. Forwarded higher level events are
processed by an event processing engine. It is also fed with
the modelled security flows from the Security Policy
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Fig. 4: Basic SAaaS agent design

Modeller to aggregate information and detect behaviour
anomalies. Countermeasures can then be applied to early
detect and prohibit security or privacy breaches. The Report
Generator conditions events, corresponding security status
as well as audit report results in a human friendly presentation.

Presentation: As a single interaction point to Cloud users
the Security Dashboard provides usage profiles, trends,
anomalies and Cloud instances’ security status (e.g., patch
level). Information are organized in different granular hierar-
chies depending on the information detail necessary. At the
highest level a simple three colour indicator informs about a
users Cloud services overall status. It also provides a graphical
user interface to deploy agents to Cloud instances. Figure 5
shows a part of the security dashboard prototype, which gets
described in more detail in the next (but one) Section.

Communication between the distributed agents and the
security dashboard is handled by an Event Service.
Events will use the Agent Communication Language Format
(ACL) [30] and are exchanged using a FIPA[31] compli-
ant HTTPS Message Transfer Protocol (HTTPS-MTP) [32].
Events are also stored in an Event Archive.

E. How agents can improve incident detection

Incident detection in Cloud environments is a non trivial
task due to its characteristics as discussed in Section I.
Therefore, it is important to have a high number of sensors
capturing simple events. Preprocessed and combined complex
events can be generated reducing the possibility of “event
storms”. Combined with knowledge about business process
flows (specified in security policies), it will be possible to
detect security incidents while keeping the network load low.
The usage of agents delivers this possibility because agents are
independent units that can be added, removed or reconfigured
during runtime without altering other components. Thus, the
amount of monitoring entities (e.g., network connections of
a VM, running processes, storage access, etc.) of a Cloud
instance can be changed without restarting the incident detec-
tion system. Simultaneously using agents can save computing
resources since the underlying business process flow can be
taken into account.

While single sensor agents can monitor simple events
(e.g., user login on VM) and share them with other agents

Fig. 5: HFU Cloud management interface

complex events can be detected. Given the scenario of a suc-
cessful unauthorized login of an attacker at a virtual machine
VM2, misusing a web server’s directory to deposit malicious
content for instance a trojan. Agent A1 monitors the user
login, agent A2 detects the change of a directory content
and agent A3 detects a download of a not known file (the
trojan). Instead of sending those three simple messages to a
central event processing unit a VM agent can collect them,
conditioning one higher level event message that VM2 was
hijacked. This can result in a predefined action by the Cloud
Management Agent e.g., moving a hijacked VM into a
quarantine environment, alerting the user and simultaneously
starting a fresh instance of VM2 based on its VM image.

By ordering agents in a hierarchical structure and prepro-
cessing of detected events reduces network load originated
from the incidents detection system. Furthermore, this makes
the system more scalable by reducing data sent to upper system
layers. This concept is introduced and successfully used in
[33]. Combining events from system deployed agents (e.g.,
VM agents, host agent) and infrastructure monitoring agents
(network agent, firewall agent) incident detection is not limited
to either host or network based sensors, which is especially
important for the characteristics of Cloud environments. Using
agents has advantages in case of a system failure. Agents can
monitor the existence of co-located agents. If an agent stops
for whatever reasons this stays not undetected. Concepts of
asymmetric cryptography or Trusted Platform Module (TPM)
technology can be used to guarantee the integrity of a (re-
)started agent. If an agent stops the damage is restricted to
this single agent or a small subset of connected agents, which
are requiring information from this agent.

F. SAaaS Agent Architecture Implementation

For the SAaaS architecture we evaluated existing agent
frameworks with the following requirements:

• Agents can be deployed, moved, updated during run-
time

• Agent performance

• Open Source, documentation, community support
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Fig. 6: Automatic security audit in case of upscale event

Since our Cloud environment at HFU’s Cloud Research
Lab CloudIA [34] is built around the Cloud management
system Open Nebula another requirement was the agent pro-
gramming language: Java. As a result we choose the Java
Agent DEvelopment Platform (JADE), which enables the
implementation of multi-agent systems and complies to FIPA
specifications. Figure 4 illustrates a basic agent architecture.
It shows three VM Sensor Agents. Agents live in an agent
platform, which provides them with basic services such as
message delivery. A platform is composed of one or more
Containers. Containers can be executed on different hosts thus
achieving a distributed platform. Each container can contain
zero or more agents [35]. To provide monitoring functionality
a VM agents interacts through agent plugins with stand-alone
tools like process monitor, intrusion detection system or anti
virus scanner, as depicted in Figure 4. To harness the potential
of Cloud computing an agent can be deployed to a VM on-
demand according to the policies a user defines. Different
agents based on modelled business processes are stored within
an agent repository. To be able to move a JADE agent to a
running Cloud instance the Inter Platform Mobility Service

(IPMS) by Cucurull et al. [36] was integrated. This supports
the presented advantage of deploying agents on-demand if a
designed business process flow was started (as described in
Section V-E).

G. CAPL Integration & SAaaS Prototype

The described Cloud audit policy language, presented in
Section IV is seamlessly integrated into the SAaaS archi-
tecture. To show how SAaaS can increase transparency in
Cloud environments the following prototype scenario was
implemented. It is also depicted in Figure 6 and describes a
whole SAaaS life cycle:

1) A Cloud user creates three new VMs on the Web
based Cloud management interface, depicted in Fig-
ure 5. The VMs get configured as a typical Web
application installation: two Web servers, which are
delivering content from one database server.

2) After VM configuration is finished the user enables
the SAaaS features, starts the security policy modeller
and groups the VMs into group “WWW-Cluster1”.
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Then he activates a scalability monitoring policy
with a metric of HTTP requests per second and a
threshold of 100 for WWW-Cluster1. Furthermore, he
creates a policy saying that the “/etc/apache2” config
directory should be considered frozen and therefore
be monitored for changes.

3) As a result from enabling the SAaaS features and
the policy creation, a sensor agent for filesystem
monitoring gets deployed to the VMs of “WWW-
Cluster1”. It utilizes the linux tool inotify [37] to
watch the “/etc/apache2” directory.
Now let’s assume there is a lot of load on the
web servers due to a product launch of the user’s
company. Therefore, the Cloud management system
gets an upscale event for WWW-Cluster1, which gets
intercepted by a SAaaS agent monitoring the CMS.

4) The event provokes the policy and configures a scala-
bility audit agent with a scalability check and deploys
it on the SAaas management VM (in the case of
a filesystem change event within a web server VM
the audit agent would have been deployed to that
particular VM).

5) The agent creates new metric agents, which get
deployed to the web server VMs of WWW-Cluster1
to check the current load of HTTP requests. They
report the result back to the audit agent. The audit
agent evaluates the result and decides, dependent on
the average load reported by the metric agents, if the
upscale event is okay or not.

6) The results get conditioned into an audit report.

As a first prototype, a two layered agent platform was
developed, consisting of a sensor agent running inside a
VM and a Cloud management system agent. Audit
reports get displayed in a Security Dashboard. Since
all Cloud VMs in CloudIA are Linux based, only Open
Source Linux tools were considered during our research. Two
notification mechanisms were implemented:

a) The tool sends agent compatible events directly to the
agent plugin.

b) The tool writes events in a proprietary format into a
logfile, which gets parsed by an agent plugin.

As for mechanism a) the filesystem changes monitoring
tool inotify was used, whereas for mechanism b) fail2ban
[15], an intrusion prevention framework was chosen. For demo
purposes a simple Web frontend was written, which offers
to launch several attack scenarios on a VM agents equipped
VM in CloudIA. Before/after tests were performed to validate
that an attack was detected and (depending on the plugin’s
configuration) prohibited. A prototype version of the security
dashboard, depicted in Figure 7 showing a signal light indicator
informed about occurring events. When started, it shows a
green light. After launching an attack, the security dashboard
indicator light changes its colour to yellow or red. The impact
of a monitored event is defined by a severity matrix, shown in
Table IV. Each severity value out of the Web server log file
gets associated with a certain score. This score gets summed
up for all events. Then the quotient gets calculated which is
directly connected to the resulting colour.

TABLE IV: Severity matrix for security indicator light

Severity Value of message Quotient Colour

info 0 < 1.4 green
low 1 <= 1.4 green
middle 2 > 1.4 < 2.5 yellow
high 7 >= 2.6 red

H. VM Automatic Audit Integration & SAaaS Prototype

As described in Section III especially for a public Cloud it
is necessary to audit VMs. Every time a VM is uploaded to the
Cloud an image audit agent is checking the image according
to the enterprise policies defined in CAPL.

VI. EVALUATION

This section evaluates the presented automatic audit system
approach of the SAaaS system. First, it is discussed how
SAaaS enhances the auditing of non-running virtual machine
images. Therefore, an evaluation scenario from a Cloud cus-
tomer’s perspective is presented. We describe necessary user
effort utilizing the presented automatic audit system and if
he would take a manual approach. Second, it is evaluated
how the presented Cloud audit policy language supports the
established requirements, introduced in Section IV-A. Finally,
it is elaborated how the presented concurrent audits of the
SAaaS system address Cloud specific security issues and
therefore enhance Cloud computing security and transparency.

A. Auditing of VM Images

To evaluate the automatic audit system the following sce-
nario is considered: A Cloud customer chooses an online shop
virtual appliance (containing a web server and a database)
out of a cloud’s store. Before transferring actual data to the
image the following security policies need to be evaluated:
P1: The image must not contain any malware. P2: The image
must not run any other software than the web server and the
database. P3: The web server and database connection must
be configured properly.

1) Customer uses Automatic Audit System Approach:
When using the automatic audit system, the appliance user
or appliance creator first describes his security policies. Since
malware checks are usually a default policy, provided by the
Cloud provider, there is no need to model those. Additionally,
to simplify black box scans of the proper interaction between
web server and database it is imaginable to deposit a predefined
default start page, which could be browsed. The automatic
audit system will parse the security policies and identifies the
necessary audit cases, which are fetched from the database.
The audit cases get sorted, dependent on how the checks can be
executed. There are two kinds of security audit modes. Offline
VM audits mount the VM’s image and perform audit tasks on
it, whereas online VM audits launch the VM in a quarantine
environment of the cloud. There, audit tasks, which can be
only performed on the running VM are executed, such as an
analysis of open ports. Again, the results of the single audit
cases will be submitted to the parser and saved as mini reports
in the audit system’s database.
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Fig. 7: Cloud security dashboard prototype

At last, the report generator conditions the results of all
mini reports. The cloud management system is informed if
the overall audit result is “passed” or “failed”. If the status
is passed, the image can be added to the store, otherwise the
release will be denied. Nevertheless of the result, the complete
audit report will be sent to the appliance creator, to inform
about necessary problems to be fixed.

2) Manual Approach: In contrast to the automatic audit
system an offline audit of the appliance’s image is not imme-
diately possible. This is due to the fact, that the appliance
user does not have direct access to images stored in the
appliance store. The only two approaches possible are down-
loading the appliance’s image, which enables offline auditing
or to limit the audit process to online auditing. This is done
by an administrator, who must have sufficient expertise in
virtualization technologies, auditing methods and must be an
audit tool expert. Additionally, for the sake of reproducibility
and documentation, the appliance user has to follow a very
well defined auditing process (assuming such a process exists).
Downloading VM images and evaluating them offline imposes
a significant network overhead on the appliance user as well as
the Cloud provider. Manual online auditing can be performed,
when a virtual appliance image is already started. The appli-
ance user has to log in to the appliance in order to execute
auditing tools and scripts. Additionally, the virtual appliance
also has to be checked externally to determine which services
are activated, for example by port scanning. Performing port
scans on virtual machines executed in the cloud may trigger
the Cloud provider’s intrusion detection systems or may even
be prohibited entirely by the Cloud provider’s terms of use.

This demonstrates the overall complexity of a manual
virtual appliance auditing process. The automatic audit system
delivers the following advantages for appliance creator/user
and Cloud provider: Improved security when using 3rd party
virtual appliances (appliance user), well documented and for-
malized audit process (all), customizable, machine-readable
audit policies (all) and additional revenue by offering audits
as a service (Cloud provider).

B. CAPL Evaluation

Because none of the evaluated languages fulfilled the
requirements of SAaaS on a policy language (e.g., missing
conflict management, combination of policies), while retain-
ing a reasonable complexity, CAPL was developed, which

specifically addresses all those requirements. CAPL is based
on XML and extends the Cloud Infrastructure Management
Interface CIMI by a definition of security policies. Cloud
providers as well as Cloud users are enabled to define policy
rules for virtual machines. Table V evaluates CAPL against the
requirements, established in Section IV-A. By staying closely
to the CIMI standard, it will be possible to define security
policy for any CIMI compatible cloud infrastructure. This also
increases the compatibility of the proposed SAaaS system.
Another advantage of CAPL is its simplicity, since it is tailored
to the SAaaS target scenario. However, developing a new
policy language also has some negative aspects. Our results are
used in the SAaaS project only, which leads to a rather poor
acceptance. Also, besides the SAaaS project members there is
no community surrounding and developing this language.

C. Cloud Specific Security Issues Addressed by SAaaS

The German Federal Office for Information Security pub-
lishes the IT baseline protection catalogues enabling enter-
prises to achieve an appropriate security level for all types of
information. In a comprehensive study [38] on all IT baseline
protection catalogues as well as current scientific literature
available [2][39][40][4][5], we identified the following Cloud
specific security issues as solvable by the presented SAaaS
system:

Abuse of Cloud resources
Cloud computing advantages are also used by hackers, en-
abling them to have a big amount of computing power for
a relatively decent price, startable in no time. Cloud infras-
tructure gets used to crack WPA, and PGP keys as well as
to host malware, trojans, software exploits used by phishing
attacks or to build botnets like the Zeus botnet. The problem
of malicious insiders also exists in classical IT-Outsourcing
but gets amplified in Cloud computing through the lack of
transparency into provider process and procedure. This issue
affects authorisation, integrity, non-repudiation and privacy.
Strong monitoring of user activities on all Cloud infrastruc-
ture components is necessary to increase transparency. The
presented SAaaS use case A) Monitoring and audit of Cloud
instances addresses this problem.

Missing security monitoring in Cloud infrastructure
Security incidents in Cloud environments occur and (normally)
get fixed by the Cloud provider. But to our best knowledge no
Cloud provider so far provides a system, which informs user
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TABLE V: Evaluation of CAPL

Requirement CAPL
Supp. Details

Technological Base ⊕ XML

Definition of monitored ob-
jects

⊕ Tailored to problem domain

Combination of policies ⊕ Groups

Area of validity ⊕ CIMI compatible infrastructures

Conflict management ⊕ Included

Last version c Under active but internal develop-
ment

Acceptance 	 Not spread beyond SAaaS

Community support 	 Only SAaaS

Documentation c CAPL documentation [17]

Complexity ⊕ Tailored to problem domain

Support of SAaaS policy sce-
narios

⊕ Full

Implementation effort c Own development

Integratability in SAaaS archi-
tecture

⊕ Fully integratable

promptly if the Cloud infrastructure gets attacked, enabling
them to evaluate the risk of keeping their Cloud services
productive during the attack. Thereby the customer must
not necessarily be a victim of the attack, but still might
be informed to decide about the continuity of his running
Cloud service. Furthermore, no Cloud provider so far shares
information about possible security issues caused by software
running directly on Cloud host machines. In an event of a
possible 0-day exploit in software running on Cloud hosts
(e.g., hypervisor, OS kernel) Cloud customers blindly depend
on a working patch management of the Cloud provider. The
presented SAaaS use case B) Cloud infrastructure monitoring
and audit addresses this problem.

Defective isolation of shared resources
In Cloud computing isolation in-depth is not easily achievable
due to usage of rather complex virtualization technology like
VMware, Xen or KVM. Persistent storage is shared between
customers as well. Cloud providers advertise implemented
reliability measures to pretend data loss like replicating data up
to six times. In contrast, customers have no possibility to prove
all these copies get securely erased in case they quit with the
provider and this storage gets newly assigned to a different
customer. While the presented SAaaS architecture does not
directly increase isolation in-depth it adds to the detection of
security breaches helping contain its damage by the presented
actions.

VII. STATE OF THE ART - RELATED WORK

To put the presented work described in this paper into
perspective, this section first discusses related research work
on Cloud security issues, followed by other Cloud security
research projects in contrast to SAaaS and the usage of agents
to increase security. It then discusses related work regarding
security of virtual appliance images. Afterwards, work on

security policy languages is elaborated, which are an important
part of the proposed work in this paper, too.

A rather high-level, but comprehensive view on the whole
topic of Cloud computing security is given by Mather et al
in the book “Cloud Security and Privacy” [41]. It provides a
very good introduction especially by laying out the necessary
groundwork. The most comprehensive survey about current lit-
erature addressing Cloud security issues is given by Vaquero et
al. in [4]. It categorizes the most widely accepted Cloud secu-
rity issues into three different domains of the Infrastructure as
a Service model: machine virtualization, network virtualization
and physical domain. It also proposes prevention frameworks
on several architectural levels to address the identified issues.

Pearson [42] proposes several software design guidelines
for delivering Cloud services taking privacy into account, such
as using a privacy impact assessment, allowing user choice and
providing feedback. While Chen et al. state in [5] that many
IaaS-related Cloud security problems are problems of tradi-
tional computing solved by presented technology frameworks
it also demands an architecture that enables “mutual trust”
for the Cloud user and Cloud provider. Both papers confirm
and complete the list of Cloud specific security issues iden-
tified by previous members of our research group, presented
in [43]. Furthermore, they identified a demand for a two-way
trust enabling architecture for Cloud infrastructures and the
ability of “choosable security primitives with well considered
defaults” [5]. The SAaaS architecture, proposed in this paper
is targeted to provide this mutual trust. SAaaS’ security audit
policy language enables the user to define its own security
policy and to choose from a spectrum of security subsystems
as demanded by [5].

Zamboni et al. present in [44] show traditional Intru-
sion Detection Systems (IDS) can be enhanced by using
autonomous agents. They confirm the advantages of using
autonomous agents in regards to scalability and system over-
lapping security event detection. In contrast to our SAaaS
architecture their research is focusing on the detection of
intrusions into a relatively closed environment whereas our
work applies to an open (cloud) environment where incidents
like abuse of resources needs to be detected. Mo et al.
introduce in [45] an IDS based on distributed agents using the
mobile technology. They show how mobile agents can support
anomaly detection thereby overcoming the flaws of traditional
intrusion detection in accuracy and performance. The paradigm
of cooperating distributed autonomous agents and its corre-
sponding advantages for IDS’ is shown by Sengupta et al. in
[46]. The presented advantages apply for our SAaaS agents as
well [1].

Amazon’s Cloud platform Elastic Compute Cloud (EC2)
allows users to create and share virtual machine images.
Balduzzi et al. [11] analyzed the security risks of running
third party images. The work gives a good insight about
the current risk, which comes from pre-configured Cloud
appliances. After the investigation of over 5000 Amazon
Amazon Machine Images (AMIs), they found that 98% of
Windows AMIs and 58% of Linux AMIs contain software with
critical vulnerabilities [11]. Furthermore, two VM images were
infected with malware, two were configured to write logs to
an external machine, 21.8% contained leftover credentials that
would allow a third party to remotely log into a machine [11].
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Their approach is to start AMIs on EC2 and then scan them
for security problems and privacy risks. However, their system
is not intended to be used as an auditing service. They execute
a predefined set of security and privacy checks and provide no
way of customizing policies, which will be supported by the
work proposed in this paper.

Wei et al. have worked on the problem of securing virtual
machine images [47], and propose the Mirage Image Manage-
ment System as a mitigation solution. Mirage is run by the
Cloud provider to secure virtual machine images in his repos-
itories. Mirage incorporates an access control framework and
image filters, which remove unwanted information automati-
cally from an image on publish/retrieve time. It incorporates a
change tracking system and repository maintenance services,
like periodic virus scanning. However, providing the appliance
user and creator with a facility for easily creating custom
policy definitions is not part of their work.

Schwartzkopf et al. present an “Update Checker”, which
investigates the up-to-dateness of installed software within VM
images before they get launched in a Cloud environment [48].
They provide a graphical alerting method within the Cloud
management system to inform the user about outdated software
within a certain image. However, their approach only focuses
on Linux images so far, which are being mounted and only
checks for outdated software. The automatic audit system
proposed in this work supports a wider spectrum of security or
privacy checks through the concept of flexible security policies
and offline and online investigation of VMs. However, the
work proposed in [48] could be used to optimize the offline
checks proposed in this paper.

Al Morsy and Faheem identified the need for automated
policy enforcement systems [49]. Although, a lot of differ-
ent security policy definition languages exist (e.g., LaSCO,
XACML, SPARQL, etc.), it is shown that each of those has
different limitations in terms of policy constraints. Therefore,
Morsy and Faheem propose a policy automation framework
including a new language called Standard Security Policy
Language (SSPL), which tries to simplify the process of
creating machine-readable security policies. The results of their
policiy language analysis will be confirmed by the security
policy language evaluation presented in this work. We further
show why the developed Standard Security Policy Language
does not meet the requirements of our work.

VIII. CONCLUSION & OUTLOOK

In this paper, we introduced the Security Audit as a
Service architecture to mitigate the shortcomings traditional
audit systems suffer to audit Cloud computing environments.
It was shown that SAaaS provides automatic auditing of virtual
machine images according to custom user-defined policies. The
results are reduced security and privacy risks, a well defined
and reproducible audit process, as well as good documentation
of results, when using 3rd party virtual machine appliances,
while keeping the required technical understanding of the audit
process to a reasonable minimum. The description of audit
requirements in a Cloud audit policy language, allows abstrac-
tion of the audit requirements to a level, where even non-
technical experts should be able to transfer company security
and privacy policies into audit policy documents. A prototype

was presented where user enable an automatic evaluation of an
upscaling event. Furthermore, the advantages of using agents
as a source for sensor information were shown. By utilizing
lightweight, on-demand deployable agents it is possible to
perform specific targeted audits every time a change within a
user’s Cloud infrastructure is performed. The current status of
the work implements this on a user basis, but the system will be
even more valuable when customer-overspanning events will
be evaluated.

Therefore, as for future work an anomaly detection module
will be developed, which is targeted to learn “normal” usage
behaviour of Cloud instances by their users. As a result, this
will enable the SAaaS system to detect anomalies within a
Cloud infrastructure. For the presented Cloud audit policy
language CAPL the extension of the CAPL schema by CIMI
required objects is planned. This will enable the SAaaS
system to audit any CIMI compatible infrastructures and the
SAaaS system will be Cloud provider interoperable. Also, the
implementation of a graphical user interface for the security
policy modeller is planned. Thus, user will be able to easily
define policies. Furthermore, it is planned to extend the CAPL
class MetaResource, which provides a functions catalog
of CAPL policies. User then could access this catalog to
get automatically information about necessary parameters of a
policy they like to define. At last, a security evaluation of the
SAaaS system is planned to prove if it imposes new security
risks to a Cloud environment.
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Abstract—In IEEE 802.16j networks, radio wave interference
between wireless links must be taken into account when radio
resources are assigned to network links. The protocol model,
which defines the transmission and interference ranges as
circles, is well-known as one of the major radio interference
models. Although a lot of related studies on IEEE 802.16j
networks use the protocol model, they do not consider the
presence of obstacles. In this paper, we first investigate the
performance of IEEE 802.16j networks considering the effect
of obstacles. For that purpose, we define an obstacle model
and extended protocol model for accommodating obstacles,
where radio waves propagation is obstructed by obstacles.
Next, the performance of IEEE 802.16j networks is evaluated
through simulation experiments using the obstacle model and
the extended protocol model. Additionally, we present a method
for estimating the performance of IEEE 802.16j networks
with obstacles. Then, we use multiple regression analysis
based on simulation results and construct regression equations
for network service ratio and power-to-throughput ratio. By
evaluating the accuracy of the developed equations based on
real-world environment, we confirm that the service ratio
can be estimated with a high degree of accuracy when the
distribution density of obstacle is small.

Keywords-IEEE 802.16j, wireless multi-hop networks, relay net-
work, obstacles, radio wave blocking

I. INTRODUCTION

With the rapid progress of networking technologies, the
demands for broadband access network environment is
growing at various places such as home, office, and public
areas. Wireless communication technologies are important
to accommodate such services and users’ demands. IEEE
802.16j [1][2] has attracted much attention to satisfy such
demands, providing wider-area broadband wireless access
environment. The IEEE 802.16j protocol utilizes multi-hop
wireless networks for extending the network service area
[3][4][5].

Generally, IEEE 802.16j wireless multi-hop relay net-
works (hereinafter, relay networks) consist of two types
of nodes: gateway and relay nodes. As shown in Figure
1, there is a wired connection between the gateway node
and an external network, while relay nodes communicate

External 

Network

Wired Link

Gateway Node Relay Node Client Terminal

Service Area
Wireless Upward Link

Wireless Downward Link

Figure 1. IEEE 802.16j multi-hop relay networks

with the gateway node through wireless links. These nodes
construct a tree topology where the root is the gateway
node and there is a wireless multi-hop transmission path
from any relay node to the gateway node [6][7][8]. A client
terminal can access the external network by connecting to
one of these nodes whose service area covers the client
terminal [9]. One advantage of relay networks is that it
is possible to extend the network service area by adding
relay nodes without additional wired network facilities. In
other words, the relay networks can provide wireless access
environment by using multi-hop relaying to the area to
which the radio waves cannot be directly reached from the
gateway node. Therefore, the relay network is considered
as possible networking technologies especially for thinly-
populated regions and the area where the radio wave of
gateway node is hard to reach due to underground and shades
of buildings.

In relay networks, obstacles, which refer in this paper to
physical objects such as residential, office and commercial
buildings, largely affect the connectivity between relay nodes
and radio wave interference among wireless links. For
example, even when two nodes exist in the transmission
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range of each other, the obstacles can prevent the nodes
from communicating with each other. Furthermore, obstacles
can reduce the size of the service area. On the other
hand, the obstacles can increase network performance by
reducing the occurrence of radio wave interference since
the interference range is limited by the obstacles. Therefore,
since the obstacles have both advantage and disadvantage
on the network performance, it is important to consider
the presence of obstacles and their influence on radio wave
propagation for assessing the network performance.

In wireless networks, there is a general problem related
to radio wave interference. Specifically, multiple nodes
that exist in the interference range of each other cannot
successfully transmit the radio waves at the same time
[10][11]. To avoid this problem, relay networks use an
Orthogonal Frequency Division Multiple Access (OFDMA)
protocol [12], which gives radio resources to network links
as transmission opportunities [13]. Previous studies on relay
networks have focused on preventing radio wave interference
by introducing concepts such as link scheduling [14][15][16]
and power control [17][18][19].

The protocol model [20], which defines the transmission
and interference ranges as circles, is well-known as one of
the major radio interference models. In the protocol model,
whether a transmission succeeds or encounters interference
depends on only the distance between nodes, which are
obtained through comparison with the transmission and
interference ranges of other nodes. Therefore, the connec-
tivity between relay nodes and radio wave interference
among network links can be easily determined. Although
a lot of studies on relay networks use the protocol model
[21][22][23][24][25], they did not consider the presence of
obstacles.

In this paper, extending the paper [1], we investigate
the performance of IEEE 802.16j networks considering the
effect of obstacles. First, we define an obstacle model which
determines location and size of obstacle in the network.
Then, we extend the function of the protocol model for
accommodating obstacles. Specifically, radio waves propa-
gation is obstructed by the obstacles in the extended protocol
model. Next, we consider both positive and negative aspects
for the relay network due to radio wave obstruction. Using
the obstacle model and the extended protocol model, the per-
formance of relay networks is evaluated through simulation
experiments in terms of network service ratio and power-to-
throughput ratio.

Furthermore, we propose a method for estimating the
performance of relay networks. In the network construction
process, it is helpful to estimate the network performance
before the network is actually constructed. For example,
the performance estimation enables the number of nodes
deployed in the network or the transmission range of the
nodes to be adjusted in order to achieve pre-determined
performance goals such as service ratio, network throughput,
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Figure 2. Network topology

and power consumption. For this purpose, by using multiple
regression (polynomial regression) analysis of numerical
results of simulation experiments, the regression equations
are derived to estimate the performance of relay networks.
We confirm the effectiveness of the estimation method by
evaluating the accuracy of regression equations. Specifically,
we conduct simulation experiments based on the real-world
environment to assess the estimation accuracy of the pro-
posed method.

The rest of this paper is organized as follows. In Section
II, we introduce the network model of the relay networks.
Section III introduces the obstacle model and the extended
protocol model. The simulation results based on the pro-
posed models are given in Section IV. Then in Section V,
we present a method for estimating the performance of relay
networks and evaluate the effectiveness of method. Finally,
Section VI concludes this paper and describes future work.

II. SYSTEM MODEL

This section describes the network model, the radio inter-
ference model, and time slot assignment mechanism utilized
in this paper.

A. Network model

The network is assumed to consist of N nodes, where vi

(0 ≤ i ≤ (N − 1)) denotes both the i-th node and the
point of the node’s location in a field. One node in the
network, denoted as v0, serves as the gateway node, and
the remaining nodes function as relay nodes, constructing
a network topology that describes the communication be-
tween all nodes in the form of a directed graph. In relay
networks, the gateway node is connected to an external
network, and the relay nodes communicate with the gateway
node either directly or via other relay nodes along the
path between the relay node and the gateway node. There
are two kinds of communications: upward communication
and downward communication. In upward communication,
data is transferred from relay nodes toward the gateway
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Figure 3. Radio interference based on the protocol model

node. Conversely, data is transferred from the gateway node
toward relay nodes in downward communication. The path
is determined by a routing algorithm, and the directed graph
is constructed as a tree structure whose root is the gateway
node v0. Note that we do not consider the user clients which
connect to the relay node.

Figure 2 shows an example of a network topology where
a gateway node and nine relay nodes are deployed. In the
figure the link between nodes means two directed links.
In the figure, the red circle indicates the gateway node,
gray circles indicate relay nodes, and solid lines indicate
communication links respectively. Here, a communication
link from node vi to node vj is denoted as li,j .

B. Radio interference model

In this paper, the propagation and interference of radio
waves are modelled by the protocol model [20]. The trans-
mission and interference range of node vi is defined as the
following sets of points.

Ti = {p | Dvip ≤ ti} (1)
Ri = {p | Dvip ≤ ri} (2)

Here, Dab is the the distance between a and b. In addition, ti
and ri represent the transmission range and the interference
range of node vi, respectively. In general, ri > ti, and the
ratio of the interference range to the transmission range for
node vi is set to be between around 2 and 4 depending on
the environment [26].

Based on the protocol model, the conditions to determine
the succeess of transmission and the occurrence of the inter-
ference are as follows. Node vj can receive a transmission
from node vi when vj ∈ Ti is satisfied. Figure 3 shows
an example of radio interference between communication
links. In this figure, there are four nodes maintaining two
communication links li,j and lp,q . The protocol model de-
fines the radio interference between li,j and lp,q based on
the distances between the four vertices vi, vj , vp, and vq .
When vq ∈ Ri is satisfied, link li,j interferes with link lp,q.

C. Time slot assignment mechanism

The IEEE 802.16j protocol uses the OFDMA mechanism
to control the ability of nodes to transmit by assigning
radio resources for transmission. In the OFDMA mechanism,
radio resources are divided along both frequency and time
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dimensions. For simplicity, in this paper, each divided radio
resource is regarded as a time slot. In the relay networks,
time slots are assigned to wireless links as transmission
opportunities. Then, different time slots are assigned to
wireless links that interfere with each other in order to
prevent radio wave interference. On the other hand, multiple
links can communicate simultaneously within the same time
slot as long as the time slot is assigned to the links that do
not interfere with each other. This mechanism is known as
spatial reuse of wireless resource [27][28].

The performance of relay networks can be improved by
spatial reuse with concurrent transmissions since such an
approach reduces the total number of time slots assigned
to all communication links in the network. The time slot
assignment problem with consideration of spatial reuse is
regarded as a vertex coloring problem [29] of the conflict
graph [30]. In the conflict graph, a vertex represents a
link in the network and an edge between two vertices is
constructed when the corresponding links interfere with each
other, and time slots can be assigned to links in the network
by allocating different colors to adjacent vertices in the
conflict graph. However, since the vertex coloring problem
is known to be NP-hard [31][32], heuristic algorithms have
been proposed for solving the problem [33][34][35][36]. In
this paper, we use the method proposed in [35] to assign
time slots to links for performance evaluation.

III. PROPOSED MODELS

This section introduces an obstacle model utilized in this
paper, followed by the extension of the protocol model for
accommodating the effect of the obstacles on radio wave
propagation. Finally, using the obstacle model and extended
protocol model, the influence of obstacles on network per-
formance is discussed.

A. Obstacle model

Figure 4 depicts the obstacle model, where rectangular
obstacles are deployed in the field. In the model, two
placement patterns are considered. In random placement,
the obstacles are deployed at random in the field. In grid
placement, on the other hand, the obstacles are deployed
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in a grid pattern. In both placements, the obstacles are not
deployed at the center of the field, where the gateway node
is located. The side lengths of the obstacles are chosen
at random from within a certain range, and the obstacles
are placed parallel to the field. The relay nodes cannot be
deployed at locations occupied by obstacles. The height
of the obstacles is ignored since the network model is
constructed in a plane. Here, the following function O(k)
is defined whether or not a point k in the field is occupied
by obstacles.

O(k) =

{
1 point k is occupied by obstacles
0 otherwise

(3)

B. Extended protocol model

In general, the effects of obstacles on radio waves include
obstruction, reflection, and diffraction. We consider only
radio wave obstruction in this paper since it has great effects
on relay network performance.

For evaluating the effects of obstacles, we extend the
protocol model considering radio wave obstruction by obsta-
cles. The modified model is crefered to as extended protocol
model. In this model, the transmission and interference range
of node vi are also defined as sets of points. The sets T ′

i

and R′
i are described as follows.

T ′
i = {p′ | p′ ∈ Ti and C(vi, p

′) = 0} (4)
R′

i = {p′ | p′ ∈ Ri and C(vi, p
′) = 0} (5)

Here, C(a, b) is the following function that determines the
presence of obstacles between two points a and b.

C(a, b) =

{
1 ∃k(Dak + Dbk = Dab and O(k) = 1)
0 otherwise

(6)

where Dak, Dbk, and Dab, means the distance between
points a and b.

Figure 5 shows an example of the extended protocol
model. The limitation of the transmission and interference
range of node vi by obstacles is confirmed in this figure.

��
��

��

��

��

��

��

��

�	

�


Random Placement

Gateway Node Relay Node Obstacle

Radio Wave Obstruction

Node   ‘s
Transmission Range

��

��

��

��

�� ��

��

��

�	

�


Grid Placement

Communication Link

�
�

Node   ‘s
Interference Range

�
�

�
�,�

�
�,�

Figure 6. Combined image of the obstacle model and the extended protocol
model
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C. Effect of obstacles on relay network performance

Figure 6 shows the combined image of the obstacle model
and the extended protocol model. The effect of obstacles on
the connectivity between relay nodes is represented in this
figure. For example, in the left panel of Figure 6, l1,6 and
l7,8 become disconnected due to radio wave obstruction by
obstacles. In this case, v6 can connect to the network via
v4. On the other hand, v8 is completely disconnected from
the network by another obstacle. This is a negative aspect of
obstacles in relay networks, owing to the increased number
of isolated nodes and the higher average hop count between
relay nodes and the gateway node.

On the other hand, Figure 7 shows an example of a
beneficial effect of radio wave obstruction. Although in
Figure 7(a) li,j and lp,q interfere with each other, by adding
obstacles as shown in Figure 7(b), the interference range of
vi is limited and vq is not affected by the interference from
vi. As a result, the addition of an obstacle allows these two
links to transmit simultaneously, which is a positive aspect
of obstacles.

As described above, obstacles entail both advantages and
disadvantages in terms of network performance. Therefore,
it is important to consider the presence of obstacles and
their influence on radio wave propagation for assessing the
network performance.
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IV. PERFORMANCE EVALUATION AND DISCUSSIONS

In this section, we evaluate the influence of obstacles
on the performance of relay networks through simulation
experiments by using the obstacle model and the extended
protocol model proposed in the previous section. We utilized
the simulator built in our labortory since there is no existing
simulator which can simulate thedetailed behavior of IEEE
802.16j networks with obstacles.

A. Evaluation settings

In the simulation experiments, one gateway node was
placed at the center of a 1 × 1 square area, and 99 relay
nodes were distributed at random locations in the field. The
transmission range was set to 0.15, 0.20, 0.25, 0.30, or 0.35,
where all relay and gateway nodes utilize the same value for
each experiment. The ratio of the interference range to the
transmission range was set to 2.0 for all nodes. Note that
we have confirmed the setting of this ratio does not change
the overall tendency of the following results. A network
topology was constructed such that the hop count between
the gateway node and each relay node was minimized.
The number of obstacles was set to be from 0 to 250 at
intervals of 25 in the case of random placement. For the grid
placement, we choose one the following placement patterns:
3 × 3 (8 obstacles), 5 × 5 (24 obstacles), and 7 × 7 (48
obstacles). The length of the sides of each obstacle was
set to a random value between 0.004 and 0.04, assuming
that the obstacles are placed in 2000m×2000m area of real-
world environment. We determine the traffic demand from
relay nodes to the gateway nodes according to the Voronoi
diagram for each relay node, where we assume the user
clients are distributed uniformly in the area and they generate
the same amount of traffic to the gateway node.

We observed the service ratio and the power-to-
throughput ratio as network performance metrics. The ser-
vice ratio is the ratio of the area where the relay network
can provide service to the overall field area, excepting
the area of the obstacles. The power-to-throughput ratio
is the value of the total power consumption of the nodes
divided by the gateway throughput. Here, the total power
consumption is simply defined as the sum of the squares
of the transmission ranges of all connected nodes, and the
gateway throughput is defined as the ratio of the number
of time slots assigned to links directly connected to the
gateway node against the number of slots assigned to all
communication links in the network. We focused only on the
downward communication and conducted 100,000 iterations
of the simulation experiments for each set of parameter
settings and the all results were divided according to the
number of connected nodes excluding isolated nodes, and
the average values were used for performance evaluation.

B. Effect of the number of obstacles

Figure 8 depicts the service ratio and the power-to-
throughput ratio in the random placement pattern as a
function of the number of connected nodes when the trans-
mission range is set to 0.20. The x-axis of graph means the
number of connected nodes. Note that the x-axis value of
less than 100 means that there are some nodes disconnected
from the network due to radio wave obstruction by obstacles.

As shown in Figure 8, both metrics increase as the number
of connected nodes increases, but there are differences in
their increase tendency. The service ratio in Figure 8(a)
decreases as the number of obstacles increases regardless of
the number of connected nodes since radio wave propagation
is obstructed by obstacles. On the other hand, the power-to-
throughput ratio in Figure 8(b) does not show such a simple
trend. When the number of obstacles increases from 0 to
150, the power-to-throughput ratio decreases, whereas in the
case of the increase in the number of obstacles from 150 to
250, the power-to-throughput ratio increases together with
the number of obstacles. The reason for this is as follows.

When the number of obstacles increases from 0 to 150,
multiple wireless links in the network come to be able to
transmit simultaneously due to the limitation of the interfer-
ence range by obstacles. As a result, the network throughput
is improved. On the other hand, as the number of obstacles
increases further, the links between nodes are likely to
become disconnected due to the radio wave obstruction by
obstacles. It leads to the decrease in the network throughput.

C. Effect of the obstacle placement pattern

Figure 9 represents the effects of obstacle placement pat-
tern on the network performance where the results of random
and grid placement patterns with similar number of obsta-
cles. In terms of service ratio, the obstacle placement pattern
and the number of obstacles have little impact as shown in
Figure 9(a). This is because the number of obstacles is small
as compared with Figure 8, and the service ratio is mainly
dependent on the number of connected nodes. On the other
hand, Figure 9(b) shows that the decrease trend of the power-
to-throughput ratio as the number of obstacles increases is
different in the two placement patterns, and when comparing
the same number of obstacles in both patterns, the grid
placement pattern shows lower power-to-throughput ratio.
This is because in the grid placement pattern the number
of connected nodes is barely affected since the obstacles
are regularly spaced. As a result, the network throughput is
improved and the power-to-throughput ratio decreases since
the interference is reduced effectively due to the presence
of obstacles.

D. Effect of the transmission range

Figure 10 shows the relationship between the service ratio
and the power-to-throughput ratio when the transmission
range of the nodes is set to 0.15, 0.20, 0.25, 0.30, and
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Figure 8. Effect of the number of obstacles with random placement pattern

0.35. In this case, 200 obstacles are placed with random
placement pattern. In the graph, the number of connected
nodes is indicated for each plot, where it increases from left
to right and the rightmost point indicates the average value
when the number of connected nodes is 100.

We focused on the plots denoted with squares in the figure
when the number of connected nodes is 95. Here, there are
two methods for improving the service ratio. One involves
increasing the transmission range of each node, and the
other involves deploying additional nodes in the network. As
shown in Figure 10, when the transmission range becomes
large, the power-to-throughput ratio increases rapidly while
the service ratio increases. On the other hand, by deploy-
ing additional nodes in the field, the service ratio can be
enhanced with a small increase of the power-to-throughput
ratio. Also, we can see from this figure that the power-to-
throughput ratio does not so increased as transmission power
increases, compared with the case of no obstacles where
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Figure 9. Effect of the obstacle placement pattern

the power is proportional to the square of the transmission
range. This is because of the another effect of the obstacles.
However, we conclude that the deployment of additional
nodes can improve the service ratio more effectively than
the increase in the transmission range of nodes.

V. ESTIMATION OF NETWORK PERFORMANCE

As described in Section IV, the performance of relay net-
works is largely affected by the various network parameters
such as the number of connected nodes, a transmission range
of each node, and distribution density of obstacles. In this
section, we propose a method for estimating the performance
of relay networks on the basis of the regression analysis
of the simulation results. The accuracy of the analysis is
then evaluated using both obstacle model and the real-world
environment.
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A. Regression analysis of simulation results

As a method for estimating network performance, regres-
sion equations are derived based on the simulation results
presented in the previous section. Specifically, the equations
for the service ratio and the power-to-throughput ratio are
denoted as S(n, t, d) and P (n, t, d), where n, t, and d
represent the number of connected nodes in the network, the
transmission range of the nodes, and the distribution density
of obstacles, respectively. We take there three parameters
since they affect the performance of the relay network
considered in this paper. The distribution density of obstacles
is defined as the ratio of the area of obstacles to the overall
area. All parameters are normalized to fall within the range
between 0 and 1 based on the maximum values in the
simulation experiments. By using these network parameters
and the network performance as explanatory variables and
objective variables, respectively, multiple regression analysis
is conducted.

We conducted Microsoft Excel for regression analysis. As
the result, we obtain the following equations to estimate the
service ratio and the power-to-throughput ratio.

S(n, t, d) = 7.78 + 92.54n + 34.95t2 − 27.9d (7)
P (n, t, d) = −1.21 + 2.42n + 9.25t − 2.14d (8)

B. Accuracy of the regression equations

In order to examine the accuracy of the regression equa-
tions, the estimation values from the equations are compared
with the simulation results. In detail, for each experiment,
the obstacle placement pattern is first determined based on
the obstacle model or the real-world environment. Next,
on the basis of each obstacle placement pattern, simulation
experiments are conducted, where the number of nodes
is 100, and the transmission range of each node is set
from 0.15 to 0.35. As a result, the service ratio and the

power-to-throughput ratio are obtained as simulation results.
Moreover, by using the regression equations in Equations (7)
and (8), the estimation values are calculated based on each
parameter setting utilized in the simulation experiments.
Finally, the estimation accuracy of the regression equations
is evaluated through comparison with the simulation results
and estimation values. Here, as a metric of the accuracy, the
relative error Er in Equation (9) is utilized, where Vr and
Vs indicate the simulation result and the estimation value,
respectively.

Er =
|Vr − Vs|

Vs
(9)

1) Evaluation results based on the obstacle model: Fig-
ures 11(a) and 11(b) depict the distributions of the relative
error for the service ratio and the power-to-throughput ratio,
respectively, with several values for the number of obstacles
in the case of both placement patterns. From the figures, it is
observed that the accuracy of the equations is high regardless
of the obstacle placement pattern. However, the figures also
represent that the increase in the number of obstacles leads to
deterioration of the accuracy in both metrics. This is because
when the number of obstacles is large, the obstacles have
greater impact on these network performance than expected.

Therefore, these results show that the proposed methods
can provide accurate estimates of network performance with-
out simulation experiments when the number of obstacles is
small.

2) Evaluation results based on the real-world environ-
ment: Next, the accuracy of the equations is evaluated based
on the real-world environment. For this purpose, we obtained
obstacle placement patterns from maps in the real world
by using Google Maps API [37]. In detail, 2000m×2000m
square areas are randomly chosen from the field, ranging
from Osaka Prefecture to Mie Prefecture in Japan, which
satisfies the conditions that the latitude ranges from 34.5
to 35.5 degrees north and the longitude ranges from 135.5
to 136.5 degrees east, which corresponds to the residential
area of the north part of Osaka, Japan. The fields whose
distribution density of obstacles is from 1% to 25% are
utilized for evaluation.

Figure 12 shows the distribution of relative error of the
service ratio and the power-to-throughput ratio, where each
plot represents the average of the results when the number
of connected nodes is more than 30 in the simulation exper-
iments. Although, in terms of the service ratio, the relative
error is within 0.1 when the distribution density of obstacle
is small, it becomes large as the distribution density of
obstacle increases due to the biased tendency of distribution
of obstacles. As a result, when the distribution density of
obstacles is small, the service ratio can be estimated with
a high degree of accuracy using the proposed method in
real-world environment.

On the other hand, the relative error for the power-to-
throughput ratio varies as shown in Figure 12(b) even when
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Figure 11. Distribution of relative error for the obstacle model

the distribution density of obstacles is small. The possible
reason is as follows. In the field where there is a lot of
obstacles concentrating around the gateway node, the link
directly connected to the gateway node is likely to become
disconnected due to the radio wave obstruction by obstacles.
Although the regression equations are constructed based on
simulation results including such situations, the decrease in
the number of links of the gateway node has a great impact
on the throughput beyond the expectation especially when
the distribution density of obstacles is large. Therefore, the
accuracy of the proposed method becomes worse in terms
of the power-to-throughput ratio.

Figure 13 represents the examples of this case, where
black part means the obstacles. 1Although the distribution
density of obstacles in both cases is around 17%, the
estimation accuracy is different. In Figure13(a), the relative
error is 0.0285, while it is 0.471 for Figure 13(b), where
many obstacles located at the center area of the field.
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Figure 12. Distribution of relative error for the real-world environment

VI. CONCLUSIONS

In this paper, the performance of IEEE 802.16j multi-
hop networks was investigated by considering the presence
of obstacles. We first defined the obstacle model which
determines location and size of each obstacle in the network,
and extended the protocol model for determining the connec-
tivity and interference relationships considering radio wave
obstruction by obstacles. Simulation experiments using the
proposed models revealed that the deployment of additional
relay nodes improves the service ratio more effectively than
an increase in the radio transmission range of each relay
node. We also revealed the effects of the network parameters,
such as the number of connected nodes, a transmission range
of each node, and distribution density of obstacles, on the
performance of IEEE 802.16j networks.

In addition, a method for estimating the performance of
relay networks on the basis of regression analysis was also
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(a) Lower estimation error (Er =
0.0285)

(b) Larger estimation error (Er =
0.471)

Figure 13. Examples of the real-world environment

proposed. By comparing between the simulation results and
the estimation values derived from the regression equations,
we confirmed that the equations can yield an accurate esti-
mation of network performance when the number of obsta-
cles is small. This results help us estimate the performance
of relay networks with obstacles in designing step. However,
the accuracy of the proposed equations was deteriorated
in terms of the power-to-throughput ratio using the real-
world environment even when the number of obstacles is
small, since the links directly connected to the gateway node
are likely to become disconnected due to the radio wave
obstruction by obstacles.

Future work will be directed toward applying more precise
radio interference models, including signal-to-interference-
plus-noise ratio (SINR) model in order to consider other
effects of obstacles, such as reflection and diffraction of
radio waves. We need to evaluate the validity of the
regression model and to consider more detailed obstract
model which accommodate the reflection and diffraction
of radio waves. We also plan to evaluate of the proposed
model with packet-level performance metric such as packet
delivery delay and packet loss ratio. Furthermore, we need to
apply the proposed scheme to multi-carrier OFDMA system,
whereas in this paper we implicitly assume the single-carrier
OFDMA where the radio resources are only time slots. Node
replacement for obtaining better performance based on the
proposed regression model is another interesting topic.

REFERENCES

[1] Y. Ise, G. Hasegawa, Y. Taniguchi, and H. Nakano, “Evalua-
tion of IEEE 802.16j relay network performance considering
obstruction of radio waves propagation by obstacles,” in
Proceedings of ICNS 2012, Mar. 2012.

[2] IEEE Std 802.16j, IEEE standard for local and metropolitan
area networks, Part 16: Air interface for fixed broadband
wireless access systems, Amendment 1: Multihop relay spec-
ification, June 2009.

[3] S. W. Peters and R. W. H. Jr, “The future of WiMAX: Multi-
hop relaying with IEEE 802.16j,” IEEE Communications
Magazine, vol. 1, pp. 104–111, Jan. 2009.

[4] V. Genc, S. Murphy, Y. Yu, and J. Murphy, “IEEE 802.16j
relay-based wireless access net- works: An overview,” IEEE
Wireless Communications, vol. 15, no. 5, pp. 56―–63, Oct.
2008.

[5] D. Kumar and N. Nagarajan, “Technical issues in IEEE
802.16j mobile multi-hop relay (mmr) networks,” European
Journal of Scientific Research, vol. 65, no. 4, pp. 507–―533,
Dec. 2011.

[6] M. Okuda, C. Zhu, and D. Viorel, “Multihop relay extension
for WiMAX networks - Overview and benefits of IEEE
802.16j standard,” Fujitsu Scientific and Technical Journal,
vol. 44, no. 3, pp. 292–302, Jan. 2008.

[7] F. E. Ismael, S. K. S. Yusof, and N. Fisal, “An efficient
bandwidth demand estimation for delay reduction in IEEE
802.16j MMR WiMAX networks,” International Journal of
Engineering, vol. 3, no. 6, pp. 554–564, Jan. 2010.

[8] B. Lin, P. Ho, L. Xie, and X. Shen, “Optimal relay station
placement in IEEE 802.16j networks,” in Proceedings of
IWCMC 2007, Aug. 2007.

[9] D. Niyato, E. Hossain, D. I. Kim, and Z. Han, “Joint opti-
mization of placement and bandwidth reservation for relays
in IEEE 802.16j mobile multihop networks,” in Proceedings
of IEEE ICC 2009, pp. 4843–4847, Jun. 2009.

[10] G. Zhou, T. He, J. A. Stankovic, and T. Abdelzaher, “RID:
Radio interference detection in wireless sensor networks,” in
Proceedings of INFOCOM 2005, pp. 891–901, Mar. 2005.

[11] A. P. Subramanian, M. M. Buddhikot, and S. Miller, “Inter-
ference aware routing in multi-radio wireless mesh networks,”
in Proceedings of WiMesh 2006, pp. 55–63, Sep. 2006.

[12] S. Chieochan and E. Hossain, “Adaptive radio resource
allocation in OFDMA systems: A survey of the state-of-
the-art approaches,” Wireless Communications and Mobile
Computing, vol. 9, no. 4, pp. 513―–527, Apr. 2009.

[13] D. Ghosh, A. Gupta, and P. Mohapatra, “Scheduling in mul-
tihop WiMAX networks,” ACM SIGMOBILE Mobile Com-
puting and Communication Review, vol. 12, pp. 1–11, Apr.
2008.

[14] C.-Y. Hong and A.-C. Pang, “3-approximation algorithm for
joint routing and link scheduling in wireless relay networks,”
IEEE Transactions on Wireless Communications, vol. 8, no. 2,
pp. 856–861, Feb. 2009.

[15] D. Ghosh, A. Gupta, and P. Mohapatra, “Adaptive scheduling
of prioritized traffic in IEEE 802.16j wireless networks,” in
Proceedings of WiMob 2009, pp. 307–313, Oct. 2009.

[16] S. Yang, C. Kao, W. Kan, and T. Shih, “Handoff minimization
through a relay station grouping algorithm with efficient
radio-resource scheduling policies for IEEE 802.16j multihop
relay networks,” IEEE Transactions on Vehicular Technology,
vol. 59, no. 5, pp. 2185―–2197, Jun. 2010.

[17] V. Genc, S. Murphy, and J. Murphy, “Analysis of transparent
mode IEEE 802.16j system performance with varying num-
bers of relays and associated transmit power,” IEEE Wireless
Communications & Networking Conference, pp. –, Apr. 2009.



26

International Journal on Advances in Networks and Services, vol 6 no 1 & 2, year 2013, http://www.iariajournals.org/networks_and_services/

2013, © Copyright by authors, Published under agreement with IARIA - www.iaria.org

[18] A. Singh and V. Potdar, “Torpid mode: Hybrid of sleep and
idle mode as power saving mechanism for IEEE 802.16j,” in
Proceedings of IEEE WAINA 2010, Apr. 2010.

[19] J. Liang, Y. Wang, J. Chen, J. Liu, and Y. Tseng,
“Energy-efficient uplink resource allocation for IEEE 802.16j
transparent-relay networks,” Computer Networks, vol. 55,
no. 16, pp. 3705―–3720, Jun. 2011.

[20] P. Gupta and P. R. Kumar, “The capacity of wireless net-
works,” IEEE Transactions on Information Theory, vol. 46,
pp. 388–404, Mar. 2000.

[21] X. Meng, K. Tan, and Q. Zhang, “Joint routing and channel
assignment in multi-radio wireless mesh networks,” in Pro-
ceedings of ICC 2006, Jun. 2006.

[22] H. Venkataraman, A. Krishnamurthy, P. Kalyampudi, J. Mc-
Manis, and G.-M. Muntean, “Clustered architecture for adap-
tive multimedia streaming in WiMAX-based cellular net-
works,” in Proceedings of the World Congress on Engineering
and Computer Science, vol. 2, pp. 753–758, Oct. 2009.

[23] P. Thulasiraman and X. Shen, “Interference aware subcarrier
assignment for throughput maximization in OFDMA wireless
relay mesh networks,” in Proceedings of ICC 2009, pp. 14–
18, June. 2009.

[24] C. Cicconetti, I. F. Akyildiz, and L. Lenzini, “Bandwidth
balancing in multi-channel IEEE 802.16 wireless mesh net-
works,” in Proceedings of INFOCOM 2007, vol. 5, pp. 6–12,
May. 2007.

[25] Y. Lu and G. Zhang, “Maintaining routing tree in IEEE
802.16 centralized scheduling mesh networks,” in Proceed-
ings of 16th International Conference on Computer Commu-
nications and Networks 2007, pp. 240–245, Aug. 2007.

[26] W. Wang, Y. Wang, X. Y. Li, W. Z. Song, and O. Frieder,
“Efficient interference-aware TDMA link scheduling for static
wireless networks,” in Proceedings of the 12th Annual Inter-
national Conference on Mobile Computing and Networking,
pp. 262–273, Sep. 2006.

[27] L. Kleinrock and J. Silvester, “Spatial reuse in multihop
packet radio networks,” Proceedings of the IEEE, vol. 75,
no. 1, pp. 156–167, Jan. 1987.

[28] L.-W. Chen, Y.-C. Tseng, D.-W. Wang, and J.-J. Wu, “Ex-
ploiting spectral reuse in routing, resource allocation, and
scheduling for IEEE 802.16 mesh networks,” IEEE Trans-
actions on Vehicular Technology, vol. 58, pp. 301–313, Jan.
2009.

[29] M. V. Marathe, H. Breu, H. B. Hunt, S. S. Ravi, and
D. J. Rosenkrantz, “Simple heuristics for unit disk graph,”
Networks, vol. 25, pp. 59–68, Sep. 1995.

[30] K. Jain, J. Padhye, V. Padmanabhan, and L. Qiu, “Impact
of interference on multi-hop wireless network performance,”
Wireless Networks, vol. 11, pp. 471–487, Jul. 2005.

[31] S. Khanna, N. Linial, and S. Safra, “On the hardness of ap-
proximating the chromatic number,” Combinatorica, vol. 20,
no. 3, pp. 393–415, Mar. 2000.

[32] B. N. Clark, C. J. Colbourn, and D. S. Johnson, “Unit disk
graphs,” Discrete mathmatics, vol. 86, no. 1–3, pp. 165–177,
Dec. 1990.

[33] W. Klotz, “Graph coloring algorithms,” Mathematical report
TU-Clausthal, vol. 5, pp. 1–9, May. 2002.

[34] V. A. Kumar, M. V. Marathey, S. Parthasarathyz, and A. Srini-
vasan, “Algorithmic aspects of capacity in wireless networks,”
ACM SIGMETRICS Performance Evaluation Review, vol. 33,
pp. 133–144, Jan. 2005.

[35] R. Ishii, G. Hasegawa, Y. Taniguchi, and H. Nakano, “Time
slot assignment algorithms in IEEE 802.16 multi-hop relay
networks,” in Proceedings of ICNS 2010, pp. 265–270, Mar.
2010.

[36] J. Tang, G. Xue, C. Chandler, and W. Zhang, “Link scheduling
with power control for throughput enhancement in multihop
wireless networks,” IEEE Transactions on Vehicular Technol-
ogy, vol. 55, no. 3, pp. 733–742, May 2006.

[37] Google Maps API, available at http://code.google.com/apis/
maps, accessed on 22nd May 2013.



27

International Journal on Advances in Networks and Services, vol 6 no 1 & 2, year 2013, http://www.iariajournals.org/networks_and_services/

2013, © Copyright by authors, Published under agreement with IARIA - www.iaria.org

An Algorithm for Variability Identification by
Selective Targeting

Anilloy Frank
Institute of Technical Informatics,
Graz University of Technology

Inffeldgasse 16, 8010 Graz, Austria
Email: frankanilloy@gmail.com

Eugen Brenner
Institute of Technical Informatics,
Graz University of Technology

Inffeldgasse 16, 8010 Graz, Austria
Email: brenner@tugraz.at

Abstract—Large companies have large embedded software
systems, where common and reusable software parts are dis-
tributed in various interrelated subsystems that also have lots of
uncommon and non-reusable parts. The approach finds software
parts that may or may not be reusable in a particular application
engineering project. It is the task of application engineering to
figure out whether the identified components and variants are
directly reusable and reuse them in application engineering. In
Software Product Lines, the identified reusable common and
variable components should be generalized and stored into asset
bases. In real life, it may be too much effort and costs to generalize
application level assets into domain assets and it is just more
feasible to try to find reusable common and variable components
directly from existing applications. The proposed approach is
selectively targeting the component-feature model instead of an
inclusive search to improve the identification. We explore the
components and their features from a predefined component node
list and the features node vector respectively.

Keywords—Design Tools; Embedded Systems; Feature Extrac-
tion; Software Reusability; Variability Management.

I. INTRODUCTION

This paper is an extension of the conference paper [1],
and aims at providing a greater insight into the algorithm for
managing software variants of embedded systems. It presents
a semi-automatic approach to identify reusable parts.

Embedded systems are microcontroller-based systems built
into technical equipment mainly designed for a dedicated
purpose. Communication with the outside world occurs via
sensors and actuators [2]. Although this definition implies that
embedded systems are used as isolated units, from 2006 it is
observed that there is a trend to construct distributed pervasive
systems by connecting several embedded devices as indicated
by Tanenbaum and van Steen [3].

The current development trend in automotive software is
to map software components on networked Electronic Control
Units (ECU), which includes the shift from an ECU based
approach to a function based approach. Also according to data
presented by Ebert and Jones [4] up to 70 electronic units
are used in a car containing embedded software, which is
responsible for the value creation of the car and consists of
more than 100 million lines of object code.

Ebert and Jones presents data about embedded software,
stating that the volume of embedded software is increasing
between 10 and 20 percent per year as a consequence of the

increasing automation of devices and their application in real
world scenarios.

An industrially accepted approach in the automotive appli-
cations is Model Based Software Engineering (MBSE). Model-
Driven Engineering (MDE) is the use of models as the main
artifacts during the software development and the maintenance
process. Model Driven Software Development (MDSD) is
typically realized in a distributed system environment.

Most MDSD approaches follow the Model Driven Archi-
tecture (MDA) concept. In this concept, we start with the
specification of a platform independent model, this is then
transformed to a platform specific model by applying several
generators. The layered Meta Object Facility (MOF) approach
is used for creating the models. This approach is also used as
the basis for the Unified Modeling Language UML.

While MDSD facilitates models for the abstract specifica-
tion of system architectures, their platform specific artifacts
are often realized by applying Component Based Software
Engineering (CBSE) techniques. Models become artifacts to
be maintained along with the code, by using model transfor-
mations and code generation.

MDE is related with the Object Management Group
(OMG) initiatives, Model-Driven Architecture (MDA R©) and
Model-Driven Development (MDD R©), which argue that the
use of models as the main artifact on software development
will bring benefits on software reuse, documentation, mainte-
nance, and development time.

Fig. 1. Software reuse history.

Reuse of automotive embedded software is difficult, as it is
typically developed for a small ECU that lacks both processing
speed and memory of a general purpose machine. Moreover,
the complexity of the embedded software is dramatically
increasing. In view of this complexity, achieving the required
reliability and performance is one of the most challenging
problems [5].
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Figure 1 shows a short history of the usage of reuse in
software development. In the 1960s, reuse of software started
with subroutines, followed by modules in the 1970s and objects
in the 1980s. Around 1990 components appeared, followed
by services at about 2000. Currently, Software Product Lines
(SPL) are state of the art in the reuse of software. Today,
many different approaches exist to the implementation of
Software Product Lines, but the complexity still remains at
unmanageable proportions.

Complexity management has become a vital factor in an or-
ganization. To save costs a company needs to minimize internal
complexities arising from numerous factors like large products
portfolios, regulations that necessitate component variations in
different regions, requiring components from external sources
like Original Equipment Manufacturers (OEMs), requirements
for meeting certifications, and Virtual Organizations (VOs) [6].
It is also necessary to satisfy the range of customer require-
ments which determines external complexity. The dynamics
involved is due to three major factors:

• Globalization: For companies to be present in all
major markets and to be competitive the requirements
of customers with different cultural, technological,
economic, and legal backgrounds needs to be incor-
porated in products.

• Evolving Technology: With a need to reduce the time-
to-market, technology is evolving at an extremely
fast pace. The trend to launch new products quickly
in the market is increasing, which necessitate for
enhanced technology as well as convergence of tech-
nologies [7][8].

• Increasing market influence: The customers influence
to determine a product’s features and price is inducing
the manufacturers to provide more and more product
variants.

Fig. 2. Evolution of complexities [9].

Figure 2 depicts numerous methods and tools introduced
in the past to limit the impact of rising external complexity
onto internal complexity in manufacturing, information man-
agement, and processes.

With globalization, evolving technology, and increasing
market influence the complexity revolving in reuse of em-
bedded software is becoming extremely unmanageable mainly
due to large number of variants. The proposed strategy is
to introduce a variability identification layer that intends to
facilitate software reuse. We start by analyzing the model
structure. Based on this we form a concept to extract an

element list to facilitate the identification of variability. The
implementation section describes algorithm fragments of the
different functional blocks. The evaluation of the proposed
strategy is based on a technically advanced adaptation of a
formal mathematical model [10], which is beyond the scope
of this paper.

The rest of this paper is organized as follows. In Section
II, a brief summary of related work by other authors is given,
while in Section III, enumerates the objectives of the approach.
Section IV presents the concept and approach, algorithm frag-
ments, and evaluation. Section V discusses the contributions,
while Section VI draws conclusions and future work.

II. RELATED WORK

Usually, the product governs processes, manufacturing and
information. The product is an interface between external and
internal complexity. Designing modular products and applying
module variants results in product families [11]. The interfaces
between these modules need to be clearly specified. To address
modular product families from a holistic perspective it needs
to be managed in development and realization across the entire
life cycle.

With so many modular product families now being in place,
the following observations however indicate the following:

• Increasing number of variants: The number of variants
continues to rise and is unmanageable in most com-
panies. Due to cannibalization effects, new variants
often do not substantially increase sales but only lead
to redistribution from standard to special products. As
a result, increased costs are not passed on to the selling
price and the profit margin decreases [12].

• Insufficient decision basis: Many of the complexity
effects cannot be captured using traditional accounting
techniques, e.g., overhead calculation. The widely-
used methods and lack of technical knowledge on
the consequences can be misleading when it comes
to decisions in variant management.

• Unsuitable Methodologies: Modular product families
are treated with the same mechanisms as single prod-
ucts, which is unsuitable. Modular product families
require a different approach to variant management
than single products as interfaces and interactions
among modules is crucial.

Planning a standardized architecture within an organization
may address a part of these problems and facilitate reuse. With
constantly changing requirements within the set of products,
the variability needs to evolve. Many embedded systems are
implemented with a set of alternative function variants to
adapt to the changing requirements. Major challenges are
in identifying the commonality of functionality, where the
designs involve variability (ability to customize). In addition
to variants, versions/releases of functional blocks also play an
important role for the effective management over the entire
product cycle.

Figure 3 depicts a scenario where well established software
components tested for performance, safety, and reliability
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Fig. 3. External components are a hindrance to variability management.

procured from external sources and Original Equipment Man-
ufacturers (OEMs) are causes for a hindrance in managing
variability.

For achieving large-scale software reuse, reliability, per-
formance, and rapid development of new products, a software
product-line (SPL) is an effective strategy. A SPL is a family
of products sharing the same assets allowing the derivation of
distinct products within the same application domain.

An SPL is a set of software-intensive systems that share
a common set of features for satisfying a particular market
segment’s needs. SPL can reduce development costs, shorten
time-to-market, and improve product quality by reusing core
assets for project-specific customizations [13][14].

The SPL approach promotes the generation of specific
products from a set of core assets, domains in which products
have well defined commonalities and variation points [15].

Enabling variability in software consists in delaying de-
cisions at different software abstraction levels, ranging from
requirements to runtime. The object-oriented approach to im-
plement variability is based on the development of a frame-
works of reusable software components described by a set of
classes and by way instances of those classes collaborate.

One of the fundamental activity in Software Product
Line Engineering (SPLE) is Variability Management (VM).
Throughout the SPL life cycle, VM explicitly represents vari-
ations of software artifacts, managing dependencies among
variants and supporting their instantiations [13].

To enable reuse on a large scale, SPLE identifies and
manages commonalities and variations across a set of system
artifacts such as requirements, architectures, code components,
and test cases. As seen in the Product Line Hall of Fame [16],
many companies have adopted this development approach.

As depicted in Figure 4, SPLE can be categorized into
domain engineering and application engineering [17][18]. Do-
main engineering involves design, analysis and implementation
of core objects, whereas application engineering is reusing
these objects for product development.

Fig. 4. Variability management in product lines.

Activities on the variant management process involves vari-
ability identification, variability specification and variability
realization [19].

• The Variability Identification Process will incorporate
feature extraction and feature modeling.

• The Variability Specification Process is to derive a
pattern.

• The Variability Realization Process is a mechanism to
allow variability.

To enable identification of variability for software compo-
nents in a distributed system within the automotive domain
[20][21], we enlist the specifications below:

• Specification of components by compatibility
The product is tested using software functions of
a certain variant and version. These products may
exhibit compatibility issues between functional blocks,
whilst using later version of the function may fail to
perform as expected.

• Extract, identify, and specify features
To enable parallel development, it is necessary to be
able to extract features, and to identify and specify the
functional blocks in the repository based on architec-
ture and functionality.

• Usability and prevention of inconsistencies
A process that tracks usability and prevents inconsis-
tencies due to deprecate variants and versions in the
repository is required.

• Testing mechanism for validations
A testing mechanism for validations in order to main-
tain high quality for components and its variants has
to be established.

• Mechanism for simplified assistance
The developer has to be assisted by a process to
intelligently determine whether a functional block or
its variant should exist in the data backbone to avoid
redesign of existing functions, thereby improving pro-
ductivity.
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Although variability management is recognized as an im-
portant aspect for the success of SPLs, there are not many solu-
tions available [22]. However, there are currently no commonly
accepted approaches that deal with variability holistically at
architectural level [23].

Based on the challenges discussed and the concluded re-
lated work presented, the following objectives can be derived.

III. OBJECTIVES OF THIS APPROACH

• Objective 1: Support heterogeneous models containing
hierarchically embedded software components con-
taining the complete specification of specific function-
ality to foster reuse.
Breaking down the models into several components
and logical clustering of components of the modeled
software is not targeted. In contrast, the proposed
methodology enables the identification of common-
alities of components in heterogeneous models. For
deployment and reuse purposes several partial models
are treated as one artifact. Furthermore, the architec-
ture should support reuse of these artifacts for the
development of new functionalities.
The challenge of the realized system of artifact het-
erogeneity should be based on existing component
technologies that provides mature techniques, that are
a consequence of the application independent and
generic definition of the system specific components
and ensures the portability of the proposed system on
other platforms.

• Objective 2: Enable dynamic configuration.
Each subsystem is modeled and simulated using
a domain-specific simulation tool, while the co-
simulation platform handles the coupling between
these subsystems that enables holistic simulation of
a system.
The challenge for identifying variability of software
components validating to numerous schemata of re-
spective simulation tools and dynamically loading
of plug-ins for specific set of components adhering
to respective schemata at execution time in model
interpretation architecture.

• Objective 3: Enable shared usage of resources.
A scenario depicting the concept of virtual organiza-
tion should have a clear method to tackle resource
access, validation and verification of specific models.

IV. ACTIVITIES FOR VARIABILITY IDENTIFICATION

Models confirming to numerous tools like ESCAPE R©,
EAST-ADL R©, UML R© tools, SysML R© specifications and
AUTOSAR R© were considered. Although this concept is not
limited to automotive domain alone.

A. Project analysis

An analysis of the models exhibits a common architec-
ture. Figure 5 depicts the textual representation that underlies
several graphical models. The textual representation usually
is given in XML, which strictly validates to a schema. A

heterogeneous modeling environment may consist of numerous
design tools, each with its own unique schema, to offer
integrity and avoid inconsistencies. Developed projects have
to be strictly validated to the schemas of these tools.

Fig. 5. Mapping textual and graphical representations.

Fig. 6. XML Nodes that are not significant for variability.

A closer examination of the nodes in the textual represen-
tation of models depicted in Figure 6 reveals some interesting
information. The nodes outlined in rectangles provide impor-
tant information regarding the identity, specification, physical
attributes, etc. of a component, but are insignificant from the
perspective of variant.
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B. Concept and approach

The basic concept to identify variability is depicted in
Figure 7.

Fig. 7. Basic Concept.

The left side is a set of projects that have software compo-
nents hierarchically embedded. These projects validate to the
corresponding schemas. The middle layer is an identification
layer with three functional blocks. A set of component lists
is derived from the node list in the schema. Similarly, a
feature vector is derived from the schema that corresponds
to components. The second block is a customized parser
that generates a relevant lexicon from the set of software
components within a project. The third block is a set of rules
(viz., mandatory, optional, exclude) to govern the identification
of variability.

The basic concept can be extended to obtain a working
model for the identification of variants. The work flow is de-
picted in Figure 8. The top layer here represents the domain or
core assets. The middle layer is a semi-automatic identification
layer for variants. A component list and a feature vector is
derived manually from the schema of the project; a collection
of elements that represent components and their descriptive
features that significantly contribute to the identification of the
component’s variant.

The workflow can be further extended to adapt a heteroge-
neous environment, which consist of projects developed using
several modeling and simulation tools. The identification layer
is separated into two parts. Numerous component lists and
feature vectors can be derived for each distinct schema as
depicted in Figure 9, whereas a common lexicon and common
rules govern the identification process.

C. Implementation

In this section, several key aspects of the implementation
are discussed. The focus is to describe the architecture of
the identification layer, which forms the intermediate layer
for adapting the core assets from domain engineering into
application engineering.

The related approaches put on view a need for a generic
methodology in identification of software components devel-
oped using several design tools.

Fig. 8. Work flow of the identification process.

Fig. 9. Work flow of the identification process for heterogeneous systems.

1) Component list and feature vectors: As the project
structure for each tool is well defined and strictly validated
with corresponding schemata, these schemata can be used as
basis for deriving the list that can identify components.

The results are summarized in Table I.

a) Component list

An example of the list of elements that characterize com-
ponents derived manually from the schemata for design tool
ESCAPE [24] is
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"CompoundFunction HWFunction
SWFunction Parameter"
+ " StructureElement SWBubbleType
ParameterType ParameterTypeTerminal
IntDataType FloatDataType
TimeDataType AliasDataType
VariantDataType HWFunctionType
TypeInterface FunctionTypeTerminal
HWTypeTerminal"
+ " StructureElement DeviceMapping
DeviceType BusCAN BusSegment
MappedFunction"

The list is a delimited string with whitespace or any other
delimiter.

A tool supporting multi-functional structures like ESCAPE
has three views: Functional structure builder (FSB), Function
type builder (FTB) and Hardware Structure Builder (HSB).
Each view can have an independent list

• Component list for FSB
FSB facilitates to build the structure of the model.

"CompoundFunction HWFunction
SWFunction Parameter"

• Component list for FTB
FTB provides defining hardware and software types.

"StructureElement SWBubbleType
ParameterType ParameterTypeTerminal
IntDataType FloatDataType
TimeDataType AliasDataType
VariantDataType HWFunctionType
TypeInterface FunctionTypeTerminal
HWTypeTerminal"

• Component list for HSB
HSB that allows networking ECUs and mapping the
software functions.

"StructureElement DeviceMapping
DeviceType BusCAN BusSegment
MappedFunction"

Similarly, in a heterogeneous modeling environment each
modeling tool will have its own schemata, and a corresponding
list may be derived for each tool.

b) Feature vector

Similarly, the elements that characterize features of the
software components are also derived manually from the
schemata, which forms the feature vector and are enlisted
below

"Name LongName DEScription
ConnectionSegment SourceTerminal
SinkTerminal Interface
CompoundTerminal HWTerminal
SWTerminal Input DataType"

c) Algorithm to identify components within projects

Using the string described in Section IV-C1a that charac-
terize the software components nodes list within a project, the
following algorithm can be devised.

componentListString ←
string described in Section IV-C1a;

Nodes ← doc.GetElementsByTagName(”*”);

for each Node in the Nodes (Length(Ln) ≥ 1), do

if Node.name in componentListString, then

componentList ← Node.name;

The order for matching the software components is O(N).

The prototype dataset used for evaluation of this algorithm
contained a total of 32909 nodes, of which only 1583 matches
were the software components.

Similarly, using the string described in Section IV-C1b
that characterize the features within software components, the
following algorithm can be devised.

featureVectorString ←
string described in Section IV-C1b;

Nodes ← componentList;

for each Node in the Nodes (Length(Lc) ≥ 1), do

if Node.name in featureVectorString, then

featureList ← Node.name;

The order for determining the corresponding features
within the software components is O(N).

From the prototype dataset a total of 13353 nodes matches
to the feature vector were found.

The results are summarized in Table II.

2) Lexicon: A simple customized parser has been devised
which automatically extracts words from the text within the
software components and features that match the component
list and feature vector respectively.

lexiconList ← NULL;

Nodes ← componentList ∪ featureList;

for each Node in the Nodes (Length(Lcf ) ≥ 1), do

wordList ← split(Node.innerText, delimiter) ;

for each word in the wordList (Length(Lw) ≥
1),do

if word not in lexiconList, then

lexiconList ← word;

lexiconList.frequency ← 1;
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else

lexiconList.frequency ←

lexiconList.frequency+1;

End For;

A more sophisticated parser that discards non-words will
further improve the Lexicon.

The Lexicon assists the user to choose from a set of relevant
words along with their frequencies thereby improving the user
experience.

3) Rules: In every case, a full match of software compo-
nents to specification sets is not desired, but in many instances
specification sets contain elements that are mandatory (con-
tains all), optional (one or more) and exclude (omit). Providing
rules to execute these features enhances the performance in the
identification process.

ruleContainAll ←

Specification subset with Contain-all elements;

ruleOptional ←

Specification subset with Optional elements;

ruleExclude ←

Specification subset with Exclude elements;

Nodes ← componentList ∪ featureList;

for each Node in the Nodes (Length(Lcf ) ≥ 1), do

wordList ← split(Node.innerText, delimiter) ;

for each word in the wordList (Length(Lw) ≥
1),do

if word not in ruleExclude, then

if word in ruleContainAll, then

variantList ← word;

elseif word in ruleOptional, then

variantList ← word;

End For;

Using the rules enables to narrow down to a more realistic
list of variants that matches the specification set.

4) Transforming naming convention: Moreover, the nam-
ing convention within an organization also lead to ambiguity
in the identification of components when the number is large.

a) Naming convention

A list for a naming convention for a distributed business
process is illustrated below

"WorkSpace DOMain GRouP PRoJect
FunctionBlock PartNo VARiant"

b) Algorithm to transform names

The string described above characterizes the naming con-
vention within an organization, the scattered software compo-
nents can be organized by splitting the names along a delimiter
and transforming them into a hierarchical structure, then the
following algorithm can be devised:

nameConv ← List described in Section IV-C4a;

SWcompNameList ← doc.readCompName(”*”);

for each SWcompNameConv in

SWcompNameList (Length(Lnc) ≥ 1), do

SWcompNameSplit ←

split(SWcompNameConv.name, delim-
iter);

for each SWcompNamePart in

SWcompNameSplit (Length(Lsn) ≥ 1), do

if not exist SWcompNamePart0, then

RootElementNode ← SWcompNamePart;

else

ParentElementNode← RootElementNode;

for each SWcompNamePart in

ParentElementNode.ChildNodes

(Length(Lcn) ≥ 1),do

if not exist SWcompNamePart, then

ParentElementNode.addChildNode
←

SWcompNamePart;

else

ParentElementNode ←

ParentElementNode.ChildNodes;

End For;

This algorithm can be further extended to assist the user
to identify, search, and construct the names and display them
as a hierarchy. A procedure to navigate and simplify the
construction of such names will enable the user to quickly
build long names uniformly over the entire project.
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TABLE I. SUMMARY OF ELEMENTS IN SCHEMA OF THE SAMPLE DATA
SET

Schema
Description Count
Total elements collection 171
Components list 23
Features vector 12

TABLE II. SUMMARY OF ELEMENTS IN PROJECT OF THE SAMPLE
DATA SET

Project
Description Count Category
Total elements 32909 all
Components 1583 23
Features within components 13353 12

D. Evaluation

A prototype of the architecture presented here has been
implemented. The case studies targeted the design of model-
based software components firstly in an industrial use case
where the project model was developed using the design
tool ESCAPE R© [24], and secondly in a case study targeting
the execution of specific paradigms based on the naming
convention of AUTOSAR R© [25].

The number of elements in schema and project of sample
data set that was used to evaluate the implementation is
summarized in Table I and Table II, respectively. It consists of
a total of 32,909 elements. Of these a total of 1583 elements
signify components which are categorized into 23 categories
that form the Component List is summarized in Table III,
where as a total of 13353 elements that signify features which
are categorized in 12 categories that form the Feature Vector
is summarized in Table IV.

Three different approaches were adopted to evaluate and
determine the performance with respect to matches.

TABLE III. COMPONENT LIST DERIVED FROM SCHEMA

Component List
Description Count
CompoundFunction 58
HWFunction 182
SWFunction 46
Parameter 6
StructureElement 50
SWBubbleType 130
ParameterType 5
ParameterTypeTerminal 8
IntDataType 14
FloatDataType 2
TimeDataType 1
AliasDataType 1
VariantDataType 4
HWFunctionType 46
TypeInterface 181
FunctionTypeTerminal 580
HWTypeTerminal 91
StructureElement 50
DeviceMapping 10
DeviceType 4
BusCAN 3
BusSegment 3
MappedFunction 108

1583

TABLE IV. FEATURE VECTOR DERIVED FROM SCHEMA

Feature Vector
Description Count
Name 7500
LongName 0
Description 0
ConnectionSegment 537
SourceTerminal 538
SinkTerminal 538
Interface 292
CompoundTerminal 269
HWTerminal 292
SWTerminal 302
Input 1543
DataType 1542

13353

Fig. 10. Occurrence graph for a single element specification set.

• Evaluation using a single element specification set
The first experiment was conducted on a single ele-
ment specification set. A group of ten sets formed the
input to determine the result set in both comprehensive
(global) search and selective search as illustrated in
Figure 10.
The notion of comprehensive search is used, when
scanning all occurrences of the specification set within
projects, irrespective of whether they are components
or features of those components. This can return a
result set that contains false matches.
The pattern of the results displayed similar behavior.

Observations
◦ The comprehensive search yields a result set

that contains every occurrence of the specifica-
tion set, even if these nodes do not characterize
a component.

◦ The nodes representing components yield a
result set which is somewhat realistic, though
these do not epitomize the complete set de-
sired. This is often observed when the com-
ponent nodes do not match, but their features
collectively match the specification set.
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◦ These nodes along with the feature set yield a
more elaborate result set. A match contained
by any node in a set of features would result
in representing the component to which it
belongs.

Fig. 11. Occurrence graph for multiple element specification sets.

• Evaluation using multiple element specification set
The second experiment was conducted using one up to
seven element specification sets as a group illustrated
in Figure 11.

Observations
◦ The comprehensive search often yielded large

result sets, as it searches in individual nodes
that are treated as atomic.

◦ The exhibited behavior is similar to the vary-
ing size of the specification set. As observed
in Figure 11, the selective component-feature
search result set demonstrates a value when
the size of specification set exceeds 3, because
in this case the matches take place across the
boundary of the feature within the component.
On the other hand, the other methods return
null result set as the search is only within the
boundary of the element.

◦ For any given size of specification set, the
selective component-feature search returns a
much smaller result set and is more precise.

◦ Convergence is optimal with a specification set
of size 3. If the size of the specification is too
large, the result may be null for both methods
as shown in Figure 11.

• Evaluation using different starting points for ele-
ments in specification sets
The third experiment was conducted searching for ele-
ments within specification sets using different starting
points. Figure 12 depicts the result sets in comprehen-
sive search and selective search.
To determine the effect of different starting points,
a multiple-element specification set was used, where

Fig. 12. Occurrence graph for different starting points.

the orders of the elements were changed to obtain five
sets.
The result set for this exhibits the same pattern as the
two experiments above.

V. CONTRIBUTIONS OF THIS APPROACH

• Contribution 1: Model-based Variability Management
for Complex Embedded Networks.
The concept of Model-based Variability Management
is proposed in the paper, which contemplates on the
definition of a problem and specification of the cases.
Furthermore the concept specified is used for feature
extraction to extract spatial, functional, and name for
the realization of new functionality. These models has
been evaluated for data models in IV-D.

• Contribution 2: A generic approach to envisage the
identification of variability.
The primary mechanism for determining commonality,
allowing dynamic extension in the identification of
variability of software components which are embed-
ded in hierarchical model confirming to numerous
tools like ESCAPE R©, EAST-ADL R©, UML R© tools,
SysML R© specifications, and AUTOSAR R©. The ap-
proach is based on the adaption of a formal mathe-
matical model presented in the publication [10].

• Contribution 3: An approach to visualize, navigate
and simplify the unintelligible naming conventions.
Mapping highly indecipherable naming conventions
and transposing to hierarchical structures using pre-
determined delimiters, to assist the user to identify,
search, and construct these names, comfortably dis-
playing them as hierarchy, as well as having a proce-
dure to navigate and simplify the construction of such
names.
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VI. CONCLUSION

Managing variants is of utmost importance in today’s large
software bases as they reflect legal constraints, marketing
decisions, and development cycles. As these software bases
often grew from different sources and were developed by
different teams using different tools it is in many cases very
complicated if not nearly impossible to find artifacts that might
be variants, both for historical reasons as for development
purposes.

The algorithms presented here reflects both the capability to
match keywords and to reflect the structure that characterizes
a component. It can be applied directly to application engi-
neering for identification of software component variants. Fur-
thermore, it may also be applied for variability identification
of software components in core assets of domain engineering
in SPL. Our proposed method is capable of both aspects and
therefore helps the developer to find matches even in large and
heterogeneous databases.

The developed prototype is itself independent of a specific
tool as it works on textual descriptions that typically are
available in XML. The future work may comprise to extend
the concept to specify and verify reusable components.
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Abstract—From viewpoints of complex network science and
biological foraging for communication networks, we propose a
system model of scalable self-organized geographical networks,
in which the proper positions of nodes and the network topol-
ogy are simultaneously determined according to population.
The fractal-like network structure is constructed by iterative
divisions of rectangles for load balancing across nodes, in order
to adapt to territory changes. In numerical simulations, we
show that, for searching targets concentrated around high
population areas, the naturally embedded fractal-like structure
by population has higher efficiency than the conventionally
optimal strategy on a square lattice. The adaptation of network
structure to the spatial distribution of realistic communication
requests gives such a high performance.

Keywords -self-organized design, spatially inhomogeneous com-
munication requests, random walk, Lévy flight, cooperative
message ferries.

I. INTRODUCTION

The size and complexity of communication and trans-
portation networks are growing year by year for the increase
of users, communication requests, mobility, and technolog-
ical innovations in real-world sensing or handling of rich
contents. For the design and control of growing networks,
scalability, adaptivity, and self-organization will be more
required in the near future. Here, we consider the adaptive
network structure [1] to be suitable for searching a target on
the network embedded in a space with population density,
because searching (or routing) is one of the important basic
tasks to establish a connected path on a network.

Many network infrastructures: power grids, airline net-
works, and the Internet, are embedded in a metric space,
and long-range links are relatively restricted [2], [3] for eco-
nomical reasons. The spatial distribution of nodes is neither
uniformly at random nor on a regular lattice, which is often
assumed in the conventional network models. In real data, a
population density is mapped to the number of router nodes
on Earth [2]. Similar spatially inhomogeneous distributions
of nodes are found in air transportation networks [4] and in
mobile communication networks [5]. Thus, it is not trivial
how to locate nodes within a space using patterns of points.
Point processes in spatial statistics [6] provide models for

irregular patterns of points in urban planing, astronomy,
forestry, or ecology, such as spatial distributions of rainfall,
germinations, plants, and animals. The processes assume
homogeneous Poisson and Gibbs distributions to generate
a pattern of random packing or independent clustering, and
to estimate parameters of competitive potential functions in
a territory model for a given statistical data, respectively.
However, rather than random pattern and statistical estima-
tion, we focus on a self-organized network infrastructure by
taking into account realistic spatial distributions of nodes and
communication requests. In particular, we aim at developing
adaptive and scalable networks by adding the links between
proximity nodes according to the increase of communication
requests. Because a spatial distribution of communication
requests affects the proper positions of nodes, which control
both the load of requests assigned to each node (e.g.,
assigned at the nearest access point of node as a base-station
from a user) and the communication efficiency depending on
the selection of routing paths.

Thus, we propose a scalable self-organized geographical
network, considering an interrelation of routing algorithms
in computer science, biological foraging, and complex net-
work science. Complex network science is a groundbreaking
science that has emerged from a physical society about ten
years ago for understanding the common network structures
in social, technological, and biological systems [7], [8], [9],
and the fundamental generation mechanisms. We show that
the naturally embedded fractal-like structure in the proposed
network [10] is suitable for searching inhomogeneously
distributed targets more efficiently than the square lattice
tracked by the Lévy flights, which is known as an optimal
biological search for homogeneously distributed targets [11].
Moreover, we investigate the performance for a cooperative
routing method in the fractal-like network, as an extension
of the conference paper [1]. We emphasize that a spatially
inhomogeneous distribution of communication requests is
important [10] for a realistic situation according to pop-
ulation density, and that an adaptive network structure to
population is self-organized.

The organization of this paper is as follows. For starting
a discussion, in Section II, we mention the miminimum
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necessity of related works. Because we treat several different
topics and the interrelations of network self-organization,
routing methods by a determinant or stochastic walker, bio-
logical search strategy, and cooperative routing by multiple
walkers. To avoid confusion, each detail is explained in
the most related section. In Section III, we briefly review
the conventional geographical network models, and propose
a new model based on iterative divisions of rectangles.
In Section IV, we show the basic search performance of
a random walk in the fractal-like network structure for
targets at unknown positions. In Section V, we investigate
the routing property by using cooperative agents on the
network structure, comparing that with the Lévy flights on
a square lattice. In Section VI, we summarize these results
and mention further studies.

II. RELATED WORK FOR ROUTING AND SEARCHING

For routing in ad hoc networks, global information, e.g.,
a routing table in the Internet, cannot be applied, because
many nodes and connections between them are likely to
change over time. Although there are many protocols [12],
[13] for energy saving, mobile networks, GIS-based location
awareness, QoS, and wireless sensor devices, we restrict
strongly related ones to our discussion.

In early works on computer science, some decentralized
routing methods were developed to reduce energy consump-
tion in sensor or mobile networks. However they lead to the
failure of guaranteed delivery [14]; in the flooding algorithm,
multiple redundant copies of a message are sent and cause
congestion, while greedy and compass routings may occa-
sionally fall into infinite loops or into a dead end. We do not
need to be particular about these simple and energy saving
methods in the current and future technologies. At least, it is
better to guarantee the delivery. In complex network science,
other no-failure efficient decentralized routing methods have
been also proposed. The stochastic methods by using local
information of the node degrees and other measures are
called preferential [15] and congestion-aware [16], [17]
routings as extensions of a uniformly random walk.

Decentralized routing has a potential performance to
search a target whose position is unknown in advance. Since
this situation looks like foraging, the biological strategy may
be useful for the efficient search. We are interested in a
relation between the search and the routing on a spatially
inhomogeneous network structure according to population.
Many experimental observations for biological foraging
found the evidence in favor of anomalous diffusion in the
movement of insects, fishes, birds, mammals and human
being [11]. As a consistent result, it has been theoretically
analyzed for a continuous space model that an inverse square
distribution of flight lengths is an optimal strategy to search
sparsely and randomly located targets on a homogeneous
space [18]. The discrete space models on a regular lattice
[19] and the defective one [20] are also discussed. Such

behavior is called Lévy flight characterized by a distribution
function P (lij) ∼ l−µ

ij with 1 < µ ≤ 3, where lij is
a flight length between nodes i and j in the stochastic
movement for any direction. The values of µ ≥ 3 lead
to Brownian motions, while µ → 1 to ballistic motions.
The optimal case is µ ≈ 2 for maximizing the efficiency
of search. Here, we assume that the mobility of a node
is ignored due to a sufficiently slow speed in compari-
son with the communication process. In current or future
technologies, wide-area wireless connections by directional
beams will be possible, the modeling of unit disk graph
with a constant transmission range is not necessary. Thus,
as a system model, we consider efficient search and routing
on an adaptive fractal-like network structure to spatially
inhomogeneous communication requests.

(a) Geographical Pref. Attach.

A

B C

D

E

(b) Geometric Division

A

B C

D

E

(c) Geometric Attach.

Figure 1. Typical construction methods of geographical networks. At
each time step, a new node is added at a random position. Then, (a)
the new node i is linked to an existing node j chosen with a probability
Πj ∝ d−α

ij pop
β
j k

γ
j , where α, β, and γ are real parameters, dij denotes

the distance between nodes i and j, popj denotes the population in the
node j’s territory, and kj is its degree. The territory is a merged area of
mesh blocks, which nearest access node is j. The gradation (from while,
yellow, orange, to red) of background mesh blocks on a L × L square
lattice is proportional to the value of population given from a census data.
The case of α = β = 0 and γ > 0 is the degree based model, and the
case of α, γ > 0 and β = 0 is a combination of degree and distance based
model. On the other hand, the new node (D or E) is set at random (b) in a
chosen triangle or (c) outside of a chosen edge, and linked to (b) the three
nodes of the randomly chosen triangle or (c) both ends of the randomly
chosen edge. The initial configuration consists of triangles.

III. GEOGRAPHICAL NETWORKS

We introduce geographical network models proposed in
complex network science, which aims to elucidate a fun-
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damental mechanism for generating an efficient network
structure in a distributed manner.

A. Conventional Models

Geographical constructions of complex networks have
been proposed so far. Figure 1 (a) and (b)(c) shows the
typical methods. It is well known that the preferential
attachment [7] is fundamental to construct a scale-free
(SF) network that follows a power law degree distribution
found in many real systems [21], [22]. As a generation
mechanism of geographical SF networks, a spatially pref-
erential attachment is applied in some extensions [23], [24],
[25], [26], [27] from the topological degree based model
[28] to a combination of degree and distance based model
(Figure 1(a)). However, this construction tends to have
many long links, which are wasteful. The original degree
based preferential attachment is known as “rich gets richer”
rule that means a higher degree node tends to get more
links. It is a surprising thing that inhomogeneous complex
network structures emerge from such a simple rule. On the
other hand, geometric construction methods have also been
proposed (Figure 1(b)(c)). They have both small-world [29]
and SF structures generated by a recursive growing rule
for the division of a chosen triangle [30], [31], [32], [33]
or for the attachment aiming at a chosen edge [34], [35],
[36] in random or hierarchical selections. Here, small-world
means that the average path length counted by hops between
two nodes is very small as O(log N) even in a large size
N defined by the total number of nodes. These geometric
models are proper for the analysis of degree distribution
due to the regularly recursive generation process. Although
the position of a newly added node is basically free as far
as the geometric operations are possible, it has no relation
to population. Considering the effects of population in a
geographical network is necessary to self-organize a spatial
distribution of nodes that is suitable for socioeconomic
communication and transportation requests. Moreover, in
these geometric methods, narrow triangles with long links
tend to be constructed, and adding only one node per step
may lead to exclude other topologies from the SF structure.
Unfortunately, SF networks are extremely vulnerable against
the intentional hub attacks [37]. We should develop other
models of self-organized networks distinct from the con-
ventional models; e.g., a better network without long links
can be constructed by subdivisions of equilateral triangles,
which is a well balanced (neither fat nor thin) shape for any
directions as shown in Figure 2(a). In the network without
long links, a node with a small degree does not become hub,
therefore the attack vulnerability of connectivity disappears.

B. Generalized MSQ Network

Thus, we have considered the multi-scale quartered
(MSQ) network model [38], [39]. It is based on a stochastic
construction by a self-similar tiling of primitive shape.

(a) triangle

(b) square

Figure 2. Basic process of the division.

Figure 2(a)(b) shows the basic process of division in the
tiling of equilateral triangle or square. At each time step,
a face is chosen proportionally to the population in the
space. Then, the chosen face is divided into four smaller
equilateral triangles or squares. This process is repeated. The
MSQ networks without hub nodes have several advantages
such as the strong robustness of connectivity (due to the
small degrees) against node removals by random failures
and intentional attacks, the bounded short path as t = 2-
spanner [40], and the efficient face routing by using only
local information. The t-spanner means that the length of
shortest distance path (defined by the sum of link lengths on
the path) between nodes u and v is bounded at most t times
the Euclidean distance duv of the corresponding straight
line between them. In the face routing, the shortest distance
path can be found on the edges of faces that intersect the
straight line, since the MSQ network is planner, which is
also suitable for avoiding the interference among wireless
beams. Furthermore, the MSQ networks are more efficient
(economic) with shorter link lengths and more suitable
(tolerant) with lower load for avoiding traffic congestion [39]
than the state-of-the-art geometric growing networks [30],
[31], [32], [33], [34], [35], [36] and the spatially preferential
attachment models [23], [24], [25], [26], [27] with various
topologies ranging from river to SF geographical networks.
However, in the MSQ networks, the position of a new node
is restricted on the half-point of an edge of the chosen face,
and the link length is proportional to ( 1

2
)H where H is the

depth number of iterative divisions. Thus, from square to
rectangle, we generalize the division procedure as follows.
Figure 3 illustrates it.

Step 0: Set an initial square, in which the candidates of
division axes are the segments of an L×L lattice
(Figure 3(a)).

Step 1: At each time step, a face is chosen with a
probability proportional to the population counted
in the face covered by mesh blocks of a census
data (Figure 3(b)).

Step 2: Four smaller rectangles are created from the
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division of the chosen rectangle by horizontal and
vertical axes. For the division, two axes are chosen
by that their cross point is the nearest to the
population barycenter of the face (Figure 3(c)).

Step 3: Return to Step 1, while the network size N does
not exceed a given size.

Note that the maximum size Nmax depends on the value
of L; the iteration of division is finitely stopped, since the
extreme rectangle can not be divided any longer when one
of the edge lengths of rectangle is the initial lattice’s unit
length. We use the population data on a map in 80km2 of
160 × 160 mesh blocks (L = 160) provided by the Japan
Statistical Association. Of course, other data is possible.

(a) Initial square 

(b) chosen face (c) subdivision

Figure 3. Division procedure in generating a generalized MSQ network. (a)
Initial configuration: the outer square of 4 nodes and 4 links. For division,
dashed-lines represent the segments defined by the edges of L × L mesh
blocks. To each mesh block whose right-bottom corner is at 1 ≤ x ≤ L
and 1 ≤ y ≤ L, a value of population popx,y is assigned by a census
data. (b) As an example, a (shaded) face f is chosen with a probability
∝

∑
x,y∈Af

popx,y at the 4th time step. Where Af denotes the set of
x-y coordinate values included in the face f . (c) Then, the horizontal and
vertical axes, which cross point is nearest to the population varycenter
(black filled circle) of face f , are selected, and divide the chosen face into
four smaller ones.

It is worth noting that the positions of nodes and the
network topology are simultaneously determined by the divi-
sions of faces within the fractal-like structure. There exists
a mixture of sparse and dense parts of nodes with small
and large faces. Moreover, while the network is growing,
the divisions of faces perform a load balancing of nodes
in their adaptively changed territories for the increase of
population. Such a network is constructed according to a

spatially inhomogeneous distribution of population, which is
proportional to communication requests in a realistic space.
In the following, we show the naturally embedded fractal-
like structure is suitable for searching targets. Moreover, we
apply the good property to a routing task in Section V.

IV. BASIC SEARCH PERFORMANCE

As a preliminary, we consider the preferential routing [15]
which is also called α-random walk [41]; The forwarding
node j is chosen proportionally to Kα

j by a walker in the
connected one hop neighbors Ni of its resident node i of a
walker (packet), where Kj denotes the degree of node j and
α is a real parameter. We assume that the start position of
walker is set to the nearest node to the population barycenter
of the initial square. Figure 4 shows the length distribution
of visited links. The dashed lines in log-log plot suggest a
power law, for which the exponents estimated as the slopes
by a mean-square-error method are 2.336, 2.315, and 2.296
for α = 1, 0,−1, respectively. These values are close to
the optimal exponent µ ≈ 2 [18], [19] in the Lévy flight
on a square lattice. The exponents for the α-random walks
slightly increase as the network size N becomes larger.
Here, the case of α = 0 shows the length distribution of
existing links in a network. Since the stationary probability
of incoming at node j is P∞

j ∝ K1+α
j [42], especially at

α = 0, each of the connected links to j is chosen at random
by the probability 1/Kj for the leaving from j, therefore a
walker visits each link at the same number. Figure 5 shows
that the frequency of visited links by the α-random walks
at α = ±1 is different even for the degrees 3 and 4 in a
generalized MSQ network. On the thick lines, a walker tends
to visit high population (diagonal) areas colored by orange
and red in the case of α = 1, while it tends to visit low
population peripheral (corner) areas in the case of α = −1.
Thus, the case of α = 1 is expected to selectively cover high
population areas, which has a lot of communication requests
in cities. Note that the absolute value of α should be not too
large, since a walker is trapped a long time between high/low
degree nodes as the phenomena does not contribute to the
search of targets.

We investigate the search efficiency for the α-random
walk on a generalized MSQ network, and compare the
efficiency with that for Lévy flights on a L × L square
lattice with periodic boundary conditions [19]. As shown in
Figure 6, a walker constantly looks for targets (destination
nodes of packets) scanning on a link between two nodes
in the generalized MSQ network. If a target exists in the
vision area of rv for the up/down/left/right directions from
the center position, a walker gets it and return to the position
on the link for continuing the search on the same direction.
When more than one target exist in the area, a walker
gets all of them successively in each direction, and return
to the position. Only at a node of rectangle, the search
direction is changeable along one of the connected links.
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Figure 4. Length distribution of visited links on generalized MSQ networks
by an α-random walker in 106 time steps. The marks of blue diamond,
black circle, and red triangle correspond to the cases of α = 1, 0,−1,
respectively. These results are obtained by the average of 100 networks for
N = 2000.

Thus, the search is restricted on the edges of rectangle in
the generalized MSQ network. While the search direction of
a Lévy flight on the square lattice [19] is selectable from four
directions of horizontal and vertical at all times after getting
a target in the scanning with the vision area of rv , moreover,
the length of scan follows P (lij) ∼ l−µ

ij , lij > rv . We set a
target at the position chosen proportionally to the population
around a cross point in (L + 1)2, for which the population
is defined by the average of four values in its contact mesh
regions. In particular, we discuss the destructive case [19]:
once a target is detected by a walker, then it is removed and
a new target is created at a different position chosen with
the above probability. Similar results to below in this section
are obtained for the non-destructive case [10].

The search efficiency [18], [19], [20] is defined by

η
def
=

1

M

M∑

m=1

Ns

Lm

, (1)

λ
def
=

(L + 1)2

Nt2rv

, (2)

where Lm denotes the traversed distance counted by the
lattice’s unit length until detecting Ns = 50 targets from the
total Nt targets in the mth run. We consider a variety of
Nt = 60, 100, 200, 300, 400, and 500 for investigating the
dependency of the search efficiency on the number Nt of
targets. The quantity λ represents the mean interval between
two targets for the scaling of efficiency by target density. We
set M = 103 and rv = 1 for the convenience of simulation.
Intuitively, the sparse and dense structures according to the

Figure 5. Visualization examples of the visited links by α-random walks
at α = 1 (Top) and α = −1 (Bottom) on a generalized MSQ network
for N = 500. The thickness of link indicates the frequency of visiting in
106 time steps. From light to dark: white, yellow, and orange to red, the
color gradation on a mesh block is proportionally assigned to the population
data. Many nodes represented as cross points of links concentrate on high
population (dark: orange and red) areas on the diagonal direction. In the
upper left and lower right of square, corner triangle areas lighted by almost
white are the sea of Japan and the Hakusan mountain range.

network size N have the advantage and disadvantage in
order to raise the search efficiency in the generalized MSQ
network. Although the scanned areas are limited by some
large rectangle holes as N is small, a walker preferably visits
the high population areas that include many targets. While
the scanned areas are densely covered as N is large, the
search direction is constrained on long links of a collapse
rectangle, therefore it is rather hard for a walker to escape
from a local area in which targets are a few.

We compare the search efficiency of α-random walks on
the generalized MSQ networks with that of the Lévy flights
on the square lattice. Figure 7 shows typical trajectories until
detecting Ns = 50 targets. On the generalized MSQ network
and the square lattice, a walker tends to cover a local area
with high population and a wider area, respectively. Without
wandering in peripheral wasteful areas, the generalized MSQ
network has a more efficient structure than the square lattice
for detecting many targets concentrated on the diagonal
areas. Here the exponent µ = 1.8 of Lévy flight corresponds
to the slope of P (lij) in the generalized MSQ network at the
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x
target

rv

Figure 6. Searching in a generalized MSQ network. Each blue square
represents a vision area, and is scanned (from left to right, from top to
bottom in this example) by the walker on an edge between two nodes
(denoted by circles) of a rectangle. For a target in the area, the walker
moves to get it and returns on the link.

Figure 7. Trajectories of a random walk (Top) at α = 0 on a generalized
MSQ network for N = 500 and of a Lévy flight (Bottom) for µ = 1.8 on
the square lattice with periodic boundary conditions until detecting Ns =
50 targets in Nt = 200. Black circle, red circles, and gray rectangle marks
denote the start point at the population barycenter, the existing targets, and
the removed targets after the detections, respectively. Note that a walker
can travel back and forth on a link in the connected path.

optimal size N = 500 for the search efficiency. As shown in
Figure 8(a)(b), the generalized MSQ networks of N = 500
(the diamond, circle, and triangle marks are sticking out
at the left) have higher efficiency than the square lattice
(the rectangle mark). For the cases with many nodes of
N ≥ 1000, the efficiency decreases more rapidly than that

of the Lévy flight, however this phenomenon means that an
extremely large network size is wasteful and unnecessary to
get a high search performance in generalized MSQ networks.
When the number Nt of targets increases in cases from
Figure 8(a) to (b), the curves are shifted up, especially for the
generalized MSQ networks. The peak value for Nt = 200
is larger than the optimal case of the Lévy flight at µ = 2.0.
Therefore denser targets to that extent around Nt = 200 is
suitable, although a case of larger Nt > 300 brings down
the search efficiency even for inhomogeneously distributed
targets.
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Figure 8. The scaled efficiency λη vs. the exponent µ. The marks of blue
diamond, black circle, and red triangle correspond to the cases of α =
1, 0,−1, respectively, in which the increasing values of µ are estimated for
generalized MSQ networks at N = 500, 1000, 2000, 3000, 4000, 5000,
and 5649: Nmax from left to right. The magenta rectangle corresponds to
the case of Lévy flights on the square lattice. These results are obtained by
the average of 100 networks.

In more details, Figure 9 shows the effect of the number
Nt of targets on the search efficiency λη. The efficiency
firstly increases, then reaches at a peak, and finally decreases
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Figure 9. The number Nt of targets vs. the scaled efficiency λη of α-
random walks on the generalized MSQ networks for N = 500 and of the
corresponding Lévy flights for µ = 1.8 (see Figure 8) on the square lattice.
The maximum (optimal) efficiency appears in Nt = 200 ∼ 300. These
results are obtained by the average of 100 networks.

for setting more targets. This up-down phenomenon is
caused by a trade-off between Lm and Nt in Eqs. (1) and (2).
Please note that the case of size N < 500 is omitted for the
generalized MSQ networks. Because sometimes the process
for detecting targets until Ns is not completed, moreover, the
variety of link lengths is too little to estimate the exponent
as a slope of P (lij) in the log-log scale. In other words, the
estimation is inaccurate because of the short linear part.

V. ROUTING BY MESSAGE FERRIES

When a communication network is often disconnected but
resilient due to node mobility, limited radio power, node or
link failure, etc., it is known as a Delay/Disruption Tolerant
Network (DTN) where a mobile device or software agent
temporary stores and carries local information for forward-
ing messages until an end-to-end route is re-established
or re-generated. It is used in disasters, battlefields, and
vehicular communications. There are many protocols in the
concept of DTN routings [43], [44]. A message ferrying
scheme is one of the DTN routing strategies, in which a
device or agent called ferry stores, carries, and forwards
messages in partitioned ad hoc networks. It is classified
into a single ferry [45] or multiple ferries, stationary or
mobile node, node-initiated or ferry-initiated moving to
communicate [46], single-route or multi-routes, and node
relaying or ferry relaying [47] according to the protocol
components: a movement of ferry, interactions between node
and ferry or between ferries, how much and which type of
local information is stored in a ferry or at a node, and so
on.

We focus on cooperative multiple ferries as software
agents, because the ferries interact asynchronously through
a mediator node sharing partial information or exchanging it
for their routing tasks. This method can avoid the problem
of very rare encounter between ferries because of their
random walks. During a routing, we assume a network is
fixed to distinguish the effects by the network structure
and by the disconnections on the performance, since we
consider the network structure is a primal factor to control
a ferry’s movement. In addition, we distinguish between
how to determine a route and how to deliver a message
(data packets), thus we do not care whether or not a ferry
should move with its message. The appropriative delivery
depends on the ability of devices, the amount of message,
and communication environment. However, our approach
will be applicable to an opportunity networking with node
mobility. Note that a Lévy walk of a single ferry is applied
for searching on a continuous space with the Euclidean
distance in order to maximize the opportunity of encounter
with the destinations of mobile nodes [48], though the
problem setting is different from ours. In the following, we
consider only the case of α = 0 in the α-random walks, to
simplify the discussion, since the difference for the cases of
α = ±1 is small.

A. Multiple Message Ferries Routing

We explain the outline of routing algorithm. Note that
a ferry has no vision area in the routing problem unlike
the searching problem discussed in the previous section. In
addition, a walker moves to get many targets in the searching
problem, while multiple ferries move to cooperatively find
paths between source and destination nodes in the routing
problem.

Initially, there is no label at each node. Communication
requests by different pairs of source s and destination d are
labeled at a node. In other words, as a mediator between
ferries, each node handles more than one requests that are
carried from ferries. Similarly, a ferry can carry more than
one requests. Without global information, a node visited by
a ferry A at time t memorizes the node nA(t − 1) for each
ferry in the connected neighbors, where nA(t − 1) denotes
the visited node by A at t − 1. While a ferry memorizes a
set of passed links as the history in a limited size of buffer.
Thus, using only partial information, a path between any
two nodes is found as follows.

1) Comm. Request: A pair of s and d nodes is cho-
sen proportionally to the population counted in the
territory of each node (defined by the nearest access
point) for a census data referred in Subsection III. The
generation rate R is the number of generated s-d pairs
in the network per time step.
After the generation at node s, the communication
request REQ(s, d) is put on hold until a ferry encoun-
ters it for the carrying, because each node is fixed.
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Figure 10. Ferry’s modes. (Top) In free-mode, a ferry A encounters the
source node s for a request: REQ(s, d) on its walk. (Bottom) In search-
mode after the encounter, the ferry A carries the request REQ(s, d) to
other nodes, e.g., i, for searching the destination node d.

2) Ferry’s Action: At each time step, each ferry walks
at random on a generalized MSQ network, storing the
passed links into its stack-based buffer. Using a set of
the stored links, it interacts with the visited node as
mentioned in 3).
A ferry has two modes: free and search as shown in
Figure 10.

• Free-Mode: This mode is preliminary to search-
ing, but may contribute to a cooperation between
ferries: please see 4). When a ferry of free-
mode encounters a source node s or requests
handled and labeled at a visiting node, the mode
is changed to search-mode.

• Search-Mode: A ferry of search-mode carries a
set {REQ(s, d)} of requests to a node i through
the random walk.
Moreover the ferry A asks whether or not the
node i knows the REQ(s, d) in its label. If the
answer is “NO,” the visiting node i is labeled by
the REQA(s, d). Here, the suffix A is added to
distinguish which ferry carries the REQ(s, d) for
backtracking in the path finding. This inquiry is
tested for all requests carried by the ferry.
Of course, if the visiting node is d, then a path
between s and d is found: please see 5).

3) Node Mediator: A ferry interacts with the visiting
node at a time. For each request REQ(s′, d′) handled
at the node, the node asks whether or not the ferry has
a link to d′ in the buffer stored as the visiting history.
If the answer is “YES,” go to 4).

Some requests which the ferry does not have are
copied from the node to the ferry for the carrying.

4) Cooperation: As shown in Figure 11, when a ferry
B, which has a link to d in its buffer, visits a node
i labeled by REQA(s, d), a path between s and d
is found. Because the existence of label REQA(s, d)
means that the node i is already visited by another
ferry A, which comes from s (In more detail, a path
from i to s is obtained from the node’s information
through switching ferries A, C, . . ., Z, which carry
the REQ(s, d) via intermediate nodes from s to i′,
from i′ to i′′, . . ., and to i.).

5) Path Finding: A path between s and d is found in
a subgraph, which consists of the links (including a
link to the destination d) in the ferry’s buffer and the
backward connections of {nA(t − 1)} nodes for the
ferry A until reaching the source s.
If a ferry A starting from s visited d, then the ferry’s
buffer is unnecessary for the path finding. In other
words, this case has no cooperation, or is equivalent
to the case of zero buffer size.

After the find of a path between s and d, the multiple labels
of REQA(s, d), REQB(s, d), . . . by ferries A, B, . . . at a
node are deleted in a distributed manner, if the forward
connections of nA(t+1), nB(t+1), . . . nodes are memorized
for each related ferry A, B, . . . to the request REQ(s, d).

We investigate the average time step and movement
distance until a ferry encounters a source node s from the
generation of REQ(s, d). On a movement, the distance
means the sum of link lengths or flight lengths counted by
the unit of the square lattice. Figure 12(a)(b) shows that
both the time and the distance decrease as the number m
of ferries increase. The slope near 1/m is consistent with
the effect of speed-up in parallel walks [49]. Figure 13(a)(b)
shows the average time and distance for a path finding. They
roughly follow the 1/m property, but their slopes depend on
the buffer sizes. As the buffer ratio becomes large, both the
time and the distance decrease by the effect of cooperation
between ferries. These results do not depend on the size N
and the packet generation ratio R.

Table I
RELATION OF THE NETWORK SIZE N AND THE BUFFER SIZE FOR THE

RATIO BR:2.0. NOTE THAT THE TOTAL NUMBER OF LINKS IS
PROPORTIONAL TO N IN A GENERALIZED MSQ NETWORK.

N buffer size
500 165

1000 333
2000 673
3000 1019
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Figure 11. Cooperation of two ferries. When the ferry B visits a node
i, which was visited by the ferry A with the request REQ(s, d), a path
between s and d is found from the concatenation of A’s information and
B’s information in the situations: (Top) 1: The ferry B notifies the visiting
experience at d to the node i, (Middel) 2: It backtracks the links from i to s
on the red line by using {nA(t−1)} in the token relay via nodes, (Bottom)
3: From the subgraph that consists of the above gathered links and the B’s
link set, a path between s and d is calculated, e.g, by a criterion of the
shortest distance. In this case, the ferry B does not have the REQ(s, d),
however it already visited d and stored the set of links connected to d into
its buffer.

B. Comparison with Lévy Flights

In the cooperative message ferries scheme, we compare
the performance of routing by random walks on a gen-
eralized MSQ network with that by Lévy flights on a
L×L square lattice with periodic boundary conditions. The
lattice is a background virtual space to determine a ferry’s
movement according to the Lévy flight. Note that only part
2) Ferry’ Action is replaced in the routing algorithm for
the Lévy flight version.

We investigate the average behavior over 50 realizations
for each case of m = 20 ferries (in order to save computation
time) in the combinations of the exponent µ of Lévy flights
or the corresponding size of generalized MSQ networks and
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Figure 12. Average time and distance over 50 realizations until a ferry of
free-mode encounters a node s at which a request REQ(s, d) is generated.
BR denotes the buffer ratio as the maximum stored size of links in a ferry
to the total number of links in the network. Although the encounter time
does not depend on the values of BR, because a cooperation of ferries
does not start, they are marked to be compared with the subsequent result
in Figure 13. Here, the generation rate of requests is R = 0.01, and the
network size is N = 1000.

the buffer ratio (BR). The following simulation conditions
are applied in both cases of random walks on a generalized
MSQ network and Lévy flights on the lattice. For the
generation of a communication request with rate R = 0.01, a
s or d node is not able to set all lattice points but restricted
on the node of a generalized MSQ network, and chosen
proportionally to the population in the territory of each node
in the network. Because a ferry that walks on the network
can not visit any lattice point, in contrast, a ferry that
moves according to the Lévy flight can visit any node in the
network. The BR is set as 0.2 based on the results in Figures
12 and 13. Note that a larger buffer size tends to be effective
in the routing in both short time and distance, however it
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Figure 13. Average time and distance over 50 realizations until a ferry
finds a path between s and d from the encounter with a request REQ(s, d).
BR denotes the buffer ratio as the maximum stored size of links in a ferry
to the total number of links in the network. Here, the generation rate of
requests is R = 0.01, and the network size is N = 1000.

gives more load for a ferry to store and carry the information
of a large number of links. Table I shows the relation of the
network size N and the buffer size for the same BR:0.2. In
the generalized MSQ networks, the slopes of P (lij) in log-
log plot correspond to µ = 1.414, 2.248, 2.692, and 3.034
for N = 500, 1000, 2000, and 3000, respectively. These
values of µ slightly differ from the example shown in Section
IV because of using other area in the census data, however
the obtained results are consistent.

Figure 14(a)(b) shows the average time step and distance
until a ferry of free mode encounters a node s. The time
step increases as the value of µ is larger, since the length
of movement in one hop tends to be small on the dense
network and on a Brownian motion. By the above effect,
the distance also increases as the value of µ is larger. In
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Figure 14. Average encounter time and distance over 50 realizations for
GMSQ: random walks on the generalized MSQ networks and LEVY: Lévy
flighst on the lattice. Inset shows the case of spatially sparser distributions
of communication requests for LEVY. The lines of GMSQ are duplicated.

the Lévy flights, the part of extremely large distance for
µ < 2 is due to a ballistic motion, and the shortest distance
is obtained around µ = 2.4. Remember that such a U-shape
graph of µ vs. distance is obtained as the inverse U-shape
graph of µ vs. scaled efficiency in Figure 8. Here, for the
Lévy flights of µ = 1.6 ∼ 2.8, the positions of s-d nodes are
set at the nodes of the generalized MSQ networks of a large
size N = 3000, while they are set at the nodes of them of a
small size N = 500 in Inset. We call these positions POS-
N3000 and POS-N500, corresponding to spatially dense
and sparse distributions of communication requests. Figure
15(a)(b) shows the average time step and distance until a
ferry finds a path between s and d from the encounter with
REQ(s, d). Similar behavior to Figure 14(a)(b) is obtained,
although there are dependences on the BR; The time step
and distance become shorter, as the BR is larger. In both
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Figure 15. Average search time and distance over 50 realizations for
GMSQ: random walks on the generalized MSQ networks and LEVY: Lévy
flights on the lattice. Inset shows the case of spatially sparser distributions
of communication requests for LEVY. The lines of GMSQ are duplicated.

Figures 14 and 15, we emphasize that the cases of GMSQ
show shorter time and distance than the cases of LEVY.
The most efficient size is N = 500 corresponding to the
smallest µ plotted at the left end in the figures. We note
that, depending on the situation of movements of ferries and
locations of destination nodes, the links memorized in the
buffer of a ferry maybe not work well, since hundreds of
times are spent for the encounter and the search, especially
for a large µ.

The ratio of the path lengths obtained by the routing and
by the shortest distance on the generalized MSQ network is
between 1.1 and 1.8 as shown in Figure 16(a)(b). For the
reason that the case for BR:0.2 is worse than the case for
BR:0 without cooperations between ferries, the higher ratio
of Ls/Lt is caused from less information used for finding a
path as shown in Figure 17(a)(b). In addition, Figure 17(a)(b)

shows that the average number of used links in the subgraph
for calculating a path is between 20% and 40% of the total
number of links. There is a trade-off: In Figure 17(a) for
BR:0.2, GMSQ is slightly better than LEVY for using less
information, however the path length is longer as shown in
Figure 16(a). Figure 18(a)(b) shows that the average number
of requests carried by a ferry is less than 6 in the cases of
GMSQ, and smaller than that in the cases of LEVY. Thus,
in the cases of GMSQ for BR:0.2, a routing path is obtained
at most 1.4 times longer than the shortest distance by using
only partial information about 20% of the total number of
links, in average.
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Figure 16. Ratio of the path length Ls obtained by the routing and the
shortest distance path Lt. For LEVY, the spatially (a) sparse and (b) dense
distributions of communication requests are generated on the nodes of the
generalized MSQ networks for N = 500 and N = 3000, respectively.
Here, Ls is between 80 and 120, therefore Lt is in the same order.

VI. CONCLUSION

We have considered a scalable self-organized geograph-
ical network by iterative divisions of rectangles for load
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Figure 17. Rate of partial information: (the average number of used links in
the subgraph for calculating a path) divided by (the total number of links).
For LEVY, the communication requests are generated on the spatially (a)
sparse and (b) dense networks.

balancing of nodes in the adaptive change of their terri-
tories according to the increase of communication requests.
In particular, the spatially inhomogeneous distributions of
population and the corresponding positions of nodes are
important. For the proposed networks [1], [10], we have
investigated the search efficiency in the destructive case
[19] with new creations of target after the detections, and
shown that the α-random walks [17], [41] on the networks
within a small size have higher search efficiency than the
Lévy flights known as the optimal strategy [18], [19] for
homogeneously distributed targets on the square lattice with
periodic boundary conditions. One reason for the better
performance is the anisotropic covering of high population
areas.

Furthermore, we apply the good property to the decen-
tralized routing by cooperative message ferries. The key
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Figure 18. Average number of communication requests carried by a ferry.
For LEVY, the requests are generated on the spatially (a) sparse and (b)
dense networks.

point is also the adaptation of network structure to the
spatial distributions of source and destination which are
inhomogeneous according to a population data. As the
merit, by using only a simple protocol based on random
walks, the naturally embedded fractal-like sparse structure
contributes to the search of targets and to the find of a path
efficiently in such a realistic situation of spatially distributed
communication request.

However, we must take care of the size. Our method on
the generalized MSQ networks within a small size shows
better performance in both time and distance than the Lévy
flight version using only partial information of links. For
the scale up issues, since the performance goes down as
the size is larger, we should make various ideas to keep
the appropriate size (N ≈ 500), e.g., by the enhancement of
processing power at a node, instead of distribution of load in
a large size. The performance for both encounter and search
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times will be improved by considering further methods of
how to cooperate with ferries and nodes.

On the other hand, the message ferrying scheme is gener-
ally applicable to a temporal network, in which the positions
of nodes and connections between them are changed in a
short time. It is interesting to study such cases for the gener-
alized MSQ networks with temporal disconnections. Since a
human mobility pattern resembles to the Lévy flights, a good
performance of the proposed cooperative routing will be
expected for a temporal network that consists of multi-hop
mobile communication equipments, although how to treat
the temporal disconnections caused from node mobility will
be one of the important issues. Instead of the message ferry
scheme, it is worth to investigate the performance of other
DTN routing methods on the generalized MSQ network. For
more rigorous discussions about the performance, statistical
tests [50] may be useful to clarify the applicability of the
proposed method. The limitation for the applicability will
also depend on future technologies of wireless devices.
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[4] R. Guimerà, S. Mossa, A. Turtschi, and L. Amaral, “The
worldwide air transportation network: Anormalous centrality,
community structure, and cities’ global roles,” PNAS, Vol.102,
No.22, pp.7794–7799, 2005.

[5] R. Lambiotte, V. Blondel, C. de Kerchove, E. Huens, C.
Prieur, Z. Smoreda, and P. Dooren, “Geographical dispersal
of mobile communication networks,” Physica A, Vol.387,
pp.5317–5325, 2008.

[6] D. Stoyan, W. Kendall, and J. Mecke, Stochastic Geometry
and its Applications (2nd Eds.), John Wiley & Sons, 1995.

[7] A.-L. Barabási, Linked: The New Science of Networks.
Perseus, Cambridge, MA, 2002.

[8] M. Buchanan, Nexus: Small Worlds and the Groundbreaking
Theory of Networks. W.W.Norton, New York, 2002.

[9] M.E.J. Newman, A.-L. Barabási, and D.J. Watts (Eds.), The
structure and dynamics of NETWORKS. Princeton University
Press, Princetion and Oxford, 2006.

[10] Y. Hayashi, “Rethinking of Communication Requests, Rout-
ing, and Navigation Hierarchy on Complex Networks -for
a Biologically Inspired Efficient Search on a Geographical
Space-,” In T. Bilogrevic, A. Rezazadeh, and L. Momeni
(Eds.), Networks -Emerging Topics in Computer Science,
Chapter 4, pp. 67-88, iConcept Press, 2012.

[11] G. M. Viswanathan, M. G. E., Luz, E. P. Raposo, and H. E.
Stanley, The Physics of Foraging -An Introduction to Random
Searches and Biological Encounters, Cambridge University
Press, 2011.
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Abstract—In the field of Home Automation and Build-
ing Automation systems, the lack of interoperability of
subsystems constitutes a major problem, especially for
the integration of subsystems of different vendors. In
order to overcome this drawback, our research group
developed a concept of a generic control framework,
which allows for integration of heterogeneous subsystems
in an easy to control manner. This control framework
contains functions to provide a dependable and secure
control system for various Home Automation respectively
Building Automation applications. To achieve that, the
framework must be able to handle multiple users with
different access rights using a variety of applications, as
well as multiple devices (sensors, actuators, controllers,
PCs, switches, routers, etc.) with different algorithmic
roles. As a proof of concept, selected functions of this
framework have been implemented and tested at a local
test site. In this paper, we outline the architecture of the
framework, describe the centerpiece of this architecture
(i.e., the middleware layer), and show some results of the
validation process.

Keywords—Home Automation; Communication Infras-
tructure; User Control; Generic Interfaces

I. INTRODUCTION

As stated in [1], Home Automation (HA) and Build-
ing Automation (BA) systems usually consist of a
variety of different sensors and actuators (field level /
field zone) as well as control devices (automation level /
station zone), which are interconnected via several field
bus technologies, like European Installation Bus (EIB),
Modbus, Local Operating Network (LON), Digital Ad-
dressable Lighting Interface (DALI), etc. Alternatively,
radio or powerline communication may be used to
reduce mounting costs, especially for already existing
surroundings. The management level / operation zone,
if existing, supervises and controls the automation tasks;
in many cases this is realized via web-based services
in order to allow a remote control of the automation
applications, possibly using smartphones [2].

The market for HA and BA solutions has been
rapidly growing in recent years; yet in most cases
buildings are not equipped with an integrative solution
from a system provider, but with individual solutions
for different building automation applications [3]. The
lack of interoperability of these heterogeneous solu-
tions prevents the shared use of existing equipment,
e.g., information from access control systems (like the
number of persons in certain parts of a building) could
be a valuable input for evacuation support systems in
cases of danger, but is usually not accessible due to the
proprietary nature of both solutions. Especially for home
users, which do not aim to afford an industrial sized
solution for HA, this situation is very unsatisfactory, as
the management of distinct island solution is not only a
cost factor, but also uncomfortable - both the costs and
the lack of user friendliness have been identified as big
market barriers for HA [4].

A. Research Goals

Our approach to overcome the mentioned drawbacks
was to define a framework, which uses open protocols
and generic standards at every communication layer
according to the OSI reference model [6] and at every
level of the automation pyramid. Thus, every control
application supporting these standards can use the func-
tionality of our HA/BA framework without the need
for individual adaptations. We conducted a thorough
requirements analysis to determine the functions, which
had to be added to these underlying technologies in
order to form a working solution. Based upon this
analysis we derived our architectural model, which we
referred to as “X-Model”, consisting of infrastructure,
middleware, and application layer respectively. The
middleware layer was designed as a convergence layer
on All-IP [7] basis, which allowed us for keeping the
framework architecture simple, while facilitating the
integration of several applications of different vendors
as well as the use of different network infrastructures.
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Figure 1. M/490 Smart Grid Architecture Model [5]

In the already finished research project “ROFCO”
(Robust Facility Communication) [8], which was funded
by the Austrian Federal Ministry for Transport, Inno-
vation and Technology (BMVIT), we developed the
generic control architecture for use in a HA/BA sur-
rounding. We implemented selected middleware func-
tions and tested them using applications like lighting
control and blinds control [1]. Hereby, the implemen-
tation of these applications as well as the setup of the
testbed infrastructure have been performed for valida-
tion purposes only; conceptually, these parts formed the
test environment for the actual proof of concept, i.e., the
middleware.

During the current work in the “Josef Ressel Cen-
ter for User-Centric Smart Grid Privacy, Security and
Control” (also referred to as “EnTrust”) [9], which is
funded by the Austrian Federal Ministry of Economy,
Family and Youth (BMWFJ), we use this architecture
to deploy Smart Grid applications like demand response
or energy monitoring as well as for health monitoring
in an Ambient Assisted Living (AAL) environment.
Obviously, Smart Grid applications induce additional
requirements compared to stand alone HA/BA systems,
especially regarding security and privacy, since data is
exchanged with external parties like utilities.

The architectural concept of the X-Model, however,
seems suitable also for this extended functionality [10].
In terms of the M/490 standardization mandate [11] of
the European Commission for the Smart Grid area, our
approach complies with the customer premises domain
(i.e., HA) of the M/490 Smart Grid Architecture Model
(SGAM) [5], as shown in Figure 1. This current work of
our research group is to be published in further follow
up papers.

B. Scope of Paper

In this paper, we will give details about the archi-
tectural framework depicted as X-Model with a special
focus on the core functionalities, i.e, the middleware
layer. This layer contains functions to provide suffi-
cient dependability [12], especially for highly safety
relevant applications like evacuation guidance in case
of emergencies. This paper extends our conference
paper [1], where we presented the basic points of
our architecture as well as some validation issues, by
providing additional information about the theoretical
background of this architecture, i.e., the requirements,
design principles, and the specification of our solution.
Hereby, we will pay special attention to the middleware
layer of our architecture, as in our X-Model approach
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this is the core part containing the business logic;
conceptionally, this part has to be able to work with the
whole plethora of possible applications on the higher
abstraction layer, as well as with all common HA/BA
infrastructures on the lower abstraction layer.

We will start giving an overview about the work
of other research groups in that area, and will also
investigate the state of the art in industrial solutions in
HA/BA. We will then work out the functional and non-
functional requirements for a generic control solution,
resulting in our architectural approach. We describe
the three layered architecture we propose for a generic
HA/BA control framework (X-Model). Then, we give
a brief description of the testbed infrastructure we used
for validating the middleware functionality including the
specification of network parameters and participating
devices and HA appliances. After that, we will give
a detailed description of the business logic in our
middleware layer, containing the core functions of our
X-Model architecture to ensure dependability in our
framework. Here, we define the roles, which have to
be implemented by the participating devices, and make
an assessment of several potential solutions we could
use to fulfil the ascertained middleware requirements.
This is followed by some implementation issues and a
short overview of the tests we conducted at our testbed
in order to validate our approach. We conclude with
an outlook and some open research questions for future
work.

II. RELATED WORK

The heterogeneity of HA/BA solutions has been
identified as a potential barrier for HA/BA technologies
since about the turn of the millennium [13] [14]. Big
vendors may offer integrative solutions, e.g., “Total
Building Solutions” from Siemens [15] or “Raumtalk”
from ABB [16], yet based on proprietary communica-
tion and control technologies. Several research teams
have tried to overcome this barrier by proposing in-
teroperability features for HA/BA systems, e.g., via
gateways between field bus technologies [13], or by
providing complete HA/BA architectures for interoper-
able HA/BA applications [2] [17]. For communication
infrastructures, the idea of using the IP standard is not
new [14].

A fully integrated approach, however, requires solu-
tions for the whole automation pyramid, i.e., on every
level of the control process: setting and getting values
at field level, performing a control task at automa-
tion level, and supervising this at management level.
A standardised middleware for that purpose needs to
provide more than just IP communication; especially,
a generic modelling of BA objects and variables is
inevitable. For that purpose, the American Society of
Heating, Refrigerating and Air-Conditioning Engineers

(ASHRAE) defined the Building Automation and Con-
trol Networks (BACnet) standard [18]. With BACnet,
complete HA/BA environments could be built based on
one generic technology [19]; yet in reality this approach
has several drawbacks:

• The computational power required by the BAC-
net protocol suite is rather high, thus many
field layer devices are not able to implement
the BACnet stack, i.e., these devices have to be
integrated via gateways.

• The support of the very common IP protocol is
weak, as it is not part of the native BACnet
stack. A work around named BACnet-IP is
provided, i.e., a tunneling of BACnet messages
through an IP network.

• State-of-the-art network management concepts
like Quality of Service (QoS) are not supported
with BACnet, which is especially critical with
the use of safety or security relevant control
applications [20], as they require very high
dependability standards, especially concerning
availability of communication infrastructure.

The definition of the Object Linking and Embedding
(OLE) for Process Control - Unified Architecture (OPC-
UA) standard [21], which is already commonly used for
the control of industrial production [22], may help to
overcome these shortages. OPC-UA is an interoperabil-
ity standard originally based on Microsoft’s Distributed
Component Object Model (DCOM) standard, which
facilitates reading and writing access to distributed
field components (OPC Servers), which can be used
by industrial Supervisory Control and Data Acquisition
(SCADA) applications (OPC Clients) for their respec-
tive control tasks. By using OPC-UA in combination
with TCP [23] as transport protocol it is possible to
integrate IP networks and all the QoS mechanisms
existing for the TCP/IP protocol stack. Some academic
implementations of OPC-UA for HA/BA systems are
already existing, e.g., the solutions of the TU Vienna
[24]. Yet the requirements for end systems still are
rather high, resulting in the necessity to provide gate-
ways to legacy systems containing older devices with
not sufficient computational power.

In BA, the use of industrial SCADA systems, which
contain drivers for many different BA solutions, is a
feasible approach and thus offered by BA vendors, e.g.,
[25] [26]. As a consequence, a suitable device for the
management level (capable of running the SCADA soft-
ware) has to be used, i.e., in most cases a device having
the same computational power as a PC. This seems no
problem for BA; for HA, however, such a supervising
device at management level embodies a barrier for
spreading the market widely - for HA, smaller, cheaper
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Figure 2. ROFCO Use Case Light Maintenance

and easier to deploy solutions have to be found, i.e.,
lightweight SCADA systems that can be addressed as
web services or work as smartphone apps. Such systems
are sometimes referred to as “Mini-SCADA” and are
offered to end-users of HA/BA systems, but partially
also to other stakeholders like energy utilities [27].

As pointed out in [28], interoperability issues are
still an unsolved problem in HA, and constitute thus
an important market barrier for HA solutions. For the
Smart Grid area, the need for standardization has been
clearly identified, e.g., in [29], but from the point of a
HA customer, a smart building contains a variety of
applications, which have to be included in a trusted
user domain [30]. In that context, safety and security
topics are of notable interest in order to produce saleable
solutions [31], as open systems are always prone to
outages [32] in consequence of improper use or even
planned attacks.

There are some further research activities in the area
of HA/BA systems. These include topics as control
strategies and technologies [33], as well as perfor-
mance issues [34]. Besides the technical research fields
there are multiple socio-economic research activities,
focussing on the potential impacts of the studied tech-
nologies on end-users.

III. REQUIREMENTS

During the requirements engineering process, we
identified user stories in cooperation with the ROFCO
project partners, especially with the Techno-Z Salzburg,
which hosted the testbed for the validation of our
approach. Hereby we were considering the interests of

different stakeholders, e.g., fire fighters, public author-
ities, or end users. We then extracted the respective
use cases from the user stories and depicted them in
the Unified Modelling Language (UML), as shown in
Figure 2. From the explored use cases we derived the
general requirements, which we then broke down to
concrete technical requirements.

A. Requirements Analysis

The challenge of the requirements analysis for our
intended generic dependable HA/BA solution, which
we called the “Dependable HA/BA Framework” (DHF),
was to support the different and complex requirements
of a variety of heterogeneous HA/BA applications.
Conceptually, all thinkable HA/BA applications must
be included in order to provide the required genericity.
Yet as the requirements engineering process was based
on use cases, we had to choose applications controlling
typical HA/BA appliances, but not too similar and thus
providing an as complete range of requirements as
possible. At the end, we decided to base the require-
ment analysis of the DHF on three potential HA/BA
applications:

• Lighting Control

• Blinds Control

• Evacuation Support

The first two applications also built the basis for our
validation process (see Section VIII); the last applica-
tion, however, was important for the requirements analy-
sis in order to assess additional non-functional (quality)
requirements, especially regarding safety and reliability
[35]. As mentioned, the use of our architecture in the
Smart Grid area creates further requirements. These are
currently explored and thus not part of the original
requirements engineering process described here.

In the following, we describe the requirements en-
gineering process based on the exemplary application
Lighting Control. First, the Lighting Control user story
was defined in cooperation with the Techno-Z Salzburg
as mentioned above. Since different user types (stake-
holders) are involved, the user story contains different
roles and activities based on appropriate authorization
mechanisms. Roles define the rights to perform simple
atomic activities, like receiving or sending messages
from a user interface to some control units, sensors, or
actuators in the DHF. Thereto the different components
must support authentication, authorization, and encryp-
tion. To integrate already installed systems to the DHF,
mediators are used to adopt and translate the respective
messages. For this user story, we derived appropriate use
cases by grouping atomic activities to expedient units.
The resulting use cases cover not only direct lighting
control in the building (on/off or dimming of certain
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Figure 3. General Requirements

lights), but also procedures for evacuation situations,
maintenance, holidays, alarms or personalized control
procedures (e.g., on/off or dimming of a user-defined
group of lights). For instance, the use case Light Main-
tenance depicted in Figure 2 consists of the following
atomic procedures:

• Connect the Light Maintenance application to
the DHF.

• Receive the status of the lighting (on/off -
dimming status - failure) in the configured area.

• Set a single light (on/off - dimming) and check
the status.

• Set a group of lights (on/off - dimming) and
check the status.

B. General Requirements

After having defined the use cases for the aforemen-
tioned applications, we derived the general requirements
on our DHF, as depicted in Figure 3.

• Downwards Compatibiliy
First of all, the support of legacy systems must
be guaranteed, as the acceptance and the price
of new systems built from the scratch would
prevent an economic exploitation of the solu-
tion. This holds simply for the fact, that existing
parts of HA/BA systems have to be reused to
keep the costs as low as possible, and that users
might tend to use solutions they already know.

• Maintainability
The whole system has to be easily maintain-
able and configurable. Most important, the in-
tegration of new devices must be working in
a plug and play manner as far as possible.
Clear enough, by having a rights management
concept [36] limiting the use of devices, ap-
plications and data to users with respective
rights, some configuration tasks will be un-
avoidable. All necessary configurations have
to be performed in a user-friendly way, and
supported by suitable tools, like wizards, as far
as possible. As the degree of automation shall
be adjustable, this may include decision support
systems. For instance, when including a new
sensor, the rights management system could

provide suggestions about the users’ rights by
assessing the existing rights of similar sensors.

• Interoperability
One of the most crucial requirements is inter-
operability, i.e., devices from different vendors
must be integrated seamlessly to guarantee an
easy access to the whole functionality for the
respective users. This is ensured by the use of
standards and open protocols, most important
by the use of the IP as basic network layer
protocol. Proprietary solutions should not be
used as far as possible, and if it is unavoidable
due to a lack of open solutions, the interfaces
to these proprietary parts have to be defined
clearly. Some proprietary solutions provide at
least open application programming interfaces
(APIs), on top of which our functionality could
be realized.

• Applicability of COTS Hardware
A main requirement of our system is to use
commercial off-the-shelf (COTS) hardware. As
the hardware must support high reliability and
calculable availability, the mean time between
failure (MTBF) and the mean time to repair
(MTTR) metrics of each hardware device must
be known in order to derive the system’s overall
availability. For authentication and authorisa-
tion well established mechanisms have to be
used, such as ITU-T X.501 [37] or IETF Ra-
dius/Diameter [38] [39]. Encryption is a further
main requirement to establish a secure connec-
tion over a distributed heterogeneous commu-
nication system. For the underlying network
functionalities, classical network devices like
Cisco switches and routers [40] are used. Ad-
dress management and routing are based on IP,
routing metrics [41] must be supported.

• Usability and User-friendliness
A basic quality requirement of our middleware
is to provide means to control several appli-
ances (e.g., electric lighting) for different types
of stakeholders (e.g., end users, home owners,
etc.). This includes freedom of choice for using
more or less automation: For instance, user A
might want to have a fully automatic control
of room temperature, which is configured once
and then working continuously, whereas user
B wants to manually control the room tem-
peratures in order to have a greater flexibil-
ity. Although there are no commonly accepted
metrics for user-friendliness, the integration of
customer choice mechanisms in HA/BA seems
indispensable in order to raise user acceptance
[42].
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• Privacy and Security
The use of open systems, which are accessi-
ble via Internet to enhance user-friendliness,
has some drawbacks concerning privacy and
security. As it is not possible anymore to build
closed ecosystems, which are per definition
not accessible to potential fraud, we have to
face unexpected and unauthorized use of sys-
tem resources, up to the possibility of attacks,
e.g., denial of service attacks damaging safety
functions, or intrusions to get access to private
data. This is especially risky for distributed
systems, e.g., energy sharing communities in
settlements. For instance, the exact knowledge
of energy consumption of a household could
be used to identify the currently watched TV
program [43]. Thus, a complete authentication,
authorization, and accounting (AAA) system in
connection with a suitable encryption technol-
ogy is necessary to enable authorized access
only. Furthermore, countermeasures against po-
tential attackers and methods of ensuring the
privacy of data (e.g., data aggregation) have to
be considered.

• Data Transmission Quality
An overall requirement in a dependable in-
frastructure is to guarantee the transmission
capacity and the transmission quality. Thereto
some Quality of Service mechanisms in the
communication infrastructure are required, such
that the different network components and ap-
plications are able to label the data packets
according to the transmission quality require-
ments. Luckily, IP supports the labelling of the
packet by using the so called “Type of Service”
field [7].

• System Availability and Reliability
Last but not least the required dependability
[12] of the intended solution has to be guaran-
teed, in terms of availability and reliability [44].
The availability can be assured by a process life
cycle management according to [45], defining
availability metrics dependent on applications’
risk parameters like probability, avoidance pos-
sibility, frequency and consequences. Reliabil-
ity is issued by several testing methods; for the
validation of our prototype we used functional
tests of the implemented components, yet this
was not the core of our research, as the realized
prototype works basically as proof of concept.
Thus, for validation of commercially saleable
solutions a much more exhaustive testing pro-
cess would be required in order to facilitate the
keeping of existing standards and regulations
(see Section VIII).

C. Technical Requirements

From these high level requirements we derived con-
crete (functional and non-functional) technical require-
ments for the DHF. The non-functional requirements
basically concern the quality of the underlying commu-
nication infrastructure, which we take as given in order
to be compatible to existing solutions. This quality is
assessed in terms of:

• Bit Error Rate (BER)

• Redundand Networkpaths

• Attack Robustness

• Catastrophe Robustness

• Data Packet Prioritization

• Deterministic Delay Bounds

• Network Size (number of end devices)

• Data Rate

• Range (Link length)

The functional requirements concern the necessary
functionality of the DHF for users in order to perform
their monitoring and control tasks in a secure manner.
Thereto a rights management is indispensable, as dif-
ferent users (and user types) may share access to the
same appliances. Thus we have derived the following
functional requirements:

• Sensor/Actuator Interaction: Means to collect
sensor data and to apply control strategies to
actuators

• Data Structure and Representation: Means to
represent, store, and query data used to control
several appliances in a HA/BA environment

• Signing and Encryption: Means to label data
and to avoid unauthorized use thereof

• Authentication and Authorization: Means to
enable the identification of users with respective
access rights

• Registration and Discovery: Means to manage
devices, applications, and users combined with
automated detection of changes

• Notification and Alarming: Means to notify
users in case of the fulfilling of defined condi-
tions and to throw alarms in case of unexpected
conditions like limit violations

• Abstract Address Scheme: Means to identify
and address devices in a unique manner

• Heartbeat / Keepalive: Means to check whether
crucial system parts are up and running
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IV. ARCHITECTURE

After having finished the requirements engineering
process, the resulting technical requirements for de-
pendable generic HA/BA systems could be grouped in
two layers: infrastructure requirements and middleware
requirements [46]. This resulted in a layered approach,
where the infrastructure functionality can be separated
from the middleware functionality and the application
themselves, which use the middleware and infrastructure
functions.

Moreover, as our goal was to integrate different
applications as well as different infrastructures, this
would result in a N:M relationship in case that each
application would have to run on each infrastructure. In
order to avoid that, we had to introduce a convergence
layer in the core of our architecture, thus forming what
we called the X-Model.

Basically, this is a three layered approach as shown
in Figure 4, where the middle layer serves as con-
vergence layer, which can be used by all considered
HA/BA applications, and which uses several considered
infrastructure technologies (i.e., those that are suitable
to meet the infrastructure requirements as defined in the
requirements analysis):

• An infrastructure layer (INF), which embodies
all the necessary networking functionalities and
end devices for our control architecture

• A middleware layer (MID), which provides
appropriate dependability [44] [47] means on
an end-to-end basis

• An application layer (APP), which is respon-
sible for the distributed control tasks of the
applications using our architecture

A. Infrastructure Layer

As for the network infrastructure, we intended to use
an All-IP solution, which is “Layer 2 agnostic”, i.e., that
is able to run on a variety of lower layer technologies,
including those field bus systems, which are common in
the area of HA/BA. By this strategy it was possible to
natively integrate numerous devices, as long as they are
able to speak IP and are able to deploy the dependabil-
ity functionality of our middleware. SCADA systems,
e.g., “Zenon” from our project partner Copa-Data [48],
can thus be integrated by providing an open software
interface containing IP sockets. Due to this openness
several SCADA manufacturers may share different end
devices and data servers; i.e., our solution provides a
holistic concept to integrate global dependability means,
opposed to currently available island solutions. Thus, a
“dependability domain” is generated, which is realized
by our DHF.

Figure 4. Generic Architecture (X-Model)

However, the integration of legacy components,
which are not IP capable, could be done only via
gateways, as shown in Figure 5. At this place, in-
formation loss can not be avoided completely, as the
legacy devices do not necessarily support all required
parameters. As a consequence, the guarantees for de-
pendability can be made only for the natively integrated
components. In spite of this drawback, the use of legacy
components may enrich the dependability domain, e.g.,
by the integration of additional sensors - yet these
components are not an integral part of the dependability
domain. In this case, the parameter mapping has to
be defined at the respective gateway, which is then
providing these data in a dependable manner for all
system integrated applications, thus providing added
value. The other direction, i.e., the control of actuators
outside the dependability domain, is also possible in
principle, yet the dependability properties can then be
mapped only partially, depending on the mechanisms of
the legacy components. In both cases, the scope of the
dependability domain ends in the gateways.

B. Middleware Layer

The main goal of the generic architecture was to
ensure dependability [44], i.e., robustness, reliability,
availability, maintainability, safety and security. For
instance, by ensuring interoperability in the way that
applications should have access to the whole network
and sensor/actuator infrastructure, the danger of poten-
tial misuse arises; this implicates the necessity to define
appropriate security means in order to avoid damages.
Safety relevant applications require high standards of
reliability, availability and robustness. Thus, the core
functionality of the middleware layer was to provide
appropriate means to facilitate and document the ful-
fillment of these dependability requirements within the
dependability domain, i.e., the scope of the control
architecture consisting of natively integrated and fully
functional devices.
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Figure 5. Generic Network Infrastructure

C. Application Layer

The application layer comprised several control
logics, e.g., implemented by a Programmable Logic
Controller (PLC) or a Direct Digital Control (DDC),
at automation level as well as supervisory tools for
end users at the management level (SCADA / Mini-
SCADA), both functionalities based on working middle-
ware implementations. Consequently, the control logics
should run on devices, which are capable to host the
complete middleware, as otherwise the dependability
can not be fully ensured. Legacy controllers could be
operated in a way, that they provide information to
the dependability domain (which can for instance be
evaluated and visualized by a SCADA system), but were
not an integral part of the dependability domain.

According to the layered approach, following issues
had to be done in parallel after finishing the design
phase:

• First, we had to specify a network / hardware
architecture, which was able to meet the iden-
tified infrastructure requirements.

• Second, we had to define the middleware func-
tionality and to determine, which functions
thereof we wanted to implement with our
framework prototype.

These questions are addressed in the next two sec-
tions; this is followed by some implementation issues,
as well as a description of the validation process and
its results. The validation process comprises the setup
of a real-world testbed according to the infrastructure
specification, the conduction of necessary functional
tests with the implemented prototype, as well as an
evaluation of results.

V. INFRASTRUCTURE

As our framework should work with all multi-vendor
infrastructures fulfilling our requirements, our aim was
not to implement yet another infrastructure technology,
but to choose suitable existing solutions. Thus, the
functionalities of potential infrastructure technologies,
e.g., providing appropriate link layer mechanisms, have
been assumed as given. For validation purposes we had
to set up a testbed infrastructure suitable to provide all
required mechanisms for testing our proof of concept
implementation (test environment); yet this actual proof
of concept contained only middleware functions (system
under test).

Basically, infrastructure technologies consist of two
parts: the participating devices (which we intended to
use as they are in order to ensure optimal compatibility
with existing HA/BA solutions), and the lower layer
network functionality (which is specified within the OSI
reference model [6]).

A. Testbed Network

With given functional properties, we still had to
assess the potential communication infrastructure tech-
nologies regarding their non-functional properties, i.e.,
the fulfilling of quality requirements, before setting up
the testbed network physically. We had identified four
potential infrastructure technologies, which could be
used as a basis for the testbed we intended to set up
at the test site of our ROFCO project partner Techno-Z
Salzburg: Ethernet, Wi-Fi, ZigBee and Powerline.

Table I shows the matching of the quality require-
ments for these communication infrastructure technolo-
gies. The mentioned All-IP approach of our architecture
guarantees the required Layer 2 agnosticism by defini-
tion [7]; furthermore IP is a protocol that had proved its
ability to work in generic network systems for decades
(and thereby functioning with a variety of different PHY
and MAC layer protocols according to the OSI reference
model [6]). Thus, it was a quite logic decision to use
an All-IP approach for our HA/BA architecture. As a
consequence, we could choose the concrete Layer 2
technology freely, provided that the chosen technologies
meet our above defined requirements.

As Ethernet provides good quality regarding the
BER metric, as well as convincing scalability properties,
we decided to use it as base technology, extended with
a WiFi access point in order to provide the required
redundancy. Additionally we installed fiber channels to
connect the different buildings of the test site. The usage
of this combination of communication technologies as
network infrastructure for our testbed kept the installa-
tion effort low, as Ethernet cabling was already present
in all buildings of the test site.
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Table I. INFRASTRUCTURE REQUIREMENTS

Ether IEEE Zig Power
net 802.11 Bee line

Bit Error Rate
(BER) ++ – – – +
Redundand
Networkpaths + ++ – – –
Attack
Robustness + – – – – ++
Catastrophe
Robustness – – + + –
Data Packet
Prioritization ++ ++ + –
Deterministic
Delay Bounds + – – + –
Network Size
[# end devices] 248 248 64k 2-50
Data Rate 10- 11- 0.02- 10-
[Mbit/s] 1000 54(600) 0.25 200
Range 1- 1- 200-
[m] 100 100 100 300

Figure 6 shows the network topology of the testbed,
which expanded over three buildings (3, 10, 12) at the
Techno-Z. It was basically composed of two class C IP
subnets:

• The management subnet of the Techno-Z used
in Building 10 and 12

• The control subnet from the ROFCO laboratory
at Building 3

In both subnets we used switches with two redun-
dant GBIC ports, thus connecting both subnets with
redundant fiber connections between Building 3 and
Building 10. A third switch in the ROFCO laboratory
built the interface to the various ROFCO servers. As part
of the robustness concept these (manageable) switches
were configured with the spanning tree (STP) mech-
anism. Due to the security concept two Virtual Local
Area Networks (VLAN) I and II were configured on
these three main switches, i.e., the devices connected to
these switches could be run in both VLANs.

Both subnets were connected with respective com-
pany networks (Techno-Z and Salzburg Research) via
a router/firewall combination. For further security is-
sues an internal sniffer was installed to monitor the
traffic inside the control and management subnets. Both
functionalities, along with an intrusion detection system
(IDS), could be performed by using the “MF-Security-
Gateway” [49] from the ROFCO project partner Under-
ground8.

B. Testbed Components

Besides defining the network parts of our infrastruc-
ture, we had to address the question of end devices.
Whereas we had been free in the choice of network
components (only provided that they meet our require-
ments), we had to use existing devices for the respective

control tasks we wanted to perform in the validation
of our prototype, since the project’s system context
(and thus the applications we used within this context)
was defined by the Techno-Z as host of our testbed.
As technology park the Techno-Z expressed its project
interests in very concrete facility management tasks,
which we formulated as UML Use Cases during the
requirements analysis. Each building at the Techno-Z
is equipped with different BA systems, e.g., a Somfy
system to control blinds and a Sauter system to control
the lighting and all heating, ventilation, and air con-
ditioning (HVAC) components via EIB/KNX. In the
following, we describe those components, which we
have researched as part of the heterogeneous ROFCO
testbed, grouped to their location.

• Somfy Control, Building 10
To control the blinds of the Buildings 10 to
15, the Somfy blind control was separated into
three zones. In zone one, a single Somfy control
system at the 3rd Floor regulated the whole
blinds for Building 10. At this place a controller
of our project partner cTrixs called “cTrixs
Base Unit” (CBU) [50] was installed, which
served as gateway between the blind circuit
(over relay control and digital I/Os) and the
Ethernet wiring, which offered the connection
to the switch in the ground floor.

• Facility Management Room, Building 12
For managing the BA systems for the Techno-Z
complex, a control computer was situated in the
facility management room in Building 12 on the
ground floor. On this computer the Sauter BA
system (which includes the HVAC capabilities)
or the Designa access control systems were vi-
sualized. Also the fire alarm center was located
in this room.

• Engineering Room, Building 12
The Sauter BA system, the EIB lighting system
and the central switch were located in the engi-
neering room at the ground floor in Building 12.
The entire building is wired from this switch.
For the ROFCO network a port on the central
switch was reserved and activated. There was
also the possibility to configure VLANs on
this Catalyst 2950 switch. A second cTrixs
controller provided the interface to the EIB
lighting in the congress room in Building 12;
it was connected to the central switch and to
the EIB bus to control the lights at the ground
floor.

• ROFCO Laboratory, Building 3
The laboratory was equipped with a cTrixs
Application Server (CAPS) and a Zenon Server
from Copa-Data with master/backup function.
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Figure 6. Testbed at Techno-Z Salzburg

With the Zenon SCADA software the use cases
we considered in ROFCO could be visualised
and controlled. The CAPS was used as a central
server for the cTrixs controllers.

At the ground floor in Building 12, the lighting
was not fully represented in the Techno-Z’s building
management; the same applied to some blinds control
functions (e.g., open all blinds at one side of the
building simulateously). Thus, the respective data points
and functions were implemented and visualised on the
CAPS and Zenon surfaces and controlled via cTrixs
controllers. In Building 3, the blinds were handled by
an IP-enabled cTrixs controller, but in opposition to
the solution in Building 10, the connection was done
directly via analog outputs and relays, and not via EIB.
A Wireless Local Area Network (WLAN) bridge has
been installed to transmit data to the controller.

VI. MIDDLEWARE

According to the outcome of the requirements anal-
ysis and the architecture design process, the middle-
ware layer has to provide means to establish a de-
pendable end-to-end communication between different
entities, thus supporting independent distribution of
control information between different end systems. This

includes not only availability and safety of end-to-end
communication, but also an information security and
rights management concept [36] [32]. Furthermore, the
middleware layer comprises added value: generic data
structures (e.g., SensorML), supervising functions, etc.
These concepts are detailed in the following.

The middleware layer can make use of the un-
derlying infrastructure layer, which is guaranteeing for
the meeting of the lower layer requirements, i.e., re-
quirements for devices and communication links be-
tween them. In opposition to that, the middleware layer
addresses end-to-end concerns only. It is feasible to
address some properties at both layers: For instance,
link layer security measures may prevent unauthorized
listening on the channel, whereas transport layer secu-
rity provides end-to-end encryption and authentication
to prevent man-in-the-middle attacks. This may be re-
dundant, but relying on link layer security measures is
risky, as one unsecured link would jeopardize the whole
security concept.

A. Survey of Base Technologies

The targeted functionality is addressed by a number
of existing technologies, from commercial products to
open protocol standards. Therefore, a new implemen-
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Table II. MIDDLEWARE REQUIREMENTS

OPC Modbus SIP Soap
-UA -TCP WSSec

Sensor/Actuator
Interaction y y n n
Data Structure &
Representation y n n n
Signing and
Encryption y n y y
Authentication &
Authorization y n y y
Registration &
Discovery y n y y
Notification &
Alarming y n y y
Abstract
Address Scheme y n y y
Heartbeat /
Keepalive y n n y
Further Robust-
ness Features y y n n

tation from the scratch seemed an unfavorable solu-
tion, taking into account limited resources of research
projects. In order to find middleware functions, which
were supporting our requirements and which could
be integrated into our prototype by providing an ap-
propriate application programming interface (API), we
conducted an analysis of some promising solutions and
evaluated their applicability for our approach.

Hereby, supporting our middleware requirements
does not mean, that the respective technology imple-
ments the complete desired functionality, but that it sup-
ports the realization of it on top of its API. For instance,
the support of the “data structure and representation”
requirement means, that it is possible to define objects
within a technology, e.g., representing sensor data, but
not that for all thinkable sensors corresponding objects
are already defined.

Thus, the examined technologies should provide
mechanisms to realize all the required functions, but
not the implementation of the respective functions itself.
As potential open accessible technologies for providing
at least parts of the required middleware functions,
we identified four candidates: OPC-UA, Modbus/TCP,
SIP (Session Initiation Protocol) and SOAP with WS-
Security.

Table II matches these candidate technologies with
the identified functional requirements for the depend-
ability middleware. As result of the comparison of po-
tential technologies we decided for the use of OPC-UA
as generic communication and management protocol
[51], which seems to provide a good basis to create
a generic control architecture.

B. Entities and Roles

In order to realize the intended dependability means,
we had to define the respective business logic. As

mentioned, these functions may use an underlying in-
frastructure fulfilling all lower layer requirements and
an OPC-UA stack with API as a basis for the new
implementation.

As our approach was to provide a complete def-
inition of the conceptual part (yet only implementing
selected functions for validation purposes) we had to
perform a comprehensive modelling of the desired func-
tions within our dependability domain. For that purpose
we had first to define the entities and roles within the
DHF. The entities can be identified with the devices
participating in the DHF:

• Sensors

• Actuators

• PLCs, DDCs

• PCs

• Mobile devices (smartphones, tablets)

• Active network devices (routers, switches)

• Data storages

• Communication hardware (cables, antennas)

• Embedded systems (Plug PCs, boards)

Sensors and actuators are data sources and sinks
respectively; PLCs and DDCs are used for control tasks
at automation level, PCs and embedded PCs also for vi-
sualization (SCADA), smartphones and tablets the same
with less complexity; network devices and communica-
tion hardware provide the infrastructure functionality.
The entities realize several distinguishable roles, which
incorporate the logically independent parts of the whole
functionality:

• Client

• Server

• Registrar

• Mediator

The clients (e.g., sensors, PLCs, smartphones) com-
municate and exchange information with the server. The
server (e.g., a PC or embedded board) stores information
about the clients and serves thus as a data base. Servers
support the possibility to present the information in
OPC-UA style. To be allowed to participate in the DHF,
all defined parts (clients, servers) must register at the
registrar. The registrar provides interfaces for authenti-
cation and authorization to the DHF. To communicate
with a non-DHF entity, mediators (basically these are
gateways, which are able to represent the data structures
of the non-DHF part in a DHF compatible manner) map
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all relevant information between DHF entities and non-
DHF entities.

Network devices (switches, routers, etc.) do not
have a functional role regarding the DHF’s middleware
and are thus considered transparent. To integrate QoS,
service classes are defined for the different requirements
of the supported applications and triggered by the end
systems (clients).

By having defined the roles, the required function-
ality of the DHF middleware could now be assigned to
these roles. In the following subsection, we concentrate
on the registrar, as this is the core element for a generic
framework, allowing for the integration of multiple
clients, servers, and mediators into one framework.

C. Access Rights Management

The main purpose of the X-Model is to enable
multiple applications, which are triggered by multiple
users, to get access to all DHF devices. This implies
the necessity for an access rights management, which
is able to assign respective access rights to applications
and users, and to enforce the keeping of these access
rights. The basic idea is, that the DHF registrar manages
the mapping of registered applications and registered
devices [36] [32]. Thereto the registrar has not only to
provide means to register for new devices and applica-
tions respectively to update the registered information
for existing ones, but also to decide for appropriate
access rights, i.e., it serves as a “Policy Decision Point”
(PDP). Figure 7 shows a scheme of the registration
process for client and server devices at the registrar.

Of course the access rights assignment can not be
performed fully automated, yet a definition of applica-
tion types respectively user types makes it possible to
map access rights not only to individuals, but to groups
with similar roles within the system. For instance, flat
owners in a house with multiple parties may have less
control rights than fire fighters in case of emergencies.
These groups need to be assigned the respective access
rights only once then. The classification of devices
and applications respectively users has still be done
manually, thus the system needs a human operator
to control the admission to the DHF and to assign
appropriate access rights, i.e., the authentication has to
be done on a non-technical basis.

Once the registration process is finished, the reg-
istered entities are provided with appropriate keys to
communicate directly with the peering entity. As every
communication has to be encrypted anyway in order
to ensure privacy and security of exchanged data, the
distribution of decryption keys according to the defined
access rights is a way to ensure, that only entities with
respective access rights can read this data. This can go

Figure 7. Registration Process

so far, that different entities with different keys can be
provided with the same encrypted sensor data, and can
decrypt these data with their respective keys in different
resolutions, i.e., the different keys represent different
authorization to access data. A further authentication
with technical means does not have to be performed, as
the ownership of the keys is bound to the registration
process and therefore secured, provided that the keys
are not illegally distributed by the owners.

The big advantage of this solution is the perfor-
mance, as communication between entities with respec-
tive access rights does not require the invocation of
central authorities. As resources are especially limited
for HA solutions, the concern of performance issues
might be unignorable in practice. Yet this is bought
by a considerable disadvantage: Key revocation is not
possible within such a scheme. The only way to deal
with that is to provide access rights only for a defined
time, with the necessity to renew admission and thus
the key distribution after expiration of granted access
rights.

For simplicity reasons, the key distribution may be
performed by the registrar [36] [32], which is then
also constituting the “Policy Enforcement Point” (PEP).
Conceptually, these two functions may also be sepa-
rated, which could be necessary if performance is still
critical, depending on the scale of a DHF realization
and the computational power of the registrar device.
In opposition to our original intension we decided for
symmetric encrpytion for our DHF concept, again for
performance issues; only for key exchange asymmetric
encryption, i.e., public key encryption, is used.

To complete our security portfolio, further functions
have to be addressed: To detect misbehaviour or outages
of end systems, keep alive messages are sent during
normal operation. Anomaly detection is used to find
faulty messages and traffic in the system [49]. With
traffic monitoring this traffic can be detected and iso-
lated from the system. Last but not least the triggering
of alarms and notifications is not only possible with
limit violations from sensor data, but also with peculiar
communication attempts.



63

International Journal on Advances in Networks and Services, vol 6 no 1 & 2, year 2013, http://www.iariajournals.org/networks_and_services/

2013, © Copyright by authors, Published under agreement with IARIA - www.iaria.org

D. Quality Assurance

To identify potential failures in the design and the
application life cycle in the whole DHF and to evaluate
potential effects and countermeasures, a Failure Modes
and Effects Analysis (FMEA) [52] has been conducted.
The FMEA gives an overview about which parts of
the DHF are most likely to fail, but also which parts
have the most important impacts in case of failures. The
FMEA basically consists of following steps:

• A system analysis identifies the parts of the
DHF; this can be derived from the design phase,
but it also has to take into account external
influence factors from the respective system
context.

• A function analysis identifies the functions,
their allocation to the system parts, and their
interoperations and dependencies; thus, critical
components can be identified.

• A failure analysis identifies potential failures
within the system and allocates them to re-
spective system elements; furthermore, possible
reasons for these failures are named.

• A risk analysis identifies the probability of
failures, the probability of detection of these
failures and the potential impacts; with these
factors a risk priority number is calculated
and so the most “dangerous” failures can be
identified.

• Finally countermeasures and system optimiza-
tion measures are derived, which shall either
minimize the occurrence of failures or the prob-
ability of not detecting the failures in time or
the potential damage, which could be caused
by the considered failure.

Unsurprisingly, outages of controllers have been
identified as most dangerous failures, as controllers of
HA appliances are not realized in a redundant manner
in most cases and thus constituting “single points of
failures”. The same applies to SCADA systems, yet
outages of SCADA systems do not have such immediate
consequences, as the several control applications for HA
appliances may work autonomously for a certain time.
The exact results of the FMEA are documented in the
deliverables of the ROFCO project, but not publicly
available.

VII. IMPLEMENTATION

As a proof of our concept, we implemented some
basic functions prototypically, using the free OPC-UA
stack from the OPC foundation [53]. Based on the inter-
ests of our partners in the project ROFCO those parts

of the framework were implemented, which promised
the most direct benefit to them, while still serving as a
good basis for our validation process:

1) OPC-UA connection between SCADA system
and different control devices (lighting, blinds)

2) Gateway between dependability domain and
legacy components

3) Implementation of security (Authentication
and Authorization) based on OPC-UA

A. OPC-UA Connection

In our testbed installation, appliances like blinds and
lighting were controlled via cTrixs controllers. In order
to facilitate communication between SCADA systems
and the controllers on OPC-UA basis, parts of the OPC-
UA stack had to be implemented at both sides, i.e., the
CBUs and the supervising SCADA system. As SCADA
system we used Copa-Data’s Zenon [48] and the CAPS
from cTrixs. Hereby the main focus was to exchange
information over an OPC-UA interface by using the
OPC-UA information model. Thereto we implemented
some selected OPC-UA object types (base object, server
objects and the event types). A further focus had been
given on the integration of Java and C based OPC-UA
libraries into the considered SCADA systems.

B. Legacy Gateway

To interconnect legacy components with the system,
it was necessary to map and translate data from the
legacy components. Status information about the legacy
component had to be stored in an object on the gateway,
which represented the properties of the legacy com-
ponent in the system. The required registration at the
system and the mapping of the information exchange
had to be handled by the representing object. The im-
plementation of the gateway functionality was based on
the OPC-UA ANSI C library and the cTrixs controller
communication protocol, which is again based on UDP.
As the cTrixs controller was able to map and translate
OPC-UA information to EIB/KNX components [54],
we used the CBU as our gateway, which controlled the
respective EIB appliances (blinds and lighting).

C. Authentication and Authorization

The authentication service was based on an X.509
architecture [55]. The distribution of the key pairs had
to be secured by using public key methods to avoid po-
tential leaks in the security concept. The registration and
authorization service was supported by an openLDAP
infrastructure, which provided a service to register and
configure the roles of the different participating devices.
The registration of the role and security properties of all
devices was stored in an XML configuration file.
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Again, the communication between registered users,
sensors or gateways is based on the OPC-UA protocol.
For legacy devices, encrypted messages can be sent
to a gateway by using the OPC-UA communication
protocols and interfaces. The gateway can then make
a lookup in internal lists or at the registrar in order to
decide whether or not to accept the communication from
the device. Thus, only messages are accepted, which can
be identified by authorized devices.

VIII. VALIDATION

To develop a dependable system, it is a basic
precondition to use well established and standardized
methods for verification and validation. These methods
are based on several different standards, e.g., IEC 61508
[45]. In this paper we concentrate on the validation
steps of the ROFCO project. The validation strategy is
based on pre-defined use cases, derived from the HA/BA
applications Lighting Control and Blinds Control (see
Section III). During the course of the project these
use cases were adapted to needs and requirements.
Thus we have achieved an iterative product life cycle
process during the project lifetime in order to enhance
the quality of the DHF. The requirement engineering
process and the product life cycle process are based on
the ISO/IEC 12207-2008 standard [56].

A. Validation Process

As mentioned in Section III, user stories have been
used to describe the use case in such a way, that all
stakeholders could understand the requirements and the
interaction with the DHF. For requirement gathering the
verbal description of the use case and the discussion
with the stakeholders improved the understanding for
the developers. Like in an agile software development
process, each single use case had to be validated.
Based on the verbal description and the UML Use Case
Diagram of each use case we defined the respective
test cases. Each test case definition contains attributes,
such as verbal test description, pre-conditions, post-
conditions, and planned test results, as defined in [57].
The actual test results have been documented in the
ROFCO deliverables.

For the exemplary test case Light Maintenance,
which is derived directly from the respective use case
Light Maintenance as described in Section III, the test
case definition looks as follows:

• Test case description: This test case validates
the use case Light Maintenance. Thereto the
respective application Light Maintenance has
to be invoked within the DHF, the status of
the lighting in the configured area has to be
received, different values (on/off or dimming

values) have to be set for single lights and
defined groups of lights.

• Pre-conditions: The whole DHF system is in-
stalled, the lighting system is installed and
configured, the Light Maintenance application
is running

• Post-conditions: The Light Maintenance appli-
cation is still running within the DHF (such that
it is possible to re-start this test case several
times)

• Planned test results: Status of the lighting is
shown correctly, the on/off switches and the
dimming controls work correctly for single
lights and groups of lights

The test cases form the building blocks of the whole
validation process. They have been used in different
phases of the validation: During the pre-tests, they
helped to identify and fix some misconfigurations in the
controller setup and the network configuration. During
the final validation trial of the prototype at the Techno-
Z Salzburg (see Section V), they have been used to
validate

• the control functionality of examined appli-
ances,

• the interworking of the different proprietary
HA/BA subsystems, and

• the robustness of the infrastructure and services.

Timing constrains and time criticalities have not
been explored so far, yet for future research activities
it will be important to address these topics in order to
ensure the practical use of the DHF.

B. Validation Results

For both parts of the validation process (pre-tests
at module test and integration test level and validation
trial at system test level) standardized sets of test cases
(“test suites”) have been defined and executed. The
test suites have been defined for different parts of the
system development process, and are thus constituting
an accompanying test process:

• Validation of the developed software compo-
nents

• Validation of the installed network components

• Validation of the network communication pro-
tocols

For instance, the following test suites have been
defined for the validation of the network communication
protocols:
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• Tests of static and dynamic address configura-
tions

• Tests of different routing configurations

• Network link availability tests

• Network device availability tests

• End device reachability tests

Single test cases can be part of one or more of these
test suites. For instance, the exemplary test case Light
Maintenance is part of the end device reachability test
suite. For each test suite, all listed test cases have been
executed at least once. If the actual test results were
consistent with the planned test results, the test verdict
was set to pass, otherwise fail. The test verdict for the
whole test suite was set to pass, if and only if all test
cases of the test suite achieved positive test verdicts.

Whereas during the pre-test some of the test suites
failed, i.e., the respective functionality had to be fixed,
the final validation trial yielded only positive test ver-
dicts. Thus, the validation process showed the feasi-
bility of our approach as expected. The interworking
of heterogeneous building automation systems based
on our X-Model is therefore a potential solution of
the mentioned interoperability problems; yet further
validation steps are still to be done: First of all, test
cases concerning performance and timing issues should
be identified and conducted in order to validate the real
time capability of the DHF. Furthermore, the definition
and execution of test cases derived from the HA/BA
application Evacuation Support would help to validate
the dependability of the system under test.

IX. CONCLUSION AND FURTHER WORK

As a result of our validation trial, we proved the
feasibility of our approach, as we were able to access
the control devices using different OPC-UA clients.
We were able to implement getter and setter functions
for the data points of lighting and blinds control in
different building units. Furthermore, we developed a
dependability concept based on availability calculations
according to IEC 61508 [45] functional safety standard
and assessed the system relevant risks with an FMEA
(see Section VI).

A possible barrier for a wide adoption of our ap-
proach in future commercial solutions, especially for
the smaller scaled HA market, are the relatively high
requirements on the used devices. In order to be able
to proceed all the session and rights management data
as well as the OPC-UA stack the devices need a certain
minimum of computational power; for practical reasons
this can not be guaranteed in all cases. Here this can
be counteracted by the use of gateways to those legacy

systems, which are not able to implement a native OPC-
UA connection, yet this limits the beneficiaries of our
system to a more narrow system border. However, future
developments have to be observed accurately, as the
progress of computational power in embedded devices
may make this drawback obsolete in a few years. Espe-
cially, the market spread of smart phones, which may
serve as control devices and user interfaces, brings new
chances to HA solutions on IP basis. Another open issue
is the influence of the building of communities of house-
holds, which will need further research (see Section
X). For instance, community based energy optimization
applications, but also regulatory aspects, e.g., the EU
directive to install smart meters in households (Directive
on internal markets 2009/72/EC [58]), may have market
implications regarding the use of comprehensive HA
systems.

As indicated in [1], the integration of HA/BA ap-
pliances with Smart Grids is the main topic of our
future research activities. We have just started to test the
integration of our X-Model in Smart Grid environments
by using Smart Grid applications (like demand response,
energy monitoring and health monitoring) with our
system approach; yet the challenge will be to ensure
the interoperability and collaboration of several HA/BA
systems in bigger communities in order to ensure opti-
mization at different scales. Thereto more efforts will
be necessary to provide unique control architectures
and generic interfaces; moreover the algorithmic side of
system optimization (e.g., regarding energy efficiency)
has to be addressed in our further research.

Other potential research activities could deal with
topics like security and safety. Security will become
an even bigger issue than now for two reasons: First,
openness requires security means to avoid misuse, and
besides all barriers we expect open solutions to spread
more widely in future; second, the trend to build com-
munities leads to larger systems with more participants
(stakeholders), which exchange privacy and security
sensitive data. Safety is already a big issue in BA; if
safety solutions get affordable and technically realizable
in HA environments, a spread to this market segment is
foreseeable, thus research has to deal with this topic.

Industrial solutions can be expected for Mini-
SCADA systems on top of dependable frameworks,
which do not only provide a one-stop-shop for HA/BA
control functionality to the user, but also an easy to
use Human Machine Interface (HMI) in order to further
increase user-friendliness of HA/BA control. The inte-
gration of IP as convergence layer for HA/BA systems
is widely accepted in industry now, yet the openness
of middleware functions upon IP is still an open issue.
Here, the standardization bodies like CEN or ISO are
requested to define open standards, which are accepted
by the industry; this process is far from being finished.
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Abstract—In this paper, we evaluate the performance of the 
CLIR (Cross-Layer Interception and Redirection) cooperative 
caching scheme for ad hoc networks in static grid ad hoc 
networks. This caching scheme implements a local cache in 
every node of the network allowing the nodes to work as 
request interceptors for the rest of the nodes. In addition, it 
also implements a redirection cache that stores information 
about the location of the documents in the network in order to 
redirect the requests to nodes that are situated closer than the 
servers. Finally, a piggy-backing technique is incorporated to 
the routing protocol with the aim of finding the documents in 
the network while the routes to the servers are created. By 
means of simulations, we evaluate the mean traffic generated 
in the wireless network, the delay perceived by the users, the 
percentage of failed searches, the mean number of retrieved 
documents, the local and remote cache hits and the mean 
percentage of redirection hits as a function of the mean time 
between requests, the Time To Live (TTL) of the documents, 
the traffic pattern and the cache sizes. We compare the 
performance of our proposal with another five cooperative 
caching schemes as well as the option of no using a caching 
scheme. The simulation results show that our proposal 
outperforms the other caching schemes in terms of the studied 
parameters. In addition, we compare the redirection caching 
scheme of our proposal to the redirection policies implemented 
by other caching schemes. 

Keywords-cooperative caching; grid; ad hoc network; redirection 
cache. 

I. INTRODUCTION 

The CLIR (Cross-Layer Interception and Redirection) 
caching scheme was evaluated in static grid Ad Hoc 
networks in [1]. Therefore, the aim of this work is to extend 
this performance evaluation by analysing new metrics: the 
mean number of retrieved documents, the percentage of 
cache hits (local and remote). This will offer a more concise 
comparison of the performance of CLIR to other caching 
schemes. Additionally, the redirection technique will be also 
evaluated as a metric specifically developed to measure its 
performance called redirection cache hit. 

The aim of a caching scheme is to reduce the traffic 
generated in the network, as well as the delay perceived by 
the users and the servers’ load [2]. The reduction of the 
traffic in a wireless network also decreases the probability of 

collisions and interferences, and hence, the probability of 
packet loss. Reducing the delay perceived by the users when 
they request documents improves the user experience and 
makes the network more attractive to be used. Finally, as a 
consequence of the caching mechanism, the document 
requests can be served by other nodes in the wireless 
network instead of the servers. In a very loaded network, the 
servers could be a bottleneck as all the requests are sent to 
them. The caching mechanism mitigates this effect by 
moderating the overload of the servers so they can reply 
more requests. 

MANETs (Mobile Ad Hoc NETworks) [3] were 
proposed as a solution for deploying communication 
applications in places where a wired network was not 
available. Unfortunately, they have some limitations: 
 Restricted hardware capabilities. Some light weight 

devices are constrained in their processing and 
computing capabilities. 

 Limited batteries. Mobile devices operate with 
batteries. In order to maximize their lifetimes, the 
number of messages that they generate should be 
moderated. 

 Scarce bandwidth. Wireless medium has restricted 
bandwidth so signaling traffic should be minimized. 

 Temporary connection to external networks. The 
integration of MANET into external networks is 
guaranteed through Gateways. However, the mobility 
of the MANET may provoke the Gateway to be 
temporarily unavailable. 

Although many cooperative caching schemes have been 
proposed for MANETs, they have not been evaluated for 
static ad hoc network, that is, wireless networks where the 
nodes do not move. The objective of this work is to evaluate 
the performance of different caching schemes proposed for 
MANETs in static grid network scenarios. 

The rest of this document is organized as follows. In 
Section II, the related work about cooperative caching 
schemes for MANETs is presented. In Section III, the 
proposed caching scheme is described. Section IV defines 
the system model and shows the performance evaluation of 
the caching schemes. Finally, Section IV enumerates the 
main conclusions of this work.  
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II. RELATED WORK 

The cooperative caching schemes for ad hoc networks 
can be classified into four groups: broadcast-based, 
information-based, role-based and direct-request. The 
broadcast-based caching schemes employ broadcast 
messages as the first choice in order to find the documents in 
the network. These broadcast messages can be sent to the 
entire network, as in the case of MobEye [4]. Other schemes 
such as SimpleSearch [5], follow a more restrictive approach 
that limits the distance of the messages to four hops. 
ModifiedSS [6] is an evolution of SimpleSearch that 
employs GPS (Global Positioning System) in order to send 
the requests to the direction where the servers are located. 
Similarly, the caching scheme proposed by Moriya in [7] 
sends the broadcast messages to the neighbourhood so that, 
if the document is not found, the request is transmitted to the 
server. 

The information-based cooperative caching schemes 
employ information of the location of the documents in the 
network. Nodes obtain this information by analysing the 
messages that they forward. As examples of this category of 
caching schemes we can mention: DGA (Distributed Greedy 
Algorithm) [8], Wang [9], Cho [10] and POACH (POware 
Aware Caching Heuristic) [11]. 

Under a role-based caching scheme, each node in the 
wireless network has a predefined role. That is, they can be 
caching nodes, requesting nodes, coordinator nodes, gateway 
nodes, etc. The role-based caching schemes are usually 
applied to cluster networks. CC (Cluster Cooperative) [12] 
and Denko [13] are examples of this kind of caching policy. 

Finally, the direct-request caching schemes directly send 
the requests to the server with the hope of being served by an 
intermediate node in the route from the requester to the 
server. The proposal by Gianuzzy in [14] is an example of 
this kind of caching schemes. 

However, the groups in this classification of caching 
schemes are not mutually exclusive. Thus, the caching 
schemes COOP [15], ORION (Optimized Routing 
Independent Overlay Network) [16], IXP/DPIP (IndeX 
Push/Data Pull/Index Push) [17] and COCA (COoperative 
CAching) [18] are schemes that employ network information 
and broadcast requests. On the other hand, COACS 
(Cooperative and Adaptive Caching System) [19] and 
GROCOCA (GROup-based COoperative CAching) [20] are 
role-based caching schemes that also utilize information 
obtained from the network. In addition, CacheData, 
CachePath, HybridCache [21] and GroupCaching [22] are 
direct-request caching schemes that also employ the location 
information. Finally, ZC (Zone Cooperative caching) [23] 
and Sailhan [24] use direct requests and broadcast requests 
depending on some heuristic. 

The CLIR cooperative caching scheme was proposed in 
[25]. It can be classified as a direct-request and information-
based cooperative caching scheme. The main novelty of 
CLIR is the implementation of a cross-layer interception 
cache technique as well as the optimization of the redirection 
technique. Its performance was evaluated for MANETs and 
compared to other five cooperative caching schemes. The 

objective of this paper is to study the performance of CLIR 
in a static grid ad hoc network and compare this performance 
with other caching schemes. 

Figure 1 summarizes the classification presented in this 
section. 

 
Figure 1. Cooperative caching schemes classification. 

III. CACHING SCHEME 

The proposed caching scheme works using a 
request/reply protocol very similar to HTTP (Hyper Text 
Transfer Protocol) as utilized in the caching schemes 
proposed in Section II. Consequently, the nodes request 
documents (information, data, etc.) to the data server. The 
data servers, as the HTTP servers, reply with a message 
containing the document requested. The data servers can be 
other nodes in the wireless ad hoc network or even external 
servers that are accessed through a Gateway. 

CLIR implements a local cache in every node in the 
network. This local cache is managed using the LRU (Least 
Recently Used) replacement policy. Using this cache, every 
node stores the received documents. Therefore, further 
requests to the same document will be resolved by the local 
cache. This is called a local cache hit. As the requests must 
be forwarded hop by hop from the requester node to the 
server node, the intermediate nodes in the route from the 
source to the destination of the requests can reply directly if 
the requested document is stored in their local cache. This is 
called an interception cache hit. 

When the route from the source node of the request to the 
destination node has not been created, CLIR utilizes the 
routing protocol to piggy-back the request in the routing 
protocol messages. By using this technique, the routing 
protocol is able to create the route to the destination node 
and search for the requested document at the same time. If 
any node that receives the route request message has a copy 
of the requested document in its local cache, it will reply 
using the route reply message informing that this node has a 
copy of the document. When the requesting node receives 
the route reply message, the route between both nodes has 
just been created so the requester will forward the request to 
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the node that has the copy of the document. This is called a 
cross-layer interception hit. This mechanism allows finding 
the documents in the network even if the servers are   
temporarily unavailable. On the other hand, it also finds the 
documents in nodes located closer than the servers, reducing 
the delay and the network load as the number of messages 
sent are reduced. This kind of technique requires the 
implementation of an on demand routing protocol as the 
piggybacking messages are sent on every document request 
if a route to the destination is not available at this moment. 

CLIR also implements a redirection cache that stores 
information about where the documents are located in the 
network. In order to obtain this information, the nodes 
analyse the request and reply messages they forward. The 
redirection cache manages information about the source of 
the requests and the corresponding replies. It also stores the 
number of hops and the TTL of the documents. This TTL is 
employed to set the validity of the information stored in the 
redirection cache as the documents will be obsolete after this 
time. Additionally, the redirection cache also takes into 
consideration the mean time the documents are stored in the 
caches in order to avoid the redirection of a request to a node 
that has evicted the document from its local cache. 
Consequently, the redirection cache estimates the time that 
the documents are stored in the local caches calculating the 
mean time the documents are stored in its own local cache. 
Moreover, the expiration time assigned to the information 
stored in the redirection cache is the minimum between this 
estimated time and the TTL of the document.  

The redirection cache is managed by means of two LRU 
lists, one for the information of those documents whose TTL 
is known (called KNOWN_TTL_LIST) and the other with the 
documents with an unknown TTL (called 
UNKNOWN_TTL_LIST). The TTL of a document is 
unknown until the reply is forwarded by the node.  The 
memory for each structure is dynamically assigned although 
the memory space reserved for both structures is set to a 
constant. The information obtained from the messages adds 
or updates the data to the lists. If an entry of the 
UNKNOWN_TTL_LIST structure is updated with the TTL of 
a document, it will be transferred to the head of the 
KNOWN_TTL_LIST. When a new entry must be stored and 
there is not enough room because the reserved storage space 
is full, the oldest entry in the UNKNOWN_TTL_LIST 
structure is evicted. If this list is empty, the oldest entry in 
KNOWN_LIST_LIST will be deleted. An entry is also deleted 
if the information is obsolete because all the associated TTLs 
have expired. 

When a node receives a request and the redirection cache 
contains information of a node that is closer to the original 
destination of the request, the request is forwarded to this 
closer node. When the node to which the request has been 
redirected receives the message, it replies with the document. 
This is called a redirection cache hit. In the case that the 
redirected node has evicted the document from its local 
cache, a redirection error message is sent to the redirection 
node in order to update the information of the redirection 
cache. 

Finally, CLIR also implements the storage of the replied 
document in the node located in the middle of the route from 
the source and destination of the reply proposed in [9]. So, 
the documents can be easily disseminated along the network. 
In order to avoid the excessive replication of documents, this 
mechanism is performed if the distance between both nodes 
is greater than four hops. 

For more details on the implementation of CLIR refers to 
[25]. 

IV. PERFORMANCE EVALUATION 

In order to evaluate the performance of the proposed 
cooperative caching scheme we have implemented CLIR 
using the NS-2.33 [26] network simulator. Additionally, for 
comparison purposes, the cooperative caching schemes 
MobEye, HybridCache, COOP, DPIP and SimpleSearch 
have also been implemented. The no cache (NC) option has 
also been taken into consideration, that is, the case where no 
caching scheme is considered. Every point represented in 
the figures shown in this paper corresponds to the mean 
obtained value of five simulations using the same 
parameters but changing the seed. Depending on the 
simulation, the analysed variable is changed while the rest 
of the parameters are set to a default value. All figures 
include a confidence interval of 95% for each performance 
parameter.  

A. Simulation model 

Table I summarizes the main simulation parameters. We 
suppose that the nodes in the ad hoc network do not move. 
Depending on the evaluated configuration, nodes form a 
regular grid of 5x5, 7x7 or 9x9 nodes. Moreover, the nodes 
located in the corners of the simulation area, that is, in the 
positions (x,y)=(0,0) and (x,y)=(1000,1000), are considered 
to behave as Data Servers (DS). There are 1000 different 
documents stored in the DSs. For simulation simplicity, we 
have considered a numeric identification for each document 
although the caching scheme can be extended to manage 
complete URLs. In order to distribute the traffic along the 
network, the documents with even identification are located 
in one server while the documents with odd identification 
are stored in the other DS.  In addition, every document has 
an associated TTL (Time To Live) that determines when it 
expires, and hence, it is considered obsolete. The expired 
documents stored in the local caches are deleted in order to 
free storage space. The TTL of the documents follows an 
exponential distribution with a mean time between 250 and 
2000 seconds. In this way, low and high TTL variability is 
modeled. Moreover, the infinite TTL is also analyzed, that 
is, the case where the documents never expire. Additionally, 
we consider the size of the documents to be constant and 
equal to 1000 bytes. 

Every node that is not a server is programmed to 
generate requests to the servers during the simulation time. 
When a request is served, another request is generated after 
a waiting time period. If the request is not served after a 
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predefined timeout, the request is sent again. The waiting 
time between requests follows an exponential distribution 
with mean values between 5 and 50 seconds (the default 
value is 25 seconds). If the waiting time is modified, a wide 
range of nodes activity can be evaluated and, consequently, 
the traffic load of the network. The documents that are not 
served before the timeout is triggered are requested again. 
This timeout is defined to be constant with a value of 3 
seconds. 

TABLE I. SIMULATION PARAMETERS 

Parameter Default values 
Other utilized 

values 
Simulation area (square meters) 1000x1000  
Number of nodes 49 25-49-81 
Number of Servers 2  
Number of documents 1000  
Document size (bytes) 1000  
Timeout (s) 3  

TTL (s) 2000 
250-500-1000-
2000-∞ 

Mean time  
between requests (s) 

25 5-10-25-50 

Traffic pattern (Zipf slope) 0.8 0.4-0.6-0.8-1.0 
Replacement policy LRU  
Local Cache size  
(number of documents) 

35 5-10-35-50 

Redirection Cache size  
(number of registers) 

35  

Simulation time (s) 20000  
Warm-up period (s) 4000  
Coverage radio (meters) 250  
MAC Protocol 802.11b  
Radio propagation model Two Ray Ground  
Routing protocol AODV  

 
The document request pattern follows a Zipf-like 

distribution, which has been demonstrated to properly 
characterize the popularity of the documents in the Internet 
[27]. The Zipf law asserts that the probability P(i) for the i-
th most popular document to be requested is inversely 
proportional to its popularity ranking as shown in (1).  

 ( )P i
i


  

The parameter α is the slope of the log/log representation 
of the number of references to the documents as a function 
of its popularity rank (i). Values between 0.4 and 0.8 have 
been selected for the Zipf slope (with a default value of 0.8) 
in order to model low and high temporal locality. 

Every node in the network implements a local cache that 
employs the LRU replacement policy. The default cache 
size allows storing 35 documents (35000 bytes). Cache sizes 
of 5, 10 and 50 documents have also been considered. In 
order to avoid cache misses due to the emptiness of the 
caches at the start of the simulation [28], a warm-up time 
has been considered using the first 20% of the simulation 
time. As the simulation time has been set to 20000 seconds, 
the warm-up time has a value of 4000 seconds. During the 
warm-up period, the performance metrics are not computed. 

Consequently, the analyzed statistics correspond to the time 
after the warm-up time. The redirection cache has the 
capacity of storing 35 registers. 

As the coverage radio of the nodes is 250 meters and the 
simulation area is 1000x1000 m2, the connectivity among 
neighbour nodes is different for each evaluated grid 
configuration. Figure 2 shows the connectivity for the 5x5, 
7x7 and 9x9 grid configurations. As it can be observed, as 
the density of nodes increases, the number of neighbour 
nodes grows. 

 
Figure 2. One hop connectivity of a node for 5x5, 7x7 and 9x9 grids. 

The parameters employed in the rest of the evaluated 
caching schemed (HybridCache, DPIP, SimpleSearch and 
MobEye) are those proposed by their authors.  

As performance metrics we consider: 
 Traffic load: It measures the mean amount of traffic 

generated or forwarded by each node during the 
simulation. As the wireless medium is limited, the 
greater the generated traffic the greater the 
probability of interferences and collisions. 

 Delay: It is defined as the mean time that a request 
requires to be served, that is to say, the mean time 
that a user will have to wait to receive the requested 
document. 

 Timeouts: This metric defines the percentage of 
requests that have failed and have been requested 
again because the document has not been received 
before the timeout. 

 Number of served documents: It is defined as the 
mean number of documents that have been retrieved 
to the nodes of the network during the simulation 
time. This metric shows the caching schemes that 
can serve more documents in a predefined time. 

 Cache hits: They can be divided into local cache hits 
and remote cache hits. The local cache hit measures 
the percentage of requests served by the local cache. 
A local cache hit implies a zero delay, avoids the 
traffic generation in the network and reduces the 
servers load. The remote cache hit measures the 
percentage of requests served by network nodes 
different from the servers. A remote cache hit 
implies the reduction of the servers load. Depending 
on the cache scheme, the remote cache hit can be 
categorized into other classes. Taking into 
consideration the CLIR caching scheme, 
interception, cross-layer interception and redirection 
cache hits are considered as remote hits. 

 Redirection hits: It is defined as the percentage of 
redirections that have been correctly resolved, i.e., 
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the document has been served to the requester after 
a redirection. This metric measures the goodness of 
the redirection cache technique for those caching 
schemes that implement it. 

The figures presented in this section correspond to the 
evaluation of a 7x7 grid network as the results obtained with 
the 5x5 and 9x9 networks are very similar. The performance 
evaluation will be studied as a function of the time between 
requests, the TTL of the documents, the Zipf slope and the 
local cache size. The redirection hit metric will be applied 
only to those caching schemes that implement the 
redirection technique, that is, CLIR, COOP and 
HybridCache. 

B. Time between requests 

Figure 3a represents the mean processed traffic by each 
node as a function of the time between requests. CLIR, 
DPIP and HybridCache are the caching schemes that 
generate the lowest traffic, followed by No Cache and 
SimpleSearch. MobEye generates more traffic because of 
the use of broadcast messages. 

Figure 3b compares the mean delay of the requests and 
replies. CLIR is the caching scheme with the lowest delay. 
In fact, it is the only scheme that obtains a lower delay than 
the option of not using caches. SimpleSearch and MobEye 
employ a four request-reply messages method, and hence, 
they experience a greater delay and a greater traffic 
generation as previously observed. COOP has not been 
shown in this figure due to the high delay obtained. This 
behaviour is caused by the timeout needed to perform the 
direct request to the DS after the broadcast request has 
failed. DPIP also achieves a high delay due to the 
DPIP_Timer parameter that fixes a lower bound to the 
messages delay. Finally, HybridCache achieves a low 
performance for high loaded networks although this 
performance is improved as the traffic load is decreased. 
This fact is due to redirection loops caused by a wrong 
redirection management (Figure 3f). When time between 
requests increases, the information stored in the redirection 
table is obsolete related to the documents stored in the local 
caches as they are evicted from the local caches before the 
information can be considered obsolete. As the number of 
evictions in the local caches decreases the redirection cache 
is able to obtain more redirection hits because it only takes 
into account the TTL of the documents to delete the 
information of the redirection cache. 

Figure 3c shows the mean percentage of timeouts per 
node. HybridCache obtains a high percentage of timeouts 
due to the bad redirection management as previously 
explained. Similarly, COOP presents the same behaviour as 
HybridCache because of the same reasons. Finally, the rest 
of the caching schemes obtain a percentage of timeouts 
close to zero. In fact, this should be the normal behaviour of 
the caching schemes as the servers are always available and 
it is always possible to create a route to them. 

Figure 3d illustrates the mean number of documents 
received per node. All the compared caching schemes obtain 
a similar performance except COOP and, especially, 
HybridCache for times between requests lower than 25 
seconds. For high loaded networks (5 or 10 seconds 
between requests), HybridCache achieves a very low 
performance, obtaining only a half of the documents 
compared to the rest of the caching schemes due to the 
timeouts (Figure 3c) and redirection errors (Figure 3f). 

Figure 3e depicts the mean percentage of local and 
remote cache hits as a function of the mean time between 
requests. MobEye is the caching scheme that obtains more 
hits, although its performance decreases as the time between 
requests increases. However, the rest of the caching 
schemes show the opposite behaviour. In SimpleSearch, the 
percentage of remote hits is practically zero for high loaded 
networks. As the requests are performed very close in time, 
the broadcast method is not employed because the route to 
the servers is already created, and hence, the requests are 
sent directly to them. 

Figure 3f represents the mean percentage of redirection 
hits as a function of the mean time between requests. The 
performance of COOP is reduced as the traffic load is 
decreased because of the reduction of the redirection cache 
hits due to incorrect redirections of requests to nodes that 
have removed the documents from their local caches. On the 
other hand, CLIR obtains a performance close to 100% for 
all the traffic loads. Finally, HybridCache shows a 
redirection cache hit close to zero except for very low 
loaded networks where the performance reaches 5%.   

C. TTL of the documents 

Figure 4a represents the mean traffic processed by each 
node as a function of the mean TTL of the documents. 
CLIR, DPIP and COOP generate less traffic than no 
Caching for all the studied TTLs. HybridCache is very 
sensitive to the TTL of the documents and, as the TTL is 
increased, the generated traffic also soars. This behaviour is 
due to the redirection cache, which only takes into account 
this parameter to delete the information in the redirection 
cache. Consequently, if a node evicts a document from its 
local cache, the nodes with information about the location of 
this document in their redirection caches will maintain 
incorrect data. 

Figure 4b compares the mean delay as a function of the 
mean TTL of the documents. CLIR is the caching scheme 
that obtains the lowest delay. HybridCache, as shown in the 
previous study, is very sensitive to the TTL and the delay is 
highly increased as the TTL is incremented. The rest of the 
caching schemes obtain delays greater than the case of no 
Caching due to the four messages needed to obtain the 
document. 

Figure 4c shows the evolution of the percentage of 
timeouts as a function of the TTL of the documents. COOP 
and HybridCache are the caching schemes with a percentage 
of timeouts greater than zero due to the previously 
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commented reason. In fact, the percentage of timeouts is 
highly increased in HybridCache for TTLs greater than 
2000 seconds. 

Figure 4d illustrates the mean number of documents 
received per node as a function of the mean TTL of the 
documents. As it can be observed, a similar number of 
documents is obtained by all the caching schemes except 
COOP, with a slightly lower performance, and HybridCache 
with a drastically reduction of the retrieved documents with 
a mean TTL greater than 1000 seconds. This behaviour 
shows that HybridCache is very sensitive to the TTL of the 
documents because of a bad management of the redirection 
cache (as shown in Figure 4f). This figure reports that the 
redirection hits decrease until practically zero for a mean 
TTL of the documents greater than 1000 seconds. The 
incorrect management of the redirection cache also causes 
an increment of the traffic (Figure 4a), a greater number of 
timeouts (Figure 4b) and a higher delay (Figure 4c) 

Figure 4e depicts the percentage of local and remote 
cache hits as a function of the mean TTL of the documents. 
As the mean TTL of the documents increases, they are 
stored for more time in the local caches; hence, the 
probability of a cache hit is also incremented. HybridCache 
obtains a good performance for low TTLs although this 
performance is drastically reduced when the documents do 
not expire. CLIR achieves a performance similar to the rest 
of the caching schemes and it is only overcome by MobEye 
and DPIP for high TTLs because of the use of broadcast 
message. On average, SimpleSearch is the caching scheme 
with the lowest cache hit ratio. 

Finally, Figure 4f compares the percentage of redirection 
cache hits as a function of the TTL of the documents. As it 
was previously commented, HybridCache achieves a very 
high redirection hit rate for small TTLs. However, as the 
TTL increases, this rate drastically falls and reaches a 
percentage of zero for TTLs greater than 2000 seconds. On 
the other hand, it can be observed that COOP is also 
sensible with the TTL of the documents, as it obtains a 
lower percentage of redirection hits when they become 
obsolete more frequently. As the mean TTL increases, the 
redirection cache hit of COOP is also increased. Finally, 
CLIR achieves a percentage of redirection hits close to 100 
% for all the studied TTLs. 

D. Zipf slope 

Figure 5a depicts the mean traffic processed by node as 
a function of the Zipf slope. CLIR is the caching scheme 
that obtains the lowest delay for all the slopes while 
MobEye and SimpleSearch generate more traffic than the 
No Caching option due to the broadcast requests. On the 
other hand, HybridCache also generates more traffic than 
the No Caching scheme for low slopes. This behavior is due 
to the replacement policy implemented by HybridCache, 
called SxO (Size x Order) [21]. This replacement policy is 
very sensitive to the popularity of the documents. 
Consequently, a low Zipf slope causes the reduction of the 

local cache hits, increasing the traffic generated in the 
network. 

Figure 5b compares the mean delay as a function of the 
Zipf slope. The delay obtained by COOP is not shown 
because it is much greater than the rest of the caching 
schemes. Only CLIR and HybridCache (for a slope of 1.0) 
obtain a lower delay than the No Caching scheme. DPIP has 
a delay of even three times greater than CLIR although this 
difference is reduced as the Zipf slope increases. CLIR is 
the caching scheme with the lowest delay for all the 
considered Zipf slopes. 

Figure 5c shows the mean percentage of timeouts per 
node as a function of the Zipf slope. As observed in 
previous studies, only HybridCache, COOP and MobEye 
present a percentage of timeouts different to zero. The 
behaviour of HybridCache and COOP is due to the incorrect 
implemented redirection technique. Nevertheless, the 
percentage of timeouts of these caching schemes is 
decremented as the Zipf slope increases because, as the Zipf 
slope increases, the percentage of local and remote cache 
hits increases and the documents can be served before the 
timeout. The rest of caching schemes obtain a percentage of 
timeouts close to zero. 

Figure 5d illustrates the mean number of documents 
retrieved per nodes as a function of the Zipf slope. As 
observed in previous the studies, HybridCache achieves the 
lowest results, although this value is incremented as the Zipf 
slope is incremented because of the rise of the cache hits 
(Figure 5e). The errors produced by the redirection cache 
mechanism (Figure 5f) causes high occurrences of timeouts 
(Figure 5c), and hence, the reduction of the number of 
obtained documents. Similarly, COOP also achieves a lower 
performance than the rest of caching schemes. CLIR, DPIP, 
SimpleSearch and MobEye obtain a similar number of 
documents for all the studied Zipf slopes. 

Figure 5e compares the percentage of local and remote 
cache hits as a function of the Zipf slope. The Zipf slope 
indicates the probability that the more popular documents 
will be requested more times. Hence, if the Zipf slope 
increases, the percentage of local cache hits is expected to 
increase too. This behaviour is confirmed in this figure. 
MobEye, as occurred in the previous studies, is the caching 
scheme that achieves a higher cache hit percentage because 
of the use of broadcast requests. CLIR presents a 
performance similar to the rest of the caching schemes. 

Figure 5f depicts the percentage of redirection cache hits 
as a function of the Zipf slope. As observed in the previous 
studies, HybridCache obtains a redirection cache rate close 
to 0 %.  COOP reduces the percentage of cache hits as the 
Zipf slope increases. On the contrary, CLIR achieves the 
same performance (close to 100 %) for all the studied values 
of the Zipf slope. 

E. Cache size 

Figure 6a depicts the mean processed traffic by the 
nodes as a function of the local cache size. As the cache size 
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rises the generated traffic is decreased because the 
probability of a local cache hit is increased. CLIR, DPIP and 
COOP are the caching schemes that generate a lower traffic 
than the No Caching scheme for all the studied cache sizes. 
MobEye is the caching scheme that generates more traffic 
due to the use of broadcast requests. On the other hand, 
HybridCache only performs better than No Caching when 
the cache size is greater than 20 documents. Hence, 
HybridCache does not work correctly when using small 
caches due to the implemented SxO replacement policy. 

Figure 6b compares the mean delay as a function of the 
local cache size. CLIR is the caching scheme with the 
lowest delay and, in this case, is the one that performs better 
than the No Caching scheme for all the studied cache sizes. 
HybridCache presents a big delay for small caches, although 
it is drastically reduced as the cache size increases. In 
addition, SimpleSearch and MobEye always obtain a bigger 
delay than the No Caching scheme for all the studied cache 
sizes due to the four messages needed to obtain a document. 
Finally, DPIP shows a delay close to 150 milliseconds due 
to the limit imposed by the DPIP_Timer.  

Figure 6c presents the mean percentage of timeouts as a 
function of the local cache size. As observed in previous 
studies, only HybridCache, MobEye and COOP show a 
percentage of timeouts different to zero. This percentage is 
reduced, especially in HybridCache, as the cache size 
increases because the probability of local and remote cache 
also augments. 

Figure 6d shows the mean number of documents 
retrieved per node as a function of the cache size. 
HybridCache is very sensitive to the local cache size as it 
obtains the fewest documents with small caches. However, 
this number of retrieved documents is incremented as the 
local cache size is augmented. This behaviour is caused by 
the SxO replacement policy as it does not work 
appropriately for small caches as it obtains poor cache hits 
(Figure 6e). On the other hand, COOP also obtains fewer 
documents than the rest of caching schemes. Finally, we can 
remark that the number of documents retrieved in the 
simulation time by CLIR, DPIP and SimpleSearch is not 
dependent on the cache size. 

Figure 6e illustrates the mean percentage of cache hits as 
a function of the cache size. The greater the cache size is, 
the higher the percentage of cache hits is expected to obtain 
as can be observed in the figure. MobEye is the caching 
scheme with the higher cache hit percentage, especially the 
remote cache hit because of the broadcast requests. CLIR 
achieves, as well as MobEye and SimpleSearch, the best 
local cache hits. 

Figure 6f compares the percentage of redirection hits as 
a function of the cache size. The shown behaviour is similar 
to that of previous studies as HybridCache obtain a 
performance close to 0%. COOP achieves about 85% while 
CLIR obtains a performance between 95% and 100%. 
However, there is a great variability with small cache sizes 
due to the great probability of replacements. 

V. CONCLUSIONS 

In this paper, we have evaluated the performance of the 
CLIR caching scheme applied to static grid ad hoc networks. 
This evaluation has been performed using the following 
metrics: mean traffic processed by the node, the delay 
perceived to obtain the requested documents, the mean 
percentage of timeouts, the mean number of retrieved 
documents per node, the local and remote cache hits and the 
percentage of redirection cache hits. We have evaluated the 
influence of the traffic load in the network, the TTL of the 
documents, the traffic pattern (Zipf slope) and the local 
cache size. In addition, we have compared the performance 
of CLIR to the caching schemes HybridCache, COOP, DPIP, 
SimpleSearch and MobEye. Finally, the performance of 
CLIR has also been compared to the case of an ad hoc 
network that does not implement any caching scheme. 

From the set of developed simulations we can conclude 
that MobEye, COOP and HybridCache are not suitable for 
static ad hoc networks. We base this conclusion on the fact 
that they obtain a mean percentage of timeouts different to 
zero. This behaviour is not acceptable in this kind of 
networks where the servers are always available because the 
wireless nodes do not move and hence, they are always 
available. On the other hand, they also retrieve fewer 
documents than the rest of the caching schemes. Taking into 
account the rest of caching schemes (DPIP, SimpleSearch 
and CLIR), CLIR always obtains the lowest traffic 
generation as well as the lowest delay for all the studied 
situations. In addition, CLIR always presents a better 
performance than the No Caching Scheme for all the studied 
parameters and, hence, we can assert that it is suitable for 
this kind of networks. 

Finally, CLIR presents a percentage of local cache hits 
similar to the rest of caching schemes and it obtains the best 
percentage of redirection cache hits, with a performance 
close to 100%. This result demonstrates that the management 
of the redirection cache is efficient. 

As a future work we propose to evaluate the influence of 
the employed routing protocol on the caching scheme 
performance. As we have developed the piggy-backing 
method of CLIR using OADV, different behaviours are 
expected using other routing protocols.  
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 (a) (b) 

 (c) (d) 

 (e) (f) 

Figure 3. Mean traffic processed by node (a), delay (b), percentage of timeouts (c), documents received (d), cache hits (e) and redirection cache hits (f) 
as a function of the mean time between requests. 

 



77

International Journal on Advances in Networks and Services, vol 6 no 1 & 2, year 2013, http://www.iariajournals.org/networks_and_services/

2013, © Copyright by authors, Published under agreement with IARIA - www.iaria.org

 (a) (b) 

 (c) (d) 

 (e) (f) 

Figure 4. Mean traffic processed by node (a), delay (b), percentage of timeouts (c), documents received (d), cache hits (e) and redirection cache hits (f) 
as a function of the mean TTL of the documents. 
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 (a) (b) 

 (c) (d) 

 (e) (f) 

Figure 5. Mean traffic processed by node (a), delay (b), percentage of timeouts (c), documents received (d), cache hits (e) and redirection cache hits (f) 
as a function of the Zipf slope. 
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 (a) (b) 

 (c) (d) 

 (e) (f) 

Figure 6. Mean traffic processed by node (a), delay (b), percentage of timeouts (c), documents received (d), cache hits (e) and redirection cache hits (f) 
as a function of the cache size. 
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Abstract—There have been tremendous advances over the
past decades when it comes to wireless access technologies.
Nowadays, several wireless access technologies are available
everywhere. Even mobile devices have evolved to support multiple
access technologies (e.g., 3G, 4G or WiFi) in providing the best
possible access to the Internet. However, all of these devices
can communicate using only one access technology at a time.
It is foreseen that an integration of these access technologies
to offer users a network access through multiple simultaneous
connections would be beneficial for both end users and the
mobile network operators. This paper investigates how to tackle
the simultaneous usage of multiple wireless access technologies
in the downlink. For this purpose, a practical example of
heterogeneous network is considered where 3GPP LTE and
non-3GPP WLAN access technologies are integrated together.
Furthermore, a novel decision mechanism is proposed, that
focuses on optimizing the network resource management based
on a mathematical formulation of the system. The mathematical
model is implemented using the Linear Programming techniques.
The paper demonstrates the gains that are achieved from using
such innovative decision mechanism as well as the benefits
that arise from the simultaneous usage of multiple wireless
heterogeneous accesses.

Keywords— LTE and WLAN interworking, User QoE optimiza-
tion, Linear programming, Access link modeling, Heuristic methods

I. INTRODUCTION

The Long Term Evolution (LTE) of the Universal Mobile
Telecommunication System (UMTS) is one of the latest mile-
stones achieved in an advancing series of mobile telecommu-
nication systems by the Third Mobile Generation Partnership
Project (3GPP). LTE is well positioned today, and is already
meeting the requirements of future mobile networks. On the
other hand, the technology of handheld mobile devices has also
made significant advancements in recent years. This has made
mobile broadband subscriptions to increase rapidly worldwide.
Every year, hundreds of millions of users are subscribing
for mobile broadband services. This is because a number of
broadband applications have been redesigned to substantially
enhance user experience by taking advantage of mobility
support and large data rates of new access technologies.
Such applications include social-networking (e.g., Facebook,
Google+, Twitter etc.), multi-player gaming, content sharing
(e.g., Youtube, Cloud Storage etc.), WebTV, video telephony,
search engines etc. The traffic data generated by the rapidly

increasing broadband subscribers due to use of the aforemen-
tioned applications is manifold higher in volume compared to
pure voice traffic. The existing 3GPP mobile communication
networks (e.g., HSPA and LTE) are already facing difficulties
to meet this high demand for wireless data. This has made
users and operators to rely onto Wireless Local Area Networks
(WLAN) based on IEEE 802.11 set of standards. The modern
WLANs are capable of offering very high data rates but
provide a small coverage area and limited mobility support.
Therefore, they are more suitable to areas with highly dense
demand for high data rate wireless access with limited mobility
support. On the other hand, 3GPP networks are designed
to provide ubiquitous coverage through mobility support and
therefore better suited to areas with moderately dense demand
for wireless access with high mobility. In this way, WLAN and
3GPP networks can complement each other in making high-
speed Internet access a reality for a large population. This work
discusses how the integration of these two technology types
can be realized, what benefits are possible for the users and
operators from this integration, and what are the challenges
involved in the resource management of these heterogeneous
networks. This work also proposes several mechanisms for
efficient resource management of heterogeneous networks and
evaluates their performance with the help of simulation based
studies.

Fig. 1 shows how 3GPP and non-3GPP access technologies
can be integrated to build heterogeneous networks according
to the 3GPP standards [2]. This architecture called as, System
Architecture Evolution (SAE), also allows mobile users to
roam between the two access technology types. For this
purpose, a seamless mobility is achieved by employing Proxy
Mobile IPv6 (network based mobility) or Dual Stack Mobile
IPv6 (host based mobility) [2]. The 3GPP SAE architecture,
however, has certain limitations when it comes to supporting
multi-homed users. This implies that a user can be associated
with only one of the available access networks but cannot
connect to more than one network simultaneously.

This work is an extension of [1] which investigates how the
multihoming support can be realized in 3GPP SAE architec-
ture. In addition, it discusses how the network operators can
make an optimum use of the aggregated bandwidth resources
and network diversity in a multihoming scenario through
traffic flow management. The rest of the paper is organized
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Fig. 1. 3GPP proposed SAE architecture for the integration of non-3GPP
and 3GPP access technologies

as follows: related work has been discussed in Section II,
Section III describes how the current 3GPP SAE architecture
can be extended to provide user multihoming support. Section
IV describes the importance of flow management function in
a heterogeneous network, and Section V explains the Linear
Programming technique to do optimized flow management
operation. Section VI provides proof of concepts through the
discussion of simulation results of the investigated realistic
scenarios. Finally, in Section VII a heuristic based resource
management algorithm is devised that offers near-optimum
performance without high computational complexity.

II. RELATED WORK

A number of research studies can be found in literature
making use of cross-layer techniques and soft handover to
optimize handover cost in terms of packet delay and loss in
heterogeneous networks. For example, Song and Jamalipour
[3] describe an intelligent scheme of vertical handover de-
cisions in selecting the best handover target from several
candidate heterogeneous networks. Several other proposals
have been made to improve the performance of cellular and
802.11 networks. Song et. al. [4] has discussed admission
control schemes to improve the performance of integrated
networks. Fei and Vikram [5] propose a service differentiated
admission control scheme based on semi-Markov chain that
although very accurate but has high computational complexity.
Similarly, Zhai et. al. [6] has shown that by controlling the
collision probability with the help of input traffic rate of users,
the maximum throughput can be achieved by keeping 802.11
network in a non-saturated state. Other studies have focused
on developing solutions for load balancing in the integrated
heterogeneous network environment. Such a proposal can be
found in [8], where policy based load balancing framework has
been presented to effectively utilize the aggregated resources
of loosely coupled cellular/WLAN network. In this work, we
explore the practical limits of the achievable performance
in a heterogeneous network scenario by going down to the
MAC layer functionalities of the involved access technolo-
gies. The goal is to maximize the spectral efficiency of the

network bandwidth resources and fulfill the application QoS
requirements at the same time. In contrast to other studies, we
provide an analytical solution to the problem that adapts to the
time varying channel conditions of the user and dynamically
decides the best network paths for user traffic flows in order
to achieve system wide optimized performance and improved
user QoE. The focus of this work is, however, restricted to the
downlink transmission of access technologies.

III. NETWORK SIMULATION MODEL

This work follows the proposal of the 3GPP specifications in
the integration of 3GPP access technology (namely, LTE) and
trusted non-3GPP access technology (namely, legacy WLAN
802.11a) where host based mobility solutions, i.e., Dual Stack
Mobile IPv6 is considered. For this purpose, a simulation
network model has been implemented using the OPNET [9]
network simulator. This includes the detailed implementation
of LTE network entities following the 3GPP specifications. In
this simulation model, home agent (HA) function is located at
the Packet Data Network (PDN) gateway. The remote server
acts as a correspondent node (CN) from where mobile users
access application services like VoIP, video, HTTP and FTP
(see Fig. 4).

OPNET model library implements the basic MIPv6 func-
tionality. This implies that a mobile node may have several
care-of addresses but only one, called the primary care-
of address, can be registered with its home agent and the
correspondent nodes. In order to achieve multi-homing, this
basic support has been extended according to the IETF RFC
for multiple care-of address (MCoA) registration [10]. This
enables the user to register the care-of addresses from all of
its active network interfaces with its home agent. This work
assumes that the user never attaches to its home network, and
both LTE and WLAN networks are seen as foreign networks
by the user. Therefore, a user configures one IPv6 care-of
address when it is in the coverage of LTE and still another
care-of address is obtained when WLAN access is available.

Though MCoA extension enables a user to register up to
two care-of addresses with its home agent, user cannot com-
municate over the two network interfaces simultaneously. This
is because MCoA recommends using only that single care-of
address, which has been most recently registered/refreshed.
This calls for the need of another MIPv6 extension namely
Flow Binding Support [11] that permits UE to bind one or
more traffic flows to a care-of address. A traffic flow, in
this extension, is defined as a set of IP packets matching a
traffic selector [12]. Traffic selector helps identify the flow to
which a particular packet belongs through the matching of the
source and destination IP addresses, transport protocol number,
the source and destination port numbers and other fields in
IP and higher-layer headers. The Traffic selector information
is carried as a sub option inside the new mobility option
“Flow Identification Mobility Option” introduced by the flow
binding support extension. A comprehensive description of this
heterogeneous network simulator can be found in [13].
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It should be noted that our focus is only on the downlink
access for LTE and WLAN. This implies that no uplink
transmissions are performed for WLAN during the whole
simulation time. Instead uplink traffic (e.g., TCP ACK packet
etc.) is transmitted by the user through the LTE uplink access.

Fig. 2 presents the resource management architecture to be
used in conjunction with the heterogeneous network simulator.
This is an open and flexible architectural framework, where
the resource management task is performed in 3 steps: (1)
information collection; (2) decision making; (3) decision en-
forcement [14]. These steps are handled by three functional
entities:

• Information Management Entity (IE) is in charge of
gathering the information required by the decision mak-
ing, e.g., link quality, power limitation, load and conges-
tion of the networks. IE also pre-processes and filters the
gathered information before it is delivered to the other
entities.

• Decision Making Entity (DE) is the most intelligent
part of this system architecture. It makes use of the
information available from the IEs to take a decision in
accordance with pre-defined policies. Examples of such
decisions are association to a certain access network,
vertical handover hints, change in a service treatment,
grant or deny user access to a service/network etc. A
decision making entity residing in the network is denoted
with DEn and that in the user terminal by DEu.

• Execution and Enforcement Entity (EE) finally executes
or performs the decision made by DE. In this work, DEn
entity takes all resource management decisions. These
decisions are executed locally using the ODE interface to
EE entity. The decisions to be executed at user terminal
are propagated via the ODD interface to the DEu that
enforce them using the local EE entity.

The algorithms and policies used by the DEn in making
decisions will be discussed in more detail in the next sections
of this chapter. Typical examples of these decisions are: when
a particular user terminal should attach or de-attach to WLAN
access network and how much traffic should be directed to
each network path for uplink and downlink communication of
a multihomed user. The decisions related to the association
with the WLAN access network are executed at the user
terminal via the DEu entity. The decisions regarding traffic
distribution have to be executed at home agent as well as at
user terminal.

IV. FLOW MANAGEMENT

In the developed simulation environment, a user can com-
municate simultaneously through 3GPP access technology
(i.e., LTE) as well as through non-3GPP access networks (i.e.,
WLAN). The question still remains how a network operator
or a user can make an efficient use of the two network
paths from two access technologies. For this purpose a flow
management function is introduced at the home agent. In other
words, it specifies how DEn entity should function. The flow
management function makes use of the MIPv6 extensions and

allows controlling the user data rate on each network path. In
general, there are two options of managing traffic flows for
a multi-homed user. The first option is to carry one complete
application traffic flow over one path of choice, this is known
as “traffic flow switching”. The second option is to divide the
traffic flow into several smaller sub-flows where each sub-flow
is carried over one network path. This will be called “traffic
flow splitting”.

If flow management is performed properly a considerable
improvement in network capacity and user satisfaction can
be achieved. That is why the decision engine (i.e., DEn)
of the flow management function, which controls the user
data rate over the network paths is of core importance. In
order to attain the goals of optimized network performance,
the decision engine needs to know the precise information
of the available network resources and the user demands.
Once this information is available, DEn with the help of
the proposed mathematical techniques, can optimally assign
network resources to the users fulfilling their demands while
making use of all available network paths.

Each wireless access network usually has a fixed amount of
network resources (e.g., spectrum bandwidth), and the network
performance itself depends on the fact with what (spectral) ef-
ficiency these resources are utilized. In order to achieve higher
data rates, a network resource management function should
select those users more often who can attain high spectral
efficiency. This work adopts the term “network path cost” to
denote the required network resources per unit data rate. For a
user, its network path cost can be accessed through cross layer
information from the MAC layer of the corresponding access
technologies. In the following subsections, it is shown how
the network path cost can be computed for users in WLAN
and LTE networks.

A. Network path cost for WLAN

Most modern wireless LAN access networks follow IEEE
802.11 standards, marketed under the name of Wi-Fi. In the
infrastructure mode of 802.11 typically a number of stations
are associated to an access point (AP) (which is normally a
router) that serves as a bridge to a wired infrastructure net-
work. 802.11 MAC uses one of the following three techniques
to provide channel access control mechanisms.

1) Point coordination function (PCF): resides on the access
point to coordinate the channel access for all asso-
ciated stations through polling. A polled station can
communicate with the access point in a contention free
manner within a time slot. PCF is not part of the Wi-
Fi Alliance interoperability and therefore is rarely found
implemented on a portable device.

2) Distributed coordination function (DCF): is a random ac-
cess scheme based on the Carrier Sense Multiple Access
with Collision Avoidance protocol (CSMA/CA) with a
binary exponential back-off algorithm. The DCF has two
operating modes: the basic channel access mode and the
RTS/CTS (Request-to-Send/Clear-To-Send) mode. DCF
does not provide a contention free medium access and
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Fig. 2. Resource management architecture for the heterogenous network simulator.

therefore collisions can occur during the transmission if
other stations also start transmitting at the same time.
DCF is the de-facto default setting for Wi-Fi hardware.

3) Hybrid coordination function (HCF): has been designed
to provide a differentiated medium access. Though HFC
does not provide service guarantees, it establishes a
probabilistic priority mechanism to allocate bandwidth
based on traffic categories. HCF was introduced for
the 802.11e standard, but it is hard to find complaint
hardware. In recent time the 802.11n standard has in-
corporated HCF, which though becoming increasingly
popular, is still available for a limited number of portable
devices.

From the above description it can be deduced that a dom-
inant percentage of today’s portable Wi-Fi capable devices
operate in the DCF mode of 802.11a/b/g. Three flavors of
802.11, i.e., a,b&g, follow very similar procedures in medium
access mechanism therefore in this work we focus only on
one of the flavors, i.e. 802.11a. The readers are encouraged to
refer to [15]- [17] for further details on 802.11 specifications
and performance.

Now, in order to explain the network path cost computa-
tions for WLAN, consider a scenario where a WLAN access
network consists of a station associated with an access point.
Assume that the station is just receiving a downlink traffic flow
from the access point and does not transmit anything in the
uplink. In this way, there is no contention for medium access.
The transmission of one data frame with RTS/CTS enabled
takes TS seconds including the exchange of control frames
such as RTS/CTS, SIFS (Short Interframe Space), DIFS (DCF
Interframe Space), and ACK frames, where

TS = Tbackoff +TDIFS +TRTS +TCTS +Tdata+ 3 ·TSIFS ,

Tbackoff =
Wmin − 1

2
· TslotT ime,

TDIFS = TSIFS + 2 · TslotT ime

All components of TS except Tdata can be found in the
802.11 standards (see Table II and I). The value of Tdata can
be computed based on the PHY data rate of transmission, i.e.,

TABLE I
MAC/PHYSICAL LAYER PARAMETERS OF 802.11A.

SIFS SlotTime RTS CTS ACK Wmin Wmax

16µs 9µs 160 bit 116 bit 116 bit 16 1024

TABLE II
DURATION OF CONTROL FRAMES IN 802.11A FOR DIFFERENT PHYSICAL

LAYER DATA.

Data Rate Modulation Bits per RTS CTS/ACK
(Mbps) Sym. Sym. µs Sym. µs

6 BPSK 24 7 28 5 20
9 BPSK 36 5 20 4 16

12 QPSK 48 4 16 3 12
18 QPSK 72 3 12 2 8
24 16-QAM 96 2 8 2 8
36 16-QAM 144 2 8 1 4
48 64-QAM 192 1 4 1 4
54 64-QAM 216 1 4 1 4

Tdata = σ
ϕ , where σ is the data frame size in kbit, and ϕ is

the PHY transmission data rate in [kbit/sec]. Accordingly, the
maximum downlink capacity η can be estimated as follows:
η = σ

TS
[kbit/sec].

It is clear that 802.11 MAC follows the Time Division
Multiple Access (TDMA) like scheme, where users share the
wireless access medium for short periods of time. Considering
resource allocation time intervals of 1 second, a user needs an
exclusive medium access for a γ fraction of that interval to
achieve a unitary data rate of 1 kbit/sec. This way, the γ that
is expressed in units of [ sec

kbit/sec ] represents the network path
cost. Its value directly depends on TS , which is the delay
experienced in transmitting one data packet of average size σ
[bit] operating at PHY data rate ϕ [kbit/sec]. That is, γ = TS

σ .

B. Network path cost for LTE

In contrast to 802.11, LTE performs a managed scheduling
of available bandwidth resources. The smallest unit of band-
width resource is referred as a physical resource block (PRB)
in the LTE specification. Based on the allocated frequency
spectrum size, LTE has a certain number of PRBs. The LTE
MAC scheduler residing at the eNodeB schedules these PRBs
using a 1ms transmission time interval (TTI). The LTE MAC
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scheduler has a very complex way of assigning resources to
the associated users. Without digging into the details of the
MAC scheduler operation, we focus on the last stage of the
resource assignment procedure in a certain TTI. Upon reaching
this stage, the MAC scheduler already builded up a list of
users which will be transmitting/receiving data in that TTI.
For each user entry in the list, there is a corresponding value
of the allocated number of PRBs, as well as the channel
dependent Modulation and Coding Scheme (MCS) index. The
MCS index is then used to lookup the Transport Block Size
Index (TBS index). With the help of TBS index and number of
allocated PRBs, the Transport Block Size (TBS) is obtained
from a table defined in the 3GPP specifications [21]. This
is a two dimensional table where each row lists TBS sizes
corresponding to the number of PRBs for a particular TBS
index. The obtained TBS value defines the size of the MAC
frame transmitted to the user in that TTI. In this way, the user
received throughput at the MAC layer in a certain TTI can be
estimated if the TBS value for that user is known.
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Fig. 3. Relationship of LTE air interface throughput and number of PRBs
for different TBS index values [21]. Each curve represents one TBS index.

Fig. 3 shows that for a particular TBS index, the LTE
throughput value has almost a linear relationship with the used
number of PRBs. If described mathematically, this relationship
can be used to determine the required number p of PRBs/TTI
to achieve a certain data rate X [kbit/sec] for a user having
TBS index i. That is

p = αi ·X + βi

αi is the slope of a straight line (as shown in 3) described
in units of PRBs/kbps. βi is the intercept of straight line at
the y-axis and is expressed in units of number of PRBs. Both
α and β together determine the network path cost of a user’s
LTE access link.

V. OPTIMIZED NETWORK RESOURCE UTILIZATION

When the network path costs for a multi-homed user are
known, the problem of optimal resource utilization can be
solved using mathematical techniques. In this work, we prefer
Integer Linear Programming (ILP) to solve this problem. This

choice has been made due to several reasons. For example,
ILP guarantees an optimum solution for a correctly formulated
problem, the problem formulated in ILP can be extended or
restricted by introducing appropriate constraints as well as
it saves additional implementation work by making use of
already available Linear Programming solvers.

TABLE III
MATHEMATICAL MODEL FOR THE OPTIMIZED RESOURCE UTILIZATION IN

ALGEBRAIC FORM

Given
U a set of users
αj Data rate dependent part of the LTE link cost in PRBs per kbps

for user j, for each j ∈ U
βj Data rate independent part of the LTE link cost in PRBs for user j,

for each j ∈ U
γj Cost of WLAN link in seconds per kbps for user j, for each j ∈ U
δj Minimum data rate (kbps) demand of a traffic flow destined to

user j, for each j ∈ U
∆j Maximum data rate (kbps) allocation for a traffic flow destined to

user j, for each j ∈ U
Ω Number of available PRBs for the LTE access network

Defined variables
Xj Size of sub-flow in kbps sent over the LTE access link to user j,

for each j ∈ U
Yj Size of sub-flow in kbps sent over WLAN access link to user j,

for each j ∈ U
Zj Auxiliary binary variable; its value for a user j is either 1 if

Xj > 0 or 0 otherwise, for each j ∈ U

Maximize∑
j∈U Xj + Yj

Subject to
1.

∑
j∈U αj ·Xj + βj · Zj ≤ Ω

2.
∑

j∈U γj · Yj ≤ 1

3. δj ≤ Xj + Yj ≤ ∆j for each j ∈ U

4. Zj ≤ Xj · 1020 for each j ∈ U

5. Zj ≥ Xj/∆j for each j ∈ U

6. 0 ≤ Xj ≤ ∆j for each j ∈ U

7. 0 ≤ Yj ≤ ∆j for each j ∈ U

8. Zj ∈ {0, 1} for each j ∈ U

Table. III shows the formulation of the problem in algebraic
form. The model defines U as the set of multi-homed users.
Each element of this set has a number of input parameters,
e.g., network path costs for LTE (α,β) and WLAN network (γ)
according to the user channel conditions in the corresponding
network. The maximum and minimum range of user data
rate demands (δ, ∆) based on the individual user application.
The amount of available network resources in LTE (Ω) and
WLAN (which is 1 second) are also considered as input
parameters. The output parameters for each user in set U
include the assigned data rate over the LTE network and the
WLAN network paths (X ,Y ). It is obvious that the goal of
this model is to achieve the highest possible spectral efficiency
from the two network access technologies. The higher the
spectral efficiency, the higher the network throughput. Hence,
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the objective is to maximize the user data rate over the two
network paths, i.e., X and Y for every multi-homed user.

The model imposes eight constraints, which are listed at
the bottom of Table III. The first two constraints ensure that
the available network resources should not be exceeded when
allocating the data rates for users. The third constraint dictates
that the user data rate allocation should lie in the specified
range. The 4th and 5th constraint determine the value of
variable Z based on the X value. If there is a need, a user
is allowed to receive its whole demanded data rate over a
single network path as shown in constraint number 6 and 7.
Constraint 8 is set in order to emphasis that Z is a binary
variable, which has value either 0 or 1.

It is assumed here that each user is running only one
application. For a constant bit rate application, e.g., VoIP or
video the minimum data rate is set equal to the maximum
data rate in the model input parameters. For TCP based flows,
these two values can be set according to the network operator’s
policy. It should be noted that the problem has been formulated
in a way that it guarantees the minimum data rate for all users
and then assigns an additional data rate up to the maximum
data rate while optimizing the spectral efficiency of the access
networks.

In the investigated scenario, the LTE coverage is available
in the whole area of user movement while WLAN coverage is
limited in a circular area of 100 meter radius around a hotspot.
This implies the users always have LTE access available and
WLAN coverage is only found in the vicinity of the hotspot
(see Fig. 4). During the resource assignment process, the flow
management function classifies users into the following three
categories (i) users with LTE access only and running VoIP
or video applications (ii) users with LTE and WLAN access
running any type of application (iii) users running FTP or
HTTP applications with LTE access only. Users in the first
category must be assigned the required minimum data rate
through LTE as there is no other access available for them.
Users in the second category are multi-homed users whose
data rate will be decided by the aforementioned mathematical
model. For users belonging to the third category, they must
get their traffic through the LTE path; however, it is not clear
how much data rate should be allocated to them in order to
achieve the optimized resource allocation objective. This issue
is resolved by using the following work around: the users are
assigned a WLAN network path cost greater than unity and
they are put into the second category. The WLAN network
cost greater than unity will refrain the LP solver to assign
any data rate for these users over the WLAN path while the
data rate for the LTE path will be decided based on the global
objective of the optimized resource allocation.

The resource assignment process by the flow management
function is carried out periodically every 100ms1 in order
to adapt to any changes in the user channel conditions. For
this purpose user channel condition parameters are obtained
through cross layer information from the base stations of the

1Section VI-A analyzes the selection of this time period

two access technologies. With the help of these parameters,
costs for each user network path is computed and fed to the
above described mathematical model as the input arguments
accompanied with the user data rate demands. As described
earlier, the mathematical model is formulated using Linear
Programming and solved using the C application programming
interface (API) of ILOG CPLEX from IBM [22], which has
been integrated inside the OPNET simulator by the authors.
The output of this process consists of user data rates on each
network path. These decided data rates are then implemented
for each user through a traffic shaping function residing at the
home agent.

VI. SIMULATION RESULTS

In this section, the performance of the proposed scheme
for optimized resource allocation is evaluated with the help
of a simulation scenario. Fig. 4 shows an overview of the
scenario in OPNET. The system is populated with 12 users
generating a rich traffic mixture of: Voice over IP (VoIP),
downlink File Transfer Protocol (FTP), Hyper Text Transfer
Protocol (HTTP), video conference (i.e., Skype video call),
and video streaming. The users move within one LTE eNodeB
cell, and within this cell one wireless access point is present.
Table IV shows the parameter configuration for this scenario.

The network performance achieved by the Linear Pro-
gramming approach will be compared with the other two
approaches discussed in [26], i.e., “3GPP-HO” and “Channel
Aware”. In the “3GPP-HO” approach user multihoming is not
supported; instead the policy is to serve a user preferably
over WLAN access network in the overlapped coverage of
WLAN & LTE access networks. In contrast to this, the “Chan-
nel Aware” approach makes use of multihoming and flow
management to serve users efficiently. In this approach the
capacity of each of the user access links is precisely estimated
and all available bandwidth resources are bundled together in
achieving the best user Quality of Experience (QoE). Now
with the help of the Linear Programming approach, data rates
are assigned to the users in a way that network capacity is
maximized as well as the minimum data rate demands are met
for all users. For this purpose, the DEn employs the resource
allocation model shown in Table III. At each decision instant,
the model is solved using updated parameters of user channel
conditions and QoS demands and the resulted data rates are
then imposed on the user access links by the EE entities.

Fig. 5 shows the performance of the FTP downlink appli-
cation in terms of IP throughput and file download time. It is
evident that the “Linear Programming” approach achieves the
highest performance among the three competing approaches.
The optimized resource allocation strategy of the “Linear
Programming” approach helps increasing user QoE experience
by 25% in terms of file download time compared to “3GPP-
HO” approach. The “Linear Programming” approach also
outperforms the “Channel Aware” approach by reducing the
file download time up to 13%.

Similar conclusions can also be drawn for the HTTP ap-
plication whose performance has been shown in Fig. 6. It
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Fig. 4. Simulation scenario setup in the OPNET simulator. The large circular area shows the coverage of LTE and the smaller circular area represents the
WLAN network coverage. The user movement is restricted to the rectangular area.

TABLE IV
SIMULATION CONFIGURATIONS FOR EVALUATION OF THE DOWNLINK FLOW MANAGEMENT SCHEME USING LINEAR PROGRAMMING.

Parameter Configurations
Total number of PRBs 25 PRBs (5 MHz specturm)
Mobility model Random Direction (RD) with 6 Km/h
Number of users 2 VoIP calls, 1 video streaming, 3 Skype video calls, 2 HTTP and 4 FTP downlink users
LTE channel model Macroscopic pathloss model [23], Correlated Slow Fading.
LTE MAC scheduler Time domain: Optimized Service Aware [24],

Frequency domain: Iterative RR approach [25]
WLAN access technology 802.11a, RTS/CTS enabled, coverage ≈ 100 m, operation in non-overlapping channels
Transport network 1Gbps Ethernet links, no link congestion
VoIP traffic model G.722.2 wideband codec, 23.05 kbps data rate and 50frame/s
Skype video model MPEG-4 codec, 512 kbps, 30frame/s, 640x480 resolution, play-out delay: 250ms
Streaming video model MPEG-4 codec, 1 Mbps, 30frame/s, 720x480 resolution, play-out delay: 250ms
HTTP traffic model 100 bytes html page with 5 objects each of 100Kbytes, page reading time: 12s
FTP traffic model FTP File size: constant 10MByte, as soon as one file download finishes, the next FTP file starts immediately.
TCP configurations TCP new Reno, Receiver buffer: 1Mbyte, Window scaling: enabled,

Maximum segment size: 1300Byte, TCP reorder timer: 50ms
DEn decision interval Every 100ms
Data rate demands [δ,∆] [200 kbps, 25 Mbps] for FTP and HTTP users
Simulation run time 1000 seconds, 10 random seeds, 95% Confidence interval

can be noticed that the HTTP application could attain much
less IP throughput compared to the FTP application. This
is due to small sized embedded objects of web pages. The
download of these objects finishes before the TCP connection
could achieve the maximum possible throughput. Owing to
this fact, even the “Linear Programming” approach could not
significantly improve user QoE over the “Channel Aware”
approach. However, a substantial gain is observed compared
to the default “3GPP-HO” approach. A large variation in
web page download can also be noticed for the “3GPP-HO”
approach, the reason of which is as follows. If an HTTP user
is found in WLAN coverage, “3GPP-HO” approach serves it

solely over the WLAN access link. Now if the WLAN access
network is not heavily loaded because there are no FTP users
at that instant, then the HTTP users get high throughput and
finish page download fast. In other situations, they have to
share bandwidth resources with the demanding FTP users and
hence page download time elongates.

The performance gain of “Channel Aware” and “Linear
Programming” over “3GPP-HO” approach can be attributed
to manifold factors. For example, both of them are capable of
aggregating bandwidth resources from multiple access links,
they can accurately estimate the capacity of an access link
and utilize it accordingly, they can periodically reevaluate their
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Fig. 5. FTP downlink performance comparison for “3GPP-HO”, “Channel
Aware”, and “Linear Programming” approaches.

assessment about the network conditions and the capacity of
user access links, etc. In addition, “Linear Programming” is
capable of performing optimized resource allocations. Among
all of them, the ability to estimate user access link capacity
is the feature that helps these approaches to establish a
definite superiority over the default “3GPP-HO” approach.
Without access link capacity estimation, the buffers at the air
interface could have very large occupancy. On the one hand,
employing large buffers leads to long queuing delays, which
adversely affects realtime applications in particular. On the
other hand, keeping buffer capacity small causes numerous
packet drops that degrades, especially, the performance of TCP
based applications. By exploiting the knowledge of user access
link capacity, “Channel Aware” and “Linear Programming”
approaches just send the exact sufficient amount of data to
the air interface schedulers that avoids both the large queuing
delays and packet drops. In addition, it also minimizes the risk
of losing the buffered packets at the access point during the
instants of link failure or vertical handover.
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Fig. 6. HTTP downlink performance comparison for “3GPP-HO”, “Channel
Aware”, and “Linear Programming” approaches.

The user QoE for VoIP application has been depicted in
Fig. 7. The Box plot shows the sample values of Mean Opinion
Score (MOS)2 [28] computed for a user employed wideband

2MOS gives a numerical indication of the perceived user QoE of realtime
applications. MOS is expressed on a scale from 1 to 5, 1 being the worst and
5 the best.

codec. A Box plot graphically depicts the groups of numerical
data through their five number summary, i.e., (1) minimum,
(2) maximum, (3) median (or second quartile), (4) the first
quartile, and (5) the third quartile. The bottom and top of the
box are the first and third quartiles, respectively. The band near
the middle of the box is the median. The whiskers represent
the maximum and minimum of all the data values. Moreover,
any data not included between the whiskers is plotted as an
outlier with a cross ‘+’ sign.

It can be seen in Fig. 7 that both “Channel Aware”
and “Linear Programming” deliver excellent performance by
keeping MOS values at the maximum level for most of the
time. However, the “3GPP-HO” approach fails to achieve a
matched performance. Though the median value lies close to
the MOS score 4.0, the other values show quite lower score
due to long queuing delays at WLAN access point. Even some
of the outliers fall below MOS score 2.2, which could be
very annoying for the users. The reason for the “3GPP-HO”
approach to sometimes achieve a very high MOS score (i.e.,
above 4.0) lies in the fact that when the VoIP users are being
served over the LTE access network, they are provided with
the guaranteed QoS service. The problem arises only when
these users are handed over to the WLAN access network.
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Fig. 7. Downlink performance comparison of VoIP application for “3GPP-
HO”, “Channel Aware”, and “Linear Programming” approaches.

The “Linear Programming” approach also offers excellent
user QoE for video applications. This can be confirmed
by referring to Fig. 8, which shows the Box plot of user
experienced MOS score for their video applications, i.e., video
conference and video streaming. Almost all video quality eval-
uations result in the best MOS score for video applications for
both “Channel Aware” and “Linear Programming” approaches.
However, “3GPP-HO” fails again to offer an acceptable perfor-
mance for video application users. Its performance pattern is
similar to that of the VoIP application, i.e., the median value
stays at the best MOS score while the 3rd & 4th quartiles
show the suboptimal performance. As already explained for
VoIP case, this phenomenon can be understood with the help of
end-to-end packet delay plots shown in Fig. 9. Considering the
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play-out delay limit of 250ms, any packet arriving later than
this limit is assumed as lost by the video quality evaluation
mechanism. Such packet losses in turn lead to performance
degradation. It is evident from Fig. 9 that a large number of
packets experience more than 250ms delay for the case where
“3GPP-HO” approach is employed. It is mainly the large MAC
queue occupancy at the WLAN access point that is the main
reason behind these delays. During the times when video users
are served over LTE packet end-to-end delays remain under
control due to QoS aware scheduling employed in the LTE
MAC scheduler. In these situations, the users are satisfied with
the service as indicated by the best MOS score. However,
during the time when users receive their video application
traffic over the WLAN access link, the chances are higher
that they have to encounter a congested network.
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Fig. 8. Downlink performance comparison of video applications for “3GPP-
HO”, “Channel Aware”, and “Linear Programming” approaches.

Now that the performance of all applications has been ob-
served, it can be inferred that both the “Linear Programming”
and “Channel Aware” approaches provide similar performance
for realtime applications. However, the “Linear Programming”
approach excels when it comes to non-realtime applications
like FTP, HTTP etc. This is because realtime applications
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Fig. 9. Packet delay comparison of video applications for “3GPP-HO”,
“Channel Aware”, and “Linear Programming” approaches.

have stringent QoS requirements, which have to be fulfilled
at all costs in order to keep users satisfied. Therefore, both
approaches preferably deliver the data rate demands of the
realtime services. However, the “Linear Programming” ap-
proach, with the help of optimized resource allocation tech-
niques, manages to offer these data rates by consuming lower
network resources. This way, larger network resources are
made available to non-realtime application users in order to
enhance their QoE as well as to increase network capacity.

The discussion on downlink communication is concluded by
comparing the performance of “Channel Aware”, and “Linear
Programming” approaches in another scenario where only FTP
users exist within an area of complete LTE and WLAN cover-
age overlap. Each of these seven FTP users download 10Mbyte
files continuously, i.e., as soon as one file download ends, a
new file download is started. Fig. 10 shows the FTP application
throughput and file download time as experienced by the users.
In this particular scenario, the “Linear Programming” approach
manages to achieve 16% higher throughput compared to the
“Channel Aware” approach. This is slightly higher than 13%,
which was observed in the case of the previous scenario with
mixed traffic. The reason behind this improved performance
is the lower ‘minimum data rate’ requirement of FTP users
compared to video users. Owing to the fact that the ‘minimum
data rate’ requirements must be fulfilled, the users with bad
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channel conditions consume lots of resources in achieving
that data rate. On the other hand, if this requirement is less,
fewer network resources will be consumed even when a user
is suffering from bad channel conditions.
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Fig. 10. FTP downlink performance comparison between the “Channel
Aware” and the “Linear Programming” approaches.

A. Sensitivity Analysis of DEn Decision Intervals

It has been explained that the decision making entity (DEn)
of the flow management overlay architecture that resides
in the network, is responsible for the resource management
decisions. These decisions are based on the network informa-
tion (e.g., user channel conditions, application QoS demands,
traffic load, congestion, etc.) supplied by the information
management entities (IE) installed at different monitoring
points across the network and at the UE. Owing to the
dynamic load conditions of the networks and variable channel
conditions of mobile users, the information provided by IEs
has a short validity period after which it must be refreshed. In
this way, the resource management decisions made by DEn at
a certain time instant remain no longer the optimal decisions as
soon as the IE supplied information on which these decisions
were based becomes obsolete. Therefore, the IEs must send
the fresh information to the DEn periodically to prevent
the aforementioned situation. As soon as the DEn receives
the updated information, it revises its resource management
decisions and enforces them to achieve an optimal network
performance over time. There can be two reasons that the DEn
receives a delayed information from IE entities set up across
the network. First, there exists congestion in the network due
to which it takes longer for the information data to reach the
DEn. Second, an operator wants to cut down the signalling
traffic load generated by that information element by reducing
the frequency of updates. In such situations the question is how
long is the validity period of the IEs provided information
and what could be the consequences if resource management
decisions are not updated in due time?

The above questions can be answered with the help of
the simulation results shown in Figs. 11, 12, and 13. For
this purpose the same simulation scenario, which has been
discussed earlier in this section and whose configurations has
been listed in Table IV is employed. In this simulation study,
the DEn decision interval is varied from 10ms to 15s and the
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Fig. 11. Downlink throughput variations of WLAN access point for different
values of the DEn decision interval. The “Linear Programming” approach
has been used for resource management decisions.

“Linear Programming” approach is used to make the resource
management decisions. It is clear that the optimal resource
management decisions should provide an optimum network
capacity for both WLAN and LTE networks. It can be seen
in the Fig. 11 that the WLAN access point throughput, which
represents that network’s capacity, remains at the optimum
point until the DEn updates the resource management de-
cisions at least every 1 second. Any further delays would
cause the system throughput to reduce. This is due to the user
movements (at 6 km/h speed) because of which their channel
conditions vary and hence their PHY data rates change. When
these variations are not tracked by the DEn due to lack of
fresh information the optimal resource management decisions
cannot be carried out. For example, if a user’s PHY data rate
has increased from 24 Mbps to 36 Mbps during the elongated
decision interval, his throughput will not be upgraded by the
DEn until the information about this change reaches DEn
and it revises the resource management decisions. Similarly a
high traffic volume will be continuously sent to a user whose
PHY data rate has decreased from 36 Mbps to 24 Mbps during
the decision interval. This will cause that user to experience
large packet delays due the fact that some of the data are being
buffered at the access point due to PHY data rate downgrade.
Due to such events the WLAN network performance degrades.
It can be noticed from the Fig. 11 that increasing the DEn
decision interval to 15s causes approximately 30% degradation
in the network capacity.

Fig. 12 shows a similar behavior for the LTE network,
which may undergo cell throughput degradations due to the
elongated DEn decision intervals. The cell throughput can
reduce up to 9% compared to its optimal value if a decision
interval of 15s is considered. However, it can be observed
that the performance of the LTE network is less sensitive
to DEn decision intervals compared to WLAN network. For
example, a noticeable capacity degradation is seen for the LTE
network for a 5s decision interval while such a behavior was
observed for the WLAN network at a 3s decision interval.
The reason for this phenomenon lies in the fact that WLAN
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Fig. 12. LTE downlink cell throughput variations for different values of the
DEn decision interval. The “Linear Programming” approach has been used
for resource management decisions.

has a smaller coverage area and the user PHY data rates
decrease sharply when commuting away from the access point.
Therefore, the information about user PHY data rate becomes
stale relatively faster and, in turn, affects the optimality of the
resource management decisions.
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Fig. 13. Mean file download time experienced by FTP users. The figure
shows how the FTP performance is affected by different values of DEn

decision interval. The “Linear Programming” approach has been used for
resource management decisions.

It has been seen that when the resource management de-
cisions are not optimal, capacities of access networks are
reduced. A natural consequence of this will be deteriorations
in the perceived user QoE. An example of this is illustrated
in Fig. 13, which shows the mean file download time for FTP
users. It can be observed that the users have to wait longer
for file download completion if DEn fails to make optimal
resource management decisions. Actually, this is because of
the reduced network capacities that the users can no longer
achieve high throughput and hence suffer from QoE degrada-
tions. The simulation results show that file download time can
increase up to 24% compared to the optimal value, if DEn
makes resource management decisions every 15s.

The above discussion implies that a decision interval of at
most 1 second should be employed in order to achieve an

optimal network performance. However, this value is specific
to the simulation scenario being discussed and may not hold
for other scenarios. For example, in the current scenario the
users are moving with a speed of 6km/h following the random
direction mobility model. If this configuration is changed or
some additional dynamic background traffic load is added to
the network, a rerun of this sensitivity analysis will be needed.

VII. HEURISTIC ALGORITHMS

The solution of the resource allocation problem obtained
through mathematical modeling using Linear Programming
provides an upper limit on the achievable network capacity. A
common practice in this regard is to consider that maximum
achievable performance as a target and then devise some
heuristic algorithms, which try to attain a similar perfor-
mance. The rationale behind this practice is the involved
high complexity of Linear Programming problem. The high
complexity requires substantial computing power and time
to solve these problems. This makes the use of Linear Pro-
gramming unsuitable for realtime optimization tasks in most
of the cases. In this section, first of all the complexity of
the proposed Linear Programming approaches is discussed
and then two heuristic algorithms are developed for downlink
and uplink communication scenarios. The effectiveness of the
suggested algorithms is also evaluated by comparing it with
the corresponding Linear Programming approaches.

A customary way of analyzing the complexity of a Linear
Programming problem is through the number of involved
variables and constraints. Fig. 14 depicts the complexity of the
Linear Programming problem for downlink communication.
The two curves indicate that the number of variables and
constraints increase linearly with the number of active users in
the network. Moreover, even for a large number of users (e.g.,
100) the Linear Programming problem seems to have fairly
small computational complexity. This is because only few
hundreds of variable and constraints are involved at that user
count. This fact is also verified by examining the wall-clock
time required to solve these Linear Programming problems
on a laboratory server computer 3. The machine was able to
solve any of such problems in less than 10ms of wall-clock
time. The observation is based on an analysis involving 20,000
random problems with active number of users varying from 3
to 100.

TABLE V
AN EXAMPLE PROBLEM OF RESOURCE ALLOCATION IN DOWNLINK

COMMUNICATION.

User
Normalized network Data rate demand [kbps]
path cost per kbps Minimum MaximumWLAN LTE

UE1 6× 10−5 4× 10−5 103 103

UE2 9× 10−5 5× 10−5 103 103

Before the development of the heuristic algorithm, an un-
derstanding of the resource allocation problem is developed

3Microsoft Windows Server 2008 R2 Enterprise 64bit, Intel c©Xeon CPU
@ 2.67GHz, 48GB RAM
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Fig. 14. The complexity of Linear Programming problem for downlink
communication described in Table III.

with the help of a simple example presented in Table V. In
this example, there are two multihomed users who require a
fixed data rate of 1 Mbps to run a realtime service, e.g., video
streaming. The normalized network path cost on each access
link of the user is also mentioned in the table. The normalized
cost represents the fraction of total access network resources
to offer a user with 1 Kbps data rate over that access network.
The normalized costs help to directly compare the resource
consumption of WLAN and LTE access networks for a given
amount of data rate, e.g., it can be seen that UE1 has less path
cost for the LTE access link compared to its WLAN access
link.

The most suitable strategy to allocate resources in such a
situation is through the greedy approach. This implies that
users should be served over that particular access link that
costs less network resources. It can be noticed from the table
that both users have less normalized cost for LTE access links
compared to that of WLAN access links. Therefore, according
to the greedy strategy both users should be served over their
LTE access link. Serving them with their minimum data rate
over the LTE access network will consume 4× 10−2 and 5×
10−2 fraction of resources, respectively. In other words, it will
require a total of 9% of the available LTE resources.

This strategy of the greedy approach is the main driver
behind the heuristic algorithm developed for resource allo-
cation in downlink communication as depicted in Fig. 16.
The algorithm takes the network path costs and user data rate
demands as inputs. It traverses through the list of multihomed
users and serve them with the minimum data demands over
their less expensive access links. If it happens that the available
network resources are already assigned, then the rest of the
users are served over the other access network. In case, the
network resources of both access networks are consumed
without satisfying the minimum data rate demands of all users,
the algorithm returns an error message. The error message
indicates that the provided problem is infeasible and there is
no solution to the problem.

After fulfilling the minimum data rate demands of all users,
the left over network resources should be assigned to the
users whose maximum data rate demand is greater than their
minimum data rate demand. Typically, they are the FTP/HTTP
users. Though the same greedy approach can also be employed
here once again, it has to be slightly modified. This is because
satisfying the maximum data rate demand of ‘each’ user is
not compulsory. Therefore, only those users should be served
who can achieve greater data rates with the available network
resources. For this purpose, a list is prepared where the
network path cost of each user for ‘both’ of its access links
is added. The size of this list is twice the number of users.
Sorting this list in ascending order, users are served in the
same order in which their access link costs appear in the list.
This procedure of serving users up to their maximum data rate
demand is performed in subprocess (A) in Fig. 16. A flow chart
of subprocess (A) has been shown in Fig. 17. At the end, the
heuristic algorithm returns the user data rate assignments over
each of their access links.

In order to evaluate the performance of the heuristic al-
gorithm described in Figs. 16 and 17, its results are com-
pared with that of the “Linear Programming” approach. The
evaluation is made more comprehensive and thorough by
solving 20,000 random problems of resource allocation using
both the heuristic and “Linear Programming” approaches. The
problems are generated automatically with the help of a script
that considers a large range of active users from 3 to 100. A
probability of 50% is used to determine if a user in a random
problem should be using the realtime service (i.e., minimum
and maximum data rate demands are same) or the non-realtime
service (i.e., maximum data rate demand is greater than
minimum data rate demand). Fig. 15 summarizes the outcome
of this evaluation process. The figure shows a CDF and PDF
curves of values representing how large the total network
capacity is achieved using “Linear Programming” approach
compared to that obtained by the heuristic algorithm in random
resource allocation problems. The CDF curve depicts that
in 90% of the problems, the heuristic approach achieved a
network capacity, which was at most 3% less than the optimum
achievable capacity computed by the “Linear Programming”
approach. Considering the simple complexity of the heuristic
approach it is a great performance.

A question can be raised at this point; why the simple greedy
approach cannot achieve the same performance as shown by
“Linear Programming” approach. This can be explained with
the help of an example shown in Table VI. It is a slightly
modified version of the example presented in Table V where
the maximum data rate demands of users have been raised to
23.75 Mbps. The resource allocation problem in this example
is solved using the developed heuristic algorithm as follows.
First of all, both users are served with their minimum data
rate demands (i.e., 1 Mbps) over LTE access network due
to minimum involved resource consumption. This costs 9%
of LTE resources. As there are still 91% of LTE and 100%
of WLAN access network resources available, a sorted list
of network path costs is prepared to utilize the remaining
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Fig. 15. The performance of the proposed heuristic algorithm for downlink
communication. The CDF and PDF curves show the difference of the achieved
network capacity using the heuristic algorithm compared to the optimum value
obtained using “Linear Programming” approach.

resources. The cost 4 × 10−5 of LTE access link from UE1
comes at the top, therefore 91% of LTE access network
resources are allocated to UE1, which translates to a data rate
of 22.75 Mbps. This way UE1 is assigned with a total data rate
of 23.75 Mbps considering also 1 Mbps data rate allocation
in the first step. The next lowest access link cost is of UE2
for its LTE access link (i.e., 5 × 10−5), however, there are
no resources left on the LTE access network. Therefore, no
action is taken for UE2 this time. The next lowest cost would
be 6× 10−5 of UE1 for its WLAN access link, but this user
has already been served up to its maximum data rate demand.
Hence no additional resource can be assigned to UE1. The last
entry in the sorted list of cost would be 9×10−5 of UE2 over
its WLAN access link. 100% of the WLAN access network
resources are assigned to this user, which amount to a data rate
of 11.1 Mbps. This way, UE2 gets a total data rate allocation
of 12.2 Mbps considering also 1 Mbps data rate allocation in
the first step. Hence, the total network capacity amounts to
22.75+12.2=34.95 Mbps, in this case.
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Fig. 16. Flow chart of the heuristic algorithm to solve the resource allocation
problem in downlink communication.

TABLE VI
ANOTHER EXAMPLE PROBLEM OF RESOURCE ALLOCATION IN DOWNLINK

COMMUNICATION.

User
Normalized network Data rate demand [kbps]
path cost per kbps Minimum MaximumWLAN LTE

UE1 6× 10−5 4× 10−5 103 23.75× 103

UE2 9× 10−5 5× 10−5 103 23.75× 103
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Fig. 17. Flow chart of the subprocess (A) in Fig. 16.

Solving the same problem using the “Linear Programming”
approach serves UE1 completely over WLAN access network
despite the fact that it has lower cost for LTE access link. This
is because assigning all LTE resources to UE1 means that UE2
will have to be served over its WLAN access link that has
the highest path cost. This would be a bad move that could
decrease the over spectral efficiency of the network. There-
fore, the “Linear Programming” approach takes an intelligent
decision of serving UE1 over WLAN access network and keep
LTE resources for UE2. Following this strategy, UE1 is served
completely over WLAN access network with data rate of 16.67
Mbps and UE1 over the LTE access network with data rate of
20 Mbps. This way, total network capacity amounts to 36.67
Mbps which is 4.9% higher than that attained by using the
heuristic approach.

A sophisticated heuristic algorithm that mimics the “Linear
Programming” approach in conceiving the effects of resource
allocation of a user on the achievable spectral efficiency of
the other users will be overly complex. This is because as the
user count increases, each resource allocation will have to get
feedback from many of the users in a recursive way. Based on
this feedback, the algorithm would have to decide whether per-
forming this resource allocation could degrade the achievable
spectral efficiency of other users. Above all, devising such an

advanced scheme would not offer a significant performance
gain and would be against the idea of developing a simple
alternative approach.

The performance of the developed heuristic approach is
evaluated using the simulation scenario discussed in Sec-
tion VI. This way, the results of the heuristic approach can be
compared with that of the “Linear Programming” approach.
Fig. 18 compares the performance of the FTP downlink
application for two competing approaches. It is expected
that the heuristic approach might not be able to deliver a
performance matching to that of “Linear Programming”. The
FTP downlink throughput as well as file download time verify
this expected behavior. However, the performance degradation
is not significant. A comparison of numerical values reveals
that the loss of performance is as low as 4%. A very similar
observation is also made for HTTP application performance.
In this case users encountered just 3% degradation in their
QoE for webpage downloads. Moreover, the absolute values
of increase in download times are in the range of milliseconds.
Such a slight increase in download time remains unnoticed for
human users.
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Fig. 18. FTP downlink performance comparison for “Heuristic Algorithm”
and “Linear Programming” approaches.
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Fig. 19. HTTP downlink performance comparison for “‘Heuristic Algorithm”
and “Linear Programming” approaches.

Though non-realtime applications suffer slightly due to
the use of the approach based on heuristic algorithm, the
performance of realtime applications essentially remains un-
altered. The reason behind this phenomenon has already been
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discussed. That is, the foremost target of the heuristic approach
is to satisfy the minimum data rate demands of all users.
Owing to the fact that realtime applications require a fixed
amount data rate, their minimum data rate demands are always
fulfilled. Only after allocating the minimum required data
rates to all users, the heuristic approach distributes the left-
over resources among the non-realtime users. Therefore, if
the resources are not utilized optimally, there will be fewer
resources left to serve the TCP users with the data rates surplus
to their minimum data rate demands.

The simulation results of realtime applications (i.e., VoIP
and video) has not been shown here in order to avoid unnec-
essary repetitions.

VIII. CONCLUSION

This work highlights the importance of multihoming support
in the integrated heterogeneous wireless networks of 3GPP and
non-3GPP access technologies. The existing 3GPP specifica-
tions for integration of two types of the access technologies
are extended to realize multihoming support for the users. Fol-
lowing the proposed extensions, a network simulation model
is developed, where LTE and WLAN co-exist. This work also
focuses on the problem of optimum resource utilization in such
heterogeneous networks, where the users and network opera-
tors can take advantage of multihoming support. The problem
of optimum network resource allocation is mathematically
modeled using the Linear Programming technique. The proof
of concept is provided through the simulation results. With the
help of simulation results it is shown that the proposed scheme
of resource allocation brings twofold benefits when compared
to the 3GPP proposal. On the one hand, it significantly
improves the network capacity and on the other hand it fulfills
the user application QoS demands, which otherwise cannot be
satisfied from QoS unaware non-3GPP access technologies. In
addition to the Linear Programming based solution, this work
also proposes a heuristic based method for network resource
management. This method not only exhibits less computational
complexity but also accomplishes a performance gain close to
that attained by mathematical optimization techniques. This
makes it feasible for use in real world network equipment.
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Abstract—A transparent Optical Packet Switching network 

designed with Emerging Functions Concept is analyzed as a 

complex system showing desirable characteristics that emerges 

from the bottom-up organization. The objective is to describe 

the Emerging Functions Concept applied to different 

topologies. The bottom-up organization is obtained from 

simple rules executed by individual nodes. It is possible to 

create those simple rules, or fundamental individual functions 

executed by individual nodes, in order to potentiate scalability, 

robustness, and other desirable characteristics referred to as 

Emerging Functions. The scalability is enabled after the 

avoidance of all long distance signalizations. The robustness 

emerges from next neighbor signalizations and from the mesh 

topology with a large number of alternative paths. All 

emerging functions are better observed for networks with 

more nodes. The concept is described for the Manhattan Street 

Network to show the emergence of scalability and robustness. 

It is also applied to the National Science Foundation Network 

in order to generalize the procedure showing its applicability 

to nonsymmetrical and more real topologies. Failure effect 

segregation is shown for 256 nodes Manhattan Street Network. 

Keywords-complex network; emerging function; scalability; 

robustness; nondeterministic physical layer 

I.  INTRODUCTION 

One important constraining factor for the scalability of 
the number of nodes in a network is the long time necessary 
for signalization between two distant nodes. The current 
approach, which treats the Optical Packet Switching (OPS) 
network as a complex system and the network nodes as 
autonomous entities, utilizes the Emerging Function Concept 
(EFC) described in the EMERGING-2012 international 
conference [1]. That approach avoids long distance 
signalization. A packet is sent from source to destination 
without any previous path determination. The routing 
procedure needs to use the shortest path table previously 
calculated at the moment of the network initialization. From 
that shortest path table, each node knows the address  of the 
output port that corresponds to the shortest path connecting 
itself to any other node. Each packet carrying the destination 
address can find the path from source to destination from 
node to node in a multi hop schema using the output port 
corresponding to the shortest path or the alternative port in 
those cases in which the preferred one is not available. 

The use of a simple switching device without optical 
buffers that forwards the arriving packet without delay to the 

preferential output port or to the alternative one is a 
procedure referred to as "hot potato routing" [2]. That 
operation can be performed by using an optical sample 
removed before a FDL (Fiber Delay Line). This sample can 
be converted into electrical media enabling the logical 
treatment that is performed by conventional electronic 
circuitry. The optical switch can easily be constructed based 
on SOA (Semiconductor Optical Amplifiers) devices [3]. 
The optical switch can be positioned to address the packet to 
the correct output port before the arrival of the packet that is 
traveling through the FDL. Such operations have been 
adopted since the precursor projects KEOPS [4] and DAVID 
[5]. 

There is an option to avoid the conversion from optical to 
electrical media that consists in the utilization of new 
photonic devices that can do all the jobs, including logical 
operations. With those photonic devices the switching 
operation can be performed in a fully optical process [6]. The 
network described herein works for any technology 
employed for reading the address and forwarding the packet 
to the output port. Whatever the technology used inside the 
node, the network can operate as a complex system, with a 
bottom-up organization. Each node has the autonomy to 
carry on the switching operation, performing its work 
exclusively with information locally obtained. 

The use of a large number of nodes with a large number 

of alternative paths, provided by the mesh topology, is 

known to be important for the network survivability. Since 

the beginning of the digital telecommunication technology 

Baran [2] worked with mesh topology and got very strong 

robustness for a network with a large number of nodes. The 

survivability of a complex network is associated to the 

intrinsic robustness of complex systems. Carlson and Doyle 

[7] claim that all complex systems are intrinsically robust 

for the most frequent daily events; however they are very 

fragile due to rare and unexpected environment events. 

Barabási [8] claims “hubs make the network robust against 

accidental failures but vulnerable to coordinated attacks”. 

All agree that complexity is intrinsically related to 

robustness.  

In addition to robustness, or acting together with the 

robustness, the self-organization is another property 

associated to a complex system [9]. With the self-

organization ability the network gains autonomy and can 
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reduces the external management effort. That characteristic 

is referred to as Autonomic Network Management (ANM). 

A survey into ANM is presented in [10]. The present work 

contributes to the ANM effort with the creation of a pure 

physical layer mechanism, that provides traffic self-

distribution, scalability, self-protection and restoration.  

Self-organization or bottom-up organization is a 

convenient and necessary approach to deal with large size 

networks [11]. Not restricted to the future, the complexity is 

already a reality at the optical metropolitan networks that is  

characterized by large number of nodes necessary for the 

capillarity, accessibility and high capacity. The scalability of 

those networks is limited by the utilization of a strictly 

deterministic approach. The present proposal brings the 

non-determinist behavior to the physical layer and calls 

attention to the convenience of using the complexity 

approach in all network layers. 
Next, Section II describes aspects related to the EFC and 

how it can be applied to a network. Section III describes the 
network architecture and the operations responsible for the 
packet insertion without collision and for the protection and 
restoration properties. Section IV presents a generalization 
that shows the applicability of the EFC to virtually any 
topology. Section V describes the theory adopted for the 
statistical model and aspects of calculation performance. 
Section VI describes the simulation performed to validate the 
results achieved by the statistical model. Section VII presents 
discussions about the failure distribution effect for a 256-
node study case. Section VIII presents the final conclusion 
and future work. 

II. EMERGING FUNCTION CONCEPT APPLIED TO A 

NETWORK 

The term Emerging Function is used in a number of 
different areas, such as physics, chemistry and biology. 
Although there is no single formal definition for the term, 
two main definitions can be inferred: 

 A function that is not regularly present in a system 
and appears or is activated automatically in an 
emergency situation; 

 A function that is always present in a system (it 
characterizes the system) and emerges from simple 
operations executed by its individual parts.  

An emerging function is associated to the whole system 
and not to its individual parts although its emergence is the 
result of small changes in the normal operations (first 
definition) or of regular operations of individual parts of the 
system (second definition).  

A system based on emerging functions can be classified 
as a bottom-up organized system or, equivalently, a self-
organized system [9] and it is associated with a complex 
system composed by a large number of individual units 
following simple operation rules. It is difficult to deal with 
such complex systems, with a large number of elements, just 
employing a classical and reversible treatment that calculates 
all the possible events in all the system components. The 
models considering the probability of transition from one 
state to the next describing the system evolution seem to be a 

more feasible strategy. That is also the same strategy found 
in the chaos theory [12], where the final results cannot be 
derived from the initial conditions because there is high 
sensitivity to tiny fluctuations in the initial conditions. 

The network routing layer (OSI network layer 3) does not 
control the routing function herein. It emerges from simple 
fundamental functions executed by each node individually. 
There is no high level entity responsible for the operation of 
the switches or for the path followed by each packet in the 
network. Instead, the node operation is based on the local 
situation and on the packet header information: each packet 
is sent to the preferred output port, or sent to the available 
port if the preferred one is busy. This operation rule, by 
itself, turns the network self-organized or bottom-up 
organized, and provides autonomic network operation. 
Therefore, it is possible to consider “routing” as a function 
emerging from individual node operations or, in other words, 
that routing is an Emerging Function. 

Traffic distribution, which can be considered the set of all 
routes, is also an Emerging Function. As the shortest path is 
not always the one chosen, the traffic distribution obtained is 
better than the one obtained using only the shortest path. 

The access to the network is made only if there is a time 
interval to accept the new packet without collision. This is 
possible because of a fiber delay line (FDL) positioned 
before any input port. Collision avoidance can also be 
interpreted as an Emerging Function, since it is not executed 
by any higher protocol layer, but it shows up after the careful 
local insertion procedure.  

Protection is an important network function that can be 
enabled by means of the insertion of an extra individual node 
operation function based on a backward signalization sent to 
all the input ports. The output ports integrity can be checked 
through the signalization received from the next node. 
Protection can also be considered as an Emerging Function. 

III. NETWORK ARCHITECTURE AND OPERATION 

The network architecture is based on the “Hot Potato 
Heuristic Routing Doctrine” [2] made up by network nodes 
executing simple well-defined rules. A set of Emerging 
Functions arise from those simple rules. The network 
complexity is related to its size and the number of nodes. 
Each node, in contrast, is idealized to be simple. The first 
simplification is the omission of optical buffers. Without 
optical buffers, it is necessary to use symmetrical nodes in 
order to avoid packet losses. In symmetrical nodes, with the 
same number of input and output ports, there is always a free 
output port for any arriving packet. The simplest possible 
symmetrical node to be connected in a mesh topology is a 
2x2 switching node with two inputs and two outputs as 
shown in Fig. 1. Without optical buffers, the optical packet is 
immediately forwarded to the output port and the front part 
of the packet starts traveling through the next link while the 
back part of the packet is still arriving to the node input port. 
An eventual packet P2, arriving when the node is occupied, 
is immediately forwarded to the available output.  

The Manhattan-Street Network (MSN) [13] was chosen 
as the main topology for the scalability analysis, but any 
other mesh topology can be considered. This particular 
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choice facilitates the calculations for increasing the number 
of nodes without changing the network symmetry. As an 
example of applicability to any topology the EFC was also 
applied to the National Science Foundation Network 
(NFSNet) [14].  

 

 
Figure 1. Simple optical switching node with two inputs and two output 

without optical buffer. 

 

A. Packet insertion without collision 

Each packet goes through a Delay Line Fiber (DLF) 
before arriving to the optical switch. An optical splitter takes 
a sample of the optical signal before the DLF. That sample is 
analyzed by a logical circuitry that accounts for reading the 
packet header, consulting a previously stored routing table 
and sending a signal to the optical switch control. The optical 
switch is prepared for dealing with that particular packet 
before its arrival. In addition to providing a secure time 
interval for the switching positioning the DLF has a second 
important function that consists in a sight of the near future 
that permits the insertion of new packets without collision. 
Fig. 2 illustrates the DLF functionalities. A small time 
interval, represented by t1 in Fig. 2, is necessary for the 
header reading, logical procedure and switch positioning. 
That time interval is very small. One hundred nanoseconds 
should be enough for t1. It is required a longer time interval 
for introducing a new packet in the network. The remaining 
time t0-t1, where t0 represents the total time for the light to 
travel inside the DLF, defines the maximum packet size that 
can be inserted into the network without collision. For 
example, in a 10 Gb/s optical link, one single bit spends 0.1 
ns in propagation and 12 thousand bits (1500 bytes) would 

require 1.2 s. Taking t0-t1 equal to 1.2 s and t1=100 ns this 

results in t0=1.3 s. Thus the DLF, in this case, should be 
260 meters long. A longer DLF can be adopted for jumbo 
packets or for a set of packets put together into a burst in an 
Optical Burst Switching (OBS) technology. 

Concerning the example in Fig. 2, after time interval t1, 
the node already knows which output port the packet is 
going to use. Given that P3 arrived before P1, it had priority 
and chose the port first. In that case, P3 is going to use output 
2 and P1 is going to use output 1. In that situation, there is 
enough time for the insertion of a new packet P2 with size t2 
< (t0-t1). P2 can be inserted directly into the output 1 link and 
can be completely inserted before the arrival of P1. 

Occasionally, packets need to be stored for a long period 
of time before finding an appropriate time interval to be 
inserted. In this case, several packets can be lost at the full 
buffer condition. The buffer has a finite size and need to 

discard packets that arrives in that full condition. In order to 
minimize such losses, the suggestion is to use the FILO 
(First In Last Out) buffer strategy that will avoid small 
packets disposal while a long packet is waiting for a long and 
rare free time interval to be inserted. 

 

 
Figure 2. Delay Line Fiber (DLF) architecture. 

 

B. Protection emerging function 

The implementation of the protection emerging function 
requires the differentiation between the two output ports in 
order to define different link sub-domains. The idea is to 
deactivate only one sub-domain in the case of link failure. 
Fig. 3 is a MSN with 36 nodes showing clockwise and 
counterclockwise sub-domains as first described in [15]. 
Each node belongs to two sub-domains and each sub-domain 
contains four nodes. It is desirable to have a small number of 
nodes in each sub-domain because an entire sub-domain 
needs to be deactivated to deal with the failure.  

 
Figure 3. MSN organized with clockwise and counterclockwise link sub-
domains [15].  
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              (a) Before failure            (b) After failure 

 
Figure 4. (a)Before failure, all nodes send a backward (opposed to the packet direction) Integrity Signalization. (b)After failure the Integrity Signalization is 

turned off for all links belonging to the failed sub-domain. The signalizations addressed to the four next neighbors that can access the failed sub-domain are 

changed to a second type of signalization called Advising Signalization represented by dashed red line arrow (see text for more details).  

 
After organizing the network links in small sub-domains, 

it is possible to create the protection function by including an 
operation rule for all network nodes. This rule is constituted 
by a continuous optical signal sent backward from all the 
nodes. That signal is denominated Integrity Signalization. It 
is received by the backward next neighbor indicating that the 
corresponding output is properly connected. The Integrity 
Signalization can be implemented by supplying each node 
with two lasers and two photo-detectors as shown in Fig. 4. 

Nodes 16, 22, 23 and 17 are connected by four links in a 
counterclockwise sub-domain as shown in Fig. 4 as a zoom 
of the same nodes in Fig. 3. Each node has two lasers 
sending a continuous optical signal backwards (opposite the 
packet directions), and two detectors placed to receive the 
laser signals from the downstream neighbors. In the case of 
one link interruption, the detector that first stops receiving 
the signal turns off the laser corresponding to the same sub-
domain. In Fig. 4, for example, a failure occurred in the link 
that connects node 17 to node 16. After the failure, node 17 
does not receive the integrity signalization and stops sending 
packets through that link and also turns off the laser 
corresponding to node 23 that belongs to the same sub-
domain as node 16. Node 23, in turn, after stopping receiving 
the integrity signalization from node 17, turns off its laser 
addressed to node 22. This one does the same and the final 
result is that all the four links in the ring are forced to be 
interrupted. The four lasers are turned off and, without the 
Integrity Signalization, no packet can be sent through those 
links.  

The integrity signalization is enough for the protection 
schema operation, but a second type of signalization has 
been implemented aiming at better network performance. 
That second type of signalization consists in sending a 
different type of signal to the nodes outside the failed sub-
domain to inform that the next node belongs to a sub-domain 
in failure, although the link still works properly. The 
implementation of that advising signalization can be 

performed by a square wave light signal replacing the 
continuous light signalization or, alternatively, the 
continuous laser can be used with half optical power to 
differentiate from the full optical power of the regular link 
integrity signalization. The implementation of both 
signalization types, indeed, can also be implemented by the 
utilization of smart photonic devices transmitting digital 
signalization and processing the signal in a fully optical 
process. 

In the case of Fig. 4 (right side figure), the failure, at the 
same time, causes four links to stop the integrity 
signalization and also to start the advising signalization 
outside the failed sub-domain. From Fig. 3, it is possible to 
recognize that the nodes receiving the advising signalization 
are nodes 18, 10, 21 and 29. 

The action of the node receiving the advising 
signalization is to deflect all packets to the other output port 
(to the port that is receiving the integrity signalization), with 
the exception of the packets addressed to the node that is 
sending the advising signalization. This is the only way a 
failed sub-domain node can receive a packet. That deflection 
corresponds to an adaption in the local preferential port table. 
All the nodes at a failed sub-domain, nevertheless, continue 
to work with only one input and one output port. In that 
situation, they continue to be symmetrical (one input and one 
output) and can transfer all the packets arriving from the 
input to the always available output port. All the other nodes, 
far from the failure, have no information about the failure 
and their procedure remains the same, including the use of 
the same preferential output port matrix.  

Both modes of signalization were implemented in the 
calculations, and the results are shown in Fig. 5 for 16 nodes 
(N=16) and for 256 nodes (N=256). The caption ending in 
“F” refers to the first level protection schema, characterized 
by not using the advising signalization type. The caption 
ending in “F2” refers to the second level protection schema 
that includes the advising signalization type. For the 16-node 
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case, the second level protection schema (N=16F2) shows an 
interference of the failure remarkably smaller than that 
observed at the first level protection schema (N=16F). The 
advising procedure reduces the mean number of hops. 

 
Figure 5. Mean number of hops degradation after failure for two types of 

signalizations.  

 
One additional feature obtained with the second type of 

signalization is the correction of a strange behavior that 
occurs for low charge condition. In that region (Link Load < 
50%) the failure causes a large enhancement in the number 
of hops and it is quite odd to see the number of hops 
decreasing for higher load condition (curve N=16F in Fig. 5). 
That behavior can be explained by the fact that in the low 
load condition, the packets take the preferential output port 
more often as compared to the large load condition. 
Consequently, the packets are more often forced to proceed 
through the failed region. At the large load condition, the 
packets are naturally dispersed and the failure does not cause 
too much degradation to the number of hops. The failure is 
more efficiently avoided with the second signalization, 
minimizing this effect. All the unnecessary trial through the 
failed region is avoided. 

C. Restoration emerging function 

After failure, the use of the same preferential output port 
matrix causes performance degradations. The network, 
however, can operate under acceptable condition, while 
waiting for physical reparation. After reparation, in order to 
get an automatic restoration, it is necessary to implement 
additional fundamental functions, to be executed by all 
nodes, only in the emergency case. First, the nodes involved 
in the failure need to change their states from “normal” to 
“emergency”, and, in that new state, it is prepared for the 
restoration. Second, a node in the “emergency” state must 
restart its backward integrity signal to reset the system after 
physical reparation of the failure.  

Based on these fundamental functions, once the link is 
repaired, the integrity signal is propagated backwards, 
restoring the sub-domain. Again, the functions executed by 
individual nodes are responsible for the emergence of the 

global function restoration. That means that restoration is 
also considered an Emerging Function. It is important to 
stress that those functionalities can be easily implemented in 
practice. 

For long emergency state time, it may be necessary to 
consider a network reset to get a new preferential output port 
matrix for the new topology (topology with failure and 
disabled sub-domain). In this case, it is convenient to store 
the old preferential output port matrix or to reset the network 
again after failure reparation. The restoration function should 
recover the original matrix as soon as it receives the integrity 
signal from another node and a new signalization should 
inform the entire network to reset or to recover the original 
topology matrix. That operation, including signalization for 
the entire network (twice), cannot be considered as Emerging 
Function because it is not carried out only by localized 
operations. It takes too much time and causes scalability 
limitations. 

IV. GENERALIZATION 

Optical network topologies, in real world, are not like the 
MSN but something more like the NFSNet (National Science 
Foundation Network) [14] that is shown in Fig. 6. The 
NFSNet has bidirectional links and each connection 
represents two optical fibers, one input and one output. Most 
of the nodes have three inputs and three outputs. Nodes 4 and 
10 have four bidirectional connections and nodes 5 and 12 
have only 2 inputs and 2 outputs. This network can be 
transformed into an equivalent representation that exhibits 
only 2x2 switches as described in sub-section A or it can be 
treated considering nodes 3x3 and 4x4 according to the 
discussions presented in sub-section B.  

A. Representation using only 2x2 nodes 

The same procedure employed for the MSN can be 
adopted for NFSNet by reconstructing all 3x3 and 4x4 
nodes, present in the NSFNet, as a set of unidirectional 2x2 
nodes. Each three bidirectional connection node can be 
represented, as shown in Fig. 7a, by three unidirectional 2x2 
nodes. Generalizing this idea, each node with k bidirectional 
connections can be replaced by k unidirectional 2x2 nodes. 
After reconstruction 42 nodes containing only 2x2 optical 
switches as shown in Fig. 7b can represent the NFSNet . 

The definition of link sub-domains, applied to MSN for 
developing the protection emerging function, can also be 
applied to NFSNet. The main idea is to choose two types of 
sub-domains such that each 2x2 node has one input and one 
output connected to the first type and the other pair 
input/output connected to the second type. Another idea to be 
reassigned is related to the size of each link sub-domain. 
Each sub-domain needs to be small because it is going to be 
deactivated in case of failure. The smaller the sub-domains, 
the better the network performance after failure. After those 
considerations, the protection can be applied to NFSNet 
using the same backward signalization adopted for the MSN, 
and the sub-domain types can be considered separating long-
distances and short-distances links. 
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Figure 6. NFSNet with 14 nodes. All links are bidirectional. 

 

      
         (a)              (b) 
 

Figure 7. Three 2x2 nodes replacing one node with three bidirectional connections (a) and the NFSNet designed with 42 nodes (b). A simple optical switch 

with two input ports and two output ports represents each node. 

 
As illustrated in Fig. 7a, all nodes have a pair 

input/output for the long distance links and a second pair for 
the short distance links. The separation of groups of sub-
domains to be disconnected in case of failure considers that 
all long distances links belong to one type of sub-domain and 
all short distance links constitute the second type of sub-
domain. Each node belongs to two types of sub-domain and 
all the long distance sub-domains have only two links, while 
the short distance sub-domain can have 2, 3 or 4 links 
depending on the case. 

After the transformation of the original NFSNet (Fig. 6), 
by using the alternative shown in Fig. 7a, it results in a 
network with 42 nodes as shown in Fig. 7b. 

B. Generalization for NxN node type 

It is also possible to consider that all 2x2 nodes 
physically located in the same place can, almost instantly, 
have the same information. With the knowledge of the 
arriving packet and its destination, the network performance 
seemed to be better, but the calculations may be harder to be 
implemented because it is necessary to find out at least two 
better output port options to send each packet. Considering 
the original NFSNet topology (Fig.6), with 2x2, 3x3 and 4x4 

nodes, it is necessary to find out a second preferential output 
port for all 3x3 and 4x4 nodes. It may not be important to 
deal with the third preferential port because in most cases it 
is the last available port and in the 4x4 nodes, the third 
option can be considered to be the path going back to the 
same place it came from. If the smallest possible path (first 
option) has one hop, the second option can have two hops 
and considering the third option to be returning to try again, 
it has only three hops. In some cases the way back (return to 
try again) is the second option.  

After those considerations, it is possible to construct a 
table of preferred output port just for the first and second 
preferential output ports. Table I shows an example obtained 
from the NFSNet represented in Fig. 6. Columns represent 
the actual position of a packet, lines represent the final 
destination and the numbers represent the first or the second 
options output port. The number of each output port can be 
confronted with the numbers presented in Fig. 6. For 
example, from node number 1 (first column) to node number 
3 (third line), the first option is port number 2 (Table Ia) and 
the second option is port number 1 (Table Ib). 
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TABLE I   
First option (a) and second option (b) for sending packets from any of the 14 nodes in the NFSNet shown in Fig. 6. Columns 1 to 14 represent the actual position of a 

packet, lines 1 to 14 represent the final destination and the numbers inside the table are the first or second options output port numbers. 

 
 
Results for the mean number of hops as a function of the 

network load are shown in Fig. 8. The case of NFSNet with 
14 nodes and 42 links as compared to a MSN with 16 nodes 
and 32 links is shoen. The NFSNet is better (uses less 
number of hops) because of the larger number of links 
available.  

 

 
Figure 8. Mean number of hops of NFSNet 14 nodes and 42 links 

compared to MSN with 16 nodes and 32 links. 

 

V. CALCULATIONS 

To deal with scalability, the number of nodes can be 
higher than practical calculations can support. It is 
impractical to implement calculations for an arbitrarily large 
number of nodes. In order to minimize the time and memory 
used, the connection matrix “c” and the preferential output 
port matrix “pp”, were calculated separately. Data were 
saved in files that could be interpreted by the main program. 
The algorithm employed to obtain the MSN connection 
matrix “c” is shown in sub-section A. The shortest path 
calculation is presented in sub-section B. The algorithm 
description for the mean number of hops calculation is 
presented in sub-section C. The model validation carried out 
by comparison with the simulation model is presented in 

sub-section C. One important result, the segregation of the 
failure effect, is presented in sub-section D. 

A. Algorithm for MSN Connection Matrix 

The connection matrix “c” for a MSN with N nodes is a 
matrix NxN where the columns represent all the N network 
nodes. Each column has only two non-zero element in the 
position corresponding to the two nodes that can be reached 
directly. Instead of using number "one" to represent an 
adjacent element as in an ordinary adjacency matrix, here 
two different values are used to represent two different sub-
domains.  

It is not necessary to find out a general formula for all 
MSN types. The goal is just to obtain a sequence of MSN 
types, each one with an increased number of nodes. That 
calculation was obtained by constraining the number of 
nodes “N” to those that are the square of an even number 
“n”. With that restriction (N=n

2
, n even), an algorithm to 

obtain the connection matrix for an arbitrarily large number 
of nodes was implemented. Following Fig. 3 for link sub-
domain identification, the algorithm constructs a matrix that 
attributes the value “one” to the output port connected to the 
counterclockwise link sub-domain (red in Fig. 3) and 
attributes the value “two” to the output port connected to the 
clockwise link sub-domain (blue in Fig. 3). The code lines 
for the algorithm are presented below in a syntax used for the 
scilab simulation platform [16]. 

 
//OUTPUT PORT 1:COUNTERCLOCKWISE (RED) 
  for i=1:2:n-1; //ODD LINES 
    for j=2:2:n-1; //EVEN COLUMNS 
    c((i-1)*n+j,(i-1)*n+j+1)=1; c(i*n+j,(i-1)*n+j)=1; 
    c(i*n+j+1,i*n+j)=1; c((i-1)*n+j+1,i*n+j+1)=1; 
    end;  
    c(i*n,i*n-n+1)=1; c(i*n+n,i*n)=1;  
    c(i*n+1,i*n+n)=1; c(i*n-n+1,i*n+1)=1; 
  end;  
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//OUTPUT PORT 2:CLOCKWISE (BLUE) 
  for i=2:2:n-1; //EVEN LINES 
    for j=1:2:n-1; //ODD COLUMNS 
    c((i-1)*n+j+1,(i-1)*n+j)=2; c(i*n+j+1,(i-1)*n+j+1)=2; 
    c(i*n+j,i*n+j+1)=2; c((i-1)*n+j,i*n+j)=2; 
    end; 
  end; 
  for j=1:2:n-1; 
    c(j,j+1)=2; c(N-n+j,j)=2;  
    c(N-n+j+1,N-n+j)=2; c(j+1,N-n+j+1)=2; 
  end; 
 

B. Shortest Path Calculation 

The shortest path to reach the destination is calculated 
once for a non-failed MSN topology. As the packet can be 
deflected to any output port, it must be able to find out the 
destination shortest path from any place in the network and 
not only from the origin. The packet is informed about the 
shortest path through a preferential port matrix “pp” with 
dimensions NxN, where N is the total number of nodes. Each 
column of the “pp” matrix represents the actual position of a 
packet. The lines represent the final destination and the 
matrix elements are numbers indicating the best option: 
number 1 for output 1 or number 2 for output 2 or number 3 
to indicate the “don't care” condition, in which there is a 
shortest path starting from both outputs.  

The preferential port matrix “pp” is constructed from 
connection matrix “c”. This is done column by column, in a 
nondeterministic procedure [17] just at the beginning of the 
algorithm. The procedure is nondeterministic because it is 
necessary to calculate the smallest path starting from all 
possible packet positions. From column number 1, which 
represents node number 1, a tree is established and the 
starting level is called Level Zero. Based on the Manhattan-
Street network with N = 36, presented in Fig. 3, the 
calculation procedure considers the evolution of the tree 
presented in Fig. 9. Level 1 is formed by the two branches 
going down from node 1 to node 6 and from node 1 to node 
31. Those are the two nodes directly reachable from node 1. 
The “pp” matrix lines 6 and 31 can now be filled with the 
preferential output port, respectively number 2 and number 
1. Those numbers can be obtained from the already known 
“c” matrix for connections 1 to 6 and 1 to 31. The first 
connection (output port number 2) will be used by all nodes 
found on the left side and the second (output port number 1) 
will be the preferential port for all nodes found on the right 
side of the tree. 

Following this procedure, the number of elements in each 
level would increase exponentially. That is a strong 
limitation for the number of nodes scalability. To fix that 
scalability problem, the adaptive tree mechanism was 
deployed [17]. In that mechanism, the tree is adapted at each 
level and all the nodes that were already used at earlier levels 
are removed. This is exemplified in Fig. 9, where node 1 was 
removed twice in Level 4 because it was already used in 
Level zero at the beginning. Several branches are removed in 
Level 5. For example, node 3 in Level 4 is connected to 
nodes number 2 and 33 (the connections can be identified in 

Fig. 3). Those nodes were already reached at Level 3. That 
adaptive procedure reduces the computational complexity 
from exponential to polynomial growth as a function of the 
total number of nodes. 

  
Figure 9. Adaptive tree for shortest path calculation. 

 

 
Figure 10. Calculation time to determine preferential output port.  

 
In addition, the repetition inside the same level needs an 

extra verification. It is verified if they belong to a different 
half of the tree, which means that the destination can be 
reached with the same number of hops from any output port 
from node number 1. This is known as the “don’t care” 
situation and the “pp” matrix element is set to be equal to 3.  

The procedure continues until column one in the “pp” 
matrix is completed. And then the procedure is repeated for 
all the other columns, which represent all the possible origin 
nodes. The resulting time for “pp” calculation shows a 
quadratic polynomial growth with respect to the number of 
nodes as can be seen in Fig. 10, which was obtained by 
performing all calculations in a Pentium 4 personal computer 
with 3GHz CPU and 2GB memory. 

There are other algorithms that could be used to find out 
the shortest path. Dijkstra's algorithm, most commonly used, 
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would need to be modified in order to consider the “don't 
care” cases and not only the traditional shortest path first 
(spf) found. The following algorithm based on the adaptive 
tree (Fig. 9) is comparable to a modified Dijkstra's algorithm 
and can meet all needs for this case, including the 
registration of the don't care situations. The lines of the code 
presented here allow calculating preferential port matrix 
“pp” from any number of nodes N and for a MSN connection 
matrix “c” previously calculated as described in sub-section 
A. The code syntax is also adapted to the scilab platform 
[16].  

for j=1:N; fff=find(c(:,j)); ppp(fff(1),j)=0; 
ppp(fff(2),j)=0; end; 

  for ii=1:N; 
[w]=find(c(:,ii),2); per=[w(1) w(2)]; nivel=1; 
while sum(ppp(:,ii))>0; nivel=nivel+1; 
  perpro=[]; 
  k1=sum(size(per))-1; 
  for i=1:k1;     [w]=find(c(:,per(i)),2);  
    for j=1:2; 
        ori=ii; des=w(j); pai=per(i); 
        if ppp(des,ori)==1; 
          if pp(pai,ori)<>0; 
            pp(des,ori)=pp(pai,ori); 
            ppp(des,ori)=0; 
            pniv(des,ori)=nivel; 
            perpro=[perpro w(j)]; 
          end; 
        elseif 

pp(des,ori)<>pp(pai,ori)&pniv(des,ori)==nivel&pp(pai,ori)<
>0; 

          pp(des,ori)=3; end; 
    end;  
  end; 
  per=perpro; 
end; end; 
 

C. Mean number of hops calculation 

The network performance is measured by the mean 

number of hops H a packet completes traveling from origin 
to destination. The main program, used to calculate the main 
number of hops is based on the evolution of a vector P(x) 
with N dimensions. The x variable is the discrete position for 
the packet (x = 1, 2, …, N). Each vector represents the 
probability of finding a hypothetical packet in each node. 
That is called probability distribution vector. The 
mathematical treatment for the evolution of a probability 
distribution through time corresponds to the application of an 
operator “U” to probability vector Pt(x) at any instant of 
time “t” to obtain probability vector Pt+1(x) at the instant of 
time “t+1” after a discrete time interval. The unitary 
increment of time corresponds to one hop from one node to 
the following in the packet traveling from source to 
destination. 

Pt+1(x)=UPt(x)   (1) 

Operator U is analogous to the “Perron-Frobenius 
operator” employed in the chaos theory for calculating the 

time evolution of a probability distribution [12]. An analogy 
can be constructed with the chaos theory, in which the idea 
of trajectory is abandoned and replaced by the evolution of a 
probability distribution. In this work, the idea of a path that a 
packet should follow from its origin to its destination is 
replaced by the probability distribution vector with a time 
evolution described by (1). Acampora and Shah [18] 
considered a similar statistical procedure to describe the 
behavior of a store-and-forward routing as a comparison 
with hot-potato routing. Due to the fact that the probability to 
go directly from one node to the other is zero for almost all 
nodes, except for those two directly connected, most of the 
elements of operator U are zero. Each column has only two 
non-zero elements. The preferential output port has 
probability Ppp and the alternative port, corresponding to the 
deflection port, has probability Pd given by: 

Pd =1 Ppp   (2) 

A packet is sent to the preferential port in three cases: 
a) There is no other packet in the competitor link that 

could arrive before it. 
b) There is another packet that could arrive before it, but 

that has a local final address and is going to be 
removed before competition. 

c) There is another packet arriving before it that is not a 
local packet, but it has a different preferential output 
port. 

Link occupation probability Poc defines the probability 

of the first case to be 1 Poc. Given that case, a) is not true, 
the local packet probability Plp defines the second case 
probability term as Poc*Plp. Finally, given that case a) and 
case b) do not apply, considering Pop as the probability of 
the competitor packet to have a different preferential port 
(another port), the third term is defined as Poc*(1-Plp)*Pop. 
Hence, the final probability of a packet to go through 
preferential port Ppp is given by: 

Ppp = 1 Poc + Poc*Plp + Poc*(1Plp)*Pop (3) 

In (3), Poc is the occupation probability associated to the 
link load. A fully loaded link (not considering the FDL 
length) is assumed to corresponds to Poc=1. The probability 
of a packet preference pointing to another port Pop is 
assumed to be 50% and Pop=0.5 in all cases. Local packet 

probability Plp is evaluated to be H/1 , with H  calculated 

as a preliminary mean number of hops obtained with a first 

guess value Plp=1/(N1). 

The HPlp /1  hypothesis is originated by the fact that 

every packet, at any time, is positioned in some place in its 
own path that starts on the origin and finish on destination. 

The mean number of hops in all possible paths is H  and the 
packet is considered to be a local packet only in the last of 

those H  hops. That means that H/1  is the probability of a 

packet to be positioned at the last hop of its path from origin 
to destination. 

Without failure, the MSN architecture belongs to a 
symmetry group called automorphism [13]. In this group, it 
is impossible to differentiate any node from the other 
concerning its position in the network. The mean number of 
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hops is the same regardless of the position of the final 
address node. Yet, introducing a failure, the symmetry is 
broken and the mean number of hops may assume different 
values for different final destinations. In this case, it is 
necessary to calculate the mean number of hops for all the 
possible destinations and to adopt the arithmetic mean of 
those values as the final network mean number of hops. 

One more consideration should be made about the “don’t 
care” nodes. They are already identified and signalized by 
number 3 in the preferential port matrix “pp”. In that case, 
the model considers that the packet plays no role in the 
decision of the preferable output port. The position of the 
switch may be adjusted to the preferred output port of the 
packet eventually arriving in the competitor link. This case 
corresponds to considering Ppp=Pd=50% in all “don’t care” 
situations. 

The number of hops is obtained recursively by (1) 
starting with P1(x), which represents the probability to reach 
the destination with one hop, to calculate P2(x), which 
represents the probability to reach the destination with two 
hops. That procedure is repeated k times while the total 
probability is less than 100%, with an arbitrary criteria 

chosen to be P=10
-6

. Further reduction of that criterion 
interferes only with the calculation time and no change is 

observed in the results for P=10
-5

. 
The mean number of hops for each destination x is 

calculated by the equation: 


k

t xtPH
1

)(    (5) 

With the condition: 

 1)(1
1

 
k

t xPP   (6) 

 
Figure 11. MSN with four nodes (N=4) showing link sub-domains. 

 

D. Trivial case calculation example 

As an example, consider the network with four nodes 
shown in Fig.11. Suppose that the link load is very near zero 
(without any charge). Then, Poc=0, Ppp=1 and Pd=0 are the 
values used. In order to find out the mean number of hops it 
suffices to calculate the mean number of hops to get to node 
number 1. Calculations for all the other destinations will 
yield the same value because of the MSN automorphism.  

The initial hypothesis is that a generically chosen packet 
is not in node number 1 but is addressed to node number 1. 
This condition is represented by initial probability vector 
P0(x) given in (7).  
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Connection matrix “c” is given by (8): 
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Preferential port matrix “pp” is given by (9).  
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After one hop, probability vector P1(x) is obtained by (1) 

as shown in (10).  
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Operator “U” in (10) has a null first column because the 

packet in node 1 is going to be removed (has arrived to 
destination) and cannot go anywhere. After two hops, the 
probability vector P2(x) yields: 
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Condition (6) is achieved because P1(1)+P2(1)=1 and the 

mean number of hops given by (5) results in 
1.P1(1)+2.P2(1)=2/3+2/3=4/3. This value can be confirmed 
by analytical formulae deduced in [13] for MSN and shown 
in (12) valid for the cases in which N is an even number and 
the shortest path is always used. The trivial example 
presented here uses N=4 and n=2. In this case, n/2=1, so 
(n/2) odd number case formula applies. The (n/2) even 
number case formula (12) can be used for the empty link 
(Link Load=0%) and both N and n/2 must be even numbers. 
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E. Results and discussions 

The results for the mean numbers of hops are shown in 
Fig. 12 for the MSN with N nodes (N=64, N=144 and 
N=256). All the results were calculated for both cases: with 
and without failure. 

 
Figure 12. Mean number of hops versus Link Load condition. 

 

 
Figure 13. Relative Mean Number of hops degradation after failure as a 

function of the number of nodes.  
 

Figure 12 shows that the degradation of the mean number 
of hops due to the failure is smaller for 100% link load 
condition when compared to the degradation for non-full 
load condition. Also, that degradation is smaller for higher 
number of nodes than for small networks. Fig. 13 shows a 
plot of the relative mean number of hops degradation at that 
full load condition (Link Load = 100%) as a function of the 
number of nodes. It confirms that larger number of nodes 
results in better robustness of the complex system. That 

conclusion was previously discussed for calculations up to 
144 nodes [15].  

VI. SIMULATION MODEL 

The time domain simulation model (TDSM) was 
developed over the OMNeT++ platform [19]. The simulation 
model considers all the nodes sending packets to all the 
others and following the same rules used in the analytical 
model. Every packet arriving to one 2x2 node is addressed to 
the better output port, unless the node is already occupied 
with a competitor packet. In this case, the packet is sent to 
the available output port. The destination and the exact 
instant of packet generation are randomly chosen. Each link 
load condition is governed by the packet size. A packet with 
half the link size is used to simulate the 50% link load 
condition. Each packet that reaches the destination stimulates 
the insertion of a new one, addressed to a new randomly 
chosen destination. That procedure ensures the maintenance 
of the link load condition all along the simulation time. The 
simulation considers a 40Gbps bit rate and one kilometer 
link length. The delay line fiber length is considered to be 
equal to the link length, the same hypothesis employed in the 
analytical model.  

 

 
Figure 14. Analytical and simulation models. 

 
Figure 14 shows the simulation results compared to the 

analytical model for two hypotheses used for the evaluation 
of the local packet probability Plp. The agreement between 

models is better for hypothesis HPlp /1  as compared to 

the hypothesis of the first guess Plp = 1/(N-1). In fact, that 
first guess hypothesis is very close to simulation results for 
small number of nodes but tends to decrease faster than 

HPlp /1 , producing wrong results for a higher number of 

nodes. The simulation time is far higher than the analytical 
calculation time, limiting its utilization for scalability issues. 
The simulation model was important to validate the 
statistical analytical model and to determine that the first 
guess used for the Plp probability was not correct for large 
number of nodes. 
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VII. FAILURE EFFECT DISTRIBUTION MAP 

The last calculation performed was the failure 
distribution effect. In case of failure, the symmetry is broken 
and the mean number of hops is no longer the same for any 
destination. Then, it is necessary to calculate the mean 
number of hops executed by an arbitrary packet addressed to 
all the 256 nodes. The overall mean value was considered to 
be the arithmetic mean of those previously calculated values. 
Considering the full load traffic condition (100% link load), 
the map in Fig. 15 shows an important distribution feature. 
The map shows nodes 1 to 16 in the first line and 16 nodes 
per line up to node number 256. The failure occurs in a link 
belonging to the clockwise sub-domain connecting nodes 89, 
90, 106 and 105. Most of the destination nodes are not 
perturbed by the failure and remain with the same average 
number of hops (ANH) they had before failure (ANH<26). 
The ANH increases only for the destinations near the failure. 
Outside the contour lines, the ANH is less than 26. Crossing 
one contour line, the ANH is less than 27. Increased by one 
unit after crossing each contour line, the ANH will be less 
than 34, near failure, after crossing 8 contour lines. 

 

 
Figure 15. Failure segregation. Each contour line corresponds to one more 

hop from source to destination. Outside the contour lines, the Average 

Number of Hops (ANH) is less than 26. Inside all the lines, the ANH is less 
than 34. 

 

VIII. CONCLUSION AND FUTURE WORK 

The approach used in this work allowed treating a large 
number of nodes network as a complex system, working as a 
bottom-up organization system. The approach was fully 
analyzed with both a statistical analytical model and a 
simulation model. It was possible to investigate the 
scalability, the protection and the restoration as physical 
layer emerging functions. Protection and restoration are 
achieved by local signalizations that modify only the node 
operations around the failure. No signalization needs to be 
transmitted over a long distance regardless of the size of the 

network and that behavior is responsible for the scalability. 
A map with the number of hops after failure illustrates that 
the network performance degradation occurs only around the 
failure. The segregation of the failure effects represents a 
new feature that could be observed due to the new approach. 
Generalization was performed for the National Science 
Foundation Network (NFSnet) working as a complex system 
in a bottom-up type of organization. The approach used 
herein can be considered as an Autonomic Network 
Architecture (ANA) [20] extension to the physical layer. 
Future work will provide more details about the complex 
behavior through the use of the same statistical analysis for 
larger networks (more than 256 nodes). With more nodes, 
new Emerging Functions can be revealed because they can 
be emphasized for larger number of nodes. Several new 
features can be proposed or investigated. Burst switching 
(packets larger than the link length) traffic distribution 
behavior, delay and delay variation are the same candidates 
to be analyzed as Emerging Functions. Considering the case 
of long emergency state time and the EFC, one possible 
future work is to apply a machine learning technique to 
automatically rebuild the routing tables. This can be done 
from the initial failure point recursively until reaching all 
nodes; the signalization is the trigger of this procedure. In 
this case, the adaptive tree is changed without being 
commanded to restart. The bottom-up organization and the 
complex system treatment at the physical layer allow this 
good performance and robustness for network. 
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Abstract—Due to the rapid development of mobile and ad
hoc communication technology, research on extracting social
contexts including the movement and density of pedestrians
has also emerged in recent years. This study explores methods
to extract pedestrian flows in a distributive manner from
Bluetooth detection logs. Bluetooth devices are widely installed
in mobile equipment such as laptops, tablet PCs, cell phones
and PDAs, which pedestrians carry with them in daily life. The
results of experiments have revealed that detection logs implic-
itly record traces of surrounding pedestrian flows, which might
provide possibilities to analyze and distinguish pedestrian flow
patterns in various situations. Moreover, the paper discusses
the data management system on a serverless ad hoc network,
including methods for interpolating detections in order to pick
up missing devices and configurating a range query designated
to gather data within the geographical range. While examining
problems to be faced with technological changes, several
possible scenarios are also presented for feasible applications.

Keywords-distributed database; Bluetooth; social context; mo-
bile devices; ad hoc network.

I. INTRODUCTION

This study is an extension of a previous paper [1] dealing
with the methods and issues in extracting pedestrian flows
in a distributive manner by examining the detectable signals
from mobile devices.

With the increase of urban population and the expansion
of social activities, we cannot avoid sharing the same public
spaces with other people when traveling or in day-to-day life.
On many occasions, it will be one of the major concerns
for people whether the area is crowded or less-crowded,
and sometimes it is necessary to know what is actually
going on in such places, including the changing flow of
pedestrians. Many location-based services have appeared on
the market, thanks to the enhancement of computational
ability and wireless communication technology in mobile
devices. These include Bluetooth, WiFi and GPS technology.
These advancements have paved the way to methods for
detecting pedestrian flows or social contexts using high
performance mobile devices [2], [3].

Our research employs methods to extract the density and
flows of pedestrians from Bluetooth detection logs, while
considering the data management scheme on a mobile ad

hoc network [4]. This ad hoc network can be generated from
connections between mobile devices to work as a distributed
database, which can manage and update the detection log
data, or modify the log data by accessing geometrically
adjacent devices to check for missing detections. The policy
of this work is to avoid initial preparations, such as installing
a large number of expensive immovable sensors and high
performance computational equipment in physical space, in
order to minimize cost, time and effort. In this research, we
focus on extracting pedestrian flows in physical world, while
the specific services to utilize the detection results are left
for future work.

We attempt to grasp social contexts such as changes of
pedestrian flows and density by detecting the surrounding
electronic equipment. Recent hand-held electronic equip-
ment such as cell phones, smart phones, PDAs and laptops
contain wireless devices such as WiFi and Bluetooth, which
pedestrians carry with them in their daily lives. If these
devices surrounding the user are detected and logged con-
tinuously, it may be possible to detect not only the density
of crowd, but also the changes of pedestrian movements.

We have conducted a preliminary investigation to examine
the statistics of detectable types of terminal (mobile phone,
PC, etc.) at various locations [5]. Comparing two wire-
less technologies, WiFi and Bluetooth, WiFi was detected
from many types of electronic equipment either carried by
pedestrians or fixed in the environment. Therefore, it seems
difficult to discriminate the type of equipment by WiFi, and
in particular whether they are carried by the pedestrians
or not. On the other hand, most of the detected Bluetooth
radios were from mobile devices. In this paper, we focus
on Bluetooth devices installed in equipment to be carried
by users in order to examine the flows and movements of
pedestrians.

Related research and comparable studies are reviewed in
Section II. Section III explains our method of extracting
pedestrian flows using Bluetooth detection logs. Based on
the results of experiments, the density and movements
of pedestrians are examined in different situations by the
analysis of detection patterns in Section IV. Section V
discusses the distributive and autonomous data management
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scheme, and the interpolation of missing detections. Section
VI describes issues arising from technological changes and
then suggests possible applications of the proposed method
in related fields. Section VII reviews the research with
conclusion.

II. RELATED WORK

The development of mobile equipment and ad hoc com-
munication has led to several attempts to analyze social
context. O’ Neill et al. [6] and Nicolai et al. [7] examined
the correlation between Bluetooth detections and pedestrian
movement by deploying stationary Bluetooth sensors in the
environment and analyzing the logs. Eagle et al. [8] have
shown methods to analyze social patterns of users’ daily
activities. These studies show that scanning for Bluetooth
(or other wireless devices) and analyzing detection logs
give us the possibilty to extract the flow of pedestrians
or discover relationships in the community. However, not
every Bluetooth device can be guaranteed to be detected
depending upon the performance of the device and its
physical environment. Thus, their methods may not be able
to cope when too much incoming data is generated in
crowded environments.

To cope with such problems, Kim et al. [9] examined the
detection pattern of Bluetooth device logs, and employed
a clustering algorithm and Gaussian blur to remove noise
caused by inquiry fault of undetected Bluetooth devices.
They inferred the transition time of events from multiple
device detections. However, inquiry faults for devices cannot
be detected individually. As there are many complicated
situations in the physical world, this method may not be
enough to cope with all situations. Weppner et al. [10]
estimated crowd density through collaboration with multiple
devices to improve the accuracy of detections. Users carried
multiple devices for Bluetooth scanning, which might be
awkward or inconvenient.

Other related work includes Bulut et al. [11], which
exploits friendship-based features of a mobile social network
to perform efficient routing. Friendship is defined from
the traces of surrounding personal wireless devices, and
the closeness relationship is analyzed from frequency and
duration of the connectivity between devices. Our work aims
to extract users’ activities and the situation occurring around
them, while Bulut examines the social relationship between
a user and the surrounding pedestrians.

Our research is designed to extract social context by
scanning Bluetooth devices in the surrounding environment,
with consideration given to the user’s location and the
communication range of Bluetooth devices. The method is
proposed to work autonomously and distributively with the
users’ devices on an ad hoc network, avoiding such troubles
as installing fixed sensors or carrying multiple devices.
It also enables to deal with inquiry faults by performing
computation collaboratively with nearby devices.

Figure 1. Detections for different places and situations

III. DETECTION OF PEDESTRIAN FLOWS

A. Concept of our Research

Our objective is to extract social contexts such as changes
of pedestrian flows or the crowdedness of pedestrians from
the traces of detected devices carried with them in their daily
activities. These devices include cell phone, smart phone,
PDA, portable games, tablet PC and laptop equipped with
wireless devices such as WiFi and Bluetooth. In fact, the
detection pattern differs depending upon the situations of the
surrounding pedestrians (Figure 1). Thus, by analyzing the
detection patterns, it might be possible to infer the social
contexts or trends and changes of surrounding situations.
We avoid extracting the personal information of pedestrians,
such as location and name, since recording this kind of infor-
mation might violate the privacy of pedestrians. Instead, we
examine the detection patterns (e.g., numbers and changes
of simultaneous or continuous detections) of devices carried
by pedestrians surrounding the user.

B. Features of Bluetooth Devices

During the manufacturing process of a Bluetooth device,
it is assigned a unique ID in the form of a 48-bit MAC
address. This address is called a Bluetooth Device Address
(BDA) and is used for communicating with other devices
by exchanging BDAs for identification. Thus, BDAs are
sent constantly without requiring authentication to build
connections with other Bluetooth devices. We target class 2
Bluetooth devices embedded in hand-held mobile equipment
as cell phones, laptops, PDAs, etc., having a communication
range of approximately 10 meters. The protocol for the
Bluetooth inquiry first receives the BDA of surrounding
Bluetooth devices, and then requests the names of these
devices. A combination of BDAs and timestamps are stored
in the log file for each fixed time interval.

Figure 2 shows an example of the pedestrian’s Bluetooth
Device, which has entered the reachable communication
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Figure 2. Detection of pedestrian flows

range of user’s device. The user’s device continuously in-
quires for nearby pedestrian devices, and logs the time and
BDA of devices which respond. From the log, different types
of detection patterns can be verified, such as continuously
detected, newly detected, undetected or disappeared, and so
on. These are the key to determining the dynamic flow of
pedestrians in the physical world.

The model of Bluetooth device can be determined by
inspecting the 24-bit prefix of the BDA. In other words,
every device which has the same BDA prefix has the same
manufacturer, which enables to identify what kind of device
it is. For example, a BDA with prefix 0022F3 identifies
a cell phone from a certain manufacturer, the device with
prefix 001BDC a certain desktop computer, the device with
prefix 001D4F a certain laptop computer, and so on. We
can identify the device models without retrieving the device
name and classify whether the device is cell phone, smart
phone, laptop, PDA, iPad, and so on.

C. Trends for Detectabe Types of Bluetooth Devices

Here we discuss some points about the detectability of
Bluetooth devices arising from a preliminary investigation
examining the detectable types of terminal.

Bluetooth devices can only be detected when the Blue-
tooth function is turned on with Discovery mode enabled
(a configuration option to enable the surrounding terminals
to discover the user’s terminal). Fortunately, many mo-
bile phones were detected easily, probably because several
models with Bluetooth functions were sold in Discovery
mode as a default setup. Moreover, it seems that there
are several cases in which inexperienced mobile phone
users unintentionally accept the mobile phone application’s
request to turn on the Bluetooth device without knowing
what it is. For example, a chat application for Softbank
mobile phones has been popular for several years in Japan
[12] allowing users to communicate with other users within

Table I
CHARACTERISTICS OF PEDESTRIAN FLOW BY SITUATIONS

User Surrounding ppl Sharing Space
Stay Move Stay Move

Town 4 © 4 © 4 or ×
Conference room © × © × ©

Cafeteria © × © © © or ×
Train Moving × © × © ©

Stopping © × © © © or ×
notations: (©)many; (4)some; (×)few/none

the Bluetooth device detection range. This application asks
users to enable the Bluetooth function, but does not ask
them to disable it when no longer needed. Another example
is users who purchase cell phone and then try to use all
the functions of the phone while reading the instruction
manual, inadvertently turning on the Bluetooth function on
without paying attention. In either case, the result is that
many users walk around town with their mobile phone’s
Bluetooth device turned on and discoverable, enabling the
method described here for detecting those devices.

We have chosen Bluetooth devices as our detection target
in order to extract the flows and movements of pedestrians,
because most Bluetooth devices are installed in equipment
to be carried by users. The method we have proposed can be
performed using only the mobile device carried by the user,
without installing additional equipment such as mounting
fixed sensors or video cameras in the environment.

IV. VERIFICATION OF DETECTION PATTERNS

The authors have done several investigations to observe
surrounding Bluetooth devices in various situations, such
as: (i) normal daily routine for commuting to and working
at a university, (ii) special events such as conferences and
school festivals, and (iii) other off-campus activities such
as tourism, shopping, public festivals and new year cele-
brations. To collect data, we used a HP iPAQ 112 Classic
Handheld PDA set to record BDA with a timeout interval
of 6 seconds and a 30-second inquiry signal cycle.

Table I shows Bluetooth detection logs in different situ-
ations, and their characteristics for specific movements of
the user and the surrounding people. Four different cases
have been examined in this paper, namely strolling in town,
traveling by train, attending a conference, and taking lunch
at a cafeteria.

The results of examination of detection logs are summa-
rized in Figure 3. The upper half of Figure 3 shows the
detection pattern of Bluetooth devices, with the time-line
expressed on the horizontal axis and the device ID assigned
in chronological order of the incoming BDA on the vertical
axis. The mobile phones are shown in red, and PCs and
devices other than mobile phones in green, and unidentified
devices in blue. The lower half of Figure 3 shows the number
of detected devices, with the time-line expressed on the
horizontal axis and the quantity of BDA on the vertical axis.
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(a) In Town (b) On a Train (c) In a Conference Room (d) In a Cafeteria

Figure 3. Detection pattern of BDA (upper), detected number of BDA (lower)

(a) Strolling in Town: Figure 3(a) shows the changes of
multiple detection logs encountered while strolling in town.
The number of BDAs is not constant as the number of
passers-by is always changing. Even if the pedestrians are
walking in the same direction, their devices disappeared
occasionally probably because their directions coincided
only for a while or their walking speed was different. On
the other hand, the same BDA was continuously identified
in some places while the examiner was lingering in a store.
(b) Transporting by Train: Figure 3(b) shows the detection
in a train during rush hour. From the log, we can iden-
tify characteristics such as: (i) devices were continuously
detected from passengers in the same carriage; (ii) many
incoming and outgoing devices were detected when chang-
ing trains; and (iii) a large number of people got on/off
the train at major stations. The passenger’s devices can be
constantly detected while the train is moving. However, due
to the limited size and shape of the carriage, the detection has
been low even in rush hour. This observation shows that it
is necessary to identify the situation from detection patterns
by integrating the analysis from different points of view, as
it cannot be inferred merely by the quantity of devices.
(c) Attending a Conference: Figure 3(c) shows that many
BDAs were detected continuously in the same room. As
most of the participants were staying in the room during
the conference, the number of BDAs was almost constant
(14 to 18 devices), except during the coffee break. As the
room was wide enough to hold many people, the quantity

of detections remained high.
(d) Taking lunch at a Cafeteria: Figure 3(d) shows that
many devices have been detected during lunch time, as
customers enter, take lunch and leave the cafeteria one after
another. Some devices are detected continuously with long
duration, and others are divided into several times with short
duration, because two types of situation are mixed together:
people sitting and eating lunch, and people walking around
to look for seats or friends.

These results show that pedestrian flow can be inferred
by analyzing the detection logs as follows:

• The number of logged BDA detections: crowdedness
of people (requiring reference to the scale of space)

• Time length of BDA detection: people staying in same
space or duration of the event

• Appearance/Disappearance in BDA detection: peo-
ple staying, entering, leaving, or passing by

The detection logs show that there are several undetected
devices even among those staying in the same space. There-
fore, a method to interpolate the missing detections is also
explored in the following sections.

V. CONSTRUCTION OF THE AD HOC NETWORK

Another issue of concern is the management of the log
of pedestrian flow obtained from each mobile device. It is
not efficient to collect and manage the entire data sent from
mobile devices on a server. In this section, we describe a
peer-to-peer (P2P) mechanism necessary to manage data and
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Figure 4. Delaunay network and Voronoi diagram

perform computation between mobile devices cooperatively,
and provide a method to perform location-based range
queries for retrieving the data managed on mobile devices.

A. Scheme for Distributive Data Management

To build this mechanism we propose an ad hoc network
between the mobile devices to manage the data and com-
municate with other devices. In this network, each device
builds connections directly with other devices without com-
municating to a base station. In generating connections, it is
important to employ an efficient scheme to choose mobile
devices to connect with, considering their location and lim-
ited communicable distance. Note that not all surrounding
pedestrians with mobile devices are viable for generating
connections on the ad hoc network. Some of their devices
might be cell phones or other devices with limited or no
computational capability.

We propose a peer-to-peer Delaunay network, which is
a geometry-based network whose topology is defined by
the geometric adjacency of mobile devices (see Figure 4)
[13], [14]. These devices are connected in a geometrical
structure called a Delaunay Diagram, which is well-known
in computational geometry. It has the following features:
(i) each device connects to nearby devices based on geo-
graphical distance, (ii) the degree of connection for each
device is low (approximately six), (iii) the network can deal
with join/leave of a device only affecting the surrounding
devices to reconstruct and update the connection, and (iv)
the data on distant devices is retrievable through multi-hop
communication.

A P2P Delaunay Network lets us construct an environ-
ment in which the mobile devices are connected to each
other autonomously and distributively. It is not necessary
to prepare a server in order to maintain the system or
manage pedestrian flow data on it. Moreover, it also provides
possibilities to perform collaborative computation or pro-

Figure 5. Selection of nodes to connect

cessing to work with set of mobile devices nearby. Delaunay
Networks are effective for accessing data in geometrically
adjacent devices, which can expose missing detections by
comparing the detection logs of nearby devices. In this paper,
we refer to the geographical location of each mobile device
as a node.

A Voronoi Diagram is the dual of Delaunay Diagram and
is generally used to determine the governing regions for each
node. Let V = {v1, v2, . . . , vn} be a set of nodes distributed
in a plane. The Voronoi diagram for V is a partition of
the plane into n Voronoi regions, each region associated
with each point vi of V . For example, the shaded region in
Figure 4 is a Voronoi region of a node with a man in the
center. Each node vi has its own Voronoi region, and the
entire n Voronoi regions cover the entire plane, of which any
particular point is managed by one of the nodes of V . The
edges of the Voronoi Diagram are generated by connecting
the perpendicular lines stretched out from the midpoint of
the edges of the Delaunay Diagram. In this work, we use a
Voronoi Diagram to determine the nodes to which point or
range queries are sent for access to distant nodes.

B. Network Construction

In the present investigation, we apply a method proposed
previously [13] to generate a P2P Delaunay Network with
mobile devices. We assume that each mobile device only
has the location information of other devices, but not the
knowledge of how the other devices are connected. Thus,
each mobile device must choose the appropriate mobile
devices to connect to, using their locations to generate a
P2P Delaunay Network.

To build connections of a P2P Delaunay Network under
such conditions, each node draws an inscribed circle with
two other nodes on a plane, with the Delaunay Network
property that no other nodes shall be enclosed within the
circle. Figure 5 shows an example of v0 determining the
nodes to generate connections to on a plane. Inscribed circles
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Figure 6. Interpolation of BDA data (BDA1)

are generated connecting three nodes each, namely (v0, vi,
vj) {0 ≤ i ≤ 17, 0 ≤ j ≤ 17, i 6= j}, which any of
these circles has no nodes in the internal. The nodes (v2,
v8, v9, v10, v17) are assigned as the neighbors of v0 to
generate connections with. If the rest of the nodes (v1 -
v17) perform the same processes, a Delaunay Diagram can
be generated. The detailed algorithm for generating and
maintaining connections are discussed in the previous work
[13]. Delaunay Network can be used not only to generate
or maintain connections with adjacent nodes on a plane,
but also to perform collaborative computation with adjacent
nodes as described in the following section.

C. Interpolation of Missing Detection

We have described methods to extract and manage the
Bluetooth detection logs on an ad hoc network. However,
there are false-negative cases in which some devices within
the communication range may not be detected. That is, too
much BDA data arrives at once in a crowded place, and the
device cannot handle it all within the limited time interval
while scanning for the surrounding Bluetooth devices.

To deal with such problems, we consider methods to
check the detection logs of adjacent nodes on Delaunay
network, and interpolate the BDA data which is definitely
within the communication range of Bluetooth device. Ini-
tially, each node sends a copy of its own detection logs
to adjacent nodes, and receives their copy of detection
logs. Then, it extracts the BDA data which is not detected
from its device, but detected from other adjacent nodes’
devices. These BDA data will be the target data to perform
interpolation, and the location of these adjacent nodes will
be the criterion to determine whether or not to perform
interpolation.

We validate only the BDA data owned by more than three
adjacent nodes to perform interpolation. That is, a polygon is
drawn using the location of adjacent nodes with the target

Figure 7. Geometric-based routing method for range query

BDA data as vertices. If the location of its own node is
within the polygon, then the target BDA will be interpo-
lated. We have chosen a polygonal shape to determine the
interpolation because it is obvious that the entire polygonal
region is covered from the communication range of the
Bluetooth device. The purpose of this interpolation method
is to deal with missing detection, and the deformation of
communication range caused by walls, buildings, and other
obstacles is beyond our focus.

Figure 6 shows the interpolation process using the same
Delaunay Network as Figure 4. Node v0 has five adjacent
neighbor nodes, namely v2, v8, v9, v10, v17, and has the copy
of their BDA detection logs. Among the BDA on detection
logs, BDA1 is the only one that v0 does not have, but more
than three adjacent nodes (v2, v8, v10, v17) do have it. Using
these nodes as vertices, a polygon is drawn starting from
the upper node in clockwise direction. Finally, BDA1 can
be determined to be included in v0’s detection data, as it is
allocated within the polygon area.

D. Location-based Range Query

When users would like to know the pedestrian flows or
the situation of a physical area, they designate a particular
location or range and ask what is going on in that location.
Therefore, the location should be used as a key for searching
and gathering data on the ad hoc network.

In order to send a query or data to a destination, each node
vi generates a Voronoi diagram using vi and the neighbor
nodes of vi. Here, we define global Voronoi diagram as a
Voronoi diagram drawn with all the nodes on a plane, and
local Voronoi diagram as a Voronoi diagram drawn only with
a given local node and its neighbor nodes. Using its local
Voronoi diagram, each node vi selects the neighbor node
to send the query, and performs multihop communication
between nodes. The shape and locational data of the query
range is sent together along with the query.

Figure 7 shows the process of sending a query to a
particular range on a plane. First of all, v0 determines the
nodes from its neighbor nodes v2, v8, v9, v10, v17 to send
the query. Among these nodes, v2 is the only node selected
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to send the query, as its Voronoi region of v2’s local Voronoi
diagram covers the entire query range. Next, v2 determines
the nodes from its neighbor nodes v1, v3, v5, v6, v8, v0, v17
to send the query. For this situation, v3 and v5 cover the
query range and so the query is sent to both of the nodes.
This process is performed recursively until the query has
reached the destination.

Using this method, we can generate either a point query
search, by designating a particular point on a plane, or
a range query search which can request data within a
designated range. Thus, the global view of the location of
nodes is not required to send data to a destination.

VI. ISSUES WITH TRENDS AND APPLICATIONS

A. Considerations for Technological Changes

We have continuously attempted to collect the Bluetooth
detection logs in order to observe the changes in various
environments for a couple of years. We have also noticed
that the technological advancements and changes in con-
sumers’ lifestyle have considerably affected the results of
detection. In general, it is noticeable that the detection
rate by Bluetooth device logs has gradually been reducing
even during these past couple of years. In particular, it has
become difficult to collect Bluetooth device logs in college
environments such as school buses, campus cafeteria or
restaurants, lecture rooms, and so on. It can be assumed that
students and the younger generations are using smart phones
instead of feature phones, and that these smart phones are
probably programmed to turn off the Bluetooth connection
if not used during a certain amount of time.

We have observed, at the same time, that the detection
rate by Bluetooth devices is changing among age groups
when we compared the data with those detected in the train,
train stations, stores, or while strolling in towns. As these
places are likely to be occupied or visited by mixed age
groups, including commuters, holiday goers, travelers, chil-
dren, students, elderly groups, and many others, the changes
of Bluetooth detection rate are rather gradual, though not
increasing, compared with the detection on campus or while
boarding the school bus where the majority of the passengers
are young students.

On the other hand, the number of WiFi detections has
been increasing rapidly especially in campus environment,
probably because several mobile WiFi terminals have ap-
peared on market, or some smart phones are equipped with
WiFi connection technology which works as an access point.
Therefore, we are also going to collect WiFi logs along with
Bluetooth detection logs, and are planning to examine WiFi
logs to see whether the device can be classified between
static devices that are fixed at a single location, or dynamic
devices that move along with people. If both Bluetooth and
WiFi log data are detected and examined together, it might
be possible to perform more accurate analysis.

Figure 8. Applications to deploy the extracted pedestrian flows

Table II shows the changes in detection logs from the
initial experimental stage in 2010 to the most recent data in
2013. The average number of detected logs by minute are
calculated for 10 weekday mornings when the user himself
is commuting. The results indicate that WiFi detection has
been increasing in general even in the train where people
with various age groups and different occupations are on
board, and that it is more evident with the campus bus in
which most of the passengers are students. Therefore, it
seems important to detect and analyze using both Bluetooth
and WiFi logs in future research.

It is also noted that there may be other reasons to prioritize
differently for the detection devices which can be used
for the experiment, since the technological advancement as
well as lifestyles and cultures are different depending upon
particular regions and localities.

B. Possible Applications for Practical Scenarios

It is necessary to consider efficient applications to deploy
our method for detecting pedestrian flows. Some of the
possible applications are mentioned here as suggestions for
further research.

1) Map Visible of Pedestrian Flows: One of the systems
to consider for the feasible applications is a map to visualize
the flow and situation of pedestrians or the location of
congested area as shown in Figure 8 upper left. Pedestrian
flows are dynamic and likely to change frequently, therefore
it is necessary to gather and process the information as
soon as possible. Our method of detecting and analyzing
Bluetooth devices may be applicable as it can collect the
data seamlessly in real-time, and pass it to the application
at the same time. Moreover, it is desirable for users to input
time and place so that they can view the past or present
location of congested area or pedestrian flows, in order to
estimate the future pedestrian flows based on the calculated
patterns from the same daily routine of pedestrian activities.

Visualization method of pedestrian flows might also be an
important factor for users to understand the situation. The
crowded area can be expressed as a circle, and locations
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Table II
NUMBER OF BLUETOOTH VS WIFI DETECTED IN THE TRAIN AND BUS

Train, Year 2010
Date Time(min.) Bluetooth BT per min. WiFi WiFi per min.

Day 1 71 275 3.87 116 1.63

Day 2 72 182 2.53 207 2.88

Day 3 81 370 4.57 223 2.75

Day 4 88 532 6.05 150 1.70

Day 5 82 399 4.87 170 2.07

Day 6 70 132 1.88 236 3.37

Day 7 64 389 6.08 122 1.91

Day 8 64 344 5.38 77 1.20

Day 9 77 372 4.83 127 1.65

Day 10 83 466 5.61 181 2.18

Avg/Total 4.57/6.70(68%) 2.14/6.70(32%)

Bus, Year 2010
Date Time(min.) Bluetooth BT per min. WiFi WiFi per min.

Day 1 29 38 1.31 116 4.00

Day 2 13 58 4.46 37 2.85

Day 3 13 27 2.08 84 6.46

Day 4 12 0 0.00 31 2.58

Day 5 13 28 2.15 87 6.69

Day 6 13 29 2.23 81 6.23

Day 7 14 0 0.00 38 2.71

Day 8 21 125 5.95 85 4.05

Day 9 18 111 6.17 88 4.89

Day 10 12 4 0.33 92 7.67

Avg/Total 2.47/7.28(34%) 4.81/7.28(66%)

Train, Year 2013
Date Time(min.) Bluetooth BT per min. WiFi WiFi per min.

Day 1 50 71 1.42 386 7.72

Day 2 53 297 5.60 208 3.92

Day 3 54 181 3.35 314 5.81

Day 4 53 129 2.43 132 2.49

Day 5 55 107 1.94 318 5.78

Day 6 54 139 2.57 194 3.59

Day 7 57 142 2.49 350 6.14

Day 8 58 108 1.86 425 7.33

Day 9 54 58 1.07 371 6.87

Day 10 57 18 0.32 481 8.44

Avg/Total 2.30/8.12(28%) 5.81/8.12(72%)

Bus, Year 2013
Date Time(min.) Bluetooth BT per min. WiFi WiFi per min.

Day 1 13 33 2.54 93 7.15

Day 2 13 0 0.00 74 5.69

Day 3 15 3 0.20 100 6.67

Day 4 15 41 2.73 96 6.40

Day 5 17 3 0.18 99 5.82

Day 6 12 0 0.00 103 8.58

Day 7 16 8 0.05 159 9.94

Day 8 14 0 0.00 120 3.57

Day 9 25 0 0.00 134 5.36

Day 10 15 4 0.27 63 4.20

Avg/Total 0.64/7.48(9%) 6.83/7.48(91%)

with many Bluetooth detections may be filled with dark
colors together with numbers expressing the congestion rate.
However, the circle may not be enough if there are many
sensing devices which cause the creation of multiple over-
lapping circles or numbers. As an alternative, expressing it
with coloring the Voronoi diagrams, instead of circles, might
be very helpful in that case. Coloring circles and Voronoi
diagrams have both merits of their own. Coloring circles
may express the location of sensing devices accurately in
vacant areas and Voronoi diagrams may express the detection
results from many sensing devices. Therefore, it might be
effective to use the advantageous aspects from both methods
and choose the preferable ones depending on the situation.
The graphical user interface for expressing congestion and
frequent changes of pedestrian activities and movements are
in our plans for future work.

2) Context-adaptable Pedestrian Navigation System: We
have also been working on the context-adaptable pedestrian
navigation system shown in the upper right of Figure 8,

which is a navigation system to provide users with the
preferable route considering the user objectives and condi-
tions of each area, such as with roof (to avoid rain) or no
roof, lighted or dark, with stairs or elevators, narrow path
or wide road, safe or dangerous facilities, and crowded or
less crowded area [15]. Most of these situations are static,
except for the crowdedness which changes according to the
pedestrian flows.

In relation to this topic, we have previously proposed
an algorithm to perform path search considering the user’s
preference and spatial context. The graph-based approach
was employed using metadata to represent logical space
built over the real space, and a scoring scheme was applied
by partitioning target region into homogeneous cells. Path
search was performed by accumulating negative or positive
scores to each of the cells according to the user’s intention or
situation, and the path with the lowest scores to destination
was provided. However, not much discussion has been held
with the method to detect the situation in space.
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Figure 9. Immobile wireless sensors to detect pedestrian flows

To detect pedestrian flows, we had previously thought
to prepare many fixed immobile devices on site, such as
stepped-on sensors, wireless sensors, video cameras, etc., as
shown in Figure 9. This approach is inefficient, however,
as it is expensive, requires a massive number of sensors,
takes time and effort to install sensors, and cannot be
deployed in all desirable locations. It requires abundant
initial preparations to build such systems. Our method to
extract pedestrian flows from Bluetooth detection logs may
be helpful to solve these problems.

3) Multi-avatar Simulation on Virtual Collaborative
Space: We have worked on constructing an autonomous
dynamic multi-avatar simulation in a 3D virtual collaborative
space (lower part of Figure 8), in which the avatars move
according to their behavioral patterns defined beforehand
[16]. If the avatar’s location and congestion information are
mapped to 3D virtual collaborative space, we may be able
to perform simulations based on the real world situation.
Though our Bluetooth detection method cannot provide the
exact number of pedestrians, if we can estimate the number
of pedestrians in the real as a ratio to the number of detected
pedestrians, we might be able to produce an atmosphere
similar to the real world with dynamic pedestrians walking
around in the virtual environment. Such simulation is useful
in order to understand intuitively the situation occurring at
the physical site.

4) Pedestrian Flow Analysis in Airport Environment:
Our work might also be a possible extention to Pestana’s
work which proposes an approach to provide security and
safety concerning mobile objects in an airport environment
[17]. In the airport environment, there are many gates,
restaurants, gift shops, etc., and passengers from various
countries congregate in these locations. However, the pas-
sengers’ behavior patterns might differ depending on their
cultural backgrounds. For example, a particular restaurant
might be preferred by people from the same or neighboring
countries, or some people from the same region or areas
might prefer buying many souvenirs at gift shops. Thus,
collecting and analyzing the detection logs might contribute
to recommending the passengers the preferable shops and
restaurants depending on their nationalities, or sometimes

suggesting to them uncrowded cafeterias or benches to take
a rest.

Moreover, as the departure time of the flight and the
departure gates are the same for every day’s routine, the
analysis of detection logs may clarify the daily routine
of pedestrian’s behavioral patterns. For example, if United
Airlines uses the gate number 15 at 12 pm every day,
passengers to the United States may gather at the gate
around that time. Most of those passengers might take a
lunch at McDonalds fast-food restaurant, even if there are
various restaurants other than McDonalds. Such analysis
based on the application of our method may contribute to
a recommendation system or navigation system, which will
provide comfortable, safe, and preferable navigation in the
airport.

VII. CONCLUSION AND FUTURE WORK

We have shown possibilities for inferring pedestrian flows
by examining the detection patterns of surrounding Blue-
tooth devices, and proposed methods for generating mobile
ad hoc networks and managing the detection data on the
network, adhering to our policy to avoid initial prepara-
tions to install cameras or sensors on the environment, or
manage data on a single server. For deployment in actual
environments, energy consumption is an important issue
that has to be considered, as the battery for HP iPAQ
112 Classic Handheld PDA used for our experiment lasts
for approximately 4 hours. In addition, privacy issues are
another concern because such personal data as user name
and location should not be exposed to others.

For future work, we plan to perform detailed analysis of
Bluetooth device logs, examine the applicability of other
sensory data including WiFi, and provide location-based ap-
plications using social contexts such as pedestrian flows. We
also plan to continue further study on Delaunay networks,
explore efficient ways of managing social context data and
log files, and evaluate our methods to interpolate missing
data caused by inquiry faults.

In addition, from the observations presented in Section
VI-A, we have found that Bluetooth devices are becoming
harder to detect year by year. Therefore, analysis simply by
Bluetooth device detection may not be enough to extract the
flow of pedestrians. On the other hand, WiFi is being de-
tected increasingly every year from portable devices, which
should be another target to perform analysis on. Moreover,
there may be many variations of wireless technologies
coming out in the future, and thus, it is important to keep
up with new technologies and trends to extend this research
in the future.
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