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Foreword

Finally, we did it! It was a long exercise to have this inaugural number of the journal featuring extended

versions of selected papers from the IARIA conferences.

With this 2008, Vol. 1 No.1, we open a long series of hopefully interesting and useful articles on

advanced topics covering both industrial tendencies and academic trends. The publication is by-

invitation-only and implies a second round of reviews, following the first round of reviews during the

paper selection for the conferences.

Starting with 2009, quarterly issues are scheduled, so the outstanding papers presented in IARIA

conferences can be enhanced and presented to a large scientific community. Their content is freely

distributed from the www.iariajournals.org and will be indefinitely hosted and accessible to everybody

from anywhere, with no password, membership, or other restrictive access.

We are grateful to the members of the Editorial Board that will take full responsibility starting with the

2009, Vol 2, No1. We thank all volunteers that contributed to review and validate the contributions for

the very first issue, while the Board was getting born. Starting with 2009 issues, the Editor-in Chief will

take this editorial role and handle through the Editorial Board the process of publishing the best

selected papers.

Some issues may cover specific areas across many IARIA conferences or dedicated to a particular

conference. The target is to offer a chance that an extended version of outstanding papers to be

published in the journal. Additional efforts are assumed from the authors, as invitation doesn’t

necessarily imply immediate acceptance.

This particular issue covers papers invited from those presented in 2007 and early 2008 conferences.

The papers cover end-to-end QoS and performance, and their prediction, especially in VoIP applications.

Additionally, architectural and mechanisms for fault tolerant, ambient and adaptive large-scale systems,

as well as content-addressable networks are presented.

We hope in a successful launching and expect your contributions via our events.

First Issue Coordinators,

Jaime Lloret, Universidad Politécnica de Valencia, Spain

Pascal Lorenz, Université de Haute Alsace, France

Petre Dini, Cisco Systems, Inc., USA / Concordia University, Canada
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Abstract 
 

Mobile ad hoc networks become more popular as 
devices and wireless communication technologies are 
became widespread and ubiquitous. With the 
expanding range of applications of MANETs, 
supporting quality of services (QoS) in these networks 
is becoming a real need. This paper provides a 
solution for QoS support taking into account radio 
interferences. We note that, because of the ad hoc 
networks characteristics, we cannot provide a hard 
quality of service to QoS flows, but only provide a 
service differentiation between different flow types.  
This QoS support is based on the OLSR routing 
protocol and the CBQ scheduling. Simulation results 
show that flows with QoS requirements receive the 
requested bandwidth and Best Effort flows share the 
remaining bandwidth. Moreover, mobility is supported.   
 
Keywords: MANET, QoS, OLSR, CBQ, routing 
protocol, quality of service. 
 
1. Introduction 
 

A Mobile Ad hoc NETwork (MANET) is an 
autonomous system of mobile nodes connected by 
wireless links. It is self-organizing, rapidly deployable 
and requires no fixed infrastructure. Ad hoc networks 
have known a great success and now, they are opening 
up to civilian applications having requirements of 
Quality of Service (QoS) [1]. Hence, achieving QoS [4] 
in MANET corresponds to a real need. The QoS, 
requested from the network, could be defined in terms 
of one or a set of parameters such as delay, bandwidth, 
packet loss, delay and jitter. MANET networks are 
faced with specific constraints: a) the limited bandwidth 
because of the reduced available radio resources, b) the 

highly dynamic topology because of versatile radio 
propagation and nodes mobility, c) the power constraints 
because network nodes can rely on battery power for  
energy. These MANET specificities make it difficult to 
achieve QoS in these networks.  

OLSR [6] is an optimization of the wired link state 
routing protocol OSPF [7] for MANET. Its innovation 
lies in the fact that it uses the MultiPoint Relay (MPR) 
technique. The MPRs of a node are a subset of its one 
hop neighbors that enables it to reach (in terms of radio 
range) all its two-hop nodes. The MPRs technique 
results in the reduction of the control packet size (each 
node declares only the links with its one hop neighbors 
which selected it as MPR), and reduces the number of 
retransmissions when flooding control messages in the 
network: only the MPRs of the sender forward its 
packets. 

The scheduling policy adopted in our solution is 
inspired from the one used in wired networks. We 
recall that our aim is the QoS support [3] in ad hoc 
networks in order to differentiate services between 
different traffic classes. One solution is to provide a 
minimum part of the requested bandwidth to different 
traffic classes. This means that the medium capacity 
must be shared between traffic classes. We are then 
interested in the CBQ scheduler [5] (Class Based 
Queueing) and we have extended it to the wireless 
environment. CBQ aims at carrying out two goals. The 
first one is that each class should be able to receive 
roughly its allocated bandwidth. The secondary one is 
that when some class is not using its allocated 
bandwidth, the distribution of the excess bandwidth 
among the other classes should not be arbitrary, but 
should be done according to their relative allocations. 
Hence, WCBQ leads to good resource utilization. 

In this paper, we show how to take into account 
radio interferences to provide the bandwidth requested 
by QoS flows. The remainder of this paper is organized 
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as follows. In section 2, we discuss the impact of 
interferences on the QoS, and describe the QoS 
components constituting our solution to support QoS in 
ad hoc networks. The performance evaluation of our 
solution is given in section 3, followed by a conclusion 
in section 4.  

 

2. Proposed solution 
 
In this section we present our solution for QoS support 
taking into account interferences generated by flows 
present in the network. 
 

2.1. QoS and interferences 
 

Because of the shared medium access in ad hoc 
networks, a packet generated by a mobile node is 
physically received by all nodes in the transmission 
range of the sender. Consequently, interferences are 
generated when neighboring nodes are transmitting at 
the same time. The presence of interferences makes 
quality of service support much more complex in 
wireless networks than in wired networks. For 
example, interferences make bandwidth reservation in 
a wireless environment an NP-complete problem [9], 
whereas it is polynomial in wired networks. These 
interferences can reduce significantly the capacity of 
the network.  

Let us consider a scenario of 6 nodes and one flow 
f1. The flow f1 requests a bandwidth of 100kb/s. f1 is 
generated by node N0 toward node N3 (Figure 1). To 
illustrate the interference phenomenon, we measure the 
consumed bandwidth at the MAC level on each node 
of the network.  

 
 
 
 
 
 
 
 
 
 
 
 
 

We note that (see Figure 2) flow f1 has consumed 
281kb/s on N2. It represents nearly three times the 
bandwidth requested by f1. Indeed, node N2 is disrupted 
by any packet of flow f1, once when N0 transmits, 
because N2 is in the interference area of N0, a second 
time when N1 transmits because N2 is in the 
transmission range of N1, and a third time when the 
node itself transmits. As for node N5, it does not belong 

 
         
 
 
 
 
 
 
 
 
 
     
 
 

 
to the route, the bandwidth consumed by f1 on this node 
is nearly twice the bandwidth requested by f1. Indeed, 
N5 is in the interference area of N1 and N2. These two 
nodes belong to the route of flow f1. Consequently, N5 
is disrupted each time one of these nodes transmits. We 
conclude that because of the interferences, a flow 
consumes more bandwidth than it requests. This 
illustrates the necessity to take into account the 
interferences in all solutions managing quality of 
service with bandwidth requirements. In the following, 
we assume that interferences caused by a transmitting 
node are limited to two hops. 

Providing quality of service in ad hoc networks 
therefore should be interference aware [10]. For this 
goal, we consider an admission control which takes 
into account interferences induced by flows present on 
the network. Also, the routing protocol considered in 
our solution takes into account interferences to provide 
routes with the requested quality of service. QoS 
routing needs QoS signaling to collect information 
related to QoS. Besides these components, other QoS 
components can be used to provide the quality of 
service requested by QoS flows. Hence, the QoS 
architecture we propose in the next section. 

 

2.2. QoS components 
 
In [1] we have presented a general QoS architecture 

and defined its different components illustrated in 
Figure. 3. Among these components we are interested 
in the five following components: 
• QoS model specifies the architecture in which 

services can be provided as well as the necessary 
mechanisms such as classification. The QoS model 
directly influences the functionality of the other 
components.  

• Admission control is the mechanism that results in 
the acceptance or rejection of a new flow according 
to (i) the available resources on the path taken by 
this flow and (ii)  the QoS requirements of this flow. 

Transmission 
 range 

Figure 1. Interference phenomenon 

Interference 
 range 

N1 N2 N3 N0 

N4 N5 

f1 

Figure 2. Measured consumed Bandwidth 

0

50

100

150

200

250

300

350

N0 N1 N2 N3 N4 N5

Nodes

B
an

d
w

id
th

(k
b

/s
)

f1

 

281 

193 193 

281 281 291 



3

International Journal On Advances in Networks and Services, vol 1 no 1, year 2008, http://www.iariajournals.org/networks_and_services/

  

 
 
 
 
 
 
 
 
 
 
 
 
 
 

• Admission control is the mechanism that results in 
the acceptance or rejection of a new flow according 
to (i) the available resources on the path taken by this 
flow and (ii)  the QoS requirements of this flow. 

• QoS routing aims to find routes with sufficient 
resources to meet the application requirements but 
does not reserve resources. In our solution, QoS 
routing is based on an extension of OLSR. 

• QoS signaling is used to propagate QoS control 
information in the network, as well as to generate the 
QoS reports that indicate the effectively measured 
QoS.  

• The scheduler determines the message transmission 
order according to the priorities given to QoS 
classes. In our solution, it is based on CBQ. 

 
2.3. Adopted assumptions 
 
2.3.1. QoS MAC. In the ideal case, a medium access 
protocol managing QoS makes it possible to guarantee, 
to the non-pre-emptive effect close, that the transmitted 
packet is the packet having the highest priority among 
all packets waiting for transmission.  Let us notice that 
the IEEE802.11e protocol does not satisfy this 
property. It guarantees only that the average delay of 
flows with higher priority is weaker than that of flows 
with lower priority.  

The MAC layer must be also able to provide 
information allowing to calculate the available 
bandwidth on a node. The QoS management on the 
MAC level allows to obtain a better services 
differentiation as it shown in [11] for the IEEE 802.11 
protocol where flows with higher priority obtain 
weaker average delays. 

The solution we propose does not require a QoS 
MAC to behave properly. In the performance 
evaluation reported in section 3, we use the IEEE 
802.11b MAC protocol which is more currently used 
for the MANET networks but not yet offering QoS 

management. However, the performances of our 
solution will be improved by a QoS MAC. 

 
2.3.2. Interference model. The proposed solution 
takes in consideration the interferences to h hops: 
- at the sender node: the receptions of the nodes located 
at less than h hops of the sender are disturbed when 
this sender transmits. 
- at the receiver node: the simultaneous transmissions 
of nodes located at less than h hops of the receiver 
prevent the good reception. 

Consequently, two senders located at less than 2h 
hops can interfere with each other. The interference 
range is said to be 2h. In this paper we take an 
interference range 2. This assumption is generally 
adopted in ad hoc networks literature. 

 
2.3.3. Computation of the needed bandwidth. We 
note that, because of the interferences, a flow f 
requiring a bandwidth B(f) at the application level, 
really consumes a bandwidth Breal(f) at the MAC level, 
higher than B(f). This is true on any route node and on 
any neighbor node of a route node. That is due to the 
interferences. We show below, how to evaluate the 
bandwidth really consumed by a flow. 

In our solution, the route is supposed to be such 
that a route node belongs to the interference zone of, at 
most, its two predecessors and, at most, its two 
successors; hence the value of 5 in formula (1). 

 
 Breal(f)  ≤  coef.min(5, hop).B(f)         (1) 

 
Where: 
hop is the number of  hops from the source to the 
destination.  
coef is a coefficient allowing to take into account the 
overhead induced by the MAC acknowledgement and 
the headings of the protocols: physical, MAC, IP and 
UDP. The coef also depends on the packet size. For 
example, for a QoS flow whose packet size is equal to 
500 bytes, and with a medium of 2Mb/s, the value of 
coef is equal to 1.144. 

We note that the value coef.min(5, hop).B(f) 
corresponds to the maximum bandwidth which a flow 
can consume on a node i.e., the bandwidth really 
consumed by a flow on any node is never higher than 
coef.5.B(f) with our assumptions. 

The formula can appear too simple but any more 
sophisticated method wanting to take into account all 
the exact interferences requires a transmission 
overhead without allowing an exact evaluation as 
shown in the following example: 

 

                            QoS Model 
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           Admission Control/Provisioning 

Figure 3. QoS Components 
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Node N6 is located in the interference range of node 

N1 but not in its transmission range i.e., r < d(N1, N6) < 
2r where d(N1, N6) is the distance between the two 
nodes N1 and N6 and r is the transmission range. In no 
case, the node N1 can detect the presence of node N6, 
because there is no intermediate node belonging to the 
transmission range of N1 and of N6 making it possible 
each of the two nodes to detect the presence of the 
other. Consequently, the evaluation of the bandwidth 
really consumed by flow f does not consider the 
disturbances induced by node N1 on node N6. 

 
2.4. QoS model 

 
2.4.1. Considered flow types. We consider three flow 
types: 
- QoS flows having QoS requirements expressed in 

terms of bandwidth, 
- QoS flows having QoS requirements expressed in 

terms of delay, 
- Best Effort (BE) flows having no specific QoS 

requirements. 
 
In our solution, we adopt the following decreasing 

priority order of flows: 
Control flows > QoS flows with delay constraints > 
QoS flows with bandwidth constraints > Best Effort 
flows. 
 
2.4.2. Bandwidth provisioning. To share the medium 
bandwidth between QoS flows and BE flows, we will 
use provisioning. The provisioning consists in 
reserving a percentage of the nominal bandwidth to 
each flow type. We consider then: 

- ProvQoSN: provisioning of QoS flows on node N. 
- ProvBEN: provisioning of BE flows on node N. 

We assume that ProvQoSN and ProvBEN are global 
parameters of the network and they are identical on all 
network nodes. For an effective use of the network 
resources, we allow each flow type to exceed its 
provisioning. In this case, the bandwidth not used by 
one flow type can be used by the other, and when 
necessary, each flow type can recover its share of 
bandwidth used by the other one. Moreover, QoS flows 
can requisition the bandwidth used by BE flows. The 
reverse is not true. 

In our solution, only QoS flows can recover their 
available bandwidth used by BE flows. BE flows must 
not recover their available bandwidth used by QoS 
flows, to avoid the deterioration of the quality of 
service of QoS flows already admitted. However, if a 
new QoS flow arrives when the QoS available 
bandwidth it needs entirely or partially, is used by BE 
flows, this flow can recover the bandwidth it needs 
from BE flows. 

 
2.5. Admission control 
 

Let us recall that, the admission control decides to 
accept a new flow f if and only if: 
- the QoS of already accepted flows is not 

compromised; 
-    the QoS required by the flow f can be satisfied. 

We present below the rules of the admission 
control. The admission control is performed for the two 
flow types QoS and BE: 

• In our solution, the admission control of QoS flows 
having bandwidth requirements takes into account 
the interferences i.e., a flow will be accepted only if 
the interferences that it generates are acceptable for 
already accepted flows and the QoS it will receive 
is compatible with that required taking into account 
the interferences generated by other flows. 

• BE flows do not require any constraint, but an 
admission control is necessary to verify that they do 
not exceed their available bandwidth.  

Let us consider the following notations: 
BQoSa

N
: available QoS bandwidth on node N. 

BBEa
N
: available BE bandwidth on node N. 

BQoSu
N
: QoS bandwidth used on node N. 

BBEu
N
: BE bandwidth used on node N. 

ProvQoSN: provisioning granted to QoS flows on node N. 
ProvBEN: provisioning granted to BE flows on node N. 

More particularly, the admission control consists in 
checking: 

 

Transmission 
range of N1 

N0 N3 

N4 

N5 

N6  

f 

Figure 4. Scenario of 7 nodes  

N1 N2 

r 

Interference 
range of N1  
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• For each route node N (except the destination) and 
for each node M at a distance lower than or equal to 
two hops of N : 

 
- For a QoS flow f: 

� B
N

real (f) ≤  BQoSa
N
 

� B
M

real (f) ≤  BQoSa
M
 

 
- For a BE flow f 

� B
N

real (f) ≤  BBEa
N
 

� B
M

real (f) ≤  BBEa
M
 

 
• For the destination node D 
 

- For a QoS flow f: 

B
D

real (f) ≤  BQoSa
D
 

- For a BE flow f 

B
D

real (f) ≤  BBEa
D
 

 
Where: 
BQoSa

N
  =  max (ProvQoSN  - BQoSu

N
 , availableN   ) 

BBEa
N
  =  max (ProvBEN  - BBEu

N
 , availableN   ) 

Available N  = (ProvQoS N - BQoSu
N
 ) + (ProvBE N - BBEu

N
 ) 

 
2.6. QoS routing 

 
Routing protocol OLSR with QoS aims at finding: 

- for QoS flows, the shortest route satisfying the 
requested bandwidth. 

- for BE flows, the shortest route. 
The OLSR extension which we propose consists in: 

(i) modifying the choice of the multipoint relay and (ii ) 
adding information in control messages Hello and TC, 
information necessary to the admission control and the 
QoS routing. We also, present the rules of admission 
control adapted to this extension. 
 
2.6.1. Selection of MPRs according to the available 
bandwidth. In an ad hoc network, the native OLSR 
protocol provides an optimal route to any destination in 
the network. This route is optimal in terms of number 
of hops but does not take into account the requirements 
of QoS flows. For a QoS flow, we need to find a route 
which satisfies the required quality of service.  
However, the intermediate nodes of a requested route 
found by OLSR are MPR nodes. This is why we 
perform the MPR selection according to the QoS local 
available bandwidth denoted BQoSa. 

In the extension that we propose, multipoint relays 
are selected so as to reach the two hop neighbors 
through a one-hop neighbor with the maximum QoS 
available bandwidth (BQoSa) i.e., if a two-hop neighbor 
can be reached by several one-hop neighbors then the 
one having the larger BQoSa is selected. Because we 
have taken into account the bandwidth to select the 
MPR nodes, the MPRs are called MPRBs. 

 
2.6.2. Evaluation of the bandwidth used by QoS and 
BE. The QoS used bandwidth (or the BE used 
bandwidth) on a given node N is equal to the QoS (or 
BE) load on N plus the sum of QoS (or BE) loads on 
the one or two hop neighbor nodes of N: 

 
 
 
 

Where:  
V: the one and two hop neighbor set of node N 
MC: medium capacity 
coef:  a coefficient depending on packet size. It takes 
into account the overhead generated by MAC 
acknowledgement and protocol headers: physical, 
MAC, IP and UDP. The coef value is identical to that 
used for the evaluation of the bandwidth really 
consumed by a flow. 
 
2.6.3. Route selection. From its neighbor and topology 
tables, each node builds its routing table using the 
Dijkstra algorithm. The intermediate nodes of routes 
toward each destination are MPRB nodes. 
 
A. Route selection for QoS flows 

When a new QoS flow f is generated on a source 
node, this source node selects the shortest route 
offering the demanded QoS by applying the Dijkstra 
algorithm on a copy of the topology and the neighbor 
tables in which only nodes offering the demanded QoS 
are present. 

The admission control of a new QoS flow is 
performed on the source node. According to the 
information it maintains from Hello and TC messages, 
the source cannot verify correctly the second condition 
of admission control seen in section 2.5 because it does 
not know the BQoSa of all neighbors at one and two 
hops of each node belonging to the route. 

In our solution, a QoS flow f is accepted if and only 
if for each node N on the route, f is supported by (i) the 
node N and (ii ) by any node up to two hops from N, if 
N is not the destination.  

If the flow is not accepted on one of the route nodes 
or on one of the neighbors of one of the route nodes, 
the flow is rejected. Otherwise, when the route 
satisfying the requested QoS is found, it will be fixed 

( ) MCcoefchQoSchQoSBQoS
V

NN
u .__ ⋅+= ∑  

( ) MCcoefchBEchBEBBE
V

NN
u .__ ⋅+= ∑  
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in order to perform source routing i.e., the list of node 
route addresses will be included in the header of flow 
packets. In this way, all packets of this flow will follow 
the same route to reach the destination. This route is 
recalculated periodically to verify if there exists either 
a shorter route satisfying the QoS or a broken link. 
 
B. Route selection for BE flows 

Best effort flows are routed hop by hop and the 
admission control of these flows is performed locally 
on each route node and for each packet. Hence, when a 
new BE flow f is generated on a source node, this 
source node checks for each packet, if the destination 
node exists in its routing table. If the destination does 
not exist, the packet is rejected. Otherwise the node 
performs a local control admission for this packet to 
verify if the flow is supported by this node and by all 
its one and two hop neighbors. If so, the flow is 
transmitted toward the next node according to the 
routing table. We note that, for each packet of a new 
BE flow f, the admission control consists of verifying 
on each route node N that flow f is supported  by (i) the 
node N and (ii ) by any node up to two hops from N, if 
N is not the destination. This computation is done 
using BBEmin, the minimum available bandwidth for 
BE flow in the one and two hop neighborhood of N. It 
is computed from BBEa values received in the Hello 
messages. 

 
2.7. QoS signaling 
 

We have extended the Hello and TC messages in 
order to convey the necessary information for QoS 
routing and admission control. 
 A Hello message, sent by a node, contains the 
following information: 

- its address, its QoS_ch, its BE_ch, its BQoSa and its 
BBEa. 

- the address, the QoS_ch, the BE_ch, the BQoSa and 
the BBEa of any one hop neighbor with the link 
status.  

From the Hello messages, each node in the network 
can know the BQoSa of all its one and two hop 
neighbors. Thus, each node can select its MPRB set. 

A TC message contains the following information: 
- address of the TC sender, 
- BQoSa of the TC sender, 
- BQoSmin which correspond to the minimum BQoSa of 
all the one and two hop neighbor of the TC sender, 
- Address of the MPRB selectors, 
- BQoSa of the MPRB selectors. 

From the received TC messages, each node builds 
its topology table. 

2.8. WCBQ scheduling 
 
In a network, packet scheduling policy refers to the 

decision process used to select the next packet that will 
be transmitted. At present, many schedulers are used in 
wired networks such as First In First Out (FIFO), 
Stochastic Fair Queueing (SFQ), Fair Queueing (FQ), 
and CBQ. Whereas in wireless networks, only FIFO 
and PriQueue schedulers are used. 

The scheduling policy adopted in our solution is 
inspired from the one used in wired networks. We 
recall that our aim is the QoS support in ad hoc 
networks in order to differentiate services between 
different traffic classes. One solution is to provide a 
minimum part of the requested bandwidth to different 
traffic classes. This means that the medium capacity 
must be shared between traffic classes. We are then 
interested in the CBQ scheduler [5] (Class Based 
Queueing), we have extended it to the wireless 
environment and we have called it WCBQ (Wireless 
CBQ). WCBQ inherits the three modules of CBQ 
which are:  
• Classifier: it inserts packets ready to be sent by the 

node in the appropriate class queue. 
• Estimator: it estimates the bandwidth used by each 

class in the appropriate time interval. This 
information is used to determine whether or not 
each class has received its allocated bandwidth.  

• Selector: using the information from the estimator, 
it has to decide which class queue is allowed to 
send a packet. According to [4, 5], a selector should 
implement two mechanisms which are the general 
scheduler and the link sharing scheduler. The 
general scheduler is to be used to schedule the class 
queues if the allocated bandwidth for each class can 
meet the requirement. Otherwise, the link-sharing 
scheduler is used to adjust the transmission rates. 

In [2], we have shown by means of simulations that 
WCBQ provides the following properties: 
P1: it shares the node bandwidth between flows 
present on the node proportionally to their weight. 
P2: it minimizes the standard deviation of the average 
bandwidth except for forwarded flows with low 
throughput. 
P3: it minimizes the end-to-end delay except for 
forwarded flows with low throughput. 
P4: it minimizes the standard deviation of the end-to-
end delay for all flows. 

Let us recall that, in our QoS model, we have 
considered three user flow types which are QoS flows 
having QoS requirements expressed in terms of 
bandwidth, QoS flows having QoS requirements 
expressed in terms of delay and Best Effort (BE) flows 
having no specific QoS requirements. To schedule 
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these three user flow types, we have combined the use 
of two schedulers which are WCBQ and Priority 
Queueing (PQ) in the following way (see Figure 6): 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

• CTRL_Queue is dedicated to control packets (e.g. 
routing packets). This queue has the highest 
priority, thus, it is served first i.e., when a control 
packet arrives at the CTRL_Queue, either it is 
transmitted immediately, if there is no packet being 
transmitted or it is transmitted after the packet in 
the course of transmission. 

• We have also attributed a Delay_DATA_Queue for 
traffic having delay requirements. This Queue has a 
lower priority than CTRL_Queue i.e., a packet 
from Delay_DATA_Queue is transmitted if and 
only if there is no packet to transmit in 
CTRL_Queue. 

• Bandwidth_DATA_Queues are reserved for traffic 
having bandwidth constraints. 

• Best-Effort_DATA_Queues are reserved for BE 
flows.  

Bandwidth_DATA_Queues and Best-
Effort_DATA_Queues are managed according to WRR 
(Weighted Round Robin). Also, these queues, are 
served only if there is no packet in CTRL_Queue and 
no packet in Delay_DATA_Queue for transmission. 
Thus, with the combination of the two schedulers PQ 
and WCBQ, we can enable the three user flow types to 
coexist. 

For WCBQ, we have calculated the weight φ(fj) 
associated with each flow fj present on the node N and 
requesting bandwidth B(fj), as follows:  

 
 
 

Where n is the number of flows present on the node N 
having the same priority as fj. 

 
3. Performance evaluation 
 
We now report performance evaluation of the QoS 
support described in the previous section. 
 
3.1. Simulation parameters 

 
The solution performance evaluation is carried out 

under the NS2 simulator [8]. The network simulator 
NS2 is an object-oriented, discrete event-driven 
network simulator. First, we consider an ad hoc 
network made up of 50 static nodes. The simulation 
parameters are summarized in the following table:  

 
 
 
 
 
 
 
 
 
 
 

 
 
 
 
 
 
 
 
3.2. Fair sharing of bandwidth for BE flows 
and routes stability for QoS flows 

 
In this section we show that, on a node, BE flows 

share the available bandwidth proportionally to their 
weight. In order to do this, we consider six QoS flows 
(f1….,f6) which obtain their requested bandwidth. 
Afterwards, we gradually introduce ten identical BE 
flows (f7....., f16) i.e., same rate, same source and same 
destination. Each time we measure the bandwidth 
received by each flow present in the network. We 
provide also, the number of routes taken by each flow 
as well as the number of route changes during the 
simulation. Simulation results are given in Table 3. 
The source, the destination and the requested 
bandwidth of each flow are given in Table2. 

 

Simulation - simulation duration: 300s 
- Number of nodes: 50 
- Flat area: 1000mx1000m 
- Traffic type: CBR 
- Packet size: 500 bytes 

Routing protocol 
(OLSR) 

- Source routing for QoS flows 

- Hop by hop routing for BE flows 

- Periodic routing table calculation for QoS 
flows (period 2s) 

- Hello period: 2s 
- TC period: 5s 
- Use of  MPRB 

MAC 
 
 

- MAC protocol: IEEE802.11b 
- Throughput: 2Mb/s 
- No RTS/CTS messages 

Radio - Radio propagation model : TwoRayGround 
- Transmission range: 250m 
- Interference range: 500m  

 

Table 1. Simulation parameters  

Figure 6. Coexistence of three user flow types   
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Flow Type Requested bandwidth (kb/s) Source Destination 

f1 QoS 50 43 10 

f2 QoS 40 27 48 

f3 QoS 60 18 7 

f4 QoS 30 1 32 

f5 QoS 50 19 28 

f6 QoS 40 41 15 

f7 BE 20 38 12 

f8 BE 20 38 12 

f9 BE 20 38 12 

f10 BE 20 38 12 

f11 BE 20 38 12 

f12 BE 20 38 12 

f13 BE 20 38 12 

f14 BE 20 38 12 

f15 BE 20 38 12 

f16 BE 20 38 12 
 
 

Table 2. Flows parameters  

 

Figure 7. An ad-hoc network of 50 nodes 
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Y
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m
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Figure 8. Measured instantaneous bandwidth 

for 6 QoS flows and 10 BE flows  
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Flows Type Requested 
bandwidth 

(kb/s) 

Measured 
bandwidth (kb/s) 

Route 
numbers 

Number 
of route 
changes 

f1 QoS 50 49 1 0 

f2 QoS 40 38 1 0 

f3 QoS 60 60 1 0 

f4 QoS 30 29 1 0 

f5 QoS 50 48 1 0 

f6 QoS 40 40 1 0 

f7 BE 20 4 3 12 

f8 BE 20 4 3 11 

f9 BE 20 4 3 11 

f10 BE 20 4 3 11 

f11 BE 20 4 3 11 

f12 BE 20 4 3 10 

f13 BE 20 4 2 8 

f14 BE 20 4 3 12 

f15 BE 20 4 3 10 

f16 BE 20 4 3 10 
 
 

Table 3. Simulation results  
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Figure 9. Routes representation of 50 flows 
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 Figure 10. Measured instantaneous bandwidth 
for 6 QoS and 44 BE flows 
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According to the simulation results, we can 
conclude that BE flows share the available bandwidth 
proportionally to their weight. In the considered 
scenarios, all BE flows request the same bandwidth 
and obtain the same weights for WCBQ. They also 
obtain the same measured bandwidth (Figure 8). 

Concerning QoS flows, once admitted, they receive 
their requested bandwidth whatever the number of BE 
flows introduced in the network. We now consider 
another scenario with a higher number of flows where 
each node in the network generates at least one flow.  
We consider 50 flows:  6 QoS flows with the 
parameters given in the above Table 2 and 44 BE 
flows. Each BE flow requests a bandwidth of 10kb/s.  
In Figures 9 and 10, we present respectively routes 
taken by each flow, and the instantaneous bandwidth 
received by each flow in the network. 

The results of the second example confirms that, in 
spite of the significant number of BE flows present in 
the network, QoS flows, once admitted, obtain their 
requested bandwidth. We also notice that the route of 
QoS flows is much more stable than the route of BE 
flows. Thus, QoS flows (f1…,f6) always use the same 
route whatever the number of BE flows present. The 
number of route changes of BE flows is very large, it 
can reach 12 during a simulation (300s). 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

3.3. Requisition of bandwidth by QoS flows 
 
In our solution, the routing table of QoS flows is 

periodically computed in order to provide the shortest 
route satisfying the requested QoS. To study this 
characteristic, we consider the network of 50 nodes 
with at the beginning an overloaded zone with 44 BE 
flows. The bandwidth requested by each BE flow is 
equal to 10kb/s. We introduce QoS flows (f1…, f6) at 
times t1 = 100s, t2 = 106s, t3 = 112s, t4 = 118s, t5= 124s 
and t6 = 130s respectively. Flows f1 and f5 request a 
bandwidth of 60kb/s, flows f2 and f4 request a 
bandwidth of 30kb/s and flows f3 and f6 request a 
bandwidth of 40 kb/s. We stop the transmission of BE 
flows at time t = 200s, and then, we study the behavior 
of QoS flows in the absence of BE flows. 

Figure 11 represents routes taken by each flow, and 
Figure 12 represents the instantaneous bandwidth 
received by each flow. 

In conclusion, this configuration shows that the six 
QoS flows did not circumvent the overloaded zone by 
BE flows. Indeed, when QoS flows arrive, they 
requisition the bandwidth used by BE flows. Moreover, 
each QoS flow takes only one route. This route does 
not change even in the absence of BE flows, because it 
is the shortest route satisfying the requested bandwidth. 
Consequently each QoS flow receives its requested 
bandwidth. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 

Figure 11. Routes representation 
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3.4. Benefits brought by QoS support 
 
In this section, we evaluate the benefits brought by 

the QoS support in terms of bandwidth obtained by 
QoS flows. We consider again the scenario described 
in the section 3.2, including 6 QoS flows and 10 BE 
flows. We compare the performances obtained by our 
solution and those obtained by native OLSR. Figure 13 
shows that with the QoS support, each QoS flow 
obtains the required band-width while with native 
OLSR, QoS flows f1, f2, f3, f4, f5 and f6 obtain only 
28kb/s, 26kb/s, 40kb/s, 24kb/s, 33kb/s and 32kb/s 
respectively. 

Figures 14 and 15 represent the instantaneous 
bandwidth obtained by each QoS flow with 
respectively QoS support and native OLSR. With 
native OLSR, the instantaneous bandwidth obtained by 
each QoS flow is very chaotic, while with the QoS 
support, it has only light oscillations around the 
requested bandwidth. 

 

 
 
 
 
 
 
  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
  
 
 
 
 
 
 
 
 

Figure 13. Average measured bandwidth of 
QoS flows with QoS OLSR and native OLSR 
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Figure 15. Measured instantaneous bandwidth 
with QoS support 
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Figure 14. Measured instantaneous bandwidth 
with native OLSR  
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3.5. QoS flows with delay constraints 
 

In our solution, flows having delay constraints are 
prioritized compared to flows with bandwidth 
constraints and BE flows. In this section, we study the 
interest of the delay flows class and show the interest 
of having several priorities in this class. 

In an ad hoc network of 50 nodes, we consider 
three flows: a first one with delay constraint (DL), a 
second one with bandwidth constraint (BW) and a third 
one with no constraint (BE). The three flows have the 
same rate (100kb/s), the same source (N6) and the same 
destination. According to the number of hops and for 
each flow, we measure the received bandwidth and the 
end-to-end delay. These measurements are presented in 
figures 16 and 17: 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
We can conclude that once admitted, QoS flows 

with delay constraint and flows with bandwidth 
constraint obtain their requested bandwidth. For a 
number of hops higher than three, the end-to-end delay 
of flows having delay constraint is smaller than that 
obtained by flows having bandwidth constraint and that 
obtained by BE flows. This method thus makes it 

possible to privilege flows with delay constraint. 
Consequently, they obtain shorter delays. 

Now, let us analyse how to manage 
Delay_DATA_Queue in the presence of several flows 
having different delay constraints. For that, we carry 
out a comparative study between the two schedulers: 
Priority Queueing (PQ) and Earliest Deadline First 
(EDF). 
• With PQ, the flow having the smallest end-to-end 
delay receives the highest priority. Packets are inserted 
in the Delay_DATA_Queue according to their priority 
i.e., the packet with the highest priority is inserted 
ahead of the Queue.  If there at least one packet with 
the same priority, the new packet is inserted after the 
last one. Packets are then transmitted in a FIFO 
manner. 
• With EDF, a local deadline is associated to each 
packet. This local deadline is calculated according to 
(i) the end-to-end deadline of the flow to which it 
belongs and (ii ) the number of hops towards the 
destination. On a node, packets are inserted in the 
Delay_DATA_Queue according to their local deadline 
i.e., the packet with the smallest local deadline is 
inserted ahead of the Queue.  Packets are then 
transmitted in a FIFO manner. In the following we 
demonstrate how to calculate deadlines of packets. For 
that let us define the following notation: 

 
ete_rel_dead: end-to-end relative deadline 
ete_abs_dead: end-to-end absolute deadline 
loc_abs_ded: local absolute deadline 
t: packet generation time on the source node 
ta: packet arrival time on a route node 
r: number of hops from the current node towards the 
destination. 

 
- To each packet generated at time t on the source node 
are associated: 

 ete_abs_dead = t + ete_rel_dead 
 loc_abs_ded = t + ete_rel_dead /r. 
 

-  On each route node (except the destination), the local 
absolute deadline of each packet is recalculated:  

 loc_abs_ded = (ete_abs_dead – ta)/r + ta 
 
 
To compare the two schedulers, we consider five 

QoS flows having delay constraints. They have also the 
same source, the same destination and follow the same 
route made up of four hops. The delay constraints of 
flows are expressed in term of end-to-end relative 
deadline. The bandwidth of the 5 flows f1, f2, f3, f4 and 
f5 is 70kb/s, 60kb/s, 60kb/s, 50kb/s and 50kb/s 
respectively. And their end-to-end relative deadlines 
are 0.8s, 0.9s, 1s, 1.1s and 1.2s respectively. 
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In our simulations, we measure, with the two 
schedulers PQ and EDF and for each flow:(i) the 
average end-to-end deadline (see Figure 18), (ii) the 
maximum end-to-end deadline (see Figure 19), and 
(iii) the rate of packets respecting their deadline (see 
Figure.20).  
According to the simulation results, we can notice that: 
• PQ tends to transmit in priority flows with the 
highest priority. That is why the measured average 
end-to-end delay and measured maximum end-to-end 
delay (see Figures 18 and 19) increase when the 
priority associated to the flow decreases. This strongly 
impacts the rate of packets respecting their deadline for 
the flows having the weakest priority (flow f5 in our 
case). 

• EDF, on the other hand, tends to transmit all flows. 
Indeed, EDF is a dynamic scheduler based on the 
absolute deadlines. Priority of flows changes according 
to these absolute deadlines i.e., at a given time, the 
flow having the smallest absolute deadline is scheduled 
for transmission. Consequently, EDF, which is known 
for its scheduling optimality [12] in the single 
processor context, provides a better rate of packets 
respecting their deadlines. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
According to this simulation results, we 

recommend to use a dedicated queue for flows having 
end-to-end delay constraints. We have evaluated the 
performance of EDF scheduling when the local 
deadline is computed has the difference between the 
end-to-end deadline and the time already spent in the 
network divided by the remaining number of hops 
towards the destination. Simulation results show that 
this EDF allows a higher rate of packets meeting their 
deadline. Therefore, we recommend its use for the 
Delay_Data_Queue. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

3.6. Overhead 
 
Let us evaluate the overhead induced by the QoS 

support on each node. Thus, for each node, we 
calculate the number of OLSR messages sent per 
second. This number takes into account the OLSR 
messages generated by a node as well as the OLSR 
messages forwarded by this node. Figure 21 illustrates 
the overhead calculated for the scenario described in 
section 3.2 including 10 BE flows and 6 QoS flows. 
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 Figure 21. Overhead of QoS support 
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Figure 18. Measured average end-to-end 
deadline with EDF and PQ 
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Figure 19. Measured maximum end-to-end 
deadline with EDF and PQ 
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The average value of the overhead is equal to 
4.504. It is larger than the average of the overhead 
obtained with native OLSR which is equal to 3.445 
(see Figure 21). That is due to the fact that with the 
support of QoS, more nodes are selected as MPRBs 
and consequently generate TC messages in addition to 
Hello messages. 

 
3.7. Mobility support 

 
Now, we study the impact of the mobility on the 

QoS support performances. For the same network, we 
compare the performances obtained in the presence and 
the absence of QoS support. This evaluation is carried 
out on a network of 100 nodes (see Figure 22). The 
mobility model considered in the simulations is 
Random Waypoint Model (RWM) where the 
maximum speed for each node is limited to 5m/s. We 
define in Table4 the remaining simulation parameters. 

In the considered network, 10 flows are present 
including 2 QoS flows with bandwidth constraint, and 
8 BE flows. In table 5, we indicate the requested 
bandwidth, the source and the destination of each flow. 

 
 
 
 
 
 
 
 
 
 
 
 
 
  
 
 
 
 
 
 
 
 
 
For each flow present in the network, we measure 

the received bandwidth, we also provide the number of 
routes taken as well as the number of route changes 
during the simulation (see Table 6). 

 
 
 
 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Simulation - simulation duration: 300s 
- Number of nodes: 100 
- Flat area: 1000mx1000m 
- Traffic type: CBR 
- Packet size: 500kb 

Routing protocol 
(OLSR) 

- Source routing for QoS flows 

- Hop by hop routing for BE flows 

- Periodic routing table calculation for QoS 
flows (period 1s) 

- Hello period: 1s 
- TC period: 5s 
- Use of  MPRB 

MAC 
 
 

- MAC protocol: IEEE802.11b 
- Throughput: 2Mb/s 
- No RTS/CTS messages 

Radio - Radio propagation model : TwoRayGround 
- Transmission range: 250m 
- Interference range: 500m  

 

Table 4. Simulation parameters for 
an ad hoc network of 100 mobile 

 Figure 22. Ad hoc network of 100 
mobile nodes 

Flow Type Requested 
bandwidth (kb/s) 

Source Destination 

f1 QoS 120 67 38 

f2 QoS 140 71 8 

f3 BE 50 49 58 

f4 BE 100 67 90 

f5 BE 80 22 0 

f6 BE 80 71 19 

f7 BE 80 94 61 

f8 BE 50 5 66 

f9 BE 80 60 72 

f10 BE 50 76 30 
 

Table 5. Flows parameters 

Flows Type Requested 
bandwidth 

(kb/s) 

Measured 
bandwidth 

(kb/s) 

Routes 
number 

Number 
of route 
changes 

f1 QoS 120 118 9 11 

f2 QoS 140 122 47 51 

f3 BE 50 16 7 8 

f4 BE 100 10 12 17 

f5 BE 80 13 13 15 

f6 BE 80 24 3 3 

f7 BE 80 18 7 10 

f8 BE 50 4 14 13 

f9 BE 80 30 2 1 

f10 BE 50 9 12 14 
 

Table 6. Simulation results 
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Now, we consider the same previous scenario 
without QoS support (native OLSR). In this case, the 
two QoS flows respectively obtain 94 kb/s and 70 kb/s 
(Figure 23). 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
According to the simulation results, we notice that, 

with the QoS support, QoS flows obtain more 
bandwidth. For example, in the scenario above, the 
first QoS flow f1 received a bandwidth   (118/ kb/s) 
close to its required bandwidth (120 kb/s). The second 
QoS flow f2, has received 122 kb/s whereas it 
requested 140 kb/s. If QoS flows did not obtain the 
exact requested bandwidth, it is because of the random 
mobility of the nodes i.e., the random mobility of 
nodes induces a link failure and consequently a loss of 
packets. Let us note for example that flow f2 changed 
its route 51 times. A change of route can be due to the 
one of the three reasons below: 
- a link of the current route becomes invalid, 
- the current route does not satisfy the required QoS, 
- a shorter route satisfying the required bandwidth is 

found. 
Without QoS support, QoS flows see their QoS 

being degraded. In our example, QoS flows f1 and f2 
obtained only 94 kb/s and 70 kb/s respectively. That is 
due, on one hand, to the mobility of nodes, and on the 
other hand to the interferences induced by BE flows 
which are not taken into account.  

 
4. Conclusion 

 
In this paper, we have proposed a QoS support for 

mobile ad hoc networks, based on the OLSR routing 
protocol and the CBQ scheduling. This QoS support 
takes into account radio interferences and is based on 
six QoS components: QoS MAC, QoS model, 
admission control, QoS routing, QoS signaling and 
scheduling. 

User flows are classified according to three types:  
• QoS flows with delay constraints 
• QoS flows with bandwidth constraints 
• BE flows with no specific QoS requirements. 

To schedule these three user flow types, we have 
combined the use of two schedulers which are WCBQ 
and Priority Queueing (PQ). The CTRL_Queue, 
dedicated to control traffic, has the highest priority. 
The Delay_DATA_Queue, dedicated to QoS flows 
with delay requirements, has lower priority. The 
Bandwidth_DATA_Queues are dedicated to QoS flows 
with bandwidth requirement. Best-
Effort_DATA_Queues are reserved to BE flows.  
Bandwidth_DATA_Queues and Best-
Effort_DATA_Queues are managed according to CBQ 
where the weight associated with each flow depends on 
its bandwidth request. The Delay_Data_Queue is 
scheduled according to EDF where the local deadline 
of a packet on a visited node is computed from (i) the 
end-to-end deadline of the flow this packet belongs to, 
(ii) the time already spent by this packet in the 
network, (iii) the number of hops remaining to the 
destination. This EDF scheduling increases the rate of 
packets meeting their end-to-end deadline. 

We have shown by means of NS2 simulations that 
this solution provides a fair sharing of bandwidth for 
best effort flows and ensures route stability for QoS 
flows. As a consequence, these flows have shorter 
delays and jitters. As QoS flows are allowed to 
requisition the bandwidth used by BE flows, they use 
the shortest route providing the requested QoS. We 
have also, pointed out the benefits brought by this 
solution with regard to native OLSR. The overhead of 
this solution is kept reasonable. Finally, we have 
shown that our solution supports node mobility. 
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Abstract—This paper proposes, describes and evaluates a 
novel theoretical framework for end-to-end video quality 
assessment of MPEG-based video services in hand-held 
and mobile wireless broadcast systems. The proposed 
framework consists two discrete models: A model for 
predicting the video quality of an encoded signal at a pre-
encoding state by specifying the bit rate that satisfies a 
specific level of user satisfaction and a model that maps 
the packet loss ratio of the transmission channel to the 
quality degradation percentage of the broadcasting 
service. The accuracy of the proposed framework is 
experimentally validated, demonstrating its efficiency. 
 

Keywords— Video Quality, MPEG, Packet Loss, DVB. 
 

I. INTRODUCTION 
ECENTLY, MPEG-based applications that are 
specialized and adapted in broadcasting digitally encoded 

audiovisual content have known an explosive growth in terms 
of development, deployment and provision. The new era of 
digital video broadcasting for hand-held terminals has arrived 
and the beyond MPEG-2 based transmission for terrestrial or 
satellite receivers is a fact, setting new research challenges for 
the assessment of Perceived Quality of Service (PQoS) under 
the latest MPEG-4/H.264 and the DVB-H standard.   

MPEG standards exploit in their compression algorithms 
the high similarity of the depicted data in the spatial, 

 
 

temporal and frequency domain among subsequent frames of 
a video sequence. Removing the redundancy in these three 
domains, it is achieved data compression against a certain 
amount of visual data loss, which from the one hand it cannot 
be retrieved but on the other hand it is not perceived and 
conceived by the mechanisms of the Human Visual System. 

Therefore, MPEG-based coding standards are characterized 
as lossy techniques, since they provide efficient video 
compression with cost a partial loss of the data and 
subsequently the video quality degradation of the initial 
signal. Due to the fact that the parameters with strong 
influence on the video quality are normally those, set at the 
encoder (with most important the bit rate), the issue of the 
user satisfaction in correlation with the encoding parameters 
has been raised.   

A content/service provider, depending on the content 
dynamics, must decide for the configuration of the 
appropriate encoding parameters that satisfy a specific level 
of user satisfaction. 

Currently, the determination of the encoding parameters 
that satisfy a specific level of video quality is a matter of 
recurring subjective or objective video quality assessments, 
each time taking place after the encoding process (repetitive 
post-encoding evaluations). Subjective quality evaluation 
processes of video streams require large amount of human 
resources, establishing it as an impractical procedure for a 
service provider. Similarly, the repetitive use of objective 
metrics on already encoded sequences may require numerous 
test encodings for identifying the specified encoding 
parameters, which is also time consuming and financially 
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unaffordable from a business perspective. 
Once the broadcaster has encoded appropriately the offered 

content at the preferred quality level, then the provision of the 
service follows. Digitally video encoded services, due to their 
interdependent nature, are highly sensitive to transmission 
errors (e.g. packet loss, network delay) and require high 
transmission reliability in order to maintain between sender 
and receiver devices their stream synchronization and initial 
quality level. Especially, in video broadcasting, which is 
performed over wireless environments, each transmitted from 
one end video packet can be received at the other end, either 
correctly or with errors or get totally lost. In the last two 
cases, the perceptual outcome is similar, since the decoder at 
the end-user usually discards the packet with errors, causing 
visual artifact on the decoded frame and therefore quality 
degradation.  

In this context, the paper aims at proposing, describing and 
evaluating a theoretical framework for end-to-end video 
quality assessment of MPEG-based broadcasting services, 
focusing on:  

i. The prediction of the encoding parameters that satisfy 
a specific video quality level in terms of encoding bit 
rate and content dynamics.  

ii. The mapping of the packet loss ratio during the 
transmission to the respective quality degradation 
percentage. 

Through the proposed end-to-end video quality assessment 
framework, the content provider (i.e. the broadcaster) will be 
able to estimate the finally delivered video quality level, 
considering specific encoding parameters and transmission 
conditions. Such an end-to-end perceived QoS framework 
will not only play an essential role in performance analysis, 
control and optimization of broadcasting systems, but it will 
also contribute towards a more efficient resource allocation, 
utilization and management.  

The rest of the paper is organized as follows: Section II 
performs a literature review on the relative research works, 
focusing both on the video quality assessment and the 
estimation of the degradation due to the conditions of the 
transmission channel. Also, in this section are described the 
fundamental concepts of a MPEG encoded signal, which will 
be later used for the description of the proposed framework. 
Section III describes and evaluates the proposed model for the 
prediction and determination of the encoding bit rate value 
that satisfies a specific level of user satisfaction. Similarly, 
Section IV discusses the consequence of a packet loss on the 
transmitted broadcasting signal, focusing on the decoding 
performance of the service. In this context, it is described the 
proposed model for the video quality degradation over error-
prone transmission channel. In section V, the concept of the 
end-to-end video quality assessment framework is introduced, 
described and explained. Finally, Section VI concludes the 
paper. 

II. BACKGROUND 

A. Video Quality Assessment Methods 
The advent in the field of video quality assessment is the 

application of pure error-sensitive functions between the 
encoded and the original/uncompressed video sequence. 
These primitive methods, although they initially provided a 
quantitative approach of the degradation caused by the 
encoding procedure, practically they do not reflect reliably the 
video quality as it is observed and perceived by human 
viewers. 

Beyond these primitive models, currently the evaluation of 
the video quality is a matter of objective and subjective 
procedures, which are applied after the encoding process 
(post-encoding evaluation).  

The subjective test methods, which have mainly been 
proposed by International Telecommunications Union (ITU) 
and Video Quality Experts Group (VQEG), involve an 
audience, who watch a video sequence and score its quality as 
perceived by the participants, under specific and controlled 
watching conditions. Afterwards, usually the Mean Opinion 
Score (MOS) is exploited for the statistical analysis and 
processing of the collected data.  

Subjective video quality evaluation processes require large 
amount of human resources, making it a time-consuming 
process (e.g. large audiences evaluating test sequences). On 
the other hand, objective evaluation methods provide faster 
quality assessment, exploiting multiple metrics related to the 
encoding artifacts (e.g. tilling, blurriness, error blocks, etc).  

The majority of the objective methods require the 
undistorted video source as a reference entity in the quality 
evaluation process. Due to this requirement, they are 
characterized as Full Reference (FR) Methods [1-3]. 
However, it has been reported that these complicated FR 
methods do not provide more accurate results than the simple 
mathematical measures (such as PSNR). Towards this, lately 
some novel full reference metrics have been proposed based 
on the video structural distortion and content entropy [5-8]. 

On the other hand, the fact that these methods require the 
original video signal as reference deprives their use in 
broadcasting services, where the initial undistorted clips are 
not accessible at user side. Moreover, even if the reference 
clip becomes somehow available, then synchronization 
predicaments between the undistorted and the distorted signal 
(which may have experienced frame losses) make the FR 
methods practically inapplicable.  

Due to these reasons, the recent research has been focused 
on developing methods that can evaluate the PQoS level 
based on metrics, which use only some extracted structural 
features from the original signal (Reduced Reference 
Methods) [9-13] or do not require any reference video signal 
(No Reference Methods). The NR methods can be classified 
into two classes: The NR-visual based and the NR-coded 
based. The first methods must initially decode the bit stream 
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and estimate the video quality at the visual domain [14-19], 
while the second ones assess the perceived quality directly 
through the compressed bit stream, without requiring any 
decoding [20-25]. 

Finally, some alternative objective methods have been 
proposed, which move beyond the simple post-encoding 
quality assessment and introduce the concept of video quality 
prediction for given encoding parameters and content 
dynamics at a pre-encoding state [26-28, 40]. In this direction 
will focus the content of this paper and more specifically the 
proposed model for the determination of the bit rate values 
that satisfy specific perceptual levels.  

B. Quality Degradation due to Transmission Errors 
The issue of mapping the perceptual impact of 

transmission errors (like packet loss) during the broadcasting 
on the delivered perceptual video quality at the end-user is a 
fresh topic in the field of video quality assessment since the 
relative literature appears to be limited with a small number 
of relative published works.  

In this framework, S. Kanumuri et al [29] proposed a very 
analytical statistical model of the packet-loss visual impact on 
the decoding video quality of MPEG-2 video sequences, 
specifying the various factors that affect the perceived video 
quality and visibility (e.g. Maximum number of frames 
affected by the packet loss, on what frame type the packet loss 
occurs etc). However, this study focuses mainly on the pure 
study of the MPEG-2 decoding capabilities, without 
considering the parameters of the digital broadcasting or the 
latest encoding standards.   

Similarly, in [30] is presented a transmission distortion 
model for real-time video streaming over error-prone wireless 
networks. In this work, an end-to-end video distortion study is 
performed, based on the modeling of the impulse propagation 
error (i.e. the visual fading behavior of the decoding artifact). 
The deduced model, although it is very accurate and robust, 
enabling the media service provider to predict the 
transmission distortion at the receiver side, is not a generic 
one. On the contrary, it is highly dependent on the video 
content dynamics and the selected encoder settings. More 
specifically, it is required an initial quantification of the 
spatial and temporal dynamics of the content, which will 
allow the appropriate calibration of the model. This 
prerequisite procedure (i.e. adapting the impulse transmission 
distortion curve based on the least mean square error criteria) 
is practically inapplicable by an actual content 
creator/provider. Moreover, the strong dependence of the 
proposed model on the spatiotemporal dynamics of the 
content deprives its implementation on sequences with long 
duration and mixed video dynamics, since not a unique 
impulse transmission distortion will be accurate for the whole 
video duration. 

In this context, our paper describes, proposes and testes a 
generic model for end-to-end video quality prediction for 

MPEG-based broadcasting services. Our framework consists 
two discrete parts:  

- A method for predicting and specifying for a given 
content the encoding parameters that satisfy a specific 
perceptual level at a pre-encoding state 

- A model of the perceptual impact of the broadcasting 
packet loss ratio on the delivered perceived quality of the 
transmitted service. 

Thus, to the best of our knowledge, this work is one of the 
first models providing end-to-end video quality prediction 
across all the lifecycle of the media content: From the service 
generation down to the content consumption at the viewer 
side.  

 

C. MPEG Video Structure 
The MPEG standard [31] defines three frame types for the 

compressed video streams, namely I, P and B frames. The I 
frames are also called Intra frames, while B and P are known 
as Inter frames. The successive frames between two 
succeeding I frames is defined as Group Of Pictures (GOP). 
The frame classification is mainly based on the procedure, 
according to which each frame type has been generated and 
encoded. This differentiation sets also some special 
requirements for the successful decoding of each frame type.  

More specifically, MPEG I frames (Intra-coded frames) are 
encoded independently and there is no special requirement in 
their decoding process, given that all the respective data 
packets have been successfully received. The encoding of the 
MPEG P frames (Predictive-coded frames) is based on 
reference spatial areas from the preceding I or P frames 
within the specific GOP. Therefore, for their successful 
decoding -except for the successful reception of their 
respective data- it is required successful decoding of the 
reference I or P frames. Finally, MPEG B frames (Bi-
directionally predictive-coded frames) are encoded using 
references from the preceding and succeeding I or P frames. 
Consequently, for their successful decoding apart from the 
successful reception of the data packets that carry the B 
frame, also the respective reference frames must be 
successfully received and decoded. 

 The structure of the GOP is generally specified by the 
selected encoding settings. In the MPEG literature the GOP 
pattern is described by two parameters GOP(N,M), where N 
defines the GOP length (i.e. the total number of frames within 
each GOP) and the M-1 is the number of B frames between I-
P or P-P frames. For example, as shown in figure 1, GOP(12, 
3) means that the GOP consists one I frame, three P frames, 
and eight B frames. Also seen in figure 1, the second I frame 
marks the beginning of the next GOP. The arrows indicate 
that the B and P frames successful decoding depends on the 
respective preceding and succeeding I or P frames. 
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Fig. 1.  A sample of MPEG GOP (N=12, M=3) 

 
Therefore, from the hierarchical structure of MPEG 

encoding as it is depicted on figure 1, a video frame may be 
considered as directly or indirectly undecodable. Direct 
undecodable is considered a video frame when there are not 
enough received packets of the frame in order to achieve a 
successful decoding. On the other hand, indirect undecodable 
is considered a video frame when a reference frame is directly 
or indirectly undecodable. For simplicity, we do not consider 
video concealment issues in this study and we set the 
Decodable Threshold (DT) [13] equal to 1.0. Therefore, our 
analysis provides the worst-case scenario in terms of video 
quality degradation and decoding robustness. 

III. MODELING AND PREDICTING VIDEO QUALITY 
In digital video encoding the Block Discrete Cosine 

Transformation (BDCT) is exploited, since it exhibits very 
good energy compaction and de-correlation properties. In this 
paper, we use the following conventions for video sequences: 
Every real NxN frame f  is treated as a 2 1N x  vector in the 

space 
2NR  by lexicographic ordering either in rows or 

columns.  
The DCT is considered as a linear transform from 

2 2N NR R→ . Thus, for a typical frame f , we can write: 

F Bf=  
Since B matrix is unitary, the inverse DCT can be 

expressed by tB , where t denotes the transpose of a vector or 
matrix. Thus, the inverse transform can be described as: 

tf B F=  

The elements of frame F Bf=  in the frequency domain 

can be expressed as the coefficients of the vector f , using 

the DCT basis in 
2NR . Thus 

2

1

N

n n
n

f F e
=

= ∑  

where ne  is the normalized DCT basis vector and nF  the 

DCT coefficients of f .  
   The high compression during the MPEG-related 

encoding process is (among other procedures) based on the 
quantization of the DCT coefficients, which in turn results in 
loss of high frequency coefficients. Within a MPEG 
block/macroblock, the luminance differences and 

discontinuities between any pair of adjacent pixels are 
reduced, by the encoding and compression process. On the 
contrary, for all the pairs of adjacent pixels, which are located 
across and on both edge sides of the border of adjacent DCT 
blocks, the luminance discontinuities are increased by the 
encoding process. Thus, after the quantization: 

' [ ]n nF Q F=  

where [ ]Q   denotes the quantization process.  
So, at the decoder side, the final reconstructed frame (after 

motion estimation and compensation modules) will be given 
by: 

2

' '

1

N

n n
n

f F e
=

= ∑  

Thus, the perceived quality degradation per frame due to 
the encoding and quantization process can be expressed by an 
error based framework in the luminance domain Yf∆  
between the original and the decoded frames. 

'
Y Y Yf f f∆ ∝ −  

In this context, an average of the PQoS level for the whole 
encoding signal, consisting of N frames, can be derived by the 
following error-based equation: 

1
i

N

video Y
i

PQoS f
=

< > ∝ ∆∑  

An objective perceived quality metric, which provides very 
reliable assessment of the video quality, based on this error-
based framework, is the SSIM metric. The SSIM is a FR 
objective metric, which measures the structural similarity 
between two image/video sequences, exploiting the general 
principle that the main function of the human visual system is 
the extraction of structural information from the viewing 
field. Thus, considering that f and f’ depicts the frames of the 
uncompressed and compressed signal respectively, then the 
SSIM is defined as [3, 6]: 

' 1 ' 2
2 2 2 2

' 1 ' 2

(2 )(2 )
( , ')

( )( )
f f ff

f f f f

D D
SSIM f f

D D
µ µ σ

µ µ σ σ
+ +

=
+ + + +

 

where μf, μf’ are the mean of f and f’, σf, σf’, σff’ are the 
variances of f, f’ and the covariance of f and f’, respectively. 
The constants D1 and D2 are defined as: 

2
1 1( )D K L=   2

2 2( )D K L=  
where L is the dynamic pixel range and K1 = 0.01 and K2 = 

0.03, respectively. 
Thus, SSIM metric can be considered as a reliable metric 

for quantifying PQoS for video services. Figure 2 depicts a 
typical example of the SSIM measurement per frame for the 
video trailer “16 Blocks”, which was encoded using the 
MPEG-4/H.264 standard VBR at 200 Kbps with Common 
Intermediate Format (CIF) resolution and 25 frames per 
second (fps). The instant SSIM vs. time curve (where time is 
represented by the frame sequence) varies according to the 
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spatiotemporal activity of each frame, which causes different 
quality degradation for the same quantization parameters. For 
frames with high complexity the instant SSIM level drops (i.e. 
<0.9), while for static frames the instant PQoS is higher (i.e. 
>0.9 or equal to 1, which denotes no degradation at all).  
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Fig. 2. The instant SSIM per frame of  “16 Blocks” CIF 200kbps VBR 
 
The concept of averaging the SSIM for the whole video 

duration can be exploited for deriving the mean PQoS as it 
was earlier defined. However, although the mean PQoS 
provides a single perceived quality measurement, which is 
more practical especially for the service providers, for long 
duration videos, where the spatial and temporal activity level 
of the content may differ significantly, the deduction of just 
one measurement of the perceived quality may not be 
accurate. In such long sequences, the proposed average metric 
can be combined along with a scene change detector 
algorithm, which will lead to calculating partial average 
PQoS for the various scenes. However, this case is not within 
the purposes of the current paper and it is not examined. The 
paper aims at quality issues in hand-held and small screen 
mobile devices, where short in duration signals are 
broadcasted, such as movie trailers, news or music clips with 
practically constant and homogeneous level of spatial and 
temporal activity.   
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Fig. 3. The <PQoS>SSIM vs. bit rate curves for various test signals 

In this context, eight short in duration video clips were 
selected and used for the needs of this paper. The 
experimental set consisted trailer video clips with duration up 
to three minutes. Each trailer clip was transcoded from its 
original H.264 format with Hi-Def resolution (i.e. 720p) to 
MPEG-4/H.264 Baseline Profile at diverse VBR bit rates. For 
each corresponding bit rate, a different MPEG-4/H.264 
compliant file with CIF (Common Interface Format) 
resolution (352x288) was created. The frame rate was set at 
25 frames per second (fps) for the transcoding process in all 
test videos.  

Each encoded video clip was then used as input in the 
SSIM estimation algorithm. From the resulting SSIM vs. time 
graph (like the one in Figure 2), the <PQoS> value of each 
clip was calculated. This experimental procedure was 
repeated for each video clip in CIF resolution. The results of 
these experiments are depicted in Figure 3. 

Referring to the curves of Figure 3, the following remarks 
can be made: 

1.  The minimum bit rate of the lowest <PQoS>SSIM value 
depends on the S-T activity level of the video clip.  

2. The variation of the <PQoS>SSIM vs. bit rate is an 
increasing function, but non linear.  

3.  The quality improvement of an encoded video clip is not 
significant for bit rates higher than a specific threshold. This 
threshold depends on the S-T activity of the video content.  

Moreover, each <PQoS>SSIM vs. bit rate curve can be 
successfully described by a logarithmic function of the 
general form  

1 2ln( )SSIMPQoS C BitRate C< > = +  
where C1 and C2 are constants strongly related to the 

spatial and temporal activity level of the content. Table 1 
depicts the corresponding logarithmic functions for the test 
signals of Figure 3 along with their R2 factor, which denotes 
the fitting efficiency of the theoretical curve to the 
experimental one. 

 
TABLE 1. FITTING PARAMETERS AND R2  FOR DIFFERENT VIDEO 

Test Signal Logarithmic Function R2 factor 
Mobile 0.1295ln(x)+0.1274 0.9759 
Imax 0.0563ln(x)+0.6411 0.9514 
M.I. 3 0.0668ln(x)+0.5747 0.9191 

Da Vinci Code 0.0474ln(x)+0.6974 0.8833 
Warren 0.0738ln(x)+0.5210 0.9528 

Nasa 0.0950ln(x)+0.3892 0.9595 
BBC – Africa 0.1098ln(x)+0.2702 0.9875 

Superman  0.0282ln(x)+0.8167 0.8859 
 

Based on the aforementioned analysis, we can describe the 
derived <PQoS>SSIM vs. bit rate curve of each test signal with 
N total frames, which is encoded at bit rate n from 

minBitRate  to maxBitRate  as a set C, where each element 

nF  is a triplet, consisting the <PQoS>SSIM of the specific bit 
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rate, the constants C1 and C2, which are derived by the 
analytical logarithmic expression of Table 1: 

1 2 min max
1

1{ : ( ( ), , ) , [ , ]}
N

S T i n n
i

C m SSIM f C C F n BitRate BitRate
N−

=

= ∈∑@  

where  
- SSIM( ) is the function that calculates the perceived 

quality of each frame according to the SSIM metric 
-N the total number of frames fi  that consists the movie m 
Thus, deriving the sets nC  for various contents, ranging 

from static to very high Spatial and Temporal (S-T) ones, a 
reference hyper set RS , containing a range of S TC −  sets for 
specific spatiotemporal levels can be deduced: 

 
{ ,..., }

Low HighS T S TRS C C− −=  

 
Hence, consider an unknown video clip, which is 

uncompressed and the broadcaster wants to predict its 
corresponding S TC −  set that better describes its perceived 
quality vs. bit rate curve before the encoding process at a 
specific quality level. Then, it is defined for all the sets S TC −  

the Absolute Difference Value (ADV) between the first S TC −  
triplet element (i.e. the <PQoS>SSIM at a specific encoding 
BitRatei) and the experimental measurement of the average 
SSIM for the test signal at the encoding bit rate n, for which 
all the reference sets S TC −  have been derived, utilizing the 
logarithmic equations of Table 1:   

' '

1 1

1| : ( ( )) :( ( )) |
i i

N N

BitRate i BitRate i
i i

ADV F SSIM f F SSIM f
N = =

= −∑ ∑  

Due to the fact that the additive property is valid, it is 
concluded that when the ADV between the average SSIM of 
the reference 

iBitRateF  and experimental '
iBitRateF  is 

minimum, then the set S TC − , which contains the triplet 
element that minimizes the ADV, describes better the specific 
video. Thus, we have successfully approximated the PQoS vs. 
Bit rate curve of the specific video with actual cost only one 
testing encoding and assessment at bit rate n. Then the 
service provider can predict analytically through the 
logarithmic expression all the bit rates that satisfy specific 
perceived quality levels, without requiring any other testing 
encoding processes.  

Moreover, the proposed technique was also tested on a set 
of real captured video clips, containing content with duration 
spanning from 2 minutes up to 10 minutes. These video clips 
were captured in DV PAL format from common TV 
programs and then transcoded to MPEG-4/H.264. Applying 
the proposed model and following exactly the same 
procedure, the worst case mean error between the 
experimentally and theoretically derived MPQoS curves for 
the twenty real captured videos was measured to be approx. 

4%. A typical result of this evaluation process is depicted on 
figure 4, which demonstrates the fitting match between the 
experimentally derived curve and the predicted one. 
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Fig. 4. Comparison of the experimentally and theoretically derived curves 

Thus, one only test estimation of the average PQoS at a 
specific encoding bit rate is adequate for the accurate 
determination of the MPQoS vs. Bit Rate for a given signal.  

In the next section, it is examined the case of the quality 
degradation during the transmission process of the 
broadcasting.  

IV. MODELING PACKET LOSS IMPACT ON VIDEO QUALITY 
In this section, we discuss the impact of the packet loss 

during the transmission of a video over a lossy transmission 
channel. Due to the fact that the frames in a MPEG video 
sequence are interdependent, considering a packet loss, the 
visual distortion caused by this packet loss will be not limited 
only to the frame, on which the specific lost packet belongs 
to. On the contrary, spatial error propagation will take place, 
which will infect all the frames that are dependent on the 
specific frame, on which the loss occurred. Thus, in order to 
calculate the error propagation due to a packet loss, it must be 
taken under consideration the interdependencies of the coded 
frames. 
Regarding packetization schemes, all contemporary digital 
broadcasting systems, including the DVB and ATSC family of 
standards, are using the MPEG-2 Transport Stream (TS) [36] 
as the format of baseband data, organized in a statistically 
multiplexed sequence of fixed-size, 188-byte Transport 
Packets. Initially intended to convey MPEG-2 encoded audio 
and video streams, the MPEG-2 TS was eventually used also 
for the transport of IP traffic, with the adaptation method 
introduced in [37] and named as Multi Protocol 
Encapsulation (MPE).  

Typical scenarios for fixed-size packetization schemes are 
a) a packet contains part of one frame, b) a packet contains 
the end of a frame and c) a packet contains a frame header. 
Independently of its content, a packet loss will create 
perceptual degradation and artifacts at the respective decoded 
frame. Therefore, the initial perceptual error will be 
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propagated in space and time due to the interdependencies of 
the encoded frames and the inter-coding procedure of the 
motion estimation and compensation techniques. 

At the user side, the PQoS degradation induced by a packet 
loss depends on the error concealment strategy used by the 
decoder. A typical concealment strategy is zero-motion 
concealment, in which a lost macroblock is concealed using 
the macroblock in the same spatial location from the closest 
reference frame.  

Therefore, it is expected the visibility of a loss to depend on 
a complex interaction of its location, the video encoding 
parameters (i.e. GOP structure) and the underlying 
characteristics of the video signal itself. In this context, it is 
proposed a mathematical framework to model the perceptual 
error propagation caused by packet losses during 
broadcasting. More specifically, this section studies the 
packet loss effect on MPEG video decoding quality over 
error-prone broadcasting channels. We introduce an 
analytical model, which is used to investigate the video 
delivered quality and the effect of the packet loss distribution 
on the delivered video quality. 

A. The analytical model of packet loss effect on PQoS 
For evaluation purposes of the packet loss impact on the 

PQoS level of a broadcasting service, it is adopted an 
objective evaluation metric, known as Decodable Frame Rate 
(Q). Although the objective Q metric has been used in earlier 
works [38], our approach is differentiated from the existing 
ones because it considers the packet loss rate instead of the 
frame loss rate in the formula, providing a better approach for 
broadcasting systems. The value of Q lies between 0 and 1.0. 
The larger the value of Q, the better the video quality received 
by the end user. Where Q is defined as the fraction of 
decodable frame rate, which is the number of successfully 
decoded frames over the total number of frames sent by a 
video source.  

)N  N  N (
N

B-totalP-totalI-total

dec

++
=   Q  

where Ndec is the summation of Ndec-I, Ndec-P, and Ndec-B.   
Based on this modified Q metric, in the next sub-sections it 

is analytically calculated the expected numbers of decodable 
frames per type (i.e. I, B, P) based on a typical structure 
GOP(12,3), which is widely used in broadcasting applications 
for moving users due to its robustness characteristics.  

In the proposed modeling, the following hypotheses are 
considered: 
• At the decoder it is not implemented any sophisticated 

error concealment method. 
• The decoding threshold is considered equal to one 

(DT=1), meaning that one packet loss causes significant 
quality degradation (i.e. unsuccessful decoding) of the 
respective frame. 

• The error propagation affects all the frames that are 
depended on the frame, where the packet loss took place. 

Considering that DT=1, the dependent frames are also 
considered to fail during the decoding procedure. 

• The packet loss rate is considered constant during the 
transmission of the service. 

Based on these hypotheses and the modified Q metric, it is 
clear that the proposed approach of modelling packet loss 
impact on the degrading percentage of the broadcasting 
perceived quality of a service is an objective approach. More 
specifically, it is researched the degradation percentage 
caused by the transmission packet loss ratio in relevance to 
the initial quality of the video content. The relative approach 
provides many advances in comparison to already proposed 
models, namely the independence from the content dynamics, 
the coding standard and the structure of the packet.  

Following this explanatory section, the proposed model is 
presented in the next sub-sections, considering constant 
packet loss ratio p for the whole service duration. For 
readability purposes, in the appendix of the paper, it can be 
also found the notation explanation of all the used symbols. 

1) The expected number of decodable I frames (Ndec-I) 
In a GOP, the I frame is successfully decodable only if all 

the packets that belong to the specific frame are intact 
received. Therefore, the probability that the I frame is 
successfully decodable is  

( ) ( ) IC-1  IS p=  
Consequently, the expected number of correctly decodable I 

frames for the whole video is  
( ) GOP

C
I-dec N*-1  N Ip=  

2) The expected number of decodable P frames (Ndec-P) 
In a GOP, P frames are successfully decodable only if the 

preceding I or P frames are also decodable and all the packets 
that belong to the P frame under examination have been 
successfully received. In a GOP, there are Np P frames, and 
depending on their position, the probability of a P frame to be 
decodable is  

( ) ( ) ( ) ( )
( ) ( ) ( ) ( ) ( )
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Thus, the expected number of successfully decodable P frames 
for the whole video is 

( ) ( ) GOP

N

1j

jCC
P-dec N*-1*-1  N

P
pI ∑

=

= pp  

3) The expected number of decodable B frames (Ndec-B) 
In a GOP, B frames are decodable only if the preceding and 

succeeding I or P frames are both decodable and all the 
respective packets that consist the specific B frame have been 
successfully received. Considering that B frames throughout 
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the GOP structure have the same dependencies, we examine 
the consecutive B frames as composing a B group, except for 
the last B frame in a GOP, which is dependent from the 
preceding P frame and succeeding I frame (making it straight 
forward dependent on two successive I frames). In a GOP, the 
probability of the B frame that is decodable is 

( ) ( )
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Thus, the expected number of correctly decodable B frames 

for the whole video is 

( ) ( )
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Based on the aforementioned proposed estimations of 

successfully decodable frames for each frame type, the 
modified Q metric becomes: 
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Therefore, considering a transmission channel with 

constant packet loss ratio p, the respective Q rate of 
successfully decoded frames (i.e. frames without containing 
any perceptual degradation) can be analytically estimated. In 
other words, the proposed model provides a degradation 
parameter, which acts in a relative way to the initial quality 
level of the broadcasting service. 

B. Experimental Evaluation of the Proposed Model 
The proposed model of packet loss impact on the PQoS 

degradation of the transmitted video is experimentally 
evaluated considering two discrete packet loss schemes: The 
random uniform model, which provides the distributed losses 
with the mean loss rate (p) and the Gilbert-Elliot (GE) model 
[39], which provides for the same percentage rate, the packet 
losses grouped in bursts, approximating by this way the 
behavior of real wireless error-prone transmission channels. 

For clarity purposes, Figure 5 provides a graphical 
representation of the used packet loss schemes.  

random uniform  error model

Gilbert-Elliot error model

PI PBPP

I BBP

PIPIPIPI PPPP PB

PI PBPPPIPIPIPI PPPP PB

PB PB

PB PB

MPEG Video Frame

  packet loss

 
Fig. 5. The used packet loss schemes in the evaluation process 

The experiments were performed on NS-2. For the 
evaluation purposes, the video trace “Aladdin” was selected, 
which is composed of 89998 video frames, including 7500 I 
frames, 22500 P frames, and 59998 B frames at QCIF 
MPEG-4/H.264 format and GOP(12,3). 

 
TABLE 2 

STATISTICS  OF TEST SIGNAL ‘ALLADIN’  
 Total I frame P frame B frame 

Number of 
frames 89998 7500 22500 59998 

Number of 
packets 1086789 195010 321444 570335 

CI, CP, CB N/A 26.001 14.286 9.506  
 
Table 2 contains the statistics for the test signal, 

considering 188 bytes transmission, which is consistent with 
the MPEG-2 TS and the DVB-H standard. 

For both loss schemes under test, the packet loss rate 
ranges from 0.02 to 0.2, considering intervals of 0.02 and 
transmitting packet size equal to 188 bytes. 

 
Fig. 6. Comparison of the results derived from the simulation and the analytical 

model. 
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Figure 6 shows the successfully decodable frame ratio for 
varying packet loss rates under the uniform and G-E packet 
loss schemes. Considering that the uniform distribution 
corresponds to the theoretically worst case scenario for 
decoders with DT=1 and that appears to have a significant 
good match between the theoretically expected video quality 
degradation curve and the corresponding experimentally 
derived one, the validity of the proposed model has been 
proved. For the case of G-E distribution, it is shown that the 
effect of burst packet losses during the transmission on the 
delivered video quality causes less severe degradation than 
the equivalent uniformly distributed case.  

Moreover, in both of these models the video quality of 
simulation is better than analytical model. Hence, the 
analytical model provides the predicted bounds of the quality 
of the MPEG video transmission over a lossy transmission 
channel. 

V. THE PROPOSED END-TO-END FRAMEWORK 
Based on the aforementioned proposed theoretical models 

of video quality prediction at a pre-encoding state and packet 
loss modeling, this section proposes an end-to-end video 
quality assessment framework of MPEG-based audiovisual 
broadcasting services for hand-held and mobile wireless 
broadcast systems, which is based on the combination and 
exploitation of the two proposed models. 

For demonstrating purposes of the proposed end-to-end 
framework, we consider that a hypothetical Content Provider 
wants to broadcast a music video clip at various quality levels 
and possesses the reference hyper set RS , containing 
the S TC −  sets derived from the test signals of Table 1. 
Initially, the music clip under examination is encoded at 
MPEG-4/H.264 CIF 100 kbps. Then, the resulted encoded 
clip is used as input to the SSIM algorithm and the resulted 
instant SSIM curve is used for the estimation of the <SSIM> 
value, which is estimated equal to 0.8. Afterwards, using this 
value as input in the ADV equation, it is defined the S TC −  
that minimizes the ADV and therefore contains the optimal 
triplet element for the analytical description of the signal 
under test. More specifically, the derived <SSIM> value, the 
optimal S TC −  set belongs to BBC Africa reference clip. Thus, 
the equation that describes better the variation of the 
<PQoS>SSIM vs. the bit rate is  

 
<PQoS>SSIM = 0.1098ln(Bit Rate)+0.2702 

 
Consequently, if the content provider wishes to offer this 

video clip at the perceptual qualities 0.70, 0.80 and 0.90, then 
by using the above equation is able to estimate the 
corresponding bit rates in a pre-encoding process. Table 3 
shows the corresponding encoding bit rate values for the 
specific video clip. 

TABLE 3 
PREDICTED BIT RATE VALUES FOR SPECIFIC QUALITY LEVELS 

<PQoS>SSIM BR (Kbps) 
0.7 50.12 
0.8 124.60 
0.9 309.79 

 
Afterwards, considering that a monitoring system provides 

the average packet loss rate at the transmission channel and it 
is for example 0.02, then it can be predicted from the packet 
loss model (see Figure 6) that the worst case degradation 
percentage is that the end-user will experience video quality 
degradation for the 70% of the total duration of the sequence. 
For the rest 30%, the user will watch normal playback 
without any perceived artifacts. Thus, if the Content Provider 
would like to calculate a representative value of the Expected 
Delivered Video Quality (EDVQ) level at the content 
consumer, the following equation is proposed: 

 
( _ _ ) ( _ _ _ _ )EDVQ Initial Video Quality Percentage of Succesfully Decoded Frames= ∗  

 
where the objective metric Q of the proposed mapping 

model is used as degradation multiplier to the initial 
perceived quality level, which has been specified pre-
encodingly by the proposed prediction model. Therefore, the 
combination of the discrete two models provides a prediction 
for the worst case degradation scenario, if error concealments 
methods are not taken under consideration and the D.T. is 
considered equal to 1.0.  

VI. CONCLUSION 
This paper presents a theoretical framework for end-to-end 

video quality prediction for MPEG-based broadcasting 
services.  

The proposed framework encloses two discrete models: i) a 
model for predicting the video quality of an encoded signal at 
a pre-encoding stage and ii) a model for mapping packet loss 
ratio of the transmitting channel to video quality degradation. 
The efficiency of both discrete models has been 
experimentally validated, proving by this way the accuracy of 
the proposed framework, which combines the discrete models 
into a common end-to-end video quality assessment 
framework.  

The advances of the proposed framework are its generic 
nature, since it can be applied on MPEG-based encoded 
sequences, independently of the selected encoding 
parameters, subject to specific GOP structure. Moreover, it is 
also introduced the novel issue of predicting the video quality 
of an encoded service at a pre-encoding state, which provides 
new facilities at the broadcaster side. Also, by applying the 
randomly uniform packet loss model, the proposed framework 
overpasses any stochastic predicaments in mapping the packet 
loss ratio to video quality degradation, since it calculates and 
demonstrates the worst case scenario. 
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APPENDIX 
NOTATIONS USED IN THE PAPER 

Ntotal-I Ntotal-P Ntotal-B The total number of each type of 
frames. 

Ndec-I Ndec-P Ndec-B The number of decodable frames in 
each type. 

Ndec 
The total number of decodable 

frames in the video flow. 

NGOP The total number of GOPs in the 
video flow. 

CI CP CB The mean number of packets that 
transport the data of each frame type 

p Packet loss rate 
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Abstract—This paper considers a minimum mean-squared error 

(MMSE) single user adaptive receiver for the asynchronous 

direct-sequence code-division multiple-access (DS-CDMA) 

system, based on the least-mean-square (LMS) algorithm. It is 

known that in this context the adaptive algorithm can be iterated 

several times during the same bit interval in order to achieve a 

faster convergence rate, which further reduces the length of the 

training sequence. The objective of this paper is twofold. First, 

instead of using such multiple iterations, we propose a single 

equivalent formula for updating the receiver coefficients, saving 

significant time processing. Secondly, in order to further increase 

the convergence rate, a division-free version of the gradient 

adaptive lattice (GAL) algorithm is proposed. Since the lattice 

predictor orthogonalizes the input signals, this algorithm 

achieves a faster convergence rate than the transversal LMS 

algorithm. 

Keywords: Code-division multiple-access (CDMA) system; 

gradient adaptive lattice (GAL) algorithm; least-mean-square 

(LMS) algorithm; minimum mean-squared error (MMSE) receiver. 

I.  INTRODUCTION 

There are a lot of mobile communications systems that 
employ the code-division multiple-access (CDMA) technique, 
where the users transmit simultaneously within the same 
bandwidth by means of different code sequences. This 
technique has been found to be attractive because of such 
characteristics as potential capacity increases over competing 
multiple access methods, anti-multipath capabilities, soft 
capacity, narrow-bandwidth anti-jamming, and soft handoff. In 
the Direct Sequence CDMA (DS-CDMA) system [1], each 
code sequence is used to spread the user data signal over a 
larger bandwidth and to encode the information into a random 
waveform. A simple multiplication between the data signal and 
the code sequence waveform is needed, and the resulted signal 
inherits its spectral characteristics from the spreading sequence. 
Due to its linear signal processing function this scheme may be 
a subject for possible performance improvements by 
developing new signal processing techniques for the receiver. 

In DS-CDMA systems the conventional matched filter 
receiver distinguishes each user’s signal by correlating the 
received multi-user signal with the corresponding signature 

waveform. The data symbol decision for each user is affected 
by multiple-access interference (MAI) from other users and by 
channel distortions. Hence, the conventional matched filter 
receiver performances are limited by its original purpose. It 
was designed to be optimum only for a single user channel 
where no MAI is present and to be optimum for a perfect 
power control, so it suffers from the near-far problem. 
Motivated by these limitations, adaptive minimum mean-
squared error (MMSE) receivers have been introduced [2], [3]. 
The principle consists of a single user detector that works only 
with the bit sequence of that user. In this case, the detection 
process is done in a bit by bit manner, and the final decision is 
taken for a single bit interval from the received signal. The 
complexity of an adaptive MMSE receiver is slightly higher 
than that of a conventional receiver, but with superior 
performance. Besides its facile implementation the adaptive 
MMSE receiver has the advantage that it needs no 
supplementary information during the detection process.  

The “brain” of an adaptive MMSE receiver is the adaptive 
algorithm. There are two major categories of such algorithms 
[4]. The first one contains the algorithms based on the mean 
square error minimization, whose representative member is the 
least-mean-square (LMS) algorithm. The second category of 
algorithms uses an optimization procedure in the least-squares 
(LS) sense, and its representative is the recursive-least-squares 
(RLS) algorithm. The LMS algorithm with its simple 
implementation suffers from slow convergence, which implies 
long training overhead with low system throughput. On the 
other hand, LS algorithms offer faster convergence rate, paying 
with increased computational complexity and numerical 
stability problems. Due to these reasons, LMS based 
algorithms are still preferred in practical implementations of 
adaptive MMSE receivers. Lattice structures have also been 
considered for this type of applications [5], [6], [7]. Since the 
lattice predictor orthogonalizes the input signals, the gradient 
adaptation algorithms using this structure are less dependent on 
the eigenvalues spread of the input signal and may converge 
faster than their transversal counterparts. The computational 
complexity of these algorithms is between transversal LMS and 
LS algorithms. In addition, several simulation examples and 
also numerical comparison of the analytical results have shown 

This work was supported by the UEFISCSU Romania under Grant PN-II-
PCE no. 331/01.10.2007. 
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that adaptive lattice filters have better numerical properties than 
their transversal counterparts [8], [9]. Moreover, stage-to-stage 
modularity of the lattice structure has benefits for efficient 
hardware implementations. 

A solution for increasing the convergence rate of the 
MMSE receiver is to adjust the filter tap weights iteratively 
several times every transmitted bit interval [10]. Moreover, this 
procedure can be combined with a parallel interference 
cancellation (PIC) mechanism for further reducing the multiple 
access interference (MAI) [11]. A drawback of these 
approaches is that they are time consumers. During a bit 
interval, every single iteration has to “wait” the result from the 
previous one, which is the natural function mode for every 
iterative process. Anyway, from the time processing reason, it 
would be more convenient to use a single formula instead of 
those multiple iterations. A first objective of this paper is to 
propose a relation for updating the LMS adaptive filter 
coefficients, which is equivalent with the multiple iterations 
algorithm [12]. We will demonstrate that the multiple iterations 
process is equivalent with an unique iteration with a particular 
step size of the algorithm. Secondly, for further increasing the 
convergence rate, a lattice MMSE receiver based on a division-
free gradient adaptive lattice (GAL) algorithm [13] is 
developed. 

The paper is organized as follows. In Section II we briefly 
describe the asynchronous DS-CDMA system model. The 
analytical expression equivalent with the multiple iterations of 
the LMS algorithm is developed in Section III. Section IV is 
focused on the lattice receiver, revealing in this context the 
division-free GAL algorithm. The experimental results are 
presented in Section V. Finally, Section VI concludes this 
work.  

II. DS-CDMA SYSTEM MODEL 

In the transmitter part of the DS-CDMA system, each user 
data symbol is modulated using a unique signature waveform 
ai(t), with a normalized energy over a data bit interval T, 

2
0

( ) 1
T

ia t dt =∫ , given by 1( ) ( ) ( )N
i i c cj

a t a j p t jT== −∑  [1], 

with i = 1, …, K, where K is the number of users in the system. 
Parameter ai(j) represents the jth chip of the ith user’s code 
sequence and pc(t) is the chip pulse waveform defined over the 
interval [0; Tc), with Tc as the chip duration (it is related to the 
bit duration through the processing gain N by Tc=T/N). In the 
following analysis we consider binary-phase shift keying 
(BPSK) transmission. The ith user transmitted signal is [1] 

 0( ) 2 ( ) ( ) cos( )i i i i is t P b t a t t= ω + θ , 1,i K=   (1) 

where 1( ) ( ) ( )bN
i im

b t b m p t mT== −∑  is the binary data 

sequence for ith user (Nb is the number of received data bits), 
with { }( ) 1, 1ib m ∈ − + , Pi is the ith user bit power, 0ω  and iθ  

represent the common carrier pulsation and phase, respectively.  

After converting the received signal to its baseband form 
using a down converter, the received signal is given by [1]: 

 0
1

( ) ( ) ( ) cos( ) ( ) cos( )
2

K
i

i i i i i
i

P
r t b t a t n t t

=
= − τ − τ θ + ω∑  (2) 

where n(t) is the  two-sided power spectral density N0/2 
additive white Gaussian noise. The asynchronous DS-CDMA 
system consists of random initial phases of the carrier 
0 2i≤ θ < π  and random propagation delays 0 i T≤ τ <  for all 

the users 1,i K= . There is no loss of generality to assume 

that 0kθ =  and 0kτ =  for the desired user k, and to consider 

only 0 i T≤ τ <  and 0 2i≤ θ < π for any i k≠  [2]. Assuming 
perfect chip timing at the receiver, the received signal from (2) 
is passed through a chip-matched filter followed by sampling at 
the end of each chip interval to give for the mth data bit 
interval: 

 
( 1)

, ( ) ( ) , 0, 1, ..., 1
c

c

mT l T
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r r t p t lT dt l N

+ +

+

= − = −∫  (3) 

where p(t) is the chip pulse shape, which is taken to be a 

rectangular pulse with amplitude 1/ N . Using (3) and taking 
the kth user as the desired one, the output of the chip matched 
filter after sampling for the mth data bit is given by: 
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 (5) 

with i i c iN Tτ = + ε ,  0 1iN N≤ ≤ − ,  0 i cT< ε < .  

A block diagram of the transversal MMSE receiver 
structure is depicted in Fig. 1. In the training mode, the receiver 
adapts its coefficients using a short training sequence 
employing an adaptive algorithm. After training is acquired, the 
receiver switches to the decision-directed mode and continues 
to adapt and track channel variations. 

Let us consider the following vectors: 

 

where 
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with rm,l given by (4). The output signal y(m) will be an 
estimate of b(m). For the estimation of w(m) a stochastic-
gradient approach based on the LMS adaptive algorithm is 
used. The output signal is y(m)=w

T(m)r(m). The receiver forms 
an error signal e(m) = b(m) – y(m) and a new filter tap weight 
vector is estimated according to 

 ( 1) ( ) ( ) ( )m m m e m+ = + µw w r . (7) 

The parameter µ represents the adaptation step size of the 
algorithm; its value is based on a compromise between fast 
convergence rate and low mean squared error [4]. 

A solution to increase the overall performances of the 
MMSE receiver is to adjust the filter tap weights iteratively 
several times every transmitted bit interval [10]. The 
coefficients obtained after the Gth iteration of the mth data bit 
is used by the algorithm in the first iteration of the (m+1)th data 
bit. It is obvious that this multiple iterations process will 
increase the computational complexity. This procedure can be 
combined with a PIC mechanism for further reducing the MAI 
[11]. This approach also makes use of the available knowledge 
of all users’ training sequences at the base-station receiver to 
jointly cancel MAI and adapts to the MMSE optimum filter 
taps using the combined adaptive MMSE/PIC receiver. 

III. MULTIPLE ITERATIONS LMS ALGORITHM 

It can be noticed that the LMS adaptive algorithm used for 
MMSE receiver does not work in a sample-by-sample manner 
(chip-by-chip), as usually adaptive filters works, but in a block-
by-block mode (bit-by-bit).  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Therefore, by using multiple iterations for every input data bit 
the converge rate of the adaptive algorithm increases. 
Nevertheless, this process is time consumer and it would be 
more convenient to use a one step formula instead of those 
multiple iterations per bit. Using the notations from the 
previous section, the multiple iterations LMS algorithm 
(without PIC mechanism) for the mth input data bit can be 
resume as follows: 

for 1,2, ,g G= …  (G is the number of iterations per bit) 

( ) ( ) ( ) ( ) ( )
T

g g
y m m m= w r  

( ) ( ) ( ) ( ) ( )g g
e m b m y m= −  

( ) ( ) ( ) ( ) ( ) ( ) ( )1g g g
m m m e m

+ = + µw w r  

end 

As we have mentioned in the previous section, the first 
iteration for the (m+1)th data bit begins with the initial values 

of the filter coefficients given by ( ) ( ) ( ) ( )1 11 G
m m

++ =w w . In 

order to simplify the presentation, we renounce at the temporal 
index m and we will use the following notations: ( )m =r r , 

( )b m b= , ( ) ( )1
0m =w w , 0 0

Ty = w r , ( ) ( )1
0 0e m b y e= − = , 

Ts = r r . In the first three iteration we have: 

g = 1: ( ) ( )1
0 0e m b y e= − =   

( )2
0 0e= + µw w r  

g = 2: ( ) ( ) ( ) ( )2 2
0 0 0 1

T T
e b b e e s= − = − + µ = − µw r w r r  

( ) ( ) ( ) ( )3 2 2
0 0 2e e s= + µ = + µ − µw w r w r  

t = Tc 

rm,l Tc 

w0(m) w1(m) wN-2(m) 

 
wN-1(m) 

t = T 

y(m) 
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Figure 1. Transversal MMSE receiver scheme 
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g = 3: 
( ) ( ) ( )( )

( )

3 3
0 0

2 2
0

2

1 2

T T
e b b e s

e s s

= − = − + µ − µ =

= − µ + µ

w r w r r
 

( ) ( ) ( ) ( )4 3 3 2 2
0 0 3 3e e s s= + µ = + µ − µ + µw w r w r  

By performing simple polynomial operations we obtain in a 
similar manner: 
 

( ) ( )5 2 2 3 3
0 0 4 6 4e s s s= + µ − µ + µ − µw w r  

( ) ( )6 2 2 3 3 4 4
0 0 5 10 10 5e s s s s= + µ − µ + µ − µ + µw w r  

( ) ( )7 2 2 3 3 4 4 5 5
0 0 6 15 20 15 6e s s s s s= + µ − µ + µ − µ + µ − µw w r

 

Let us denote s−µ = α . It can be noticed that 

 ( ) ( )1
0 0

G
e F

+ = + µ αw w r , (8)  

where 

 ( ) ( ) ( ) ( )
1

0

TG
G G Gk

k
k

F f
−

=
α = α =∑ f α . (9) 

The column vectors from (9) are 

 ( ) ( ) ( ) ( )
0 1 1, , ,

T
G G GG

Gf f f −
 =   

f … , (10) 

 ( ) 2 11, , , ,
TG G− = α α α α … . (11) 

The first element of the vector from (10) is ( )
0

G
f G= . 

Comparing (8) with (7) we can conclude that the LMS 
algorithm with multiple iterations per bit is equivalent with a 
LMS algorithm with a single iteration per bit but using a 
particular step size parameter given by 

 ( ) ( )G
Fµ = µ α . (12) 

To compute this parameter we need for the elements of the 
vector from (10). Let us consider the row vectors: 

 ( ) ( )
( )1, , 1,

T
g g

G g g G× −
 

= = 
 

f f 0 . (13)  

It can be noticed that ( ) ( )TG G=f f . Using the vectors from 
(13) we can obtain the matrix 
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2
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f

f
F
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⋮
. (14) 

Each row of this matrix corresponds to a specific iteration. The 
elements of this matrix can be computed using  

 ( ) ( ) ( ) ( ) ( ) ( ), 1, 1 1, , , 2,G G G
i j i j i j i j G= − − + − =F F F .(15) 

It is obvious that ( ) ( ) ( )
0,1

jG j f j= =F , with 1,j G= , and 

( )
( )

1
1 11, G× −

 =   
f 0 . Once we have set the value of parameter 

G, this matrix can be computed a priori and we will use only 
the elements of its last row. For example, assuming that we 
choose G = 10, the matrix from (14) results 

( )10

1 0 0 0 0 0 0 0 0 0

2 1 0 0 0 0 0 0 0 0

3 3 1 0 0 0 0 0 0 0

4 6 4 1 0 0 0 0 0 0

5 10 10 5 1 0 0 0 0 0

6 15 20 15 6 1 0 0 0 0

7 21 35 35 21 7 1 0 0 0

8 28 56 70 56 28 8 1 0 0

9 36 84 126 126 84 36 9 1 0

10 45 120 210 252 210 120 45 10 1

 
 
 
 
 
 
 
 =
 
 
 
 
 
 
   

F . 

 

The last row of this matrix contains the elements of f(10) which 
will be a priori computed in this manner. Of course, there is a 
need for the elements of the vector from (11), which have to be 
computed for each input data bit. After that, the parameter from 
(9) has to be computed, which requires G multiplication 
operations and (G – 1) addition operations. Finally, we update 
the filter coefficients according to (8). From the computational 
complexity point of view our approach requires almost the 
same number of operations as the multiple iterations per bit 
algorithm. Nevertheless, there is a significant time processing 
gain because our final result from (8) does not “wait” for the 
previous G iterations results, as in the multiple iterations 
process. 

According to the theory of stability [4], the LMS adaptive 
algorithm is stable if the value of the step size parameter 
(which is a positive constant) is smaller than λmax, which is the 
largest eigenvalue of the correlation matrix of the input signal 
(i.e., the input data bit). In the case of the multiple iterations 
LMS algorithm, the stability condition has to take into account 
the number of iteration per bit. In our approach this is very 
facile because we use a single iteration as in (8), with the step 
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size parameter given by (12). Consequently, the stability 
condition become 

 ( )
max

2Gµ <
λ

. (16) 

Even if the multiple iterations algorithm is used, the previous 
condition can be used to determine the stability upper bound 
value of the step size parameter µ. According to (12) and (16) 

 
( )max

2
F

µ <
λ α

. (17)  

An interesting situation appears if we use the Normalized 
LMS (NLMS) adaptive algorithm [4], which is another 
member of the stochastic gradient family. In this case, the 
algorithm step size parameter is computed as 

 NLMS T s

µ µ
µ = =

r r
. (18) 

where µ  is a positive constant. In the case of the classical 
NLMS algorithm the previous constant has to be smaller than 
2, in order to assure the stability of the algorithm [4]. 
Following the same procedure, it will result that 

 ( ) ( )1
0 0

G
NLMS e F+ = + µ µw w r , (19) 

where 

 ( ) ( ) ( ) ( ) ( )
1

0

TG kG G G
k

k

F f
−

=
µ = −µ =∑ f β , (20) 

 ( ) ( ) ( )2 1
1, , , ,

T
GG − 

= −µ −µ −µ  
β … . (21) 

Similarly, the NLMS algorithm with multiple iterations per bit 
is equivalent with a NLMS algorithm with a single iteration per 
bit but using a step size parameter given by 

 ( ) ( ) ( )G
NLMSNLMS T

F
F

µ µ
µ = µ µ =

r r
 (22) 

The following condition has to be satisfied for the stability: 

 ( )0 2F< µ µ <  (23) 

Because it is more facile to compute the elements of the vector 
from (21), as compared with the elements of the vector from 
(11), the NLMS algorithm could be an attractive alternative to 
the LMS algorithm. Moreover, it is a more robust algorithm 
because it overcomes in some sense the gradient noise 
amplification problem associated with the LMS algorithm [4]. 
Nevertheless, a division operation is required for computing the 
step size parameter from (22), which could be a difficulty and a 
source of numerical errors especially in a fixed-point 
implementation. 

IV. GAL ALGORITHM FOR MMSE RECEIVER 

Expected advantages of the adaptive lattice filters over the 
conventional LMS transversal filters include faster 
convergence rates with spectrally deficient inputs, automatic 
determination of the system’s order, stage-to-stage modularity 
for efficient hardware implementations, and better data tracking 
abilities. 

The (N – 1)-th-order multistage lattice predictor from Fig. 2 
is specified by the recursive equations 

 
*

1 1

1 1

( ) ( ) ( ) ( 1)

( ) ( 1) ( ) ( )

f f b
p pp p

fb b
p pp p

e l e l k l e l

e l e l k l e l

− −

− −

= + −

= − +
 (24) 

with p=1,…,N–1. We denoted by ( )f
pe l  the forward prediction 

error, by ( )b
pe l  the backward prediction error, and by kp(l) the 

reflection coefficient at the pth stage and chip-time l. The initial 

prediction errors are ,0 0( ) ( )f b
m le l e l r= = . 

The cost function used for the estimation of kp(l) is [4] 

 ( )
2 21

( ) ( )
2

f b
p p pJ l E e l e l

 
= + 

 
 (25) 

where E is the statistical expectation operator. Substituting (24) 
into (25), then differentiating the cost function Jp(l) with 
respect to the complex-valued reflection coefficient kp(l) and 
imposing the gradient equal to zero, the optimum value of the 
reflection coefficient for which the cost function is minimum 
results  

 
{ }*

1 1

2 2

1 1

2 ( 1) ( )

( ) ( 1)

fb
p popt

p
f b
p p

E e l e l
k

E e l e l

− −

− −

−
= −

 
+ − 

 

 (26) 

Assuming that the input signal is ergodic, the expectations can 
be substituted by time averages, resulting the Burg estimate 
for the reflection coefficient kp

opt for stage p: 
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*
1 1

1
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1 1
1

2 ( 1) ( )

( )

( ) ( 1)

l
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p p
q

p l
f b
p p

q

e q e q
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e q e q

− −
=

− −
=

−

= −
 

+ − 
 

∑

∑
 (27) 

Let us denoted by Wp–1(l) the total energy of both the forward 
and backward prediction errors at the input of the pth lattice 
stage. It is expressed as: 

 

2 2
1 1 1

1

2 2
1 1 1

( ) ( ) ( 1)

( 1) ( ) ( 1)

l
f b

p p p
q

f b
p p p

W l e q e q

W l e l e l

− − −
=

− − −

 
= + − = 

 

= − + + −

∑
 (28) 

It can be demonstrated [4] that the GAL algorithm updates the 
reflection coefficients using 

* *
1 1

1
( 1) ( ) ( ) ( 1) ( ) ( )

( )
f fb b

p p p pp p
p

k l k l e l e l e l e l
W l − −

−

η  + = − ⋅ − +
 

  (29) 

where the constant η controls the convergence of the algorithm. 
For a well-behaved convergence of the GAL algorithm, it is 
recommended to set η  < 0.1. In practice, a minor modification 
is made to the energy estimator from (28) by writing it in the 
form of a single-pole average of squared data: 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

2 2
1 1 1 1( ) ( 1) (1 ) ( ) ( 1)f b

p p p pW l W l e l e l− − − −
 

= β − + − β ⋅ + − 
 

 (30) 

where 0 < β < 1. The introduction of parameter β in (30) 
provides the GAL algorithm with a finite memory, which helps 
it to deal better with statistical variations when operating in a 
nonstationary environment. As it was reported in [8] and it was 
demonstrated in [14], the proper choice is β = 1 – η. 

As we see in Fig. 2, the basic structure for the estimation of 
the user desired response b(m), is based on a multistage lattice 
predictor that performs both forward and backward predictions, 
and an adaptive ladder section. We have an input column 
vector of the backward prediction errors 

 0 1 1( ) [ ( ), ( ), , ( )]b b b b T
N Nm e m e m e m−=e …  (31) 

and a corresponding column vector w(m) containing the N 
coefficients of the ladder section of the adaptive filter. For the 
estimation of w(m), we may use a stochastic-gradient approach. 
The discrete output signal y(m) is given by: 

 ( ) ( ) ( )T b
Ny m m m= w e  (32) 

The receiver forms the error signal e(m) and a new filter tap 
weight vector is estimated according to: 

 

t = Tc 

rm,l 

Tc 

k1(l) 

k1(l) 

e0
b(l) 

e0
f(l) e1

f(l) 

e1
b(l) 

w0(m) w1(m) 

Tc 

kN-1(l) 

eN-2
b(l) 
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Figure 2. Lattice MMSE receiver scheme. 

Ladder section 
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 ( 1) ( ) ( ) ( )b
Nm m e m m+ = + µw w eɶ  (33) 

The parameter µɶ  is the ladder structure adaptation step size, 
chosen to optimize both the convergence rate and the 
misadjustment of the algorithm. 

Summarizing, we will use (24), (30), and (29) for the lattice 
predictor part of the scheme, together with (32) and (33) for the 
ladder section. As compared to its transversal counterpart based 
on the LMS algorithm, the lattice MMSE receiver implies an 
increased computational complexity due to the multistage 
lattice predictor. Nevertheless, due to the fact that the lattice 
predictor orthogonalizes the input signals, a faster convergence 
rate is expected. 

It can be noticed that in the lattice predictor part of the 
classical GAL algorithm a division operation per stage is used, 
which significantly grows the computational complexity in a 
fixed-point implementation context. Due to cost considerations, 
equipment manufactures generally prefer the use of fixed-point 
Digital Signal Processors (DSPs) over floating-point ones in 
their products. In fixed point DSPs, every division operation 
requires a number of iterations equal to the word length (i.e., 
the number of representation bits), while the multiplication and 
addition operations can be performed in a single iteration. In 
the following, we will propose an approximate version of the 
GAL algorithm that replaces the division operation using three 
multiplication operations and one addition operation instead. 
This is much more convenient from the computational 
complexity point of view in a fixed-point DSP implementation. 

We start from equation (30) and we may write: 
 

1

2 2

1 1 1

2 2
1 1 1

1

1
( )

1

( 1) (1 ) ( ) ( 1)

1 1
( 1) ( ) ( 1)1

1
( 1)

p

f b
p p p

f b
p

p p

p
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W l e l e l

W l e l e l

W l

−

− − −

− − −

−

=

= =
β − + −β + −

= ⋅
β − + −− β

+ ⋅
β −

 

 
Let us denote 
 

           1
1

1
( 1)

( 1)p

p

T l
W l

−
−

− =
−

                       (35) 

 
and 

 

         
2 2

1 1 1( ) ( ) ( 1)f b
p p pc l e l e l− − −= + −         (36) 

 
Using the previous notations we may rewrite equation (34) as 
follows: 

 

1 1

1 1

1 1
( ) ( 1)

1
1 ( ) ( 1)

p p

p p

T l T l

c n T l
− −

− −

= − ⋅
− ββ + −
β

 

 (37) 
 
Supposing that the sum of the squared prediction errors at 

time l, i.e., 1( )pc l− , is much smaller than the sum of all 

squared prediction errors until that moment of time, 

1( 1)pW l− − , we may write that 

 

1 1( ) ( 1) 1p pc l T l− − − <<                        (38) 

 
Taking into account that 

 

0

1
( 1) for 1

1
n n

n

x x
x

∞

=

= − <
+

∑                   (39) 

 
we may use the following approximate relation instead of 
equation (37): 

 

1 1 1 1

1 1
( ) ( 1) 1 ( ) ( 1)p p p pT l T l c l T l− − − −

 − β
≅ − ⋅ − − β β 

 

  (40) 
 

In order to prevent any unwanted situations that can affect the 
supposition made in equation (38) (e.g., impulse perturbation 
of the input signal) we may compute the following minimum 
value: 

 

       1 1 1

1
( ) min , ( ) ( 1)p p pt l c l T l− − −

 − β
= λ − β 

        (41) 

 
where 1λ <  is a positive constant, and than rewrite the 
equation (40) as follows: 

 

               1 1 1

1
( ) ( 1)(1 ( ))p p pT l T l t l− − −≅ − −

β
        (42) 

 
Finally, the reflection coefficients are updated using 

 

      
1

* *
1 1

( ) ( 1) ( )

( ) ( 1) ( ) ( )

p p p

ff b b
p p p p

k l k l T l

e l e l e l e l

−

− −

= − − η ⋅

 ⋅ − + 
        (43) 

 
The new step-size parameter of the division-free GAL 
algorithm is 1( )pT l−η  and it acts similar to 1/ ( )pW l−η  from the 

classical GAL algorithm. It can be noticed that the “unwanted” 
division operation from the classical GAL algorithm is 
replaced by three multiplication operations and one addition 
operation, which is more suitable in a fixed-point 
implementation context. 
 

(34) 
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V. SIMULATION RESULTS 

In order to analyze the convergence of the multiple-
iteration LMS algorithm, a first set of experimental tests is 
performed in a simple “system identification” configuration. In 
this class of applications, an adaptive filter is used to provide a 
linear model that represents the best “fit” to an unknown 
system. The adaptive filter and the unknown system are driven 
by the same input. The unknown system output supplies the 
desired response for the adaptive filter. These two signals are 
used to compute the estimation error, in order to adjust the 
filter coefficients. The input signal is a random sequence with 
an uniform distribution on the interval (–1;1). In this first set of 
experiments the adaptation process is performed in a sample-
by-sample manner. The mean square error (MSE) is estimated 
by averaging over 100 independent trials. In Fig. 3 are depicted 
the convergence curves for the multiple iterations LMS 
algorithm and the proposed equivalent algorithm, for different 
values of G. As expected, the curves for these two algorithms 
are  perfectly  matched,  due  to  the  mathematical equivalency 

 

 

 

 

 

 

 

between them. It can be notice that the convergence rate of the 
algorithms increases with the value of G and the MSE 
decreasing. In Fig. 4 we plot the evolution of the step size 
parameter of the proposed algorithm, given by (12), for G =10.  

A second set of simulations employs the asynchronous DS-
CDMA system, using the transversal MMSE iterative receiver. 
A BPSK transmission in a training mode scenario was 
considered. The binary spreading sequences are pseudo-
random. The system simulation parameters are N = 16 and K = 
8. The signal-to-noise ratio (SNR) is 15 dB. The LMS adaptive 
algorithm is iterated several times for each data bit using the 
proposed equivalent relation from (8). The adaptive process 
works now in a block-by-block manner. The MSE is also 
estimated by averaging over 100 independent trials. The results 
are presented in Fig. 5. It can be noticed that the MSE is 
decreased every new iteration. 

Next, we investigated the steady-state BER (Bit Error Rate) 
performance as a function of the energy per bit to noise power 

Figure 3. Convergence for the multiple iterations LMS algorithms.  

Figure 4. Evolution of the step size parameter µ(10) given by (12).  

Figure 5. Convergence of the MMSE receiver based on the multiple 
iterations LMS algorithm. K = 8, N = 16, SNR = 15dB. 

Figure 6. BER performance of the MMSE receiver based on the multiple 
iterations LMS algorithm. Other conditions as in Fig. 5. 
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spectral density ratio (Eb/N0) of the iterative MMSE receiver 
considered above. These results are shown in Fig. 6, where we 
compared the performance of the iterative MMSE receiver 
using 1 to 6 additional iterations (i.e., G = 2 to 7) with the 
conventional adaptive LMS receiver, using one iteration per bit 
(i.e., G =1). The simulation results were obtained using 2000 
bits training period for each value of Eb/N0, in order to assure 
that the steady-state is reached.  It is very important to note that 
under the same conditions the BER is improved every new 
iteration. Nevertheless, one should make a compromise 
between the computational complexity and the BER 
performances. 

For further increasing the convergence rate, the lattice 
MMSE receiver based on the division-free GAL algorithm is 
tested as compared with its transversal counterpart based on the 
LMS algorithm. The simulation parameters were fixed as 
follows. The processing gain is N = 64, the number of users is 
K = 32, and SNR = 15 dB. The MSE is estimated by averaging 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

over 100 independent trials. First, the conventional MMSE 
receivers are compared (Fig. 7). The superior convergence rate 
achieved by the GAL algorithm as compared to the transversal 
LMS algorithm is obvious. This faster convergence rate of the 
GAL algorithm over the transversal LMS algorithm can be 
explained by the fact that the lattice predictor orthogonalizes 
the input signals. Hence, the gradient adaptation algorithm 
using this structure is less dependent on the eigenvalues spread 
of the input signal. In order to support these remarks, in Fig. 8 
the mean autocorrelation function is depicted for both inputs, 
i.e. r(m) (used as the direct input for the transversal LMS 
receiver) and the sequence of backward prediction errors 

( )b
N me  (the input of the ladder section of the GAL receiver). It 

can be noticed that the input of the GAL ladder section has a 
higher variance as compared to the LMS input sequence. We 
should note that the faster convergence rate offered by the 
iterative MMSE receivers over the conventional receivers is 
mainly due to the interference rejection capability of the 
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Figure 7. Convergence of the MMSE receivers. K = 32, N = 64, SNR = 15dB. 

Figure 8. Autocorrelation functions for (a) r(m) - LMS input, (b) eb
N(m) - 

GAL ladder section input. Other conditions as in Fig. 7. 
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Figure 9. Convergence of the iterative LMS receiver. Other conditions as 
in Fig. 7. 

Figure 10. Convergence of the iterative GAL receiver. Other conditions as 
in Fig. 7.  
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multiple iterations procedure within the adaptive algorithm. 
This improvement leads to a reduced level of MAI, which 
translates into a convergence rate close to the single user case. 

Finally, a last set of simulations is performed in order to 
compare the multiple iterations MMSE receivers based on both 
LMS and GAL algorithms. Both algorithms are iterated for G = 
4 within each data bit. The results are presented in Figs. 9 and 
10. In both cases it can be noticed that MSE is decreased every 
new iteration. Also, the division-free GAL algorithm 
outperforms the LMS algorithm in terms of convergence rate.  

VI. CONCLUSION AND PERSPECTIVES 

In this paper we first propose a relation for updating the 
LMS adaptive filter coefficients, which is equivalent with a 
multiple iterations LMS algorithm used in MMSE receivers for 
DS-CDMA communications systems. It was demonstrated that 
the multiple iterations process is equivalent with an unique 
iteration with a particular step size of the algorithm. Our 
proposed solution requires almost the same number of 
operations as the multiple iterations per bit algorithm but a 
significant time processing gain is achieved. The stability 
condition for the proposed algorithm was also derived. The 
simulation results proved the equivalency between the classical 
multiple iteration LMS algorithm and our proposed approach. 

The MMSE iterative receiver considered in this paper was 
shown to improve the asynchronous DS-CDMA system 
performances. Thus, the MSE is decreased every new iteration 
by reducing MAI. This decrease offers a faster training mode 
for the receiver. A very important result is that the BER is 
considerably improved every new iteration. 

The lattice MMSE receiver based on the division-free GAL 
algorithm improves the convergence rate as compared to the 
transversal LMS receiver. The lattice predictor orthogonalizes 
the input signals, so that the GAL algorithm is less dependent 
on the eigenvalues spread of the input signal and it converges 
faster than their transversal counterpart, the LMS algorithm. As 
a practical consequence, the lattice receiver will require a 
shorter training sequence as compared to the transversal one. 
Also, the GAL iterative receiver was shown to improve the 
asynchronous DS-CDMA system performances. The MSE 
decrease offers a faster training mode for the receiver. Hence, 
the designing procedure may consider two aspects, i.e., to 

shorten the training sequence for maintaining the same MAI in 
the system or to strongly reduce the MAI by keeping the same 
length of the training sequence. An analytical estimation of 
BER for the GAL receiver will be considered in perspective.  
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Abstract

For decades, researchers have worked extensively in
the area of congestion control for packet-switched net-
works. Many proposed solutions take advantage of the
congestion-control mechanism inTransmission Control
Protocol(TCP), and these approaches work well for net-
works that have heavy TCP traffic. However, these ap-
proaches are not universally effective — they fail com-
pletely for protocols that do not implement congestion-
control mechanisms. In particular, these approaches do
not work with theUser Datagram Protocol(UDP). Real-
time media-streaming technologies such asVoice over In-
ternet Protocol(VoIP) and video conferencing use UDP
and therefore do not respond well to existing congestion-
avoidance techniques. We propose a new, adaptive, respon-
sive, end-to-end technique to implement application-level
congestion detection and control for real-time applications
such as VoIP. Unlike existing methods, which rely on packet
loss as a signal to reduce the transmission rate, our solution
proactively reacts to network congestion topreventpacket
loss, thus improving the QoS of applications that employ
our algorithm.

Keywords: VoIP, QoS, congestion detection, congestion
avoidance, adaptive transmission control, real-time media.

1. Introduction
In a packet-switched network, a router connects multi-

ple ingress streams to various egress ports. When a heavy
burst of network traffic occurs, congestion builds up at the
routers, which form the bottlenecks of the network. When
congestion in a router becomes severe enough, the incom-
ing packets consume all of the buffer resources in the router
and leave no room for additional inbound packets, thus re-
sulting in lost packets.

The output rate at an egress queue in a router can be only
as fast as the serialization rate of the hardware. When an
egress queue receives packets from multiple ingress ports at
a combined rate that is higher than the serialization rate of
the egress port, the egress queue grows, eventually causing
congestion. When the egress queue becomes full, the router
has to discard all additional packets destined for that egress
queue. This dropping of packets is an unwelcome condition
known astail drop.

Dropped packets are undesirable at any time, of course,
but tail drop is especially undesirable because it leads to an
adverse effect calledglobal synchronization. Global syn-
chronization occurs when tail drop causes all of the trans-
mitting devices to receive congestion signals at the same
time. The transmitting devices consequently reduce their
transmission rates in unison, and the link utilization quickly
falls well below the optimal level due to the sudden, si-
multaneous reduction in transmission rates from all of the
senders. When congestion eases, the transmitting devices
increase their transmission rates all at once, leading to an-
other episode of severe congestion in the network.

Researchers have done considerable work in this area
and have proposed numerous solutions to manage and
avoid congestion in a packet-switched network. Proposed
congestion-avoidance methods includeRandom Early De-
tection (RED) [1] and its variants [2] [3] [4] [5], and pro-
posed approaches also includeBLUE [6], Stochastic Fair
BLUE (SFB) [7], Generalized Random Early Evasion Net-
work (GREEN) [8], and Explicit Congestion Notification
(ECN) [9]. Each of these suggested techniques exploits
the transmission-control mechanism inTransmission Con-
trol Protocol (TCP). Since real-timeIP applications gener-
ally use theUser Datagram Protocol(UDP) as the transport
protocol, however, these proposed congestion-control ap-
proaches are almost entirely ineffective at curbing real-time
media traffic.

We propose a new application-level adaptive congestion-
detection and congestion-control mechanism for avoiding



41

International Journal On Advances in Networks and Services, vol 1 no 1, year 2008, http://www.iariajournals.org/networks_and_services/

congestion with real-timeIP applications such asVoice
over Internet Protocol(VoIP)1. We start by explaining
how existing congestion-avoidance algorithms work with
TCP, and we discuss the problems that existing approaches
have withUDP and the intrinsic challenges of congestion
control with real-time applications. Then we present our
new application-level adaptive congestion-detection and
congestion-control solution for real-timeIP applications,
and we provide measurements that demonstrate the effec-
tiveness of our system.

2. Existing approaches
Congestion has been a serious problem in packet-

switched networks since packet switching first came into
existence. The importance of the congestion problem is ev-
ident from the extensive amount of work that researchers
have done to provide ways of avoiding or at least managing
congestion. In this section we examine a few well-known
congestion-avoidance techniques and show how these meth-
ods alleviate congestion in packet-switched networks, so
this section provides a basis for understanding the new real-
time congestion-control technique that we present later.

2.1. Random Early Detection (RED)

Random Early Detection(RED) is an active queue-
management (AQM) technique with the aim of achieving
low average delay and high throughput [1].RED uses the
average queue size as an early indication of congestion and
signals the transmitting devices to reduce their transmis-
sion rates temporarily before the congestion actually oc-
curs. When the average queue size exceeds a predeter-
mined minimum threshold,RED starts dropping randomly
selected packets. The probability of dropping packets in-
creases either linearly or exponentially as the average queue
size grows beyond the minimum threshold. When the aver-
age queue size passes a predetermined maximum threshold,
RED starts droppingall incoming packets.RED uses the av-
erage queue size over some period of time instead of using
the instantaneous queue size, so the technique can absorb
spikes or short bursts of network traffic without overreact-
ing.

When aTCP host detects packet loss, the host temporar-
ily slows down its transmission rate.TCP increases its
transmission rate quickly when all packets reach the des-
tination, an indication that the period of congestion has
passed.RED randomly selects packets to drop, thereby dis-
tributing the packet loss among assorted hosts at various
times. As a result, the hosts reduce their transmission rates
at different times and avoid global synchronization.

Weighted RED(WRED) incorporates theIP precedence
feature into theRED algorithm. WRED gives preferential

1Patent pending

handling to packets that have higher priority. When conges-
tion is building,WRED randomly selects packets with lower
priority as the first packets to discard. This scheme cre-
ates differentiatedQoS characteristics for different classes
of service.

Some researchers have proposed dynamicRED imple-
mentations that adapt to ever-changing network condi-
tions. For example,adaptive RED[2], Dynamic Weighted
Random Early Drop(DWRED) [3], and other similar ap-
proaches are adaptiveRED variants that are designed to ad-
dress the sensitivity weaknesses ofRED. Both the through-
put and the average queue size ofRED are very sensitive
to the traffic load andRED parameters [10][11], soRED
produces unpredictable results in volatile network environ-
ments.

Flow-based RED(FRED) [4] includes a mechanism to
enforce fairness in resource utilization for each active flow
of traffic. This technique uses information such as destina-
tion addresses, source addresses, and ports to classify traf-
fic into different flows. The flow-based algorithm maintains
state information for every active flow, and the algorithm
uses the flow information to ensure that each active flow
gets a fair portion of the buffer resources. Flows that mo-
nopolize resources receive heavier penalties when packet
dropping becomes necessary.

Stabilized RED(SRED) [5] is another flow-basedRED
approach where the algorithm provides a method to esti-
mate the number of active flows and to identify misbehav-
ing flows without keeping per-flow state information.SRED
controls buffer usage by tuning the drop probabilities based
on the estimated number of active flows.

2.2. Stochastic Fair BLUE (SFB)

BLUE is anAQM approach that uses packet-loss and link-
utilization information instead of average queue length in
the congestion-avoidance algorithm [6].BLUE uses a sin-
gle probability to drop or mark packets. If the link is idle or
the queue becomes empty,BLUE decreases the drop/mark
probability. On the other hand, if the queue consistently
loses packets due to buffer overflow,BLUE increases the
drop/mark probability. As a result of the increased prob-
ability, we drop or mark more packets and therefore send
out congestion notifications at a higher rate. This adaptive
procedure allowsBLUE to learn the correct rate for sending
congestion signals to the transmitting hosts.

Stochastic Fair BLUE(SFB) uses theBLUE algorithm to
protectTCP flows against flows — such asUDP flows —
that do not respond to congestion notifications [7].SFB
maintains a small amount of flow-related state information
in order to enforce fairness among all the flows. TheSFB
algorithm quickly drives the drop/mark probability to a very
high value, perhaps even one, for an unresponsive flow. In
contrast,TCP flows usually maintain low drop/mark prob-
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abilities becauseTCP flows reduce their transmission rates
in response to congestion notifications. When theSFB tech-
nique identifies an unresponsive flow by observing a high
drop/mark probability,SFB applies a bandwidth-limiting
policy on that particular flow. The rate-limit policy enforces
an allowable amount of data that the flow can enqueue into
the buffer, andSFB therefore drops more packets of the un-
responsive flows. In simplified terms, theSFB algorithm
identifies unresponsive flows and subjects them to rate lim-
iting while allowing responsiveTCP flows to perform nor-
mally with low drop/mark probabilities.

2.3. GREEN

Generalized Random Early Evasion Network(GREEN)
is a proactive queue-management (PQM) method that ap-
plies a mathematical model of the steady-state behavior
of a TCP connection to drop or mark packets proactively.
GREEN attempts to maintain low packet loss and high link
utilization while reducing latency and delay jitter. Based on
the mathematical model,GREEN is able to give each flow
its fair share of bandwidth at the router. The router can use
GREEN to identify and police flows that do not respond to
congestion notification.

Using the mathematical model that Mathis et al. [12] rec-
ommend, Feng et al. [8] derive a mathematical model for a
dropprobability that allows a fair share of bandwidth for ev-
ery flow. Equation 1 shows that Feng’s fair-share drop prob-
ability depends on the number of active flows,N , and the
round-trip time,RTT . A GREEN router sends out conges-
tion notifications more aggressively when there are more ac-
tive flows (largerN ) or when the round-trip time is shorter
(smallerRTT ). In the equation,MSS is the maximum seg-
ment size,L is the outgoing link throughput of a router, and
c is a constant that depends on the acknowledgment strategy
(i.e.,delayor every packet).

p =
(

N ×MSS × c

L×RTT

)2

(1)

2.4. Explicit Congestion Notification (ECN)

The Internet Engineering Task Force,IETF, has proposed
Explicit Congestion Notification(ECN) as an alternative
to using packet loss for signaling congestion [9]. Instead
of dropping packets as congestion increases, routers us-
ing this congestion-avoidance algorithm set the congestion-
indicator bit in anIP packet to signal congestion. When
a receiving device receives a packet with the congestion-
indicator bit set, the receiving device uses the transport-
level acknowledge message to communicate the congestion
indication to the transmitting device. Upon receiving the ex-
plicit congestion notification, the sending device decreases

its transmission rate temporarily until the traffic condition
of the network improves.

Using IP ECN instead of the traditional packet-loss ap-
proach can obviously reduce packet loss and thereby im-
prove performance. However, theECN technique requires
explicit support from both communicating devices to be
successful, and both devices have to agree to use this
scheme. In addition, all of the routers in the entire network
must support this method forECN to be effective. Outdated
routers that do not supportECN might drop packets with the
ECN bit set, thus causing theIP ECN approach to fail.

2.5. (Pre-) Congestion Notification (PCN)

The Congestion and Precongestion Notification Working
Group of IETF has developed an Internet draft for a Pre-
Congestion Notification (PCN) architecture [13].PCN is an
architecture for flow admission and/or termination based on
(pre-) congestion information that nodes in a Diffserv do-
main provide. The aim ofPCN is to protect theQoS of
inelastic flows within the Diffserv domain. ThePCN ap-
proach gives an “early warning” of potential congestion in
thePCN domain before there is any significant congestion.

If the flow rate through aPCN-enabled interior node ex-
ceeds thePCN threshold rate, the node marks all packets
with PCN threshold-rate markings. If the flow rate ex-
ceeds thePCN excess rate, the node marks some packets
with PCN excess-rate markings while marking all remain-
ing packets withPCN threshold-rate markings. These (pre-)
congestion markings propagate toPCN egress nodes, and
the PCN boundary nodes use this (pre-) congestion infor-
mation to make decisions on flow admission and/or termi-
nation. Fig. 1 shows how thePCN admission and termina-
tion controls operate in aPCN domain with three encoding
states as the rate ofPCN traffic increases.

Note thatPCN applies to a Diffserv domain withPCN-
enabled nodes, soPCN is not a general solution for all en-
vironments.

3. Problems with existing approaches

Real-time IP applications, such asVoIP and IP video
conferencing, use theReal-time Transport Protocol(RTP)
to transport real-time media packets, andRTP runs on top
of UDP. Unlike TCP, UDP does not supportacknowledge
(ACK) messages in the protocol, nor doesUDP implement
any transmission-control mechanism to allow the network
to alter the transmission rate of a flow.

Lacking ACK messages, an application that usesUDP
as the transport protocol has no way to determine when a
router drops any of the packets that the application sends.
Packet loss is a reliable indication of congestion, butUDP
transmitters, being unable to detect packet loss, cannot re-
act to congestion in the network. Even if a transmitter could
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Marking Behavior PCN Mechanisms
Rate of PCN traffic 
on bottleneck link

(as below)
(as below, and also 

drop
some PCN packets)

Scheduler rate
(for PCN traffic)

Some packets
excess-traffic marked

and
remaining packets
threshold-marked

Terminate some
admitted flows

and
Block new flows

PCN excess rate
(equals PCN-

supportable rate) All packets
threshold-marked Block new flows

PCN threshold rate
(equals PCN-

admissible rate) No packet PCN-marked Admit new flows

Figure 1. PCN technique

somehow detect the occurrence of packet loss,UDP does
not have a mechanism to control its transmission rate. Con-
sequently,UDP applications do not respond well to any of
the existing congestion-control algorithms.

Even congestion-avoidance techniques that try to en-
force fairness, as flow-basedRED andSFB do, are not fully
effective againstUDP streams, which do not respond to
congestion-control mechanisms. SinceUDP flows are not
responsive to congestion-control signals, these flows simply
monopolize the resources of the router in an environment of
congestion. Consequently, these streams receive harsh pun-
ishment in the form of many lost packets, and they therefore
suffer greatly reducedQuality of Service(QoS).

TCP-Friendly Rate Adaptation Based on Loss(TRA-
BOL) is an application-level congestion-control algorithm
designed specifically forUDP-based applications [14].
TRABOL employs a technique that is similar to the approach
of TCP, but TRABOL implements congestion control at the
application level whileTCP uses the protocol level. Like
TCP, TRABOL relies on lost packets to adjust the sender’s
transmission rate. UnlikeTCP, however,TRABOL uses the
loss rate computed over a period of time at the receiver side
as feedback to tell the sender how to adjust the transmission
rate. If the period for calculating the loss rate inTRABOL
is too large, the sender could react to the congestion too
late or simply adjust the transmission rate incorrectly. If
the period for calculating the loss rate inTRABOL is too
small, on the other hand, the system could overreact to mi-
nor disturbances that do not really indicate congestion. In
this case, the flow rate would oscillate needlessly. Further-
more,TRABOL does not address the real-time criterion of
real-time UDP-based applications such asVoIP.

The inherent characteristics of real-time applications
such asVoIP present additional challenges to the imple-
mentation of transmission control. Real-timeIP applica-
tions typically produce output data at a constant rate, and
we need to transport the continuous output stream to the re-
ceiving endpoint with minimal delay to maintain the useful-
ness of the data and a highQoS. Delivering only part of the
output stream to reduce the output data rate inevitably de-
gradesQoS. Holding back the real-time data transmission
in order to wait for the end of a congestion period increases
delay variation (i.e.,jitter) and lengthens the end-to-end de-
lay, further impairingQoS.

4. Our congestion-control mechanism
We propose a solution that allows real-timeIP applica-

tions to implement adaptive congestion control in the face
of congestion while meeting all of the intrinsic challenges of
real-time media systems. Our solution consists of two inde-
pendent components, congestion detection/notification and
adaptive transmission control. Unlike existing approaches
that implement congestion control at the protocol level, our
technique implements the solution at the application level.
As a result, we do not need to change existing protocols or
the existing infrastructure to put our approach into practice.

4.1. Congestion detection/notification

Network congestion normally occurs at the routers, and
detecting congestion at the router bottleneck is probably the
detection approach that provides the most reliability and
accuracy. Therefore, the router is the best device for per-
forming congestion detection. Since the router is the first
network device that can observe congestion, the router can
deliver a notification of congestion sooner than any other
device in the network. However, the innumerable routers of
the Internet are beyond our control, so deploying new pro-
cedures for congestion detection and notification in all the
routers of the Internet is impractical.

Our solution employs congestion detection at the receiv-
ing endpoint. We merely require both communicating end-
points to agree on the scheme of congestion detection and
notification instead of requiring many devices beyond our
control to cooperate with our algorithm.

When congestion occurs at the router, the average queue
size in the router grows. High queue occupancy at the
router increases the transmission delay of the packets since
a packet takes more time to work its way through a longer
router queue, and packets arrive at the destination later than
anticipated. Real-timeIP applications commonly transmit
data packets at constant intervals, so data packets arrive at
the receiving endpoint with consistent periods and minimal
variation if the network is idle. Therefore, an increase in
the time between the arrivals of consecutive packets at the
destination is a good indication of congestion [15].
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If congestion is severe enough, a router that implements
a congestion-avoidance algorithm, such asRED or its vari-
ants, starts to drop packets to curb the congestion. Conse-
quently, data packets disappear from the network, and the
receiving endpoint can use packet loss as a clear indication
of congestion. If the routers on the transmission path imple-
mentIP ECN, the receiving endpoint can recognize the set
ECN flag as a sign of congestion.

Statistics that we have collected over a period of several
months on the Internet and on a corporate local-area net-
work (LAN) show that even a lightly loaded router experi-
ences sudden microbursts of traffic. These abrupt and brief
periods of congestion are severe enough to cause the router
to drop packets, but the times between the arrivals of previ-
ous consecutive packets do not always show any early sign
of congestion. This kind of unforeseen and acute congestion
is different from the congestion that builds over a longer pe-
riod of time, and our congestion-detection algorithm must
be able to detect both types of congestion effectively.

The receiving endpoint can recognize slowly building
congestion in the network by implementing an algorithm
to detect inter-packet delays that are longer than usual. In
order to detect variations in inter-packet delays, of course,
the receiver must know the arrival rate of the packets. The
transmitting party or parties can reveal the transmission-rate
information during the negotiation process at the start of a
session, or the receiver can quickly and easily calculate the
arrival rate of packets after the session starts.

When congestion builds up gradually, the detection algo-
rithm easily detects the pattern of growing inter-packet ar-
rival times before the congestion can cause any noticeable
harm. When the filtered arrival time between consecutive
packets exceeds a predetermined threshold, the receiver de-
clares a state of congestion.

Unfortunately, there may be no warning sign of grow-
ing inter-packet arrival times before a microburst suddenly
causes a lost packet, and the inter-packet arrival time would
not reveal this problem until the arrival of the next packet
after the lost packet(s). Therefore, the detection algorithm
employs a time-out procedure to detect a delayed or miss-
ing packet immediately. The time-out mechanism declares
a congestion condition when a packet has not arrived at
the receiver by some predetermined time after the estimated
packet-arrival time but before the estimated arrival time of
the subsequent packet. The time-out procedure detects a
congestion condition well ahead of the transmission time of
the subsequent packet, so the transmitter can delay trans-
mission briefly to avoid losing more packets. With the in-
clusion of the time-out feature, the algorithm detects sudden
microbursts as well as slowly growing episodes of conges-
tion.

Additionally, the system uses packet sequence numbers
to detect out-of-order packets and considers an out-of-order

packet to be an indication of a lost packet even though the
“lost” packet may arrive later or may have previously ar-
rived out of order. When packets are out of order, we cer-
tainly have congestion.

Upon detecting congestion, the receiver sends the trans-
mitter a congestion notification containing an estimate of
the severity of the congestion. This notification tells the
transmitter that congestion is present and to what degree
congestion is present. The receiver can piggyback the no-
tification message with the next data packet that the re-
ceiver transmits to the sender, thereby avoiding the unde-
sirable effect of adding notification packets to a network
that is already congested. Both ends of aVoIP system con-
tinually send packets to each other at brief intervals, typ-
ically twenty milliseconds, so timely notification without
any added packets is entirely feasible.

Our extensive study of the characteristics of packet-
switched network traffic shows that network congestion is
direction dependent. In other words, a congestion condition
on the path from A to B does not necessarily imply a sim-
ilar congestion condition on the path from B to A. In fact,
we often observe relatively idle traffic on the opposite di-
rection of a congested network path. Therefore, sending a
congestion notification from the receiver to the transmitter
typically does not elevate the severity of the congestion.

Nevertheless, the network may drop the packet contain-
ing the congestion notification, so the receiver should send
multiple congestion notifications. However, each of the
notification packets for the same occurrence of congestion
must contain the same unique identifier so the sender reacts
only once to the first notice it receives and ignores the rest.
The receiver can stop transmitting the notification messages
when it observes a lower transmission rate from the sender,
or the receiver can stop transmitting the notification mes-
sages after some duration, especially when the congestion
subsides.

4.2. Our implementation of congestion detection

Our congestion-detection algorithm measures and evalu-
ates the inter-packet arriving intervals, so the algorithm not
only detects congestion in the network but also estimates the
severity of the congestion. Additionally, our algorithm an-
ticipates future congestion that is likely to occur soon after
an episode that is part of a longer period of network conges-
tion. Our detection procedure computes the absolute value
of the difference between the inter-packet arriving interval
and the original inter-packet transmission interval. Then we
pass the resultant value through a simple first-order infinite
impulse response (IIR) filter to obtain the severity of the
congestion in the network.

Equation 2 shows the first-orderIIR filter that our algo-
rithm uses.Yn is the current output value of the filter, and
it is the estimate of the severity of the congestion in the net-
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CurrentTime = GetCurrentTime();
Xn = ABS((CurrentTime -

PrevPacketArrTime) -
PacketTransmissionInterval);

if (NOT Timeout)
{ PrevPacketArrTime = CurrentTime; }

if (LostPacket OR Timeout)
{ Xn = MIN(Xn, MAX Xn LIMIT);

Xn = MAX(Xn, Yprevious); }
if (Xn >= Yprevious)

{ C1 = 0.9;
C2 = 0.1; }

else
{ C1 = 0.03;

C2 = 0.97; }
Yn = (C1 * Xn) + (C2 * Yprevious);
if (Yn >= CONGESTION THRESHOLD)

{ DeclareCongestion(Yn); }
Yprevious = Yn;

Figure 2. Pseudo code of congestion-detection algorithm

work. Yn−1 is the previous output value of the filter, so it
provides feedback.Xn is the current input sample to the
filter, and it is the absolute value of the difference between
the current inter-packet arriving interval and the inter-packet
transmission interval.C1 andC2 are coefficients of theIIR
filter.

Yn = (C1 ×Xn) + (C2 × Yn−1) (2)

Fig. 2 shows an excerpt from the pseudo code for our
congestion-detection algorithm [16]. Our implementation
uses anIIR filter with fast-rise and slow-decay characteris-
tics. The fast-rise characteristic of the filter allows the mea-
surement of congestion severity to increase quickly when
congestion builds up. The slow-decay characteristic of the
filter allows the congestion-severity value to fall gradually
after the network congestion subsides, thus anticipating the
likely prospect that network congestion might persist or that
additional network congestion might occur shortly after the
current episode of congestion. In comparison to an episode
of moderate congestion, a period of severe congestion raises
the measurement of congestion severity to a higher value,
and a higher congestion-severity value requires a longer
time to decay to a level below the congestion threshold. We
can use differentC1 andC2 coefficients to adjust the rise
rate and decay rate of theIIR filter if necessary. A slower
decay rate allows the system to anticipate congestion that
might occur further into the future.

Fig. 3 illustrates inter-packet arriving intervals that are
typical for data that we captured from the Internet during

highly congested periods. The transmitting endpoint was
transmitting oneVoIP packet every twenty milliseconds in
this experiment, and the receiving endpoint observed erratic
inter-packet arriving intervals ranging from zero millisec-
onds (i.e., two or more packets arriving at about the same
time) to ninety milliseconds or more during this period of
severe congestion. The receiving endpoint even observed
lost packets and, in some cases, out-of-order packets.

Fig. 4 illustrates the output from our congestion-
detection mechanism for the inter-packet arriving intervals
of Fig. 3. As we can see in Fig. 3, the receiving endpoint
repeatedly observed extreme delays in the arriving pack-
ets. These extreme delays produce significant congestion-
severity values that remain above the congestion threshold
throughout the slow decay of theIIR filter. Our congestion-
detection algorithm therefore reports that congestion con-
tinues throughout the entire episode of network congestion.

Fig. 5 shows inter-packet arriving intervals that we cap-
tured from a corporateLAN. As with the previous experi-
ment, the transmitting endpoint transmits aVoIP packet ev-
ery twenty milliseconds. During this period, the receiving
endpoint observed three episodes of mild to serious con-
gestion. Using the data in Fig. 5, our congestion-detection
algorithm generates the output that appears in Fig. 6.

4.3. Adaptive transmission control

The real-time application at the transmitting endpoint
implements the adaptive transmission-control mechanism.
Upon receiving a congestion notice from the endpoint at
the receiving end of the transmission, the transmitting end-
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Figure 3. Inter-packet arriving interval (Internet)
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Figure 4. Estimate of congestion severity (Internet)

point lowers its transmission rate to reduce bandwidth con-
sumption. This reduction of the transmission rate is not as
simple for a real-time application such asVoIP as it is for a
TCP application, though, because the transmitting endpoint
must deliver all of the real-time data with minimal delay to
maintain a highQoS.

One straightforward approach for reducing bandwidth
consumption is to switch to a different compression algo-
rithm that can compress the real-time data to a greater de-
gree and thereby produce an output stream with a lower
bit rate. Generally, real-timeVoIP applications already use
compression algorithms to compress real-time data before
sending the data across the network because uncompressed
voice data typically consumes too much bandwidth. The
transmitting endpoint can further reduce bandwidth con-
sumption by switching to a different compression algorithm
that achieves a lower bit rate. The greater compression typi-
cally results in a slightQoS penalty, but this penalty is mild
in comparison to the extremeQoS penalty that occurs as a
result of the packet loss that normally stems from network

congestion. This compression-switching approach requires
both communicating endpoints to support the same set of
compression schemes.

Various alternative data-compression algorithms have
differing bandwidth requirements, and some compression
algorithms support multiple compression ratios. For ex-
ample, theITU-T (International Telecommunication Union
Standardization Sector) standardG.729 compresses audio
data to 8 kbps [17],G.729 with annex D compresses audio
data to 6.4 kbps, andG.729 with annex E compresses audio
data to 11.8 kbps. TheETSI (European Telecommunica-
tions Standards Institute)GSM 06.90 standard,GSM adap-
tive multi-rate (GSM-AMR), supports multiple bit rates of
4.75 kbps, 5.15 kbps, 5.9 kbps, 6.7 kbps, 7.4 kbps, 7.95
kbps, 10.2 kbps, and 12.2 kbps [18]. A transmitter can re-
duce bandwidth by simply switching to a different compres-
sion algorithm in the same family.

Another method for reducing bandwidth usage is to
transmit the same data with fewer transmissions, thus reduc-
ing packet-header overhead. The sending endpoint achieves
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Figure 5. Inter-packet arriving interval (LAN)
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this goal by covering a longer period of time with the data
that it packs into eachIP packet. For example, aVoIP end-
point that transmits twenty milliseconds of audio data per
IP packet can cut the number of transmissions by a factor of
two if the endpoint sends forty milliseconds of audio data
perIP packet. This approach significantly lowers bandwidth
consumption by reducing the amount of bandwidth that the
transmitter consumes with packet-header overhead. Obvi-
ously, this technique achieves its goal at the cost of adding
a slight delay to the real-time data stream, but this approach
does not trim or further compress any audio data.

A VoIP endpoint that packages twenty milliseconds of
G.729 compressed audio perIP packet requires 24.0 kbps,
including the overhead of theIPv4, UDP, andRTP head-
ers at forty bytes per packet. If theVoIP endpoint pack-
ages forty milliseconds ofG.729 compressed audio perIP
packet, the required bandwidth diminishes to only 16.0

kbps, including header overhead. This simple scheme re-
sults in a tremendous bandwidth saving of 8.0 kbps or 33%.
This approach does introduce an additional twenty millisec-
onds of delay into the audio stream, of course, but the ef-
fect of this small added delay onQoS is typically insignif-
icant [19]. In fact, this method can actuallyreduce the
overall delay because the technique alleviates queue de-
lays in the routers, often more than compensating for the
small delay between consecutive transmissions. Table 1
shows the bandwidth consumptions and savings with dif-
ferent amounts of compressedG.729 audio data in eachIP
packet.

The transmitting endpoint can simultaneously employ
both of the bandwidth-reduction techniques that we have
proposed since the two methods are independent of each
other. The transmitting device can switch to a compression
algorithm that produces a lower bit rate, and the transmitter
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Table 1. G.729 Bandwidth utilization

Audio Length Bandwidth Packets %
(milliseconds) (kbps) per Second Savings

10 40.000 100.00 -

20 24.000 50.00 40.00 %

30 18.667 33.33 53.33 %

40 16.000 25.00 60.00 %

50 14.400 20.00 64.00 %

can concurrently package more data into eachIP packet to
lower the number of transmissions and save bandwidth on
the packet-header overhead.

The congestion-severity information in the congestion
notification that the receiver sends to the transmitter allows
the transmitter to gauge its response according to the sever-
ity of the congestion. Using the congestion-severity infor-
mation, the transmitting endpoint selects the bandwidth-
reduction method that is most appropriate for the level of
congestion, thereby maintaining optimal link utilization and
throughput while simultaneously curbing congestion.

When network congestion recedes, the transmitting end-
point adjusts its transmission rate back to the original set-
ting. The receiving endpoint detects the improvement in
the congestion, and the receiving endpoint conveys this in-
formation to the transmitting endpoint. After learning that
the traffic condition has improved, the transmitting endpoint
increases its transmission rate to reduce delay and improve
the grade of service. The transmitting endpoint can alter-
natively operate with the optimized transmission procedure
for a predetermined period of time. When the fixed duration
for using the lower transmission rate expires, the transmit-
ting endpoint automatically resets its transmission rate.

5. Measure of improvement

To illustrate the effectiveness of our technique, let us ex-
amine the performance improvement that we can achieve.
Consider a scenario in which the router throughput is 10.0
Mbps and we have 700VoIP streams going through the
router. If we useG.729 to compress the audio data and
pack 20 milliseconds of audio into eachIP packet, we re-
quire 16.80 Mbps of bandwidth, 6.80 Mbps more than the
router can handle. As a result, the router drops an average
of 20.238 packets per second for each flow. That drop rate
translates into more than 400 milliseconds of lost audio data
in each second for each flow, a devastating loss of more than
40%!

If the VoIP applications employ our solution and begin to
package 40 milliseconds of audio data into everyIP packet,

we require only 11.20 Mbps for all 700 audio streams com-
bined. That bandwidth reduction cuts the drop rate to 2.679
packets per second per flow for an average of about 107 mil-
liseconds of audio loss in a second for each flow, a tolerable
loss rate of just 10.7%. If theVoIP applications switch to use
G.729 with annex D and also pack 40 milliseconds of audio
per IP packet, the required bandwidth decreases to 10.08
Mbps. In this case, each audio stream loses an average of
only 0.198 packets per second for a loss rate of just 0.79%,
almostzero loss! Fig. 7 illustrates the loss comparison for
the case that we have examined.

6. Delay versus packet loss

Since one aspect of our adaptive transmission control
increases the overall delay by using larger, less-frequent
packets, we must consider the potential negative impact of
increasing the delay versus the positive impact of reduced
packet loss.

We can use theITU-T G.107 E-Model to analyze theQoS
impact of the additional delay that our transmission-control
method introduces into the audio stream. The E-model is
an analytical model that evaluates the conversational quality
of a telephony system. The E-model includes many items
(e.g., room noise, echo, and circuit noise) that are indepen-
dent of both packet loss and delay, but we isolate the effect
of delay and thereby determine the quality differences that
are due to the delay variations.

When the total delay does not exceed 100 milliseconds,
the E-model indicates that there isno degradation at all
due to the delay. This case is the relevant case for most
VoIP systems since designers try to make the delays low
enough to eliminate or at least minimize the effects of de-
lays. The delay degradations remain insignificant until the
overall delay reaches a level of about 200 milliseconds, and
the degradation grows as the delay approaches the talker-
overlap threshold of 250 milliseconds. The worst case oc-
curs when an added delay of 20 or 40 milliseconds above
the base delay pushes the total delay beyond the talker-
overlap threshold, in which case theMOS rating degrades
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Figure 8. E-model evaluation of delay impairment

by approximately 0.1 for an added delay of 20 millisec-
onds or by 0.2 for an added delay of 40 milliseconds. This
worst-case situation is not important for practical applica-
tions, though, because any system that is close to the talker-
overlap threshold is already a marginal system forVoIP.

Fig. 8 illustrates the added delay impairment — in units
of the R-factor of the E-Model — that results from the in-
troduction of delay increases of 20 milliseconds and 40 mil-
liseconds. Based on the E-model, the increase of 20 mil-
liseconds in the delay in the audio stream typically haszero
impairment to at most 2.5 units of R-factor — about 0.1 in
Mean Opinion Score (MOS) — of impairment in theQoS.

In our research on packet loss in a real network, we eval-
uated theMOS ratings ofG.729 streams transmitting at a
20-millisecond interval in a simulated real-network envi-
ronment. Our study showed that a difference of 30% (e.g.,
from 10% to 40%) in the loss of audio data translates to a

difference inQoS impairment of more than one full unit on
theMOS scale [19]. Fig. 9 illustrates the MOS ratings of a
G.729 stream with various degrees of packet loss in a real
network.

Our results show that adding a small delay to reduce
packet loss is clearly a good tradeoff. TheQoS degradation
from the added delay is typically zero or at most minus-
cule while the resultingQoS improvement from the reduced
packed loss is significant.

7. Conclusion

Congestion control and congestion avoidance are pop-
ular research topics, so investigators have done consider-
able work in these areas. However, most of the well-known
congestion-avoidance techniques exploit the transmission-
control mechanism inTCP. Therefore, these approaches are
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not effective for real-timeIP applications, which typically
useUDP as the transport protocol. The intrinsic character-
istics of real-time media applications pose additional inher-
ent problems to the already-challenging congestion-control
issue.

Our new technique for congestion detection and adap-
tive transmission control for real-timeIP applications such
asVoIP is an application-level approach. For that reason,
we can implement our solution on the current infrastructure
using existing protocols. Our method requires only simple
upgrades to the implementations of the transmitting and re-
ceiving endpoints. As the network becomes congested, the
communicating endpoints using our method reduce band-
width utilization to adapt to the congested environment.
When the congestion subsides, the endpoints adapt to the
improvement in the traffic condition and return to their orig-
inal transmission settings.

Since our method is an application-level approach that
runs on the endpoints, the implementation is fully scalable
with respect to the size of the network and the number of
flows. Each endpoint performs a simple task that demands
very little in terms of processing power or memory. To-
gether, all of the endpoints in the system cooperate to alle-
viate the problems that congestion poses for real-time ap-
plications such asVoIP.

In contrast to existing congestion-avoidance techniques,
which simply identify and impose heavy penalties on un-
responsive real-time flows, our technique cooperatively
lessens the bandwidth consumption of these flows by lower-
ing their transmission rates. As a result, real-timeIP appli-
cations that use our approach experience fewer lost packets
and achieve higherQoS.
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Abstract— Many anticipate a future wireless world filled by
a multitude of user devices and wireless technologies. Effective
management of this kind of heterogeneous, mobile, and rapidly
changing ad hoc networks will be a challenging task. We
present and evaluate the Ambient Networks Gateway Selection
Architecture (GSA), which provides support for gateway
discovery, management, and selection for mobile nodes within
dynamic routing groups. A routing group (RG) is a cluster of
nodes in physical proximity, aware of the group membership,
with a common goal of optimizing mobility management and
routing functionality in the group. A gateway is a mobile
node that provides packet relaying and connectivity services
to other nodes in the RG. GSA can be also used outside the
Ambient Networks architecture, and we present how it can
be used with two existing mobility management protocols,
namely Mobile IP and Host Identity Protocol, especially in
the case of moving networks. Our simulation studies show the
benefits gained from group formation when compared to same
functionalities implemented in every individual node. We also
compare the GSA hybrid signaling strategy with proactive
and reactive approaches; the simulation results show that the
hybrid approach scales better when the routing group size grows.

Keywords—Ambient Networks, gateway selection, Host Iden-
tity Protocol (HIP), mobile computing, Mobile IP (MIP), mobility
management, moving networks, routing group

I. INTRODUCTION

Many anticipate a future wireless world filled by a mul-
titude of user devices and wireless technologies. Effective
management of this kind of heterogeneous, mobile, and rapidly
changing ad hoc networks will be a challenging task. The
Ambient Networks project [1] addressed this challenge by
developing innovative network solutions based on the dynamic
composition [2] of networks providing access through the in-
stant establishment of inter-network agreements. The Ambient
Networks concept [3] includes the Ambient Control Space
(ACS) [4], which provides common control functions to a
wide range of different applications and access technologies,
enabling the integrated, scalable and transparent control of
network capabilities.

Mobility management, a key component of Ambient Net-
works, can be defined as the set of functions that allow a com-
munications system to adapt itself, seamlessly and optimally,
to changes in physical and logical topology of the network. A
goal of the Ambient Networks mobility solution is to provide
a framework within which existing mobility solutions can be
deployed and interoperate, whilst ensuring that new mobility
solutions can be added as and when they become available.
Novel mobility concepts (e.g., see [5]) have been developed

to better support moving groups of nodes and users, such as
personal area networks and networks formed in mass transport
vehicles, such as commuter trains.

Within Ambient Networks, nodes in a moving network can
be linked to form a cluster referred to as the Routing Group
(RG) [6]. Let us clarify the distinction between the terms
cluster and routing group. Take a set of mobile nodes, U ,
and a set of base stations, B, connected to the wired network.
Each bj ∈ B can provide wireless connectivity to all nodes
x ∈ U within its coverage area. A cluster, S ⊆ U , is defined
as the set of nodes from U that can (i) communicate with
each other, (ii) are physically close to each other and, (iii) are
likely to remain so. Although (i) and (ii) can be determined
using information from layers 1–3, (iii) can be determined
only by taking into consideration other situational and context
information. Identification and formation of such clusters can
enable communication and shared use of applications, while
several other optimizations, related to routing and mobility
management can be pursued.

In each cluster one node is elected to act as the cluster head.
Each cluster head is aware of the cluster topology, including
the nodes and their roles. Within each cluster, one or more
nodes can act as gateways, relaying packets for other nodes
and providing connectivity to other networks. A routing group
(RG) is defined as the set of nodes R ⊆ S, in which the
nodes are aware of group membership. This allows even more
possibilities for optimizations than a cluster.

In previous work [7], the Gateway Selection Architecture
(GSA) was introduced to provide support for gateway identi-
fication, management, and selection within a routing group. Of
course, one might expect that by grouping nodes and delegat-
ing mobility management to the cluster head and the gateways
certain performance optimizations are possible as discussed
in [7]. Later, the performance of the GSA was evaluated by
simulations in [8]. In this paper, we willl elaborate GSA,
provide a detailed description of GSA and present performance
evaluation results, delivering for the first time a complete
coherent view of GSA.

The paper is organized as follows. In Section II we take
a look at related work in the area of mobility management.
Section III describes the GSA architecture and Section VI
shortly compares GSA to other related work and discusses
the possible benefits of GSA. In Sections IV and V we
describe how the GSA architecture can be used outside the
Ambient Networks framework with existing mobility manage-
ment protocols, namely Mobile IP (MIP) and Host Identity
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Protocol (HIP). Section VII describes the simulation scenario
and results and Section VIII concludes the paper. Table I lists
the acronyms used throughout the paper for easy reference.

II. MOBILITY MANAGEMENT

In the context of mobile/wireless networks three approaches
have been followed with respect to gateway discovery. The
first is a proactive strategy whereby the gateways broadcast
advertisements to the whole network. The nodes requiring
gateway services choose the most suitable gateway based on
the advertisements they received. In reactive strategies, the ini-
tiative lies with the nodes, which broadcast request messages
to the network and select the most suitable gateway based on
the replies that are unicasted to them. In hybrid strategies,
gateway advertisements are usually broadcasted only to the
nodes “near” the gateway. For instance, the advertisements
may have a limited time to live (TTL) value, say, three hops.
Nodes farther than this amount of hops have to use request
messages to receive gateway services. That is, if a node x does
not receive a broadcasted advertisement from any gateway, it
will broadcast a gateway request message.

Gatewaying can be seen as a service, so the gateway discov-
ery problem is similar, to some degree, with the general service
discovery problem. The Service Location Protocol (SLP) [9]
is an IETF protocol for service discovery and advertisement.
There are three entities in the SLP: service agents (SAs), user
agents (UAs) and directory Agents (DAs). SAs advertise the
service to the network or to DAs, UAs try to find services for
the applications. DAs cache the information about available
services based on SAs’ advertisements.

The most popular way to provide Internet access to nodes
within ad-hoc networks and in mobile networking scenarios
seems to be extending the Mobile IP (MIP) protocol for either
IPv4 or IPv6 networks. In the following subsections we briefly
go through the basics of MIP and study how it has been
extended to work with moving networks.

A. Mobile IP

In MIPv4 [10], the base station (BS) nodes act as Home
(HA) and Foreign Agents (FA) for the mobile nodes. The HA
keeps a list of mobile nodes that are attached to it, i.e. the
mobile nodes that belong to the same subnet as the HA. When
the mobile node moves away from the HA, it eventually starts
using another BS as its network connection point. The new BS
will act as FA for the mobile node and it provides a care-of
address (CoA) from its subnet address space for the mobile
node. The CoA is transmitted also to the mobile node’s HA,
which establishes a tunnel between the HA and FA. Tunneling
means that packets destined to the mobile node are forwarded
from the HA to the FA using IP-in-IP encapsulation [11]. The
FA decapsulates the packet and transmits it to the mobile node,
which is currently in its subnet. Thus, the HA and FA nodes
(i.e. BSs) act as gateways for the mobile nodes.

In MIPv4, the HAs and FAs advertise themselves by
broadcasting periodically beacons, i.e. a proactive approach
is adopted. However, if the mobile node does not have a

connection to any BS, it may broadcast a solicitation message
to find one. BSs that receive the solicitation message will reply
by sending the beacon packet. Thus, MIPv4 supports also the
reactive approach, even though it mainly relies on the use
of proactive approach. The beacons are not forwarded; MIP
supports only one wireless hop.

In MIPv6 [12], the mobile node has the FA functionality
built in. When the mobile node is outside its home network,
it sends a binding update to its Home Agent informing its
current care-of address. It may also send the binding update
to its correspondent node if that supports MIPv6. In that case,
packets from CNs may be routed directly to the mobile node’s
care-of address, without going via the HA. In addition to the
optimal route, the overhead is also smaller since instead of
IP-in-IP encapsulation, IPv6 routing header can be used.

B. Extending MIP to multi-hop ad hoc networks

Since MIP supports only one wireless hop, several ap-
proaches have been presented to extend MIP to make Internet
connections available for the ad hoc network nodes that do
not have a one hop route to the FA. Sun et al. [13] present
an architecture where MIP is combined with the Ad hoc On-
Demand Distance Vector (AODV) protocol [14] and a reactive
approach to solicit FA advertisements is used. Ratachandani
et al. [15] on the other hand use a hybrid approach where
the FA advertisements are flooded within a limited number of
hops from the FA; nodes outside this hop limit use reactive
approach.

The simulation studies in MIPMANET (Mobile IP for
Mobile Ad Hoc Networks) [16] show that it is highly valuable
to be able to choose the closest access point to the Internet
since it reduces the overall load in the moving network. In the
scenario used in [16], broadcasting the MIP FA advertisements
was found better than unicasting them to each MIP using
node inside the moving network. Unicasting the advertisement
meant in this case that the FA unicasted the advertisement to
every moving node that was registered with it. The broad-
casting approach provided better options for mobile nodes
to change the FA to a better one since the advertisements
were broadcasted periodically. In the unicasting approach, the
mobile nodes used solicitation messages when they did not
have a connection to any FA.

Lee et al. [17] propose a hybrid GW advertisement scheme
for connecting ad hoc networks to the Internet. In that ap-
proach, Dynamic Source Routing (DSR) [18] is used as the ad
hoc routing protocol. Unnecessary flooding of GW discovery
packets is avoided by using advertisement schemes based on
the mobility and traffic patterns of the moving network.

Ghassemian et al. [19] present a performance comparison
between proactive, reactive and a hybrid GW discovery ap-
proaches. In the hybrid approach, the GW advertisements’
time to live was limited, and nodes further away had to use
a reactive approach to solicit advertisements. In the scenario
considered, the proactive approach performed best in case
of packet delivery ratio and the packet delay. The reactive
approach performed worst and the hybrid one was between
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these two. On the other hand, with respect to signalling
overhead, the reactive approach was better than the proactive
one.

C. Network Mobility (NEMO)

In all previous approaches, the GW nodes, i.e. the BSs,
are stationary, so they are not moving. Also, all nodes in
the moving network perform mobility management actions
independently.

The Network Mobility (NEMO) Basic Support Proto-
col [20] extends MIPv6 to manage network mobility. A similar
protocol has been proposed also for IPv4 moving networks
in [21]. NEMO enables reachability and session continuity
for all nodes belonging to the moving network. With NEMO,
mobility is transparent to the moving network nodes. This is
achieved by introducing a special Mobile Router (MR) node
that connects the moving network to the Internet. The MR
binds a network prefix with a care-of address (CoA) indicating
its current location together. MR uses binding update messages
to inform its current CoA to its HA. Nodes within the moving
network are allocated an address from the MR’s prefix. Thus,
they can connect to the Internet without having to participate
in the mobility management since the MR updates the HA for
the whole network, not just for itself. Traffic destined towards
the moving network (i.e. MR’s network prefix) is intercepted at
the HA and tunneled to the MR using IP-in-IP encapsulation.
MR decapsulates the packets and forwards them to the correct
mobile node. In the opposite direction, reverse tunneling is
used, i.e. packets are tunneled from the MR to the HA, and
then directed towards the correspondent node. The NEMO
Basic Support Protocol does not support route optimizations
to correspondent nodes.

NEMO solves the basic problem of network mobility but,
since it is MIP-based, it has some disadvantages inherent to
MIP: MR introduces a single point of failure on the routing
path, tunneling adds overhead, and the routes are not optimal
(so called dog leg routes) since the binding updates to CNs
are not supported.

D. MOCCA

The Mobile Communication Architecture (MOCCA) [22] is
designed for inter-vehicular systems that consists of vehicular
ad hoc networks, road-side Internet Gateways (IGWs), and
a proxy between IGWs and the Internet. MOCCA uses a
modified version of Mobile IP (called Mobile IPv6*) to
support the mobility of vehicles. The Proxy maintains the
vehicles home agents (HAs), IGWs function as foreign agents
(FAs) and the vehicles represent the Mobile Nodes (MNs). The
Correspondent Node (CN) in the Internet sends its data packets
to the MNs home address (i.e. the HA in the Proxy). The Proxy
tunnels them to the FA, which decapsulates and forwards them
to the MN. The Proxy also separates the transport layer end-
to-end connections in order to prohibit e.g., TCP connections
to time out.

Since MIP does not support multi-hop ad hoc networks (the
MN may be more than one hop away from the IGW), MOCCA

employs a modified version of the Service Location Proto-
col [9] for discovering the IGWs. In MOCCA, the Service
Agent is located on the IGWs and it announces periodically
its Internet access service. The service advertisements are
geocasted, i.e. broadcasted in a geographically restricted area.
The Directory Agent is located in the vehicles. It extracts the
information from the service announcements and caches it to a
local database. The advertisements include information about
the current number of clients using the IGW, IGW’s available
bandwidth, geographical position and optionally some other
information. The User Agent (i.e. mobile device) within the
vehicle queries the database and configures Mobile IPv6* to
use one of the available IGWs as its FA. In case multiple
IGWs are available, the UA selects the IGW that fits best to the
requirements of the applications. The selection is made based
on a fuzzy logic algorithm that predicts QoS parameters like
expected delay, dropouts and the probability of disconnection
for the connection.

The MOCCA implementation covers both network and
transport layer protocols. As such, it does not support the
mobility of legacy applications running on devices inside the
car. For supporting legacy applications (without modifications
to those), MOCCA includes also another proxy inside the
vehicle. This proxy hides the device from the Internet, so it
is not reachable outside the vehicle. However, the device can
access Internet services. To be reachable outside the vehicle,
the device should additionally support MIPv4, too.

E. Host Identity Protocol

The problems in MIP-based mobility are based on the
TCP/IP stack architecture. The IP address is used for both
identifying the host and stating the host’s current network
attachement point, i.e. the location of the host. When the host
is moving, it has to change its attachement point, which means
changing its IP address. On the other hand, the transport layer
connections are bound to certain IP address and port. Keeping
the transport layer connections while moving requires also
update on the transport layer.

In the Host Identity Protocol (HIP) architecture [23] the
host identifiers and locators are separated. A new layer is
introduced between transport and network layers. Transport
layer connections are not anymore bound to IP address and
port, instead a Host Identifier (HI) is used. IP address is used
only for forwarding packets. This allows new possibilities
for mobility and multihoming, as described e.g., in [24].
HIP-based mobile routers, like [25] and [26], are especially
interesting from the moving network support perspective.

III. GATEWAY SELECTION ARCHITECTURE IN AMBIENT
NETWORKS

Both proactive and reactive gateway discovery schemes have
their pros and cons. A reactive approach does not create
unnecessary traffic, but on the other hand, it exhibits longer
delays. A proactive approach comes with smaller delays, but
introduces possibly unnecessary traffic. On the other hand,
ability to select the most suitable gateway is worth of some
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Fig. 1. GSA as part of ACS

extra traffic, as argued in [16]. Proactive approach suits better
for this purpose since the status of the gateway is updated
periodically in the advertisements and the new gateways can
be discovered earlier.

GSA adopts a hybrid approach for gateway discovery,
introducing a special kind of nodes called gateway selectors
(GWS). In GSA, service advertisements and requests are
unicasted to the gateway selectors, thus simplifying informa-
tion dissemination and updates regarding gateway (or more
enhanced mobile router) nodes and their capabilities. This
should not only decrease the amount of signaling overhead,
but also allow the majority of the nodes to have only limited
computational capabilities and battery power by keeping the
intelligence in the gateway selectors. By introducing GWS
nodes, GSA borrows a little from the Service Location Proto-
col (SLP) [9], with GWSs resembling to Directory Agents,
gateways to Service Agents, and other RG nodes to User
Agents.

As illustrated in Figure 1, GSA is part of the ACS and
it is supported by many other ACS functional entities such
as triggering (TRG) [27], [28], Routing Group management
(RG) [6], context information management (CIB) [29], [30],
and multi-radio resource management (MRRM) [31], which
are capable of providing a wealth of information related to
gateway discovery and selection. GSA is designed to utilize
this extra information aiming at making optimal gateway
selections.

Figure 1 shows also the three interfaces that are used to
access the ACS functionalities. The Ambient Service Inter-
face (ASI) is used by higher layer applications and services
to issue requests to the ACS concerning the establishment,
maintenance and termination of the end-to-end connectivity.
The Ambient Resource Interface (ARI) is used for managing
the connectivity plane resources such as routers, switches, and
radio equipment. The Ambient Network Interface (ANI) is
used for transferring information between different Ambient
Networks.

The triggering (TRG) functional entity is a vital part of
the ACS since it informs the other functional entities about
different events in the Ambient Networks. Main elements of
the TRG, as detailed in [28], are the entities which create

Fig. 2. TRG components

events (producers) and the entities that use the trigger infor-
mation (consumers). TRG collects the event information from
various producers via a specific collection interface, processes
the collected events and distributes the created triggers to the
interested consumer entities. A producer, as well a consumer,
can be any entity implementing the collection interface. In
other words, the same entity can act both as a producer and
a consumer. Figure 2 illustrates TRG with different producers
and consumers.

TRG might have several event collectors, which may be
distributed, collecting different types of events. A number of
collectors might be needed since the producer might be the
entity implemented in kernel space or an application in user
space. Having a separate collector per producer entity with a
dedicated inteface allows the communication between nodes
with different operating systems as well.

In order to use the collection interface, producers need to
register their triggers with TRG. By registering, each producer
and their triggers can be identified and, further on, interested
consumers can subscribe to get certain identified triggers. All
this is a part of the processing mechanism that supports also
the filtering of triggers. With filtering, consumers get only
those triggers they are subscribed to. Using this filtering func-
tionality together with the support for system wide policies,
TRG can not only provide the way for efficient distribution of
right triggers to the right consumers, but also provides a way
to control consumer access to event sources.

Figure 3 shows the internal structure of the GSA functional
entity. GSA uses TRG for implementing its signaling, i.e.
the gateway advertisements and requests are transmitted as
triggers. GSA includes a GSA Trigger Consumer for receiving
triggers. Depending on the trigger received, its information
may be stored to the GSA Parameter Collection or Policies
data storage, and/or it may be further processed by the GSA
Decision Engine. Based on the processing results, a new
trigger may be generated and sent by the GSA TRG Producer.
The actual behaviour of the trigger processing depends on the
node’s role, i.e. whether the node is a GW, GWS, or GW
service user.

The gateway node’s GSA Decision Engine uses the GSA
Trigger Producer to periodically (or when needed) generate
updates about its GW service status by sending a gateway
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Fig. 3. GSA internal structure

advertisement trigger to TRG. The GW service parameters are
maintained in the Parameter Collection data base. The GSA
TRG Consumer subscribes to all triggers related to the node’s
context, RAN status, and so on. Policies may contain rules,
such as whether the node is allowed to provide the GW service
to other nodes.

An RG node starts the GW request process when its GSA
Trigger Consumer gets a request trigger sent by an application.
The application communicates with the ACS via the ASI
interface. The GSA Trigger Producer creates a GW request
message including service requirements, and sends it to TRG.

Subsequently, GWS’s GSA Trigger Consumer receives the
GW advertisement triggers and stores the status information of
the gateway node to Parameter Collection. It also receives the
GW request triggers from RG nodes that need GW service.
GWS’s GSA Decision Engine compares the service request
parameters to the available gateways’ parameters and selects
the best match. The result is transmitted to the requesting node
in a form of GW response trigger containing the address of the
gateway and its GW service parameters. The actual algorithm
to select the best GW is out of the scope of this paper but, for
example, it can be a weighted sum over selected parameters
(this approach is used e.g., in the selection of the cluster head
node in [32]).

Usually, TRG is located on the same node as GWS, so the
communication between TRG and GWS is node-internal and
does not consume network resources. If the RG has also a
cluster head, it is usually collocated also on the same node. If
the cluster head (i.e. the RGM entity in Figure 1) or TRG is
located at a different node than GWS, the information is then
transmitted as triggers between the nodes. Thus, GWS’s GSA
Trigger Consumer also receives and GSA Decision Engine
handles triggers dealing with e.g., topology changes in the
routing group. In every case, GWS has always up-to-date
information about the RG and its nodes. Actions (e.g., re-
selection of the GW for certain RG nodes) are launched
whenever deemed necessary.

Although GSA was designed originally to work within the
Ambient Networks architecture, there are no reasons why
GSA could not be used also outside Ambient Networks. In
Ambient Networks the ACS binds the different functional
entities together, but on the other hand, these entities, or
the information they produce, may be used also separately.

Fig. 4. Moving FA as a gateway for Routing Group nodes

For example, TRG and GSA can be set up to any moving
network; they are not dependent on any Ambient Networks
architecture specific entities. Actually, TRG is the first step in
the Ambient Networks migration plan [33]. Gateway selection
related triggers are then perhaps produced by some other
entities as in Ambient Networks, but still, GWS can make
the decisions based on the information that is available. In
fact, GSA can be used even without TRG; its principles can
be easily applied to existing MIP and HIP implementations
for mobility management optimizations for moving networks.
In the following two sections we briefly explain how this can
be done.

IV. GSA WITH MOBILE IP
In MIPv4 [10], base stations act as Home and Foreign

Agents (HA and FA, respectively) for mobile nodes. In moving
networks, the gateway nodes can act as FAs for all nodes in the
RG, forming a hierarchical set of FAs as illustrated in Figure 4.
HAs are still located at the base stations. The gateway nodes
use base stations as their FAs, so they handle their own
mobility like normal mobile nodes in MIP. Alternatively, we
can call these gateways as NEMOv4 Mobile Routers since this
is how they work. The traffic destined to RG nodes goes via
two HAs and two FAs before reaching the destination. The line
width in Figure 4 illustrates the tunneling overhead between
HAs and FAs.

The gateway discovery and selection process starts with the
election of GWS. Normally this functionality lies with the
same node as the cluster head. The cluster head collects and
manages information related to the RG management. Gateway
issues are part of this management so it is natural to include
GWS functionality in the same node. The GWS and cluster
head can be also on different nodes but that may add some
more overhead due to the information exchange between them.
The elected cluster head (and GWS) node informs the whole
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Fig. 5. GSA signalling in MIP-like mobility management

Fig. 6. ICMP Router Advertisement message header extended with MIP and
GSA extensions

RG about its role by broadcasting a role claim (RC) message
(see top part of Figure 5). RG nodes save the address of the
GWS.

MIP makes use of ICMP [34] Router Advertisement and So-
licitation messages. The ICMP Router Advertisement message
is extended by a Mobility Agent Advertisement Extension that
contains e.g., the care-of address(es) of the BS and the lifetime
of the advertisement. The ICMP Router Solicitation message
is used unchanged by MIP. GSA utilizes the same messages
as MIP, but extends them by using optional TLV-encoded
fields for providing extra information (e.g., QoS parameters),
as depicted in Figures 6 and 7. Note that the messages are no
longer broadcasted, as depicted in Figure 5.

Base stations (BS) broadcast periodically their own adver-
tisements that contain the care-of address(es) of the BS and
optionally some other information about the BS (e.g., QoS
parameters). We call these extended MIP BS beacons Base
Station Advertisement (BSA) messages. BSA messages are
not forwarded inside the RG (they carry a TTL set to one).
RG nodes that receive a BSA message and are willing to act

Fig. 7. ICMP Router Solicitation message header extended with GSA
extension

as a gateway exploit the information contained in the BSA in
forming a Gateway Advertisement (GWA) message describing
the gateway service it can provide.

GWA messages are unicasted to GWS by gateway nodes in
response to the received BSA message. A GWA message is
also sent as a response to a received RC(GWS) message, that
is, when the RG is formed and the GWS is selected. The GWA
message includes the address of the GW and its parameters, for
instance, bandwidth, battery state of charge, supported radio
access networks, and connection monetary cost (free of charge
vs. charge based on traffic volume or connection duration), to
name a few. In short, a GWA is another kind of MIP BS
beacon, extended with some additional information just like
BSA, but instead of broadcasting it with TTL=1 it is unicasted
to the GWS (with TTL>1). So, in GSA, both the BS and
GW nodes send extended MIP BS beacons (as illustrated in
Figure 6).

The gateway selector saves the gateway’s parameters to
the list from the received GWA message (Figure 5, middle
part). The RG nodes make a gateway request (GWR) to
GWS when they need gateway service. The GWR message
contains requirement parameters for the GW service (same
as the GWA message). As depicted in Figure 7, it is a type
of extended MIP solicitation message. When GWS receives
a GWR message it browses through its list of gateways and
selects the most suitable one. GWS replies with a response
message (GWRESP) that includes the address of the selected
GW and its parameters (a sort of extended MIP BS beacon). In
case the node is not satisfied with the service chosen/available,
it may cancel/postpone the connection or make a new request.
Otherwise, it updates its routing table so that the traffic
destined outside the RG is routed via the selected gateway.
It also sends a registration message (GWREG) to its HA (as
is the case in MIP).

V. GSA WITH HOST IDENTITY PROTOCOL

In the Host Identity Protocol (HIP) Architecture [23] hosts
are identified by public keys (Host Identities), not with IP
addresses. This helps in mobility and multi-homing issues
since the nodes can change their IP addresses and still be
reachable via the same Host Identity.

The HIP base exchange [35] allows any two HIP-enabled
hosts to authenticate with each other and create a HIP as-
sociation between them. The base exchange consists of four
packets: I1 is the trigger packet sent by the Initiator to the
Responder. I1 contains only the Host Identity Tag (HIT)
of the Initiator and possibly the HIT of the Responder (if
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known). The second packet, R1, starts the actual exchange.
It contains a puzzle, initial Diffie-Hellman parameters and a
signature covering part of the packet. I2 contains the solution
to the puzzle, Diffie-Hellman parameter for the Responder.
The packet is signed. R2 is a signed message finalizing the
base exchange.

Before starting the base exchange, the Initiator has to
acquire the Responder’s IP address. The HIP Rendezvous
Extension [36] introduces a Rendezvous server (RVS) that
serves as an additional initial contact point for its client HIP
nodes. With RVS, the initial contact can be made by using
RVS’s IP address. RVS’s clients become reachable via RVS’s
IP address. This is very beneficial in case of mobile nodes
that change their network attachment point, and thus also
their IP address, frequently. After the base exchange, the
communication is based on Host Identities, even though the
IP address changes have to be signalled to the peer hosts so
that packets can be routed correctly at the IP layer. Address
changes are made by sending an UPDATE packet containing
the new location information.

The base exchange can also include information about
available or requested services [37]. A HIP host capable
and willing to act as a service provider includes also the
REG INFO parameter in its R1 packets, thus announcing its
available services. The UPDATE packet can also be used for
this purpose if new services become available after the HIP
association has been established. To request registration with a
service, a requester includes a corresponding REG REQUEST
parameter in an I2 or UPDATE packet.

There are two ways for HIP nodes to initiate the service dis-
covery process [38]. In the so-called on-path service discovery
a HIP node sends a Service Discovery Packet (SDP) towards
the peer node in the Internet (for example its own RVS). Each
host on the SDP’s path that provides services responds with a
Service Available Packet (SAP). SAP may contain information
on all services it provides. Alternatively, in case the SDP
requested only a particular service, only those services are
included in the SAP. SAP also includes the R1 parameters.
Thus, after receiving a SAP, the HIP base exchange can be
completed with I2 and R2 messages; SDP corresponds to the
I1 packet in this case. If the HIP node wants to search services
available only on a certain network region, it may use different
multicast addresses instead of the address of the peer node in
the Internet.

In certain cases it is not feasible to use the on-path service
discovery. The HIP hosts can then use the so-called passive
discovery method. In this method, the HIP service providing
nodes “sniff” passing HIP packets. If a packet fulfilling certain
conditions is detected, a SAP can be created and sent to the
HIP node that originated the matched packet.

GSA can be used also with HIP, especially in moving
networks with HIP-based Mobile Routers. The same principles
apply as with MIP: certain messages are extended with some
additional information and the destination of some messages
may be different than in normal HIP service discovery. All
HIP packets contain a common header part and optional TLV-

Fig. 8. HIP packet header format

Fig. 9. GSA signalling in HIP-like mobility management

encoded parameters, as shown in Figure 8, so extending HIP
packets with MR selection related extensions is straightfor-
ward. The signalling is depicted in the Figure 9.

In case of HIP, GWS can be seen as a service. GWS
provides the MR selection service. Nodes capable and willing
to provide mobile router service register with GWS. Four-way
base exchange extended with service discovery and registration
information is needed for that at first time. The IP address of
the GWS is known since it is signalled during the routing
group formation process. After registration, MRs can use
UPDATE packets as their MR service advertisements. HIP
nodes requiring MR services can send their requests to the
GWS, which replies with the best available MR for the
requester’s needs. After that the requester registers with the
MR service and starts using it. UPDATE packets can be used
in case of any changes regarding the service, e.g., location
updates.
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VI. DISCUSSION

Of course, one might expect that by grouping nodes and
delegating mobility management to the cluster head and the
gateways certain performance optimizations are possible as
discussed in [7]. The motivation for including the GWSs aims
at simplifying the signalling overhead regarding gateways and
their capabilities. By using GWSs, the topology for advertising
and finding a GW is a unicasted star rather than the whole
network flooded with messages. As a hybrid solution it has the
benefits of both proactive and reactive approaches: the status
of the gateways is known in the GWS all the time due to the
advertisements, but the whole network is not unnecessarily
flooded with them. The nodes requiring gateway service,
request it from the GWS; the requests are not flooded to the
whole network. New gateways are discovered as they become
available, and GWS can direct the nodes to use them if they
are more suitable for the nodes. GSA also allows the majority
of the nodes to have limited computational capabilities and
battery power because the intelligence is kept in the GWSs;
thus, there is no need for spending so much resources (e.g.,
battery or computation power) in the other RG nodes.

A moving network such as a NEMO network can be seen as
a RG with only a single MR. As identified in section II, dog
leg routing is an issue in NEMO (or in general, MIP) based
moving networks. This is especially true if there are nodes
belonging to another home network as opposed to that of the
MRs home network. In that case, all packets destined to or
sent by such nodes need to go through two Home Agents, as
illustrated in Figure 4. GSA is advantageous in this situation
since the RG may have also other GWs as the MR. One GW
could have the same home network as the other nodes in the
RG and then the GWS, using context information, may direct
them to use that GW instead of the MR. There might be also
some other situations (e.g., load balancing) when the MR is
not the best option for all RG nodes; in these situations GSA
can provide for better GW selection results for the nodes.

Another drawback of the NEMO architecture is that the MR
adds a possible single point of failure to the moving network.
In GSA, GWS could be able to direct the nodes to use possible
other GW nodes in case the MR fails. On the other hand, GWS
nodes may fail in the GSA. This is why the RGs can have also
secondary GWS nodes containing the same functionalities.

In the MOCCA architecture [22], the service agent inside
the moving car caches the service advertisements sent by
the road side gateways. Nodes inside the car ask the list of
available gateways from it and select the most appropriate GW
into use based on a fuzzy logic algorithm. So, MOCCA uses
partly the same approach as GSA since the advertisements are
gathered in one place and service users ask them from there.
However, in MOCCA, and in the approaches that extend MIP
to work in multi-hop ad hoc networks (such as [13], [15], [16]
and [17]) the mobile nodes handle their mobility individually
(as opposed to NEMO or HIP Mobile Routers) and make the
GW decision by themselves. In GSA, the GWS makes the
decision. The gateway or mobile router has to be moving along

Fig. 10. The simulation scenario

with the moving network so that mobility management can be
hidden from the nodes in the moving network, which is the
case in GSA architecture.

VII. EVALUATION

In the following two subsections we attempt to quantify
the benefits of the GSA in simulation scenarios where several
nodes move together in a mass transit vehicle.

A. Methodology

We use the ns-2 network simulator (version 2.28) [39] to
evaluate GSA’s MIP-like mobility management (as illustrated
in Figure 4) in a commuter train scenario, as illustrated in
Figure 10 (the figure is not to scale). We are interested in
quantifying (a) the gains of GSA vs. standard MIP and (b) the
advantage of GSA vs. general proactive and reactive strategies.
The scenario includes a commuter train (total length=70 m,
approx. 3 wagons; wagon width=3 m), and n passenger
devices, which are randomly distributed inside the 210 m2

area of the commuter train. For the purposes of this study,
we configure only one mobile device to act as a gateway. The
gateway functionality was implemented in ns-2 by adding the
BS node’s FA functionality to a mobile node, too.

During the first 25 s of the simulation, the mobile devices
form a single, stable routing group. At t = 25 s the train starts
moving at a constant speed of 11 m/s along a straight railway
track. From t = 25 till t = 180 s the train passes by four base
stations located along the railway track. The base stations are
placed far from each other so that there is no coverage area
overlapping. The first one, BS1, was configured to be the HA
for all mobile nodes. The base stations were connected to each
other via wired links and a wired node. The wired links have
a bandwidth of 100 Mb/s with propagation delay set to 2 ms.
The wired node also acted as a correspondent node to a mobile
node, by sending constant bit rate UDP traffic to one of the
mobile devices on the train. The IEEE 802.11 MAC layer data
rate was set to 11 Mb/s, and it was used by all nodes in the
train, using the free space signal propagation model and the



60

International Journal On Advances in Networks and Services, vol 1 no 1, year 2008, http://www.iariajournals.org/networks_and_services/

 0

 100

 200

 300

 400

 500

 600

 700

 800

 900

 0  10  20  30  40  50  60  70  80  90  100

# 
m

es
sa

ge
s 

pe
r 

no
de

# mobile nodes

MIP
GSA
PRO
REA

Fig. 11. Mean number of sent messages per node using MIP, GSA, proactive
(PRO), and reactive (REA) approaches, excluding RG formation and routing
protocol messages; error bars indicate min and max values

DSDV routing protocol inside the RG. For RG formation and
management we used the stability-based clustering protocol
described in [32]. Unless mentioned otherwise, we run the
simulation using the default values and settings in ns-2.

We evaluate the performance of GSA centering on the
amount of required control signaling and compare it primarily
with proactive and reactive algorithms, but also with the case
where every mobile node manages its own mobility using
MIP. As such, in all results reported below, we consider only
the signaling required to provide the same functionality that
MIP provides, and we exclude, for instance, routing group
formation related signaling and DSDV messages. Further
studies of MIP covering, for example, the effect of the velocity
to the handoff, throughput and packet loss are presented in [40]
and the references therein. The following subsection presents
results from ten independent replications, for each of the
scenario configurations presented above.

B. Results

First, we consider the number of sent messages per mobile
node in either of the four alternative strategies. Figure 11
presents the mean number of sent control messages per mobile
node. The error bars indicate the min and max values. The
standard deviation σ varies between 9 and 24 with MIP and
0.02 and 0.6 in all other cases. Overall, as the routing group
size increases, on average, nodes send fewer control messages.
Clearly, forming a routing group is beneficial as compared to
having each and every node use normal MIP to manage its
mobility. The gains are typically an order of magnitude and
increase as more nodes are added to the routing group. For
example, in the case of n = 3, on average per node, MIP has
to send more than four times the number of messages than
GSA. At the other end of the range we explored, with n = 98

the difference is over 78 times. This is because there are
many more nodes replying to BS advertisements and sending
registration updates to HAs in MIP than in case of a routing
group.
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Fig. 12. Zoom of Figure 11 for GSA, proactive (PRO) and reactive (REA)
approaches

Comparing GSA with proactive and reactive approaches
only (Figure 12), which also take advantage of group for-
mation, we note that GSA underperforms. When employing
GSA, on average, nodes have to send more messages than
if they had used a proactive and reactive approaches. This is
due to its hybrid strategy. When n = 3, using GSA nodes
transmit 1.5% and 18.7% more signaling packets than when
using proactive and reactive approaches, respectively. As n

increases, the proportional difference between the number of
messages sent by GSA and proactive approaches increases,
reaching 29.1% when n = 98. Similarly, GSA’s hybrid
strategy underperforms the reactive approach as the number of
nodes increases, although the proportional difference becomes
smaller: with n = 98, GSA nodes send, on average 12.4%
more messages.

This underperformance is due to the hybrid strategy GSA
adopts. Both gateway nodes and routing group members
send advertisements and requests, respectively, to the gateway
selector. If a proactive strategy is used, then only the former
messages are sent, while if reactive is opted for, only the latter
messages are needed. Nevertheless, in GSA all messages are
unicasted whereas in the proactive and reactive approaches,
all messages are broadcasted, which forces mobile nodes
to spend resources processing these messages regardless of
whether they are useful in their current state. Broadcasting
is a considerably “heavier” operation when compared to uni-
casting. Moreover, when employing the reactive approach, as
implemented in the simulation model, it was not possible to
re-select the gateway before the connection was lost (break-
before-make handover). On the other hand, in both GSA and
proactive approaches the status of the gateways is reported in
the advertisement messages periodically, enabling seamless,
make-before-break handovers and better load sharing, which
may assist avoiding congestion incidents.

Figure 13 presents the amount of processed control mes-
sages and tells a similar story with Figure 11 with respect to
the benefits of forming a routing group as opposed to using
standard MIP. We refer to processed control messages as all
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Fig. 13. Mean number of processed messages per node using MIP, GSA,
proactive, and reactive approaches, excluding RG formation and routing
protocol messages; error bars indicate min and max values

sent, forwarded, received and dropped packets handled above
the MAC layer. As before, RG management and DSDV routing
protocol messages were excluded, and so the average number
of processed control messages is a good indicator of the total
resource costs needed for gateway discovery and selection.
MIP clearly underperforms the other three approaches. The
standard deviation σ varies between 159 and 395 with MIP
and 1.3 and 6.6 in all other cases.

The real gains when using GSA instead of proactive or
reactive strategies are illustrated in Figure 14. First, GSA’s
hybrid signaling algorithm outperforms a proactive approach
in all configurations. In fact the gains increase with n: for
n = 3, on average, GSA nodes process 13.2% less control
messages; with n = 98, they process 43.4% less messages.
Second, GSA underperforms a reactive approach in small
routing groups (n ≤ 15). For n = 3, GSA nodes process,
on average, 14.7% more messages (940.7 vs. 820.4). As n

increases, GSA’s relative performance against the reactive
approach improves. With n = 98, GSA nodes need to
process 50% less control messages than nodes using a reactive
approach.

We note no other significant differences besides those men-
tioned above. Connection lost time between base stations was
effectively the same in all scenarios, with small variations due
to the locations of the nodes. The delay introduced by gateway
discovery was not studied here because the gateway selection
was triggered well before the GW service was actually needed.
Nevertheless, we can say that GSA has a smaller (or equal)
delay than reactive approaches, because the requesting node
has to wait for only one response from the GWS; in reactive
approach the node has to wait for a certain time in order
to gather responses from all possible gateways and do the
selection among those. Proactive approaches typically have
very small delays—gateway selection occurs whenever needed
among the saved advertisements.
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VIII. CONCLUSION

We presented the Ambient Networks Gateway Selection Ar-
chitecture, which manages the gateway discovery and selection
mechanisms. We also showed how GSA can be used outside
the Ambient Networks architecture, with Mobile IP and Host
Identity Protocols.

We evaluated GSA with respect to sent and processed
control messages in a moving commuter train scenario using
simulation. The number of nodes in the train was varied
between 3 and 98, which is quite large value for typical
simulation studies, but on the other hand, also a representation
of a real case on limit. We found that GSA has a considerable
advantage over other alternatives. In particular, although GSA
nodes transmit slightly more but unicasted control messages,
as opposed to broadcasted control messages used in reactive
and proactive strategies, GSA nodes need to process only 75%
or less of the control messages processed using the alternative
strategies, for medium-size routing groups. As an aside, we
also verify the benefits from forming a routing group as
opposed to having each node use Mobile IP independently.
Our results show that GSA has more lightweight signaling
than proactive or reactive approaches and that it scales much
better as the routing group size grows.

Our future work includes the development of the gateway
selection algorithm based on the parameters in gateway ad-
vertisements and requests. This includes also the definition of
more detailed GSA extensions to ICMP Router Advertisement
and Solicitation messages. With the selection algorithm we
can study further the effects of selecting the most suitable
gateway for the routing group nodes. The effects of the
gateway discovery delay to service quality are also part of
our future work.
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TABLE I
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GSA Gateway Selection Architecture
GW Gateway
GWA Gateway Advertisement
GWR Gateway Request
GWREG Gateway Registration
GWRESP Gateway Response
GWS Gateway Selector
HA Home Agent
HI Host Identity
HIP Host Identity Protocol
HIT Host Identity Tag
ICMP Internet Control Message Protocol
IEEE Institute of Electrical and Electronics Engineers
IETF Internet Engineering Task Force
IGW Internet Gateway
IP Internet Protocol
MIP Mobile IP
MIPMANET Mobile IP for Mobile Ad Hoc Networks
MN Mobile Node
MOCCA Mobile Communication Architecture
MR Mobile Router
MRRM Multi-Radio Resource Management
NEMO Network Mobility
PRO Proactive
QoS Quality of Service
RAN Radio Access Network
REA Reactive
RG Routing Group
RVS Rendezvous Server
SA Service Agent
SAP Service Available Packet
SDP Service Discovery Packet
SLP Service Location Protocol
TCP Transmission Control Protocol
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TTL Time To Live
UA User Agent
UDP User Datagram Protocol
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Abstract

Distributed Hash Table (DHT) algorithms structure
peer-to-peer networks to provide nodes with fast and scal-
able lookups. In recent DHT solutions, such as Chord and
Kademlia, the contacts of a node in the overlay network are
determined so as to keep up with a lookup cost of O(logN)
in a network of N nodes. As opposed to these, one of the
first DHT solutions, called Content Addressable Network
(CAN), has the drawback of limiting the lookup cost only in
O(dN

1
d ) where d is the number of dimensions in the coordi-

nate space, a fixed network parameter. However, CAN has
several merits to exploit, such as its multi-dimensional ID
space and its special ID space structure. Thus, in this paper
we present an improved algorithm called Long-Range CAN
(LR-CAN), able to eliminate the rigidity of the original sys-
tem and to provide a more scalable and resilient solution,
not only compared to the original version, but also to the
currently best performing DHTs that we already mentioned.

Keywords: Distributed Hash Table, Content-Addressable
Network, small world, lookup-cost limitation, signaling op-
timization

1. Introduction

Distributed hash table algorithms construct structured
P2P networks to control the communication cost of resource
lookups. Resource or content lookups in DHT protocols
are performed based on a key that is a hash print of the
searched content. Nodes and keys are mapped on an iden-
tifier (ID) space, and the distance between the key and the
node performing the lookup is determined. Usually, the pro-
tocols employ a greedy forwarding mechanism to forward
the lookup to the owner of the key.

During this greedy forwarding, a node thus scans its con-

tacts to find the closest node to the key. Generally, contacts
can be classified into two categories: short-range and long-
range contacts. The former category consists of contacts
very close to the node in the ID space; they are indispens-
able for a node to properly participate in a DHT. If some, or
all of the short-range contacts fail, a node may be unable to
forward lookups. As opposed to these, long-range contacts
are not mandatory for nodes to survive; however, they are
useful to accelerate the lookups so as to be of a length pro-
portional to the logarithm of the network size. DHT proto-
cols define, set up, and maintain their short- and long-range
contacts differently.

One of the first published DHTs was CAN [1]. It maps
nodes and keys onto a d-dimensional ID space that wraps
to a d-torus. The ID space is split into d-dimensional zones
which are assigned to the nodes. A node is responsible for
keys which map into its zone. The algorithm defines only
short-range contacts for a node, which are its immediate
neighbors on the torus. This concept significantly reduces
the cost of maintaining contacts and thus signaling, as the
number of contacts remains O(d). However, lookup lengths
may grow long and present large variations. An answer to
this problem might be to increase the number of dimensions
of the torus. As a consequence, the number of short-range
contacts increases, the ID space is distributed along more
dimensions, and thus hop distances decrease. The num-
ber of dimensions d can be chosen so as to make lookup
lengths proportional to logN ; however, d is a fixed system-
wide parameter, and if one would like to change it on the fly,
costly algorithms would be needed to re-hash and reshape
the network accordingly. As a result, lookup lengths remain
O(dN1/d) [1]. If N increases significantly during the life-
time of the system, and if d cannot be modified accordingly,
lookup lengths will be notably longer than with an O(logN)
system. Another solution to reduce lookup cost is the use of
“realities”. In each reality, the ID space is distributed ran-
domly; thus, realities assign different zones for nodes and
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introduce redundancy in the system, as nodes will probably
store different keys in different realities. This method also
reduces lookup cost, as lookups can jump between realities.
However, realities are less effective in decreasing lookup
lengths than the use of an increased number of dimensions.

Chord [2] maps nodes onto a ring as ID space. Short-
range contacts of Chord are called successors and predeces-
sors. Besides these, Chord also uses long-range contacts,
called fingers, to keep lookup lengths O(logN). In case
of m-bit long identifiers, maximum m fingers are main-
tained, placed at exponentially increasing distances from
the node. If we have a look at the basics of the system,
Chord and CAN are very similar. A one dimensional CAN
is an identifier circle, just as Chord. The main difference is
that Chord has a different join and zone assignment strategy
than CAN, and it has fingers, while CAN may have multi-
ple dimensions. Unfortunately, the main drawback of Chord
is the one-dimensional ID space and the unidirectional cir-
cle. Bidirectional Chord [3] eliminates the problem of uni-
directionality, but increases the maintenance load of the net-
work to keep fingers precise, although the bidirectional ring
makes the system less sensitive to the imprecision of fin-
gers.

Kademlia [4], a system developed from the basics of Pas-
try [5], is different in many ways. First, it defines a new
distance metric, called XOR distance. The ID distance of
two nodes is the XOR value of their identifiers. The XOR
distance is unidirectional. In order to find short- and long-
range contacts, each node examines the senders of messages
which flow in the system upon joins and lookups, and de-
cides whether to record a sender as a contact or not. In case
of m-bit IDs, a Kademlia node n stores m buckets. Kadem-
lia only defines ID ranges per buckets which should be cov-
ered by some nodes in contrast to the deterministic approach
of Chord. To enhance routing performance, at most k nodes
can be recorded to each bucket. A node stores a key if it
cannot forward it to any node closer to the key. The param-
eter k also introduces redundancy by storing keys at mul-
tiple nodes. Kademlia has an iterative lookup strategy that
always returns lookups to the initiator after visiting a new
hop, until the destination is found. Compared to a recursive
strategy it costs more messages, but may provide auxiliary
information that may improve the lookup protocol, which is
necessary in Kademlia as it learns the topology from lookup
traffic.

Overall, most DHTs achieve route lengths proportional
to O(logN) if, in some way, they use long-range con-
nections. In 1999 Jon Kleinberg worked out a network
model for the small-world phenomenon which sets up re-
quirements for decentralized systems to be able to find the
”short paths” in the network. Based on the model of Watts
and Strogatz [6], which proposes to have many short-range
and a few long-range connections, Kleinberg determined a

stochastic model of choosing long-range contacts in a net-
work of arbitrary dimensions [7]. He stated that should the
nodes of a 2-dimensional network follow his distribution
of placing long-range connections (only one per node), the
number of hops will be at most O((logN)2). Since most of
the DHTs suit the Kleinberg model and have stricter rules
of placing long-range connections, they obviously provide
better path lengths in average than the one mentioned by
Kleinberg.

Among the well-known DHT solutions CAN is the most
similar to Kleinberg’s general model as CAN defines oper-
ations in multiple dimensions. Its only shortcoming is not
using long-range connections; thus, the variance of lookups
yields a high value. An earlier paper presented an algo-
rithm which enhanced CAN to be compliant with Klein-
berg’s methods, as it installed one ”shortcut” per node ac-
cording to Kleinberg’s formula [8]. The authors achieved
significant improvements in lookup lengths when compared
to the original CAN; however, the approach is still not com-
petitive with the performance of Chord or Kademlia.

The significance of the results presented in this paper is
twofold. First, we present Long-Range CAN (LR-CAN), an
algorithm that enhances CAN by utilizing long-range con-
tacts, a solution very popular for scalable DHTs. Second,
the algorithm introduces adaptivity to network size through
a cost-limit function (denoted as SR(N) further on). In
contemporary DHTs the number of long-range contacts im-
plicitly changes as network size changes, and their number
is proportional to the logarithm of network size. On the
contrary, LR-CAN controls the number of long-range con-
tacts explicitly through the above mentioned definite cost-
limit function. With the appropriate cost-limit function we
can set LR-CAN so as to outperform Chord and Kademlia.
Nevertheless, its multi-dimensional ID space, bidirectional
along each dimension, and its special node mapping algo-
rithm allow LR-CAN to keep the necessary maintenance
traffic lower than in the case of the above mentioned state-
of-the-art DHT protocols.

The rest of the paper is organized as follows. Section
3 presents the adaptive algorithm we propose (LR-CAN),
while section 4 presents our theoretical expectations con-
cerning its efficiency. Section 5 describes our simulation
technique and presents the results by comparing them to the
theoretical expectations and to the efficiency of alternative
DHT solutions. Then, section 6 presents a method to min-
imize the signaling of LR-CAN. Finally, in section 7 we
conclude the paper.

2. CAN Overview

As mentioned already in the introduction, in CAN each
node is responsible for the resources which map into its
zone. When joining the system, the new node draws a point
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Figure 1. Routing on a 2-torus

P in the d-dimensional coordinate space according to a uni-
form distribution. The lookup for P is initiated by a gate-
way node. The node responsible for P will be the host for
the newcomer; it will split its zone in two, based on the
space splitting rules, it will notify the newcomer about its
neighbors, and its neighbors about the newcomer. Accord-
ing to the space splitting rules, always the longer edge needs
to be halved, but if more edges are of equal lengths, the edge
with the lower-order dimension has to be split. Two nodes
are neighbors if the coordinate spans of their zones overlap
along d − 1 dimensions and abut along one dimension. If
the ID space is distributed uniformly to zones exactly with
the same size, then each node will have 2d neighbors.

When a lookup is initiated, key K is deterministically
mapped to a d-dimensional point P . Forwarding can hap-
pen only between neighbors. Each node checks its Eu-
clidean distance to P and forwards the lookup to its neigh-
bor closest to P in a greedy way. Note that CAN is bidirec-
tional along each dimensions and the ID space wraps. For
instance, the distance on a 1-torus between point 0.1 and
0.9 is 0.2 rather than 0.8. Fig. 1 shows a routing scenario
in two dimensions on a 2-torus, where a lookup goes from
S to D.

In case of a graceful leave, i.e., when a node is able to
hand over his tasks before leaving, the leaving node has to
choose one of its immediate zone neighbors to merge with
its zone. If merging zones is unfeasible in the current state,
since the zones would compose an invalid concave zone that
contradicts the space splitting rules, the neighbor with the
smallest zone will take over; thus, this node will temporar-
ily own two zones, until assigning the zone to a new node or
merging it with a third zone. Node failures are handled dif-
ferently, as in this case the peers sensing the absence of an-
other peer have to arrive to a consensus about the node that
takes over the zone of the failed peer. We do not present the

way of failure handling because it does not affect our algo-
rithm. For more details about the operation of the original
CAN algorithms, please refer to [1] and [9].

3. The LR-CAN Algorithm

LR-CAN uses long-range contacts to reduce lookup cost.
The main difference between LR-CAN and other DHTs
that employ long-range contacts is that the number of long-
range contacts of a node changes adaptively according to
a desired lookup cost, expressed by a cost-limit function,
as defined in Section 4. In other DHTs the number of long-
range contacts is an implicit and not controllable function of
network size; thus, the algorithm and its current parameter
set up implicitly determines the achievable lookup perfor-
mance of the DHT.

The main idea behind the LR-CAN algorithm is that a
node is able to assess the network size (number of nodes)
individually, without the help of an information server. The
reason for that is the distribution of the ID space that con-
verges to a distribution with equal zones; this is because on
a stochastic basis always the largest zones are split when
nodes join the network and draw a random d-dimensional
coordinate to determine their host node. In fact, the algo-
rithmic principle behind this feature is that the node ID and
the zone assigned to the node in the CAN ID space are in-
dependent. In Fig. 2, we can see the difference between the
ID space assignment strategy of CAN and Chord. We insert
three nodes in the same sequence for both systems. Let us
assume that the hash of the IP address in Chord equals the
random P coordinate the same node draws in CAN. On the
left hand side we can see how a one-dimensional CAN as-
signs portions of the ID space to these three node. In CAN,
the sequence of nodes joining the system affects the map-
ping. In this example, first, node A owned the whole ID
space before node B joined. When B joined, the ID space
was split into two equal parts, and the zone closer to the
origin was preserved for node A. The same happens when
node C draws the point mapping into the zone of node A.
In contrast to CAN, in Chord, the sequence of nodes does
not count, only their ID; they get the portion of the ID space
where they are successors. As a result, the sizes of ID space
portions in Chord depend on the hash implementation and
the nodes joining the system, whereas in CAN space por-
tions are deterministically balanced.

The aim is to limit the problematic original routing
scheme of CAN with a cost-limit function, denoted as
SR(N). This function upper bounds the average lookup
cost and triggers LR-CAN to increase the number of long-
range contacts in the network. Obviously, the cost-limit is
a function of the network size N . Since defining their own
long-range contacts is the individual responsibility of the
overlay nodes, and N varies, the nodes have to be able to
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Figure 2. CAN and Chord ID space assign-
ment strategy

assess the network size N . Based on the assumption that
the ID space distribution converges to equal zones, network
size (N̂ ) can be assessed in several ways. One technique
could be to calculate the sum of the zone sizes of immediate
neighbors, and thus infer to network population. Low cost is
the primal advantage of this solution as a CAN node always
stores information about the zones of its neighbors. The
drawback is that the result will reflect a local view of the
CAN network; even if we assume a convergence to nearly
equal zones, there will be local deviations that may provide
inaccurate information about network size. A more accu-
rate solution is by routing to the most distant point in the
ID space and measuring the hop distance (R̂max). We can
estimate N through a formula that describes the connection
between R̂max and N ; just like the first technique, this so-
lution also assumes a CAN ID space with equal zones. As
this approach traverses a more significant portion of the ID
space, it can provide more accurate information about N
than sampling the zone sizes of immediate neighbors. Un-
fortunately, this second technique has higher cost, because
of the necessity to route to the most “distant” point; how-
ever, with a careful design this cost remains proportional to
O(logN) (explained later in Section 4).

As the nodes are aware of the position of their zones,
they can easily determine the most distant point in d di-
mensions. To do so, we made a simplification and used the
bottom-left corners of a zone as reference points to define
zone-to-point distances. The bottom-left corner is a good
choice since the zone splitting rules of CAN keep this point
always belonging to the original owner of the zone, no mat-
ter how many times the zone is split because of joins. Note
that routing in CAN can only progress horizontally or ver-
tically passing through neighbors, and thus the most distant
point is determined accordingly.

Fig. 3 shows a two-dimensional ID space; for the sake
of simplicity, first we explain the LR-CAN algorithm for
d = 2. For node A, located in the middle of the unit square,
the most distant points are located in the corners of the
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Figure 3. One long-range level is active

ID space, which correspond to one specific point, (0,0), as
all the four corners of the square represent the same point
on the d-torus. The Euclidean distance between them is
rmax = 2 · 1

2 , as we need to progress through half of the full
length of the first dimension horizontally then again half of
the full length of the second dimension vertically. To cover
that distance, we will thus need

R̂max = rmax ·N 1
2 (1)

hops, as along each dimension there are approximately N
1
2

nodes dividing the coordinate space among them [1]. If A
initiates a lookup to (0,0), then it can measure the hop dis-
tance to the most distant point by a counter in the packet;
based on the result and by transforming Equation 1, it can
assess N (N̂ ). Then, we can calculate the value of SR(N̂),
which is supposed to be the upper bound for the average
route length. If the average lookup cost (R̂avg) that can be
calculated from the measured R̂max (explained in section 4)
is higher than the value that the cost-limit function (SR(N))
allows, a new level of long-range neighbors is deployed; by
doing so, we reduce the size of the ID space where lookups
use traditional CAN routing, and we add the first level of
long-range contacts, where long-range routing takes over
(L = 0). Certainly, the distant point we measured our dis-
tance to belongs to a zone for which there is a responsible
node. This node will be added as a long-range contact, and
will be used as any other short-range neighbor in greedy
forwarding. Network nodes behave consistently; thus, their
individual decisions will be valid in a global scope, improv-
ing the performance of the whole network.

If all nodes assessed N and decided to set up their first
long-range contact to the most-distant point compared to
their own position, the traditional CAN routing will have
to be employed only over half of the original ID space for
every node; in this reduced space, the most distant points
from the nodes will be half as far as the point where a long-
range contact points already. For node A, the most distant
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Figure 4. Two long-range levels are active

points (measured in hops) lie on the edges of the square
spanned by points (0.5, 0), (1, 0.5), (0.5, 1), and (0, 0.5)
(the white square in Fig. 3). If the system intends to fur-
ther reduce the maximum distances, it needs to distribute
the rest of the ID space evenly to have a general improve-
ment that holds for the whole ID space. Among the most
distant points, points (0.25, 0.25), (0.25, 0.75), (0.75, 0.75)
and (0.75, 0.25) are the most appropriate choices for this
goal, as shown in Fig. 4. These points are the next level
long-range contact candidates for A. In case the hop dis-
tance to these new points exceeds SR(N̂) again—which is
measured periodically—a new level of long-range contacts
is introduced (L = 1). In this case we will initiate four new
long-range connections; as we do not talk about the entire
ID space anymore, these candidate points are not collocated
on the torus. By introducing these new long-range contacts,
the ID space where the original CAN routing is employed
will be reduced again. The whole procedure is repeated un-
til the average hop distance of the traditional CAN routing
does not exceed the route length limit dictated by SR(N̂);
hence, the LR-CAN algorithm endeavors to maintain the
following condition:

R̂avg = R̂max ·m avg
max

< SR(N̂), (2)

where m avg
max

is a multiplication factor, an empirical ratio
of Ravg and Rmax that can be estimated accurately on-line
based on the current number of long-range levels and R̂max.

From now on we will call the traditional CAN routing as
short-range routing because it uses only short-range con-
tacts in forwarding; accordingly, we call long-range routing
the case when long-range contacts forward a lookup. The
routing of LR-CAN can be split in two phases: in the first
one a certain key is approached by long-range routing; in
the second phase short-range routing leads to the owner of
the key. In Fig. 3 and Fig. 4 we can see how the deployment
of long-range contacts affects LR-CAN routing. The white
square shows the subspace where only short-range routing

is employed, in case node A starts a query. If the query
is initiated to some distant part of the ID space, A uses its
long-range contacts first, and only afterwards the traditional
CAN routing, based only on short-range contacts; thus, the
scope of traditional CAN routing is reduced. Certainly, the
SR(N) cost-limit function limits the route lengths only par-
tially since the addition of new long-range levels will gen-
erate a long-range routing cost.

An LR-CAN node needs to maintain its long-range con-
tacts to review the assignment of coordinate points to nodes.
To do so, it pings its contacts periodically and directly. If
one of them fails, in the next maintenance period the node
initiates a lookup for the corresponding coordinate point
again, in order to find out which node is currently respon-
sible for that point. The join procedure of CAN also needs
to be modified. To spare the cost of setting up long-range
levels, the newcomer can learn the current number of levels
from the node through which it joins the network. Nodes
also need to periodically route a message to one of the most
distant points of the ID space, in order to measure whether
a new long-range level has to be installed or not; this is
done together with contact maintenance. Since long-range
contacts are not necessarily symmetric, a node’s long range
contacts do not have to be notified neither when the node
joins, nor when it leaves the network. As the bottom-left
corner of a zone is invariant while a node is online (as ex-
plained by Fig. 2), if a coordinate of a long-range point
hits the bottom-left corner of the given long-range contact,
the point-to-node assignments do not change until the node
leaves the network.

4. LR-CAN Cost Analysis

If we assume that routing can progress only horizon-
tally or vertically, the maximum distance in one dimen-
sion between two points p and q in the ID space, (p,q ∈
{Rd|[0, 1)}) can be 1

2 . In d dimensions this maximum dis-
tance is rmax = d

2 (see Fig. 3). In order to obtain the
distance in hops, the maximum distance has to be multi-
plied with the “resolution” (N

1
d ) of the ID space. Therefore,

in the original CAN solution the maximum route length in
hops is

Rmax =
⌈
rmax ·N 1

d

⌉
(3)

if we have N nodes in the network [1]. Each new level of
long-range contacts halves the maximum distance. Hence
the average route length of short-range routing (not includ-
ing jumps on long-range contacts) is:

Ravg =
rmax

2L+1
·N 1

d ·m avg
max

. (4)

Through simulations we observed that in general m avg
max

∼
1.4 when L ≥ 0, and∼ 2 if no long-range contacts are used
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(this latter observation is also present in the original CAN
paper [1]).

We want LR-CAN to provide O(logN) lookup cost sim-
ilarly to other DHT solutions; as a consequence, we propose
to use SR(N) = 1

c · log2N as the upper bound of short-
range routing, where c is the cost-limit factor, an arbitrary
positive real number. To express lookup cost, we need to de-
duce how L depends on N . Substituting Ravg by 1

c · log2N
in equation 4 yields to the following:

L = log2

rmaxN
1
d m avg

max
c

2 log2 N

= log2 rmaxN
1
d m avg

max
c− log2 2 log2 N

= O(log N)−O(log log N) = O(log N) (5)

as d can be considered as constant in our algorithm. The
average message cost of lookups can be expressed by the
sum of the long-range and short-range routing cost:

LRavg + Ravg = O(L) + O(log N) = O(log N) (6)

As mentioned earlier in section 3, probing if Rmax is
over the cost-limit function requires to route a probe mes-
sage to one of the current most distant points (depending
on the number of activated levels) in the ID space by using
original short-range routing. Generally, if LR-CAN keeps
Ravg proportional to O(logN) then Rmax is also propor-
tional to it. However, in a pathological case when the size
of the network grows with orders of magnitude between two
long-range maintenance periods, determining Rmax will
cost O(dN

1
d /2L).

As a result, the introduction of L eliminates the signif-
icance of d in the lookup cost of LR-CAN. Although in
the traditional CAN architecture, as we mentioned earlier,
d can be set so as to provide low lookup cost, the signaling
load will increase much more than in case of LR-CAN with
multiple levels of long-range neighbors. Moreover, d is a
fixed network parameter the change of which needs costly
rehashing of the whole ID space. It is important to note that
the ability to build a multi-dimensional space still has sig-
nificant benefits, since it vests the system with better fault-
tolerance (more short-range contacts); moreover, the impre-
cision of long-range contacts is less detrimental for lookup
performance than in a single-dimensional ID space.

The reduced lookup cost of LR-CAN comes at the price
of having more contacts to maintain than in CAN:

LCavg + SCavg = 2d + 1 + L2d

= O(d) + O(L2d)
= O(L) = O(log N) (7)

Figure 5. A level-two long-range coordinate
maps to the same node as a level-one
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Figure 6. Probability of mapping all long-
range coordinates to different nodes

as for level L = 0 there is 1 long-range contact, and for
each level L > 0 there are another 2d contacts.

Certainly, L has an implicit upper bound; its margin de-
pends on the “resolution” of the ID space. There is no point
in defining new long-range coordinates if they are so close
to the given node that they map to the same nodes; this
case can be seen in Fig. 5: the bottom-left level 2 con-
tact of node A will map to the same node that holds its
level 1 contact. Consequently, L should be defined on the
(−1 ≤ L ≤ blog2 N

1
d /2c, L ∈ Z) domain; −1 indicates

the case when no long-range contacts are used. Obviously,
this constraint will be different in real life since the math-
ematical formula presented here assumes an equally dis-
tributed ID space. In Fig. 6, we can see the probability that
all long-range coordinates of a given level map to differ-
ent long-range contacts in function of network size. These
probabilities were determined by simulation that used a uni-
form random number generator to draw the “join coordi-
nates” of CAN nodes. For instance, for 256 nodes the theo-
retical upper bound yields maximum three levels, while we
can be sure about mapping all contacts on the three levels
to different nodes with a probability of around ∼ 0.88, ac-
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Figure 7. Analytical results on the growth of
Ravg in function of N

cording to the simulation. As we learned, the desired cost-
limit function is expressed through the c parameter, but the
domain of L implicitly defines also the reasonable domain
of c, i.e., there is no point in defining a too high c value.
Nevertheless, the protocol presented in Section 3 can safely
handle any arbitrarily high c and set up long-range contacts
only when beneficial.

5. LR-CAN Performance Simulation

We simulated LR-CAN in a P2P overlay simulator
[10, 11] developed in cooperation with the Technical Uni-
versity Darmstadt. The simulator can be used for testing
several well known P2P search/lookup algorithms. Cur-
rently, Chord, Kademlia, CAN, and Gnutella [12] are all
implemented in the simulator. We used the simulator to im-
plement LR-CAN, validate our mathematical formulas in a
simulated environment, and to compare the routing perfor-
mance of CAN, LR-CAN, Chord, and Kademlia.

5.1. Validation of Theoretical Results

In Fig. 7, we can see how short-range route lengths grow
in function of network size, in a two-dimensional CAN
space, according to the above presented analytical model.
A new level is switched on when the f(N) = dN

1
d curves

cross the desired average of short-range routing, the cost-
limit function, namely SR(N) = 1

c · log2N . In Fig. 7,
c = 1. When SR(N) is reached, route length drops, while
the number of neighbors increases. The number of levels
corresponding to the different curves is denoted by L. The
average, theoretical route length of the short-range routing
grows along the thick line.

The mathematical analysis contains assumptions that
cannot be fully met in simulations and real life. For the
simulation results, we separately constructed LR-CAN net-

10
0

10
1

10
2

10
3

10
4

10
5

10
6

0

2

4

6

8

10

12

14

16

18

20

Number of nodes

A
v
e
ra

g
e
 l
e
n
g
th

 o
f 
lo

o
k
u
p
s

 i
n
 h

o
p
s
 (

s
h
o
rt

 +
 l
o
n
g
)

SR(N) = log
2
N

SR(N) = (1/4)*log
2
N

Figure 8. Simulation results on the average
route length for different SR functions

works with several different network sizes, and performed
a significant amount of random key lookups to obtain a rep-
resentative average for lookup message cost. In Fig. 8, we
can see how LR-CAN with different c parameters reacts on
a growing network. We can see the simulated results on
the thick curves with two different values of c (c1 = 1 and
c2 = 4) to define two different cost-limit functions. To
compare the simulated results to the analytical ones, the thin
lines represent a lower and an upper bound for the simula-
tion results, which enclose the respective thick curve. The
jumps in the thin curves are due to the long-range routing
cost (LRavg) that appears when a new long-range level is
introduced; this routing cost depends only on the value of
L and d (see Section 6). The theoretical thin curves assume
equal-size, 2-dimensional zones and the same L value for
all nodes, assumptions which obviously do not hold in real
setups.

5.2. LR-CAN Comparison with Chord and
Kademlia

Having multiple dimensions is a solution to speed up
lookups. Linear search in a one-dimensional space gen-
erates O(N) lookup lengths, compared to the O(dN1/d)
lengths that CAN provides in a d-dimensional space; higher
d values yield lower lookup cost. Consequently, when a
multi-dimensional solution, such as LR-CAN, has to pro-
vide a determined lookup cost, it may have less strict re-
quirements for the precision of long-range contacts than in
single-dimension solutions, such as Chord and Kademlia.
As a result, LR-CAN may generate less signaling for the
maintenance of long-range contacts.

Another DHT solution, Chord, is similar to LR-CAN ex-
cept for three essential features. First, Chord uses a one-
dimensional ID space, which requires to pay more atten-
tion to the precision of long-range contacts in order to keep
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lookups fast. Second, the ID space is unidirectional, so
less alternative routes exist in the system (this drawback
was overcome by [3]). And third, the distribution of the
ID space is more heavily based on randomness, i.e., the po-
sition and hash zone of a node on the ring basically depends
on the ID of the node. As opposed to this, CAN splits the
ID space into equal parts as much as possible, according to
its zone splitting rules operating regardless of the node IDs.
A CAN ID space can be easily mapped to a nearly balanced
binary tree. Thanks to these features, the peers participating
in an LR-CAN network can estimate individually the actual
global average of lookup cost, and decide about the intro-
duction of new levels of long-range neighbors accordingly.
This is a major advantage of LR-CAN.

Kademlia nodes cover each part of the ID space with
k randomly selected neighbors stored in a so called “k-
bucket.” Kademlia significantly differs from CAN and
Chord as it is an on-demand, reactive solution, while the lat-
ter ones are proactive. The on-demand nature origins from
the contact maintenance procedure. While CAN and Chord
are proactive in short-range contact maintenance, Kadem-
lia learns topology changes from its own lookup traffic. If
there is no traffic at all, or just moderate one, Kademlia
may have imprecise information about the network topol-
ogy, and thus, it may fail to answer certain lookups or move
key-value pairs to the appropriate nodes. As a consequence,
Kademlia needs to make some effort to spread the topol-
ogy information better. To do so, Kademlia nodes gener-
ate dummy lookups periodically, and employ an iterative
lookup strategy. This means that a lookup message is al-
ways returned to its initiator after every newly visited hop,
until the destination is found; this results in higher costs for
the lookups. Another way to better disseminate topology in-
formation is to increase the k parameter. In this case, a node
learns about more nodes in the network, and thus knows the
topology better; resources are replicated and stored on more
nodes, so they are “easier” to find.

In our simulations we focused on performing a fair com-
parison of these DHTs. The scope of the simulations was
to investigate how dynamism affects the message cost of
lookups, which is basically influenced by the precision of
long-range contacts. Since the effect of failures and grace-
ful leaving of nodes are similar in terms of long-range con-
tact maintenance, we did not implement failure handling
mechanisms in Chord and LR-CAN. As the on-demand na-
ture of Kademlia enables to handle failures without any ad-
ditional mechanisms, the comparison in Fig. 9 is only partly
relevant for Kademlia because, as mentioned, Chord and
LR-CAN lack the corresponding mechanisms. The inves-
tigation of failure-tolerance can be another important topic
of DHT-related research [13]. The elimination of failure
handling means that failure detection and its corresponding
mechanisms are not implemented; nodes always “clean up”

after they leave the system, i.e., short-range contacts remain
correct and precise, and stored key-value pairs are moved
to the node that takes over the responsibility of handling
the leaving node’s zone. By these means, we endeavored
to simplify the maze that this comparison with its multi-
dimensional problem space frames. We can clearly focus on
how the precision of long-range contacts and the stabiliza-
tion of the DHTs maintaining these contacts affect average
lookup costs and the signaling DHTs generate.

Parameters. One of the most influencing parameters is
the length of the stabilization period DHTs have. All of
these three DHTs operate some procedure with a common
aim: to set the precision of long-range contacts. The name
“stabilization” origins from the procedure of Chord that in-
volves into stabilization a so called “fix-fingers” procedure.
As described in Section 3, LR-CAN also reviews its long-
range contacts periodically. In Kademlia, a similar periodic
task is fulfilled by bucket refreshes. In order to measure
how tolerant the algorithm and the overlay structure of these
DHTs are for the imprecision of long-range contacts, we
varied the stabilization period on a wide range.

LR-CAN and Kademlia have other system parameters
that highly affect their performance. As mentioned earlier,
the number of dimensions is still an optional parameter that
can vest LR-CAN with better failure tolerance. Addition-
ally, dimensions affect when and how long-range contacts
need to be deployed. The effect of c has already been deeply
discussed; it represents the connection between network
size and average lookup cost. Kademlia also has two im-
portant parameters: the value k has influence on how widely
routing information is disseminated and how redundant the
system becomes. Furthermore, parameter α is a concur-
rency parameter defining the number of asynchronous par-
allel queries a node can start on a lookup request. We omit-
ted the investigation of α in this comparison as this type of
concurrency primarily exploits the underlying link charac-
teristics and could be implemented both in Chord and LR-
CAN.

Metrics. A usual way to evaluate the performance of
different DHTs is to compare the average number of logi-
cal hops needed to find the owner of a key. However, there
are other metrics that might come also into focus when log-
ical hops are compared. First, there is a difference between
recursive and iterative protocols, as they approach a target
differently. A lookup flowing through the same number of
nodes means twice as many messages for an iterative proto-
col (e.g., Kademlia), as the initiator controls the lookup pro-
cess hop-by-hop. As a result, the message cost of a lookup is
a better metric than the number of logical hops. Note that in
the measurements related to message cost we counted the
number of messages needed to reach the owner of a key;
the last message, used for returning the searched value, was
not added. The amount of signaling traffic together with
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the achievable message cost of lookups determine the over-
all lookup performance. Low message cost is worth noth-
ing if its provision requires relatively high signaling traffic.
In our signaling traffic measurements we included all the
traffic generated during node joins and leaves, the stabiliza-
tion of long-range contacts, and the lookup traffic. If the
intention is to compare the results with Kademlia as well,
lookup traffic also needs to be involved into signaling, since
Kademlia uses its lookup traffic to maintain its long-range
contacts; thus, contact maintenance cannot be differentiated
from lookup traffic as in Chord and LR-CAN.

There are also other metrics that might be interesting, but
we omitted to present them as they either seemed redundant
with the above mentioned metrics, or were non-informative
in our simulations. One of these metrics was the number of
contacts that is only loosely proportional to signaling traf-
fic. For instance, Kademlia may store several times more
contacts than Chord or LR-CAN but it generates far less sig-
naling messages. Average latency of lookups was a redun-
dant metric in our simulations as non of the implemented
DHTs was optimized for link latency; thus, on long-run av-
erage the message cost of lookups was directly proportional
to the average lookup latency. Nevertheless, the success
ratio of lookups, which reflects the ratio of the number of
successful lookups divided by the number of lookups for a
stored key, is an important metric in failure scenarios. How-
ever, as already mentioned, in our simulations nodes always
cleaned up after leaving; hence, in a proper implementation
of Chord and LR-CAN the success ratio of lookups remains
100%. In Kademlia this is not so straightforward: for low
k values or rare stabilization steps a node trying to push
its key-value pairs to the appropriate nodes before leaving
may not be properly aware of the nodes closest to the given
keys. This may result in loosing some of its keys and thus
the network gradually looses a portion of the key-value pairs
it should have saved. This phenomenon can be effectively
reduced with increasing k or the stabilization period, which
will implicitly also appear in some of the message cost fig-
ures we present.

Scenario. As the aim of the simulation was to test how
the imprecision of long-range contacts influences routing in
the overlays of the different DHT algorithms, we labored a
scenario where we replace a significant portion of the par-
ticipating nodes several times to generate stale or imprecise
long-range entries. For the sake of fair comparison between
different phases of the simulation run, we split the simu-
lation time up to five phases that are equal in time (1470
sec). In the first phase, 10000 nodes gradually join the
network and initiate the storage of some random key-value
pairs. These contents are also stored in a globally accessi-
ble memory in the simulator so that later the nodes can per-
form lookups only for content that already had been stored
and that should have been preserved by the DHT during the

simulation. Note that in the simulator implementation a key
stored in the DHTs is not removed when its original owner
leaves the network; hence, in an ideal case, DHTs should
preserve all the keys that were stored sometime during sim-
ulation. Performing lookups for stored content is important
especially for Kademlia since in this DHT lookups for a
key without a responsible node usually roam around longer
than lookups for keys with a responsible node. In the sec-
ond phase of the simulation, each node performs 10 lookups
for different random stored keys. In each of the remain-
ing parts, 32% percent of the nodes is replaced in a 400-
sec churn window. In these windows, nodes first leave and
then new nodes gradually join the system; the network pop-
ulation always resets to 10000 nodes, so as to preserve the
fair lookup and signaling comparison between the phases.
Nodes that join the system run the stabilization procedure
and fix their long-range contacts according to the current
network topology. The next stabilization is called when the
timer initiated with the stabilization period elapses; hence,
the stabilization periods of nodes are asynchronous, and de-
pend on the time they joined the network.

Analysis of Results. For each simulation run we present
two figures. One figure shows the evolution of lookup mes-
sage cost over time. In order to reduce the number of
points, each point represents the average of 1000 consec-
utive lookups. In order to estimate the value of a result we
need to see also the price at which it was obtained. Thus,
beside lookup message cost we also present the absolute
number of signaling messages that enabled the correspond-
ing performance. One box in these figures depicts the mes-
sages sent only in the given simulation phase. Since there
are many parameter set combinations, for figures in Fig. 9,
we selected a parameter set that adequately represents the
protocols, and we altered only the stabilization periods.

In Fig. 9 we can observe several interesting results and
phenomena. The most striking one is that the lookup mes-
sage cost of LR-CAN with the current parameter set is con-
sistently lower in almost all cases. Certainly, with differ-
ent d and c parameters, we can experience different per-
formance; with higher c value, LR-CAN can further lower
lookup message cost. With frequent stabilizations, dy-
namism has almost no effect on lookups in Chord and LR-
CAN; these DHTs keep the same lookup performance over
time. In contrast, Kademlia has an interesting behavior on
churn. In the second phase, Kademlia has an outstanding
lookup cost that deteriorates rapidly in the third phase after
the first churn window, which results in many stale entries.
After a while, lookup cost converges to the performance ex-
perienced before the churn window, but this takes a long
time. In the next phase, we can observe a slight shift up-
ward in lookup cost because Kademlia looses some of the
keys stored at the beginning of the simulation due to churn
and stale entries, and lookups for these keys last longer.
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Figure 9. Lookup performance and corresponding signaling traffic in a dynamic network

In Fig. 9(b) we can see the corresponding signaling traf-
fic that contains also the lookup message cost presented by
Fig. 9(a). Note again that Kademlia uses its lookup traf-
fic to maintain long-range contacts as well, so maintenance
could not be separated from lookups. LR-CAN needs less
than half of the signaling of Chord and Kademlia that partly
comes from the lower lookup message cost and the more
efficient repair of stale long-range entries. In phase 1 we
can observe a slightly higher signaling traffic for Kademlia
than in later phases, since in this phase there are constantly
10000 nodes present; thus, more bucket refreshes are per-
formed, which are more costly than Chord and LR-CAN
stabilizations.

In the rest of the lookup cost figures we can observe that
the vertical shift of Kademlia over time becomes more sig-

nificant, and its ability to converge to the original lookup
cost average reduces. Both for Chord and LR-CAN some
time is needed until long-range contacts become accurate.
With longer stabilization periods, this convergence time
also increases. Nevertheless, with its one-dimensional and
unidirectional ID space, Chord is more sensitive to network
dynamicity; thus, the average lookup cost deteriorates more
than in LR-CAN. Regarding the signaling load, the differ-
ence between the protocols gets less significant; however,
LR-CAN keeps its preliminary advantage.

6. LR-CAN Signaling Optimization

So far the aim of this work was to minimize the message
cost of lookups, assuming a reasonable signaling traffic. As
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we have seen, the amount of signaling traffic gives a clear
view on how much the provided lookup cost is worth. We
have also seen that with a well selected stabilization period
we may loose some negligible advantage in lookup cost, but
we can spare significant signaling traffic load. Besides the
stabilization period, the other influential parameter on sig-
naling in LR-CAN is the parameter c that drives the number
of long-range levels in a network. Since in a DHT a high
portion of the signaling traffic origins from the maintenance
of long-range contacts, there might be cases when this kind
of network “investment” is not equilibrated by the gains
in lookup cost (which is another type of signaling traffic).
The low number of lookups injected in the system results
in some long-range contacts becoming superfluous; their
maintenance costs more than what can be gained on their
availability. Overall, fast lookups are desirable in a DHT,
but their provision requires a not negligible amount of sig-
naling traffic. Beside the provision of fast lookups, our sec-
ond aim could be to minimize thus the signaling traffic, i.e.,
lookup traffic and signaling related to contact maintenance.
The rest of this Section describes how most of the signal-
ing traffic can be characterized in LR-CAN by other pa-
rameters, and presents a method (together with its specific
assumptions and conditions) through which we are able to
optimize the number of long-range levels L and minimize
signaling traffic.

In LR-CAN, most of the signaling traffic can be well de-
scribed with some formulas; hence, we can optimize the
value of the input parameters in order to minimize signal-
ing traffic accurately. With a few assumptions and modifi-
cations to the original LR-CAN algorithm, we can construct
an algorithm (SIGMIN) that adapts the number of long-
range contacts not only to network size (N ) but to lookup
rate (λl) as well. Here we exclude the cost-limit function
from the optimization procedure since in this task we do
not care about lookup cost, only about the minimization of
aggregated signaling traffic.

The problem is thus to find an optimal value for the num-
ber of long-range levels (L) in function of network size
(N ), long-range maintenance frequency (λp), and lookup
rate (λl). A method for gathering information about N was
described earlier in Section 3. The frequency of long-range
maintenance, i.e., the stabilization period λp is a global net-
work parameter. However, for λl we need to implement an
aggregated-data-collection technique which collects lookup
rate data from the entire network, or at least from a signif-
icant part of it. In our solution, data collection is initiated
by the bottom-leftmost node of the ID space, which can be
a dedicated anchor node in the LR-CAN if it is persistent
since the launch of the system; the collection has a cost of
O(N). After the data collection, this node can evaluate the
input parameters and find the optimal value of L, which is
then broadcast to the network. Consequently, the earlier

definition of L, which was presented in Section 3 and was
based on individual decisions of peers, has to be changed
to a method where one node derives the optimal value of L
based on aggregated, global information.

By the following equations, we look for the L value
that yields the minimal aggregated cost of long-range con-
tact maintenance (Mcost(L)) and lookup cost (Lcost(L)) for
the whole network, given the parameters described above.
Mcost(L) includes the message cost of checking one long-
range contact, the network size N , the maintenance fre-
quency (λp), and the number of long-range contacts when L
levels and d dimensions are used (see Equation 7). Lcost(L)
includes the network size, the lookup rate (λl), and the rout-
ing cost on long- and short-range contacts (see Section 4).

Mcost(L) =

{
2 ·N · λp · (1 + L), if − 1 ≤ L < 0

2 ·N · λp · (1 + L · 2d), if L ≥ 0
(8)

Lcost(L) = N · λl · (LRavg(L) +
d
2
N

1
d

2L+1
·m avg

max
), if L ≥ −1 (9)

LRavg(L) ≈
{

0.5 · (1 + L), if − 1 ≤ L < 0

0.5 + d · 0.343 · L, if L ≥ 0, d = 1, 2
(10)

The global optimum for L is:
Lopt ≈ arg min([

−1,log2 N
1
d /2

]
,L∈R

) (Mcost(L) + Lcost(L)) (11)

For the long-range cost LRavg(L), we gave a close ap-
proximation in equation 10, derived from the average cost
resulting from the following formulas:

c(L) =2L ·
(

1

2
+

L

2

)
−

−2L ·
(

L∑
i=2

(
1

2i
+

blog2 (i−1)c∑
j=1

1

8j

))
, if L ≥ 1

(12)

LRavg(L) =





1

2
, if L = 0

(c(L)− 1)

2L
+

1

2L+1
, if d = 1, L ≥ 1

(c(L)− 1)

2L−1
+

1

22L+1
−

−4 ·
blog2 (L+1)c∑

i=1

1

4i
·
blog2 (L)c∑

i=1

1

4i

if d = 2, L ≥ 1

(13)
The validity of these formulas can be checked against the

weighted average of routing zones, as presented in Fig. 3
and Fig. 4. Equations 12 and 13 prove the validity of equa-
tion 10 only for maximum two dimensions; however, two
dimensions are adequate for LR-CAN and SIGMIN, since
the lookup performance does not depend on d in these two
algorithms, as mentioned in Section 4.

Solving equation 11 yields the optimal value of L, which
will be a real value. However, on a given node, L must have
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an integer value. Thus, the nodes will individually choose
the integer value either immediately below or immediately
above the optimal value, using a simple stochastic method.
As a result, the global average of L will be close to the
optimal value.

We need to optimize the performance of the network in
the future based on past data. Hence, peers should provide
detailed information about their lookup activity on a regu-
lar basis (e.g., daily), not only a simple average of a certain
larger timeframe. On the other hand, the decision made in
advance is only valid if network population does not de-
crease or increase significantly in the timeframe the deci-
sion is made for, or the change has to be predictable.

The simulation that produced the graphs in Fig. 10 con-
sisted of equal timeframes with constant node population.
Only lookup rate changed in each phase, linearly increas-
ing from phase 0 to 3, being constant in phase 3 to 4, and
decreasing from phase 4 to 7. In one case L was set to 0,
in another case L was set to 2 in a static manner for the
entire network, while in the third case nodes used the SIG-
MIN algorithm to determine the value of L. SIGMIN was
started with no long-range contacts. Note that setting up
new levels of long-range contacts has some non-negligible

cost, which is clearly shown in the first phase for the L = 2
variant (boxes in the middle); if L = 0, there are much less
contacts to set up and maintain (boxes on the left). SIG-
MIN (boxes on the right) might also be affected by this ad-
ditional signaling cost, as an increasing lookup rate might
trigger the introduction of new long-range contacts, accord-
ing to equations 8–11. This effect can be seen in phases 1
and 2; hence, in phase 2 SIGMIN generates a higher signal-
ing load than the other solutions, although only by a slight
margin (this casual cost is not expressed by the formulas
8–11). The remarkable ability of the SIGMIN algorithm is
to always converge to the more efficient variant in terms of
signaling (Fig. 10). The average message cost of lookups
corresponding to the variants is depicted in Fig. 11.

7. Conclusion

In this paper, we proposed an enhanced algorithm for
CAN, which reduces the scope of the original routing
method in the ID space by deploying long-range contacts.
These contacts are deployed adaptively, so as to limit the
maximum possible route length in the original greedy for-
warding step of CAN. If the lookup cost exceeds a defined
limit as network grows, LR-CAN deploys new levels of
long-range contacts. As a consequence, the lookup cost be-
comes proportional to O(logN) for the right SR(N). Our
simulations prove our theoretical performance evaluation to
be appropriate. Compared to popular DHT algorithms (e.g.,
Chord and Kademlia), LR-CAN has an outstanding perfor-
mance in networks of large-scale and even in dynamic sce-
narios.

We also presented a method to describe the signal-
ing traffic of LR-CAN originating from message cost of
lookups and contact maintenance. By a few measurable pa-
rameters we can optimize the number of long-range con-
tacts in the network to minimize the signaling traffic of LR-
CAN.
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[4] P. Maymounkov and D. Maziéres. Kademlia: A peer-to-peer
information system based on the xor metric. In Proc. of the
1st IPTPS’02, pages 53–65, Cambridge, MA, 2002.

[5] A. Rowstron and P. Druschel. Pastry: Scalable, distributed
object location and routing for large-scale peer-to-peer sys-
tems. In Middleware 2001, pages 329–350, Heidelberg, Ger-
many, 2001.

[6] D. Watts and S. Strogatz. Collective dynamics of small-
world networks. Nature, 393(6684):440–442, 1998.

[7] J. Kleinberg. The small-world phenomenon: An algorithmic
perspective. In Proc. 32nd ACM Symposium on Theory of
Computing, pages 163–170, Portland, OR, 2000.

[8] A. Ohtsubo et al. The power of shortcuts in greedy rout-
ing in content-addressable networks. In Lecture Notes in
Computer Science, EUC, volume 3207, pages 994–1003.
Springer Berlin, 2004.

[9] S. Ratnasamy et al. A scalable content-addressable network.
In TR–00–010, Berkeley, CA, 2001.

[10] V. Darlagiannis, A. Mauthe, N. Liebau, and R. Steinmetz.
An adaptable, role-based simulator for p2p networks. In
Proc. of Int. Conference on Modeling, Simulation, and Vi-
sualization Methods, pages 52–59, Las Vegas, NV, 2004.

[11] Peerfactsim.kom. http://www.peerfact.org, 2007.
[12] Gnutella. http://www.gnu.org, 2007.
[13] D. Liben-Nowell et al. Analysis of the evolution of p2p sys-

tems. pages 233–242, 2002.
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Abstract 
 

Remote process control and supervision 
applications developed over the TCP/IP networks 
require special communication models and techniques, 
which can guarantee the real-time and safety 
restrictions inherent to automation systems. This paper 
presents a reservation-based communication system 
architecture and a communication model based on 
data flow analysis that offer a good control over the 
transmission time of critical data.  As part of the 
model, an analytical method is proposed that allows a-
priory evaluation of the required minimum bandwidth 
necessary to assure the satisfaction of real-time 
transmission restrictions.  

 
Keywords: distributed control, reservation-based 

scheduling, real-time traffic, communication model, 
quality of service 
 
 
1. Introduction 
 

Remote process supervision and control systems 
require a communication infrastructure that supports 
reliable and safe real-time data transmission. These 
requirements are usually solved by using dedicated 
networks and industrial protocols, as presented in [1] 
and [2]. But these special purpose protocols are 
incompatible with general-purpose protocols used in 
local area networks and company intranets. If there are 
interoperability requirements between distributed 
control applications and organizational software, the 
incompatibility of industrial protocols and the TCP/IP 
stack may be a problem. Local computer networks and 
TCP/IP protocols, on the other hand, fail to satisfy 
real-time requirements because they apply the best-
effort principle in supplying communication services, 
and it is quite difficult to use them as infrastructure for 
real-time applications. 

During the last years, a significant research trend 
emerged for using best-effort (non-deterministic) 
networks for real-time communication. This trend was 
caused by technical developments such as the 
increasing network bandwidth (Gbps) and the 
development of new Quality of Service (QoS) 
mechanisms. The need for the integration of 
distributed control systems with other information 
systems that do not require special communication 
services was another cause.  

To satisfy real-time communication requirements 
on TCP/IP networks, solutions that enable a 
predictable network behavior and that also provide 
end-to-end delivery time guarantees have to be 
developed. 

In this paper we propose a reservation-based 
communication system architecture for distributed 
control applications on TCP/IP networks. As part of 
the solution, we define a control traffic model and a 
network bandwidth estimation method. 
 
1.1 Related work 
 

Several authors investigated the problem of 
accommodating real-time traffic on TCP/IP networks 
and proposed some solutions. 

Wijnants and Lamotte present in [3] a method for 
managing the network bandwidth for multiple client 
applications. Their communication middleware, the 
NIProxy, is able to partition available client bandwidth 
between real-time and non real-time traffic flows by 
arranging them in a stream hierarchy. This solution 
gives good results in improving client Quality of 
Experience, but it does not guarantee any end-to-end 
timing requirements for real-time traffic.  

Another approach is presented in [4], where the 
authors propose introducing a prioritization 
mechanism in the TCP/UDP/IP protocol stack, a 
mechanism which complies with the IEEE 802.1D 
standard. They evaluate the solution through 
simulation, using the OPNET simulator, by measuring 
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end-to-end latency of real-time packets in the presence 
of FTP traffic on the same network. Their conclusion 
is that a large part of the end-to-end message latency 
occurs at the end nodes, assuming that the network 
bandwidth is large enough to support all the traffic. In 
the referred paper the authors do not provide a solution 
for evaluating network bandwidth requirements, they 
just assume that the bandwidth is large enough.  

In [5], Martinez et al. present Earliest Deadline First 
(EDF) communication scheduler implementation 
adapted for high-performance networks. The 
characteristics of high-performance networks enabled 
them to simplify the calculus of packet deadline, taking 
into consideration only the previous packet’s deadline, 
packet size and average bandwidth.  

A good technique which enables the provision of 
real-time guarantees is the reservation of resources for 
each task, in accordance to its requirements. In [6] and 
[7] reservation techniques are combined with feedback 
techniques to provide delay and execution time 
guarantees for tasks that coexists in a shared 
environment.  

Schantz et al. describe two approaches, priority-
based and reservation-based, in developing distributed 
real-time middleware [8]. For both solutions, the 
communication infrastructure is an IP network. In the 
priority-based middleware the standard Differentiated 
Services (DiffServ) mechanism is implemented for 
network resource management. In the reservation-
based middleware the Integrated Services (IntServ) 
mechanism is implemented. Their main contribution is 
in the area of middleware implementation. But there 
are two quite important issues not addressed by this 
paper: (1) the provision of instruments for evaluating 
the resource requirements of real-time tasks and (2) the 
differentiation between hard and soft tasks. 

IntServ [9] [10] provides end-to-end per-flow QoS 
by means of hop-by-hop resource reservation within 
the IP network but impose a significant burden on the 
core routers. To reduce the complexity within each 
core router, alternative schemes, referred to as 
Measurement Based Admission Control Schemes 
(MBAC) have been proposed [11]. These schemes 
replace per-flow states with run-time link load 
estimates performed in each router. However, MBAC 
solutions still require significant modification of the 
existing Internet architecture, as core routers must 
support load estimation algorithms, and still need to be 
explicitly involved in per flow signaling exchange.  

A completely different approach is provided by 
DiffServ [12]. In DiffServ, core routers are stateless 
and unaware of any signaling. While DiffServ easily 
enables resource provisioning performed in a 
management plane for permanent connections, their 

widely recognized limit is the lack of support per-flow 
resource management and admission control, resulting 
in the lack of strict per flow QoS guarantees. A 
number of proposals, presented in the literature, have 
shown that per flow Distributed Admission Control 
schemes can be deployed over DiffServ architectures 
[13] [14]. Although significantly different in 
implementation, they share the common idea that 
accept/reject decisions are taken by the network 
endpoints and are based on the processing of 
“probing” packets, injected in the network at setup to 
verify the network congestion status. A “pure” 
Extended Admission Control (EAC) scheme, called 
Phantom Circuit Protocol-Delay Variation (PCP-DV) 
is proposed in [15]. The scheme determines whether a 
new connection request can be accepted based on 
delay variation measurements taken on the probing 
packet at the edge nodes. 

Reinemo et al. [16] propose and evaluate three 
different admission control schemes for virtual cut-
through networks, each one suitable for use in 
combination with DiffServ based QoS scheme to 
deliver soft real-time guarantees. Two of the schemes 
assume pre-knowledge of the network’s performance 
behavior without admission control and are both 
implemented with bandwidth broker. The third is 
based on endpoint/egress admission control and relies 
on measurements to assess the load situation. Due to 
the way the flow control affects latency and the nature 
of cut-through networks, latency and jitter properties 
are hard to achieve.  

An approach to quantify the impact of end-to-end 
QoS provisioning through a combination of both intra 
and inter-autonomous system (AS) traffic engineering 
(TE) is proposed in [17]. Two offline QoS-aware 
systems are deployed for this and a direct relationship 
between intra-AS and inter-AS TE is then established. 
The interaction between them is analyzed and both the 
decoupled and integrated approaches are presented.  

In [18], several possible algorithms for routing and 
scheduling which allow coexistence of QoS and best- 
effort flows are presented. The network algorithm 
takes into account state imprecision in routers, maxmin 
bandwidth allocation, and existing link state 
information. 

 
1.2 Our contribution 

 
This paper introduces a communication model, 

which is based on control data flow analysis and 
communication scheduling that uses a rate-monotonic 
algorithm. The communication model solves efficient 
delivery for short control messages over TCP/IP 
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networks and facilitates a-priori estimation of required 
network bandwidth for the reservation mechanism.  

A reservation-based communication system 
architecture is also proposed. Our solution uses 
Integrated Services/RSVP and the facilities of IPv6 
protocol as support for real-time communication. The 
implemented middleware translates real-time 
requirements to existing network services and is used 
to validate both the communication model and the 
system architecture. 

The remainder of the paper is organized as follows: 
Section 2 presents some specific communication-
related issues about distributed industrial control 
systems. In section 3 we discuss the details of the 
proposed system architecture. A new data flow-based 
traffic model is introduced in Section 4. Section 5 
describes the method for bandwidth estimation, based 
on communication scheduling. Section 6 covers some 
important implementation aspects. The experiments 
and results analysis are described in Section 7. Section 
8 concludes the paper.  
 
2. Problem description 
 

Distributed control systems are an integral part of 
the industrial automation domain. Their functionalities 
include data acquisition, monitoring and control of 
industrial processes. While the majority of the control 
systems are usually located within more confined area 
(e.g. plant area, company local network) and 
communications are usually performed using local area 
network (LAN) technologies that are typically reliable 
and high-speed, other are geographically distributed 
(e.g. SCADA systems) and need long-distance 
communication systems such as the Internet. 

Our research has the objective of solving the 
communication issues of distributed control systems 
which are deployed in the companies’ local TCP/IP 
networks. Usually, these networks are managed by the 
companies and the nodes (hosts, switches, routers, 
servers) are configured and administered by a 
company internal authority. Such a network has to 
accommodate two broad categories of traffic: non-real-
time and real-time. Non-real-time traffic can adjust to 
changes in delay and throughput and is generated by 
applications that include common Internet-based 
applications, such as file transfer, electronic email, 
remote logon, network management, and Web access. 
Real-time traffic does not easily adapt, if at all, to 
changes in delay and throughput and have 
requirements that include beside delay and throughput, 
delay variation and packet loss.   

In addition, these corporate networks may be 
connected to strategic partner networks and to the 

Internet, thus, making more use of Wide Area 
Networks (WANs) and Internet to transmit their data 
to remote stations. 

Most control applications must satisfy real-time and 
safety constraints. A very important parameter in real-
time environments is the system response time, defined 
as the time between the occurrence of an event and the 
corresponding response. In distributed systems, 
message delivery time, has a large influence on the 
system’s response time. Network protocols must 
incorporate message delivery time control mechanisms 
in order to guarantee maximum delivery time for 
control messages. These mechanisms assume a 
deterministic network behavior, which permit a-priori 
evaluation of maximum message delivery time. 

 When measuring the performance of a real-time 
communication system, the following parameters are 
taken into consideration [19]: 

• Deadline miss rate (fraction of all messages that 
are delivered to late at the destination) 

• Delay jitter (the variation of message delays) 

• Loss rate (fraction of all messages that are 
dropped on the route from source to 
destination) 

For hard real-time applications deadline misses are 
not acceptable, moreover message response time must 
be guaranteed a-priori. But delay jitter may not cause 
serious problems as long as deadlines are satisfied. In 
the case of soft real-time applications deadline misses 
are tolerable to some extent, but, under some particular 
conditions, delay jitter may have negative effects. In 
the case of distributed control systems traffic, one has 
to deal with both hard and soft real-time requirements. 
For these reasons, the goal is to minimize both 
message response time (end-to-end delay) and delay 
jitter. 

In the case of using a TCP/IP network for real-time 
communication, some important issues may arise. First 
of all, a maximum response time for packets has to be 
guaranteed. This can be a serious problem knowing 
that TCP/IP networks function on a best-effort basis.  

Another communication issue is message delivery 
efficiency. Data transmitted through the network in 
distributed control systems are quite different 
compared to data transmitted by usual applications 
which generate traffic in TCP/IP networks. Control 
applications use short, unstructured data (e.g. digital 
signal values). Process control data is generated, 
mostly, at well determined periods of time. The 
majority of supervision and control functions involve 
data acquisition, processing and storage, visualization 
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of process status and command issuing, which require 
a short reaction time.  

Control applications include different automation 
and computing devices, which are interconnected. In 
order to assure interoperability, the communication 
protocol must allow uniform and transparent access to 
system’s resources and it must be simple enough to 
allow implementation on devices with limited 
computing resources. 

Last but not least is the issue of real-time and non-
real-time traffic coexistence. In the case of remote 
process control it is quite possible to have both traffic 
(real-time) generated by the control system and traffic 
(best-effort) generated by other applications (e.g. 
office automation) that run in the same network. 
Network bandwidth has to be managed in order to 
assure real-time requirements for control traffic and 
also to assure fair treatment for the best-effort traffic. 

The objective of this paper is to take a new 
approach in solving some of the following 
communication issues: 

• Guarantee packet delivery time in TCP/IP 
networks in the presence of both real-time and 
non-real-time traffic 

• Assure predictability of  network behavior   

• Assure transmission efficiency of process 
control data   

• Provide device interoperability and uniform 
access to process control data 

 
3. System architecture 
 

In order to provide a comprehensive communication 
system architecture based on IP infrastructure so that 
to meet the challenges of quality of service 
provisioning for industrial control application we 
integrate in three major components: (1) industrial 
control applications and processes; (2) a middleware 
system (service manager) between the application and 
the protocol driver; this middleware closely interacts 
with Internet protocol stack; (3) network infrastructure 
based on IPv4 or IPv6 protocol. 

The first component of the system architecture 
represents quality of service demanding applications 
that use a QoS API to send requests to the service 
manager. These applications generate periodic and 
aperiodic traffic. The traffic is characterized by packet 
size, transmitting data rates, priority, and accepted 
latency. 

The middleware bridges the industrial applications 
and the underlying network systems by dispatching the 

application requests and returning status and feedback 
from the underlying system to the application. 
Examining the application requests and the available 
network resources, the middleware selects a 
provisioning service or service level, maps the 
application QoS to network-specific quality of service, 
and initiates resource allocation or renegotiates the 
parameters with the application before the flows’ 
source starts to generate any packets. 

The following components were integrated in the 
proposed middleware: 

• Traffic QoS specification 

• QoS negotiation 

• Traffic and QoS monitoring 

• Resource reservation 

• Data transfer 

 
3.1 Traffic QoS Specification and QoS 
Negotiation modules 
 

An application which wants to set up a connection 
in order to transmit packets to another application in 
the network uses the means of the traffic QoS 
specification to set up a reservation request first. This 
module is a generic API so that an application 
demanding quality of service is isolated from the 
complexity of the provisioning services. 

The application defines its generic QoS specification 
in terms of traffic profile which is composed of 
parameters that characterize the traffic stream or 
session (source IP address and port number, 
destination address, transport protocol) and parameters 
that define quantitatively the network performance 
requirements (transmitting rates, message size, 
transmission deadlines, latency), which can be 
specified using maximal, average and minimal values.  

The traffic QoS specification module contains a set 
of rules for converting the traffic characteristics to 
parameters in the underlying message model. 

Based on the input from the QoS specification 
module, the QoS negotiation module is responsible for 
authorizing the request and check if the network is able 
to support the new connection interacting with the 
resource reservation module for resource allocation. 
The goal of this module is to provide optimal quality 
of service with respect to critical parameters and 
previous requests. 

Application’s requests for quality of service 
parameters can be solved in two ways: positive, in case 
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the resource reservation module sends a positive 
acknowledge to the QoS negotiation module that there 
are enough resources in the network to satisfy the 
request and the reservation is set along the path, and 
negative. In case of a negative notification, the 
application may invoke the QoS negotiation module in 
order to find what resources and services are available 
in the network and to adjust the quality of service 
requirements and start a new negotiating procedure. 

 
3.2 Traffic and QoS Monitoring module 
 

In this module components are included for 
monitoring network resources (available bandwidth, 
average utilization of a link, delay, jitter) and quality 
of service related statistics from routers (queue length, 
number of conforming/exceeding packets in bytes, 
number of dropped packets, CPU utilization). It also 
signals significant changes in resource availability.  

When an application establishes a network traffic 
stream, this module starts collecting its performance. It 
collects data from traffic stream, including quality of 
service specification, connection times, transmission 
rates and delays, and communicate the quality of 
service parameters to the QoS negotiation module in 
order to determine if there is any quality of service 
violation. All collected data is stored into a 
management information base. 

 
3.3 Resource Reservation module 
 

The resource reservation module is the ultimate 
authority for the resource handling in the proposed 
architecture (Fig. 1). Its main building blocks are 
admission control and reservation setup. Admission 
control implements request authorization by checking 
if the network is able to support the flow and the 
decision algorithm that nodes use to determine whether 
a new flow can be granted the requested quality of 
service with/without impacting earlier guarantees. For 
these tasks it closely interacts with the main entity, the 
resource reservation protocol. 

Resource ReSerVation Protocol (RSVP) [9] is used 
for resource reservation signaling. It is designed to 
enable the senders, receivers and routers of 
communications sessions to communicate with each 
other to reserve resources for new flows at a given 
level of QoS. On the other hand, the reservation 
protocol is responsible for maintaining flow specific 
state information at the end nodes and at the nodes 
along the path of the flow. 

Traffic QoS 
Specification

QoS 
Negotiation

Resource 
Reservation

Data Transfer

Traffic QoS 
Monitoring

Network

Industrial 
control 

application

 
Figure 1. System architecture – components 
 
RSVP requests result in resources being reserved in 

each node along the data path. Given below are the 
main attributes of this protocol: it requests resources in 
only one direction (it treats a sender separately from a 
receiver, although the same application might be 
running at both the sender and the receiver); is 
receiver-oriented (the receiver of a data flow initiates 
and maintains the resource reservation used for that 
flow); RSVP itself is not a routing protocol, but it is 
designed to work with the existing routing protocols; 
RSVP supports both IPv4 and IPv6. 

To make a resource reservation at a node [20], our 
RSVP daemon uses the admission control mechanism. 
If check fails, the RSVP returns an error notification to 
the QoS negotiation module that originated the request. 
If checks succeed, the RSVP daemon sets the 
parameters.  
 
4. The data flow model 
 

In order to make an analytical evaluation of the 
traffic generated by the distributed control system, it is 
required to classify this traffic and then, based on the 
identified types, to define the traffic model. 
 
4.1 Traffic classification 
 

Control traffic is generated by data exchanged 
between the control applications and industrial 
devices, such as: 

• Values obtained through data acquisition, with 
a well defined frequency (e.g. temperature in an 
oven, liquid level in a tank, engine state – 
started/stopped, etc.) 

• Commands generated at known periods of time 
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• Operator commands (e.g. start/stop engine, 
increase oven temperature to 200 degrees, etc.) 

• Process events, alarms, alerts, etc.  

The previous categories of data generate periodic 
and aperiodic network traffic, with real-time 
constraints.   
 
4.2 Model definition 
 

To model the control traffic, we introduce data 
flows [21]. A data flow is the sum of all packets sent 
through the network that have the same source, 
destination, content and periodicity. Traffic between 
control applications and devices connected to the 
process is a sum of periodic and aperiodic data flows. 
As an example, consider an application that monitors 
the temperature in a room. Temperature sensors 
measure the temperature in the room at the same time, 
with the periodicity of five minutes and send the data 
to the process computer. This computer packs the 
temperature values into packets and sends them to the 
monitoring application. All these packets containing 
temperature values create a data flow. 

Fig. 2 shows the data flows established between 
two control applications connected to remote industrial 
processes, through a TCP/IP network. 

Periodic data flows include values obtained through 
data acquisition, control commands, which occur at 
well defined periods of time. Aperiodic data flows 
include commands issued by the application operator, 
high priority alerts and event signals. A number of 
parameters are identified for each data flow type. The 
parameters for periodic data flows are: inter-release 
period, priority (importance), content (process control 
data included in the flow), required packet delay (or 
response time), transmission deadline, source, 
destination and packet size. The parameters for 
aperiodic data flows are: priority, content, required 
packet delay, transmission deadline, source, 
destination and packet size.  

In real-time task modeling, it is a common practice 
to assume that aperiodic tasks have a minimum inter-
release period, which is given by process related 
parameters. Because all tasks are considered periodic, 
scheduling and feasibility analysis are simplified. For 
the same reasons, we choose to make the same 
assumption (minimum inter-release period) for 
aperiodic data flows. 

A data flow is formally defined as an n-tuple: 
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Figure 2. Data flows between control 

applications 
 
The components of the n-tuple are the data flow 

parameters. T is the inter-release period for periodic 
data flows and the minimum inter-release period for 
aperiodic data flows.  P is the priority, r is the required 
packet delay or response time, D is the transmission 
deadline and l is the size of a data flow packet. The last 
three components are the source (Src), destination 
(Dest) and content (c) of the data flow.  
 
4.3 Communication optimization 
 

The protocols from the TCP/IP stack are optimized 
to deliver large packets of data in a best-effort manner. 
Process control messages, on the other hand, are very 
short (from a few bytes to hundreds of bytes); they 
have periodic occurrence and real-time constraints. If 
very short periodic messages are packed and released 
in a TCP/IP network, the protocol overhead is very 
large compared with the payload data. Because, 
messages with short period of occurrence (e.g. 
seconds, milliseconds) can create large amount of 
traffic although few effective data is transmitted, it can 
be said that the network is inefficiently utilized for data 
transmission. 
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Figure 3. The algorithm pseudocode for the 

aggregation of data flows 
 
To optimize the transmission of control packets, we 

can adopt the strategy of aggregating control data from 
different process devices into the same data flow. 

To organize control data into larger data flows, the 
following parameters must be considered:  

• Data acquisition periodicity, assuming that 
devices which perform data acquisition with the 
same period read the sensor values virtually at 
the same time 

• Data priority  

• Data source and destination  

By performing data aggregation, the data flow 
packets contain larger amounts of effective data, hence 
increasing the efficiency of control data transmission. 

The specification of data flows for a control system 
is obtained using the algorithm presented in Fig. 3. 
First, an array of data flows (DF) is created by 
defining a data flow for each piece of process data. 
The parameters are set for each data flow. The array of 
data flows is then sorted by data flow period. To 
aggregate data flows that have similar characteristics, 
each periodic data flow is compared to all other 
periodic data flows that have the same period 
(DF[i].period == DF[j].period). If the data flows 
have the same source (DF[i].src == DF[j].src) and 
destination (DF[i].dest == DF[j].dest), they are put 
together in the same data flow. The aggregated data 
flow will contain data from both initial data flows, will 
have the highest priority 
(max(DF[i].priority,DF[j].priority)) and the smallest 
deadline (min(DF[i].deadline,DF[j].deadline)) of the 
two data flows. The first data flow will be substituted 
by the aggregated data flow and the second data flow 
will be deleted.  

For aperiodic data flows, which cannot merge with 
other flows, transmission efficiency is reduced. A 
solution for these flows, if their frequency of 
occurrence is high, is to reserve space for aperiodic 
data in periodic flows. This space (e.g. a few bytes) is 
used only if the aperiodic event takes place right 
before a periodic data flow packet is sent. 
 
5. Communication scheduling 
 

Solving the issue of message transmission time 
control is critical in a distributed control system. The 
system architecture proposed in this paper uses a 
TCP/IP network as a communication infrastructure. 
The main challenge in this case is guaranteeing real-
time constraints on a best-effort communication 
infrastructure. For solving this problem, a bandwidth 
reservation mechanism is used. 

The bandwidth reservation mechanism requires the 
estimation of network bandwidth for all traffic 
generated in the system. For this purpose we adopted a 
method commonly used in the case of real-time tasks, 
the worst case scenario analysis using the rate-
monotonic scheduling algorithm [22].  

In our approach, each data flow is a “task” and the 
network is the “processor”, which has to be shared 
between all “tasks” in the system. Priorities are 
assigned to all data flows in a rate-monotonic manner. 
This way, a data flow which has a lower period will 
have a higher priority. Periodic and aperiodic data 
flows are taken into consideration for scheduling. 

count = 0; 
Foreach process_data _value 
{ 
     DF[count] = Create_data_flow (); 
     Set_data_flow_parameters ( DF[count] ); 
     count++; 
} 
Sort_data_flows_by_period (); 
For ( i=0; i < count-1; i++ )  
{ 
     If ( Periodic ( DF[i] ) &&  

! Marked_for_delete ( DF [i])) 
     {  
          j = i+1; 
          While ( DF[i].period == DF[j].period )  
          {     
               If ( Periodic ( DF[j] ) ) 
               { 
                    If ( DF[i].src == DF[j].src )  
                        and ( DF[i].dest == DF[j].dest ) 
                    { 
                          Aggregate ( DF[i], DF[j] ); 
            Mark_for_delete ( DF[j] ) 
                     } 
               } 
               j++; 
          } 
     } 
}   
Foreach DF  
{ 
     If (Marked_for_delete ( DF ))  
     { 
      Delete ( DF ); 
     } 
} 



84

International Journal On Advances in Networks and Services, vol 1 no 1, year 2008, http://www.iariajournals.org/networks_and_services/

Aperiodic data flows are considered to have a 
minimum inter-release period. The next step is to 
compute the response time for each data flow. The data 
flow system is feasible if, for each data flow, the 
response time is less than its transmission deadline (r < 
D). In this work we consider that transmission deadline 
for a data flow is equal to its inter-release period (T = 
D). By obtaining the appropriate values for the 
response time of all data flows, in the worst case, a 
maximum value for the required network bandwidth 
can be derived. The maximum bandwidth value 
obtained is used to make resource reservations. In this 
way, it can be guaranteed that actual response time for 
each data flow will be less or equal than the computed 
response times.  

It is considered that the worst case response time 
for a data flow happens when a packet has to wait for 
the transmission of packets that belong to all data 
flows with higher priority and for one packet with 
lower priority, but with the largest transmission time. It 
is also assumed that all data flows start at the same 
time.  

In order to compute the data flow response time (ri) 
the following variables are taken into consideration:  

• The delay caused by the devices found on the 
network path (tdelay) 

• The transmission time of packets that belong to 
the data flow (Ci) 

• The data flow’s inter-release period (Ti) 

• The data flow’s priority (Pi) 

• The transmission time of packets that belong to 
data flows with higher priority  

• Maximum transmission time of packets that 
belong to data flows with lower priority 

• The number of hops from source to destination 
(nHops) 

Response time for each data flow is computed using 
the following set of equations:  
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The response time is obtained through iteration, 
until t

i
t

i rr =+1 . There are two important conditions 
which have to be imposed: 

• All response times have to be less than the 
corresponding deadlines 

• Network utilization has to be less than 100%  

The bandwidth value is gradually increased (with 
10%) while the response time and utilization are 
computed, until these requirements are met.   

In the first iteration, the response time of a data 
flow is computed by summing up the transmission 
time, the delay caused by the network devices such as 
switches and routers, and the transmission time of all 
other data flows which have higher priority. In 
subsequent iterations, the response time equation has 
two new components, the maximum transmission time 
of data flows which have lower priority 
( { }iPkPkCMax < ) and the sum of transmission time 

of all packets of higher priority that are likely to be 
released while the packet is being transmitted through 
the network. The number of packets with higher 
priority that influence the response time of the data 
flow equals the number of packets that are released in 
the response time of a packet from the data flow. To 
decrease the number of iterations, the time interval 
when the actual packet is being transmitted (Ci) is 
subtracted from the response time, as in that time 
interval packets from other data flows can not be 
transmitted.  

The transmission time for packets which are 
included in a data flow is computed as follows:   

 

Bandwidth
lengthPacketC _

=                                 (3)         

 
The delay caused by network devices can be 

approximated by using a mean round-trip time of a 
probe packet sent on the same route on which the 
bandwidth reservation will be made. 

As the response time is computed recursively, the 
computation time could be a problem. In our case, 
because bandwidth requirements are assessed and 
reservations are made before starting the control 
system, a larger computation time is not an issue.  
 
6. Implementation details 
 

To validate the proposed system architecture, the 
data flow model and the method of estimating network 
bandwidth, a prototype of a distributed control system, 
was developed. The prototype includes the 
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communication middleware, the industrial application 
and the industrial device simulator (for the provision of 
industrial process data).  

The communication middleware runs on a network 
infrastructure based on TCP/IP stack, with IPv6 as a 
network protocol. The solution adopted [23] is to use 
the IPv6 Traffic Class and Flow Label fields. The 
Traffic Class field enables a source to identify desired 
traffic-handling characteristics of each packet relative 
to other packet from the same source. The intent is to 
support various forms of services. In case of IPv6 
standard [24], a flow is defined as a sequence of 
packets sent from a particular source to a particular 
destination for which the source desires some special 
handling by the intervening routers. From the source’s 
point of view, a flow is just a sequence of packets that 
are generated from a single application instance at that 
source and have the same transfer service 
requirements. From the router’s point of view, a flow 
is a sequence of packets that share attributes that affect 
how these packets are handled by the router. In 
principle, all of a user’s requirements for a particular 
flow could be defined in an extension header and 
included in each packet, but for our implementation, 
we leave the concept of flow open to include a wide 
variety of requirements and adopt the flow label, in 
which the flow requirements are defined before traffic 
generation and a unique flow label is assigned to the 
flow. 

The RSVP module is designed as a state machine. 
The objects defined in this module represent: 

• RSVP sessions 

• State information extracted from PATH 
message and information from RESV message 

• Reservations installed in an outgoing interface 

• Information about a previous hop in a session, 
i.e. the last reservation that has been sent to this 
hop 

For each RSVP session all relevant information is 
bundled and the destination address and port is saved. 
From each PATH message all relevant information is 
held, i.e., the sender’s address and traffic specification, 
routing information. For each reservation requested 
from a next hop, reservation specification is held, i.e., 
the FlowSpec, which determines the amount of 
resources that are requested, depending on the service 
class. 

The industrial control application uses all the 
facilities offered by the communication middleware 
and implements the following functionalities:  

• Remote process control and visualization  

• Input and output data flow definitions for 
devices participating in the industrial process  

• Control data flow through commands sent to 
devices connected to processes  

• Specification and negotiation of resources 
needed for communication with other devices  

• Receive and process data flows from industrial 
devices 

• Register data flow delay time  

The operator can visually create the diagram of the 
industrial process, by dragging the symbols of different 
types of devices on the control board. Next, the 
operator has to specify input data flows (data received 
from devices connected to the process) and output data 
flows (commands sent to devices) in order to establish 
communication parameters.  

After the definition of data flows, the negotiation 
process for resources starts. Input and output data 
flows are analyzed and, as a result, bandwidth needed 
to satisfy real-time communication constraints is 
computed. The application sends a query asking for the 
available bandwidth and round-trip time to destination 
process. The response time can be guaranteed only for 
the data flows having the period less than the delay 
caused by the network devices (e.g. switches, routers). 
If the available bandwidth is insufficient, data flows 
having the smallest period are deleted, data is 
recomputed and application begins the resource 
reservation process. After the negotiation and 
reservation process, the application can start to send 
and receive data flows.   

The industrial device simulator sends periodical 
data flows (requested by the control application) 
containing process values randomly generated from a 
predetermined range and receives periodical data flows 
representing commands from the control application 
for devices connected to the process. Devices cannot 
negotiate resource reservations for generated data 
flows nor to specify quality of service parameters. The 
control application connected to these devices is 
responsible for the negotiation and bandwidth 
reservation. 

An important issue encountered during the 
implementation of both the industrial control 
application and the device simulator is the 
specification of data flows. In order to assure the 
device and application interoperability, data flow 
parameters and content are specified using XML. In 
this way messages between applications and devices 
are interpreted easier and the access to process and 
control data is uniform.  
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Figure 4. Data flow specification in XML 

 
Fig. 4 shows an example of a periodic data flow 

specification in XML. 
 
7. Experiments 
 

We conducted two sets of experiments. First, we 
used a simulator to validate the proposed method for 
network bandwidth estimation. Second, we performed 
some tests using the implemented control system 
prototype, which was deployed on our experimental 
infrastructure. 

 
7.1 Estimation of network bandwidth 
 

For the first set of experiments we measured the 
response time, jitter and packet loss for multiple 
periodic real-time data flows, which were released in a 
simulated TCP/IP network. The main objective of 
these experiments was to check if the computed 
network bandwidth value guarantees the required 
response time and low jitter for all data flows. 

The simulation study was performed on Network 
Simulator (NS-2) [25], version 2.33. The simulation 
results were evaluated for different scenarios using the 
topology depicted in Fig. 5. 

 

 
 

Figure 5. The topology used for simulations 
 

Table 1. Parameter settings for periodic real-
time data flows 

Flow Period (ms) Packet size (B) 

F1 10 300 
F2 120 300 
F3 50 300 
F4 75 300 
F5 520 300 

Table 2. Response times (1st scenario) 
Response time (ms) 

Flow Measured 
maximum 

Measured 
average 

Measured 
minimum 

F1 50.66 28.87 25.33 
F2 50.66 33.01 25.33 
F3 50.66 32.98 25.33 
F4 50.66 30.48 25.33 
F5 50.66 33.03 25.33 

 
The topology consists of 5 nodes. These nodes are 

connected with full-duplex bidirectional links. All 
links have the same available bandwidth and 
propagation delay. In this paper it is assumed that per 
link delay is negligible. Constant-Bit-Rate (CBR) 
agents were attached to the source node (S) and used 
to generate periodic, fixed size packet traffic in the 
network. User Datagram Protocol (UDP) was used as 
transport layer protocol to minimize the overhead of 
establishing a connection. Five periodic data flows 
were defined, having the same source (S) and 
destination (D). The parameter settings are 
summarized in Table 1. 

Two scenarios were simulated. Measurements were 
made to compare data flows’ response times with the 
corresponding deadlines and to observe to what extent 
the jitter affects the response time of packets. 

In the first scenario the network bandwidth was set 
to the minimum value which can accommodate all 
defined data flows (379 Kbps). Results analysis 
revealed that the average measured response times 
were acceptable in the case of data flows which had 
larger periods, but for the other data flows response 
times were very often greater than the corresponding 
deadlines. Jitter measurements showed that even if the 
average value was quite small, the maximum value 
was very large, approximately equal to the measured 
minimum response time. For this scenario no packets 
were lost.  

For the second scenario, equations (2) were used to 
derive the maximum bandwidth needed by the set of 
data flows in order to satisfy the deadlines. The 
computed maximum bandwidth was 2106 Kbps. As 
expected, a considerable difference can be observed 
between the measured maximum response time and the 
maximum computed response time. This difference is 
due to the fact that the worst-case scenario does not 
occur during simulation time, thus the resulting 
network utilization is low. All the deadlines were 
satisfied and the average delay jitter is very small for 
the flow with the largest period. There was no packet 
loss.  

For both scenarios, measured values can be found 
in Tables 2-5 and the comparison between data flows 

<Flow> 
      <ID> data_flow_ID </ID> 
      <SrcIP> source_IP </SrcIP> 
      <DestIP> destination_IP </DestIP> 
      <Per> data_flow_period </Per> 
      <Pri> data_flow_priority </Pri> 
      <Name> data_flow_symbolic_name </Name> 
     <Content>  

XML_content_specification  
     </Content> 
 </Flow> 
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in terms of response time and jitter are shown in Fig. 
6-9.    

 
7.2 Tests performed using the prototype 
 

To test the distributed control system prototype, two 
PCs connected in a local network were configured as 
traffic source and destination. A static route consisting 
of another two PCs which played the role of routers 
was established between these nodes. The network 
infrastructure was based on IPv6 protocol. The 
communication middleware, the control application 
and the device simulators were deployed on the test 
infrastructure.  

A process schema containing monitoring elements 
connected to two data flows was specified in the 
control application. The first data flow (Flow 1) has a 
2 seconds period and 270 byte packet size. The second 
data flow (Flow 2) has a 0.5 second period and the 
same packet size. After starting the remote control 
application and the device simulators, response time 
for all packets was measured.  

  
Table 3. Response times jitter (1st scenario) 

Response time jitter (ms) 
Flow Measured 

maximum 
Measured 
average 

Measured 
minimum 

F1 25.33 3.22 0 
F2 18.68 3.58 0 
F3 19 4.33 0 
F4 24 4.41 0 
F5 25.33 3.59 0 

 
Table 4. Response times (2nd scenario) 

Response time (ms) 
Flow Measured 

maximum 
Measured 
average 

Measured 
minimum 

Computed 

F1 6.078 3.103 3.039 9.12 
F2 6.078 3.839 3.039 68.4 
F3 6.078 3.870 3.039 27.36 
F4 6.078 3.447 3.039 41.04 
F5 6.078 3.724 3.039 86.64 

 
Table 5. Response times jitter (2nd scenario) 

Response time jitter (ms) 
Flow Measured 

maximum 
Measured 
average 

Measured 
minimum 

F1 3.039 0.114 0 
F2 2.279 0.547 0 
F3 2.279 0.484 0 
F4 3.039 0.815 0 
F5 3.039 0.002 0 

 
 

Measurements were made in two cases. In the first 
case, the communication middleware was used to make 
network bandwidth reservations before starting the 
traffic. In the second case, no reservations were made 
for the real-time traffic. For both data flows, response 
time measured during tests was less than the maximum 
allowed response time, in the case of reservations, 
presented in Table 6.  

The measurements showed that the proposed 
system architecture, traffic model and method of data 
flow scheduling are able to satisfy the control system's 
requirements and guarantee a maximum delivery time.  
They also showed that the analytical evaluation of the 
response time is an upper limit to the measured time 
parameters.  

If no reservations were made, for both data flows, 
measured response time fluctuated between a 
minimum of 0.367 seconds and a maximum of 0.617 
seconds, as can be observed in Table 7. Packets of 
Flow 1 have the same priority on the network as 
packets of Flow 2, even though Flow 2 requires a 
better response time. Real-time requirements were not 
satisfied, because for Flow 2 the maximum measured 
response time was greater than the computed 
maximum response time.  

Fig.10 and Fig. 11 show charts that compare the 
computed response time for the two data flows with 
the measured response time, on both test scenarios.  

 
Table 6. Measured response time for 

experimental data flows with reservations 
 Flow 1 Flow 2 Flow 1 Flow 2 

Computed 
bandwidth 9 kbps 

Available 
bandwidth 100 kbps 64 Mbps 

Measured RTT 1.5 ms 0.65 ms 
Computed 
maximum 

response time 
0.745 s 0.497 s 0.744 s 0.496 s 

Measured 
response time 0.685 s 0.372 s 0.677 s 0.367 s 

 
Table 7. Measured response time for 

experimental data flows without reservations 
 Flow 1 Flow2 

Computed bandwidth 9 kbps 

Available bandwidth 100 Mbps 
Measured RTT 0.4 ms 0.4 ms 

Computed maximum response 
time 0.744 s 0.496 s 

Maximum measured response 
time 

0.617 s 
 

0.617 s 
 

Minimum measured response 
time 0.367 s 0.367 s 
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Figure 6. Response times (1st scenario) 
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Figure 7. Response times jitter (1st scenario) 
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Figure 8. Response times (2nd scenario) 
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Figure 9. Response times jitter (2nd scenario) 
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Figure 10. Response time measurements 
using reservations 



89

International Journal On Advances in Networks and Services, vol 1 no 1, year 2008, http://www.iariajournals.org/networks_and_services/

0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

Flow 1 Flow 2

Data Flows

Re
sp

on
se

 ti
m

e 
(s

)

Computed
Maximum measured
Minimum measured

Figure 11. Response time measurements 
without using reservations 

 
8. Conclusion 
 

This paper presents a new approach in solving 
network delivery time control and data delivery 
efficiency in distributed control systems, on TCP/IP 
infrastructures. We introduce the data flow traffic 
model which provides the basis for communication 
scheduling, and a reservation-based communication 
system architecture. Our solution uses Integrated 
Services/RSVP and the facilities of IPv6 protocol as 
support for real-time communication. 

The experimental results show that the implemented 
prototype satisfies the real-time constraints. This 
proves the validity of the proposed communication 
model and the method for computing the required 
network bandwidth. Moreover, the analytical 
evaluation of response time demonstrated to be an 
upper limit for measured delivery time. 
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Abstract 

 
Traditional mobile operators invested huge 

amounts of money in the 1990s to build the current 2G 
wireless networks, like GSM networks in Europe. 
Those networks have proven to be stable. In most 
cases, their capacity has not yet been exhausted. 
Furthermore, the marketing departments of mobile 
operators now consider the commercial possibility of 
selling mobile subscriptions through new channels, 
like supermarkets. The concept of Mobile Virtual 
Network Operator (MVNO) arose. Some of them are 
just new brands and do not own any tele-
communications equipment. Other companies do own 
part of the network: these are the Mobile Virtual 
Network Enablers (MVNE). They provide part of the 
network infrastructure, while the Mobile Virtual 
Network Operators (MVNO) serve end-customers. 
Furthermore, in the context of international 
globalization, it appears more and more meaningful 
that the same platform in one dedicated country serves 
end-subscribers from several operators in different 
countries. When it comes to service triggering, the 
interactions between three kinds of network are 
critical. These three kinds of networks are: the home 
network, which owns the services’ platform, the host 
network, which actually triggers the platform in the 
home country, and visited networks, where the 
subscriber may roam abroad. The goal of the present 
paper is to study these interactions based on an actual 
implementation example. 
 
Keywords: IN, Service Trigger, MVNO, Multi-
Country, IMS 
 
1. Introduction 
 

We shall focus on signaling issues for triggering a 
Value Added Service (VAS) such as an Intelligent 
Networks (IN) service. The signaling to establish the 
bearer trunk will not be the central focus of this paper; 

instead, we shall concentrate on the signaling for the 
exchanges with the services’ platform. 

We shall assume that the owner of the services’ 
platform like the MVNE has its own Network Sub-
System (NSS), which represents the true Home 
Network. First, it owns the register of its subscribers or 
Home Location Register (HLR). That is, it has the 
freedom for provisioning subscribers. In addition, it 
owns a VAS platform. Finally, it owns a core network, 
including Mobile Switching Centers (MSC) and 
Signaling Transfer Points (STP). For the Radio Access 
Network (RAN) or Base Sub-System (BSS), the 
MVNE relies on a traditional mobile operator defined 
as the Host Network. The fact that the MVNE owns a 
VAS platform means that it has the flexibility to offer 
differentiated services in comparison with other mobile 
networks including the host network. 

A IN prepaid service is a good example of a Value 
Added Service because it contains both: 

1. Originating triggers: a subscriber pays to 
make a call; thus the prepaid service is 
triggered for an outgoing call. 

2. Terminating triggers: a subscriber might pay 
to receive calls: for example when he/she is 
roaming abroad in a Visited Network. For such 
incoming calls, the service is triggered too. 

Like in [1], we shall study first the outgoing and 
terminating case for a single MVNO. To illustrate this, 
we give an implementation example. Then, we tackle 
the Multi-Country topic, which may apply when 
MVNOs are located in different countries, as well as 
when an international operator has affiliates in various 
countries. Finally, we shall outline what the 
interconnections between the home network and 
external networks could look like in the IMS 
architecture. 

Since many acronyms are used, a terminology can 
be found at the end of the paper. 
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2. Making outgoing calls from the Host 
network 
 

The MVNE does not own its Radio Access Network 
(RAN). Therefore, in the home country a mobile 
subscriber of the virtual operator is first detected by the 
RAN of the host network. The Host Network needs to 
retrieve the subscriber information from the HLR of the 
MVNE. Based on that information, it will trigger the 
VAS platform of the MVNE. 

Through which protocol? The two usual protocols 
for value-added services such as IN services are INAP 
and CAMEL. For interoperability issues, especially in 
the roaming case (see chapter 3) the CAMEL protocol 
might be preferred. CAMEL, sometimes called 
CAMEL Application Part (CAP), as INAP, is built 
over TCAP [2], which is built itself over SS7, and 
therefore CAMEL resp. INAP messages transit through 
the SS7 network by means of Signaling Transfer Points 
(STP). 

If CAMEL is used, the IN platform is triggered as 
illustrated in Figure 1. This applies to voice calls, as 
well as to SMS, in case the latter are charged through 
an SS7-based protocol. 

 
 
The A-party is known in the host network. At 

registration time, the VLR gets the information from 
the HLR of the MVNE about the Originating CAMEL 
Subscription Information (O-CSI) for that subscriber. 
The O-CSI contains, among other things, the SS7 
address or Global Title (GT) of the IN platform 
belonging to the MVNE. The MSC retrieves that 
information in turn from the VLR. Based on that 
information, the MSC of the host network builds and 
forwards the service triggering message to the IN 
platform in the home network. In fact, the message is 
built by the Service Switching Functionality contained 
in the MSC. That functionality is called SSF or 

gsmSSF as described in [3]. The message later transits 
through the STP nodes of the SS7 network. 

In the case of GPRS resp. UMTS networks, the role 
of the MSC consisting in triggering the Value Added 
Service would be played by the SGSN, which would 
contain also an SSF, called this time gprsSSF instead of 
gsmSSF. For more details, the reader can refer to [4]. 

We might call this scenario a “home” call since the 
subscriber is in its home country. However, the call is 
handled partly by the host network. So in reality, it is 
not completely a “home” call. 

When the subscriber moves within the host network 
from one area to another, the VLR corresponding to the 
current area for the subscriber is updated with the 
service triggering information related to the A-party. 
The local MSC retrieves the updated information from 
the VLR and is still able to contact the IN platform in 
order to trigger the Value Added Service. 

The reader who wishes to get more information on 
that topic can refer to the chapter ‘Mobility 
Procedures’ in [5]. 

 
3. Making outgoing calls from a visited 
network 
 

The main reason why the CAMEL protocol is 
preferred is that it is fully standardized. You cannot 
find so many various implementations as with INAP. 
Consequently, while a subscriber is visiting a mobile 
network abroad, the Visited MSC (V-MSC), which 
monitors the call legs, can talk directly through 
CAMEL with the IN Platform of the MVNE. That 
latter provides the instructions for handling the call. 

In CAMEL, there are different subsets of 
capabilities or Phases, where the next phase is a 
superset of the previous one. The actual CAMEL phase 
to handle the call should be the minimal phase 
supported by both the visited MSC and the IN platform 
of the MVNE. For example, if the IN platform supports 
Phase 2, but the visited MSC only supports Phase 1, 
then Phase 1 will be the relevant phase to handle the 
call. 

The IN platform is triggered as illustrated in    
Figure 2. In case data traffic was charged through an 
SS7-based protocol like CAMEL Phase 3, the scenario 
described would still apply. 
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The IN platform can only be triggered once the A- 

party has been identified as a subscriber of the MVNE. 
When the MVNE subscriber roams abroad, the VLR is 
updated with the O-CSI of that subscriber. From the 
visited VLR, the visited MSC retrieves the GT of the 
IN Platform belonging to the MVNE, so that it can get 
instructions from the IN platform on how to handle the 
call. Once that information is retrieved, the V-MSC can 
monitor the call. The bearer trunk is established 
through the ISUP protocol, from the visited network to 
the host network, which forwards the call to the G-
MSC of the home network. In case the MVNE is 
officially registered at regulatory authorities, and does 
not operate under the umbrella of a well-established 
operator, it can happen that the bearer trunk transits 
directly from the visited network to the home network 
through an international carrier, thus bypassing the host 
network. 

Having a CAMEL dialogue between the visited and 
the home networks means of course that the visited 
MSC has CAMEL capabilities. However, CAMEL is 
not necessarily implemented by all roaming partners, 
and even if it is, it may not be in the right phase. For 
example, in order to play announcements, CAMEL 
Phase 2 is required. And in order to charge data traffic, 
CAMEL Phase 3 is required. Consequently, if the 
visited MSC has only Phase 1 at its disposal, then the 
home network might better control the call itself. For 
that purpose, the control of the call needs to be passed 
over to the home network. We will study how this 
could work in Chapter 4. 

 
4. CAMEL Rerouting 
 

Let us consider the case in which the V-MSC offers 
CAMEL Phase 1, and the control of the call is passed 
over to an MSC in the home network. 

When a subscriber is abroad, the V-MSC takes care 
of all outgoing calls. The V-MSC knows which IN 

platform to trigger when the subscriber tries to make a 
call since the VLR is updated with the O-CSI from the 
HLR of the MVNE. Once triggered, the IN platform of 
the MVNE can instruct the V-MSC to connect the call 
to a dummy destination number belonging to the home 
network. That dummy number could contain a 
sequence number in order to identify the call later. 
When the ISUP ‘Initial Address Message’ (IAM) to set 
up the voice call reaches the G-MSC of the home 
network, the G-MSC could trigger again the IN 
platform of the MVNE. Based on the sequence number 
defined earlier, the IN platform would be able to 
correlate the incoming voice call with the service 
triggering message previously received, and would thus 
take control of the call in this fashion. 

This is illustrated in Figure 3. 
 

 
 
When the G-MSC of the home network triggers the 

IN platform the second time, it can use INAP. It is not 
necessary to use CAMEL anymore since the MSC and 
the IN platform belong to the same network. Therefore, 
the rerouting scenario is also a way to control an 
originating call using INAP. 

There could be also a rerouting scenario for home 
calls between the host network and the home network. 
There would be a first trigger to the IN platform from 
the host network. Later, a second trigger would come 
from the G-MSC of the home network. As the first 
trigger comes necessarily from the host network, INAP 
could be used also in order to trigger the IN platform 
the first time from the host MSC. It would only be a 
matter of agreement between the host and the home 
networks, not with other partners. 

 
5. Receiving calls 
 

In the terminating case, the called number or B-
Party is one of the subscribers of the MVNE, which is 
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not necessarily the case for the A-Party. The network, 
where the A-party is located, is called the Interrogating 
Network. For more information on that topic, the reader 
might refer to [3], especially the chapter ‘Architecture’. 

As in the originating case, the G-MSC of the 
interrogating network needs to set up the connection to 
the B-party and get the CAMEL subscription 
information from the HLR of the MVNE. In that case, 
it is not the Originating but the Terminating CAMEL 
Subscription Information (T-CSI). That piece of 
information contains again the GT of the IN platform 
belonging to the MVNE. Consequently, there can be a 
CAMEL dialogue between the G-MSC of the 
interrogating network and the IN platform, as 
illustrated in Figure 4. 

 

 
 

Again, this assumes that the G-MSC has CAMEL 
capabilities and that the supported CAMEL phase is 
sufficient to provide the desired service to the end-
subscriber. 

The host network is involved in the terminating 
scenario, too, since the B-Party, which is a subscriber 
of the MVNE, is seen as belonging to the host network 
by any foreign network. 

In order to avoid the problem with CAMEL 
compatibility, the T-CSI can be disabled in the HLR, 
and the G-MSC of the MVNE can trigger the IN 
platform itself based on the incoming ISUP message to 
set up the voice call, similar to the second trigger in the 
CAMEL re-routing concept. It is possible because the 
bearer trunk will always reach an MSC of the home 
network in the terminating scenario. This is illustrated 
in Figure 5. 
 

 
 

In that case, the terminating call is monitored by the 
G-MSC of the MVNE itself, with instruction from the 
IN platform. 
 
6. Implementation 
 

The present chapter describes an actual 
implementation of an IN prepaid platform at the 
MVNE Vistream in Germany in 2006. 

 
6.1 Making outgoing calls 

 
For outgoing calls from the host network, CAMEL 

Phase 2 has been used in order to have the capability to 
play announcements to the end-subscriber. 

Here is the log for an Initial DP message, which is 
the initial CAMEL message in order to trigger the IN 
platform: 
 
TRACE: cml!initial_dp_received( 
transaction_id= 1576, 
[...], 
calling_party_number=cml_calling_party_number(
present=true,nature_of_address=anoa_internatio
nal_number,number_incomplete=false,numbering_p
lan_indicator=cmlnp_isdn,presentation_indicato
r=iapi_restricted,screening_indicator=isi_netw
ork_provided,address_signals=4915701234518), 
[...], 
called_party_bcd_number=cml_called_party_bcd_n
umber(present=true,type_of_number=cmlcs_unknow
n,numbering_plan_indicator=cmlbnp_isdn,address
_signals=015701234593), 
[...], 
event_type_bcsm=cml_p2_event_type_bcsm(present
=true,value=cmlp2etb_collected_info) 
[...], 
msc_address=cml_isdn_address_string(present=tr
ue,nature_of_address=cmnt_international_number
,numbering_plan_indictator=cmlbnp_isdn,address
_signals=491770381000), 
[...] 
) 
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Please note that only the transaction identifier, the 
calling party number, called party number, event type 
and MSC address have been kept from the original 
message log. The other parameters have been removed 
for the sake of clarity. 

In the present log, a MVNE subscriber, whose 
number (without Country Code) is 015701234518, 
calls another subscriber from the MVNE, whose 
number is 015701234593. The 01570 prefix is 
characteristic for the MVNE. The present trigger 
relates to the A-party of the call i.e. 015701234518 
since the IN platform has been triggered in Detection 
Point (DP) ‘Collected Info’ in accordance with the 
Basic Call State Model (BCSM) defined in [3]. 

The GT of the MSC, which sent the CAMEL 
message, is an address in the host network: 
491770381000. That piece of information needs to be 
passed over to the IN platform since it is relevant in 
order to rate the call to know whether the call comes 
from abroad or not. If the subscriber were roaming in a 
foreign network, the MSC address would have another 
Country Code other than 49 for Germany, and the call 
would be more expensive for the calling party. 

 
6.2 Receiving calls 

 
For mobile terminating calls, the decision has been 

taken to have the G-MSC of the MVNE triggering the 
IN platform using CAMEL Phase 2. 

Here is the log for an initial DP message: 
 
TRACE: CAMEL_PROT_FSM[85874]: call_id = 
'553658458'  state = 'CML_IDLE'  event = 
'LLS_cml_initial_dp_receivedTyp' 
 
TRACE: cml!initial_dp_received( 
transaction_id=1605, 
[...] 
calling_party_number=cml_calling_party_number(
present=true,nature_of_address=anoa_national_s
ignificant_number,number_incomplete=false,numb
ering_plan_indicator=cmlnp_isdn,presentation_i
ndicator=iapi_allowed,screening_indicator=isi_
network_provided,address_signals=01638080080), 
[...], 
called_party_number=cml_called_party_number(pr
esent=true,nature_of_address=anoa_national_sig
nificant_number,internal_network_number_indica
tor=iini_route_to_number_allowed,numbering_pla
n_indicator=cmlnp_isdn,address_signals=0157012
34518), 
[...], 
event_type_bcsm=cml_p2_event_type_bcsm(present
=true,value=cmlp2etb_term_attempt_authorized), 
[...], 
msc_address=cml_isdn_address_string(present=tr
ue,nature_of_address=cmnt_international_number
,numbering_plan_indictator=cmlbnp_isdn,address
_signals=491570012360), 
[...] 
) 
 

In this example, the GT of the MSC, which sent the 
CAMEL message, is an address from the MVNE: 
491570012360. Again, we recognize the prefix 
(0)1570. The present trigger relates to the incoming 
call for the B-Party: 015701234518 since the DP is 
‘Terminating Attempt Authorized’. The A-Party 
number, 01638080080, is not a number of the MVNE. 

In the case of a Mobile Terminating call, the IN 
platform needs to know the location of the B-Party. If 
the latter were in the home country, the call would most 
probably be free of charge: the subscriber then would 
not need to pay to receive calls in the home country. It 
would certainly not be the case if the B-Party were 
abroad. 

In order to know the location of the B-party, the IN 
platform sends a MAP Any Time Interrogation (ATI) 
message to the HLR. The reader might have a look 
again at Figure 5, and refer to [5] for further 
information. 

Here is an example of an ATI message: 
 
TRACE: mapss7!send_anytime_interrogation( 
[...], 
msisdn=map_v2_isdn_address(present=true,noa=mn
t_international_number,np=mnp_isdn_telephony,d
igits=4915701234518)), 
requested_info=map_requested_info(location_inf
ormation=true,subscriber_state=true,current_lo
cation=false), 
[...] 
) call_id=553658458 
 

This way, the IN platform knows in which country 
the called party is and can rate the call accordingly. 

 
7. Multi-country MVNO 
 

Given that the aim of an MVNE is offering services 
to multiple MVNOs, it can happen that these MVNO 
have different partnerships with mobile network 
operators, thus leading the MVNE home network to 
interface with more than one host network. It is 
especially the case in the context of international 
globalization, where MVNO can be located in different 
countries. One example would be when an international 
supermarket chain with subsidiaries in different 
countries wants to launch parallel MVNO offers. 

For an MVNO located in another country than the 
MVNE, it makes sense that the MVNO relies on a local 
host network, in order to avoid some interconnection 
costs. This makes it necessary for an MVNE to 
interface with multiple host networks. It is represented 
in Figure 6. 
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In the case that two host networks are not located in 
the same country, it can also happen that S2, a 
subscriber of an MVNO relying on Host Network 2 is 
roaming to Host Network 1. This is represented in 
Figure 7. 

 
 

Will the two triggering messages for S1 and S2 be 
different given that they may come from the same SSP 
in the same Host Network, possibly using the same 
protocol? 

 
7.1 MVNO Differentiation 
 

Regarding the originating SSP in the Host Network, 
the SCP is indeed able to identify it. 

The incoming triggering message, which is for 
whatever IN triggering protocol a TCAP message [2], 
provides the following information: 
 

SS7 Protocol Available parameter 
TCAP Application Context 
SCCP Originating GT 
MTP Originating PC 

 

Nevertheless, this information depends on the 
originating SSP only, not on the MVNO. 
Consequently, the MVNO distinction cannot be done 
by the “network”, unless it is done at an upper level 
like CAMEL i.e. while the SSP retrieves the 
subscriber-specific application information, which is 
the O-CSI in the case of an outgoing CAMEL trigger. 

Please note that this MVNO differentiation at 
Application level is valid not only when two MVNO 
rely on two hosts networks located in two different 
countries, but also if there are two MVNO relying on 
the same host network in the same country because in 
this case, the triggering information coming from the 
SSP might be the same also. 

If we look at the O-CSI, the following parameters 
are available according to [3]: gsmSCF Address, 
Service Key, Default Call Handling, TDP List, DP 
Criteria, CAMEL Capability Handling. If we do not 
use different gsmSCF addresses (Global Titles) to 
identify in reality the same IN platform, the relevant 
parameter for MVNO differentiation would be the 
Service Key. In other words, MVNO1 would use 
Service Key 1, while MVNO2 would use Service Key 
2 when triggering the IN platform. 

This means that two service instances, triggered by 
two different service keys, would coexist on the SCP. 
Attached to each of the instance, there would be a 
different data set: this can make data configuration 
complex! 

Another option is to have the subscriber 
differentiation not coming from the network, but from 
the SCP: subscriber S1 would be stored in the SCP 
with an MVNO “Identifier” (ID), or “Community” ID, 
or “Class of Service”, or whatever the name is, equal to 
'MVNO1', while subscriber S2 would be stored with 
MVNO_ID 'MVNO2'. Based on the subscriber data on 
the SCP, the service logic, especially the rating, could 
be different. 

Whether data separation relies on a Service Key or 
on an MVNO ID, it is recommended for a service’s 
platform to support data segmentation: MVNO1 should 
have the capability to access or modify its data in a 
secure way, without the risk of access or modification 
by MVNO2.  

 
7.2 Roaming consideration 

 
Nevertheless, the MVNO ID information stored at 

SCP level does not tell whether the subscriber is 
currently roaming or not! If we take the case of 
multiple host networks located in different countries 
but belonging to the same international group, it could 
be an asset to define the same service logic i.e., the 
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same service key with variations depending only on the 
originating country and whether the subscriber is 
currently roaming or not. For example, some menu 
options like the call history could be barred to roaming 
subscribers to avoid interconnection fees with the host 
network, but allowed for calls made in the same 
country as the local host network. 

In this case, the MVNO ID would not be sufficient 
anymore, but the Country Code of the Country “where 
the subscriber is not considered as roaming” would be 
required at SCP level too, so that the service logic, by 
comparing this Country Code with the Country Code of 
the originating SSP, knows in the end whether the 
subscriber is indeed roaming. This means that it can be 
an asset for a services’ platform to store the “home” 
country of any subscriber as part of the subscriber data. 

Otherwise, it could make sense to add an additional 
parameter, a kind of “roaming flag”, in the service 
triggering message coming from the network, but this 
would need extending IN protocols. 

Of course, another way to avoid this issue is to 
physically assign a different SCP per MVNO. 
Therefore, if MVNO1 is routed to SCP1, while 
MVNO2 is routed to SCP2 with two different GT, GT1 
and GT2, it is possible to define the “home” country on 
SCP1 as the country of Host Network 1, and differently 
on SCP2 as the country of Host Network 2. It can make 
maintenance easier, since a downtime for MVNO1 on 
the SCP1 machine would have no impact on MVNO2 
which runs on SCP2. However, it means additional 
hardware investment for the MVNO, and this needs to 
be considered in the business case. 

Please note that all these considerations regarding 
the multi-country topic are not relevant only to MVNO, 
but also to any international operator, with affiliates in 
various countries, wishing to store subscribers from 
different countries on the same platform centrally 
located in a specific country. 

 
8. Service triggering in IMS networks 
 

Let us see what the MVNE scenario could look like 
in the IMS architecture. The reader might refer to [6] 
and [7] to get information on the IMS concepts. 

The User Equipment (UE) of the A-party first 
contacts the Proxy Call State Control Function (P-
CSCF) of the visited network, as described in [7] in the 
paragraph ‘Roles of Session Control Functions’. 
Similarly to the V-MSC in the GSM case, the P-CSCF 
sees the subscriber as belonging to the host network 
(instead of the home network) and therefore sends a 
SIP message to the Interrogating Call State Control 
Function (I-CSCF) of the host network. The latter is 

able to make the distinction between its own 
subscribers and the ones from the MVNE. 
Consequently, the SIP message is sent finally to the 
home network. 

It makes sense that the MVNE owns an I-CSCF 
capability. This way, the host network does not need to 
know how the MVNE subscribers are dispatched onto 
the different S-CSCF of the home network. Otherwise, 
the host network needs to be informed every time the 
distribution changes. 

If the I-CSCF belongs to the MVNE, as well as the 
S-CSCF, which corresponds to option 3 in [8], the 
service triggering scenario is described in Figure 8. 

 

 
 
This means that as soon as the MVNE owns 

equipment at Session layer, an originating call resp. 
session is always controlled by an S-CSCF in the home 
network. The Application Server (AS) will never 
control a CSCF in the visited network like a Service 
Control Point (SCP) could do against a visited MSC in 
traditional GSM networks. 

Another option for the MVNE would be that the I-
CSCF and S-CSCF belong to the host network. In other 
words, the MVNE does not own any equipment at 
Session layer, only at Application layer. It corresponds 
to option 1 or 2b or 2c in [8]. 

The service triggering scenario in that case is 
described in Figure 9. 
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Please note that in case SMS or more generally data 
traffic is not charged by means of an SS7-based 
protocol, but by means of an IP-based protocol, like 
Diameter, the triggering scenario would be similar. The 
SMS-C resp. GGSN would forward the charging 
request to an SMS-C resp. GGSN located either in the 
home network or in the host network, depending on 
whether the home network has its own SMS-C resp. 
GGSN. Finally, the home or host SMS-C resp. GGSN 
would start a dialogue with the Application Server. 
 
9. Conclusion 
 

In traditional GSM networks, the interaction 
between a home network and a visited network is a 
known field. It corresponds to the roaming scenario. At 
this point, it has been standardized and implemented 
for years. Through the CAMEL protocol, there can be a 
direct control of a network component in the visited 
network by a services’ platform in the home network. 

With the irruption of the MVNO, which own part of 
the network equipments, the concept of host network 
has been introduced between the visited and the home 
network. However, there can still be control of the 
visited network by the home network with regard to 
value-added services. If there can be multiple host 
networks between the visited and the home network, 
MVNO differentiation must be done at Application 
level. 

In the IMS architecture, which relies on standard IP 
protocols like SIP or Diameter, the component that 
monitors the call resp. session and the services’ 
platform are always within the home network. This is 
valid even in the roaming case, unless the MVNO owns 
only the services’ platform and no equipment at all at 
Session level. Consequently, the interactions between 
the home network and external networks are less 
critical in IMS when it comes to service triggering.  

Terminology 
 
2G  Second Generation 
3G  Third Generation 
3GPP  3G Partnership Project 
AS  Application Server 
ATI  Any Time Interrogation 
BCSM  Basic Call State Model 
BSS  Base Sub-System 
CAMEL Customized Applications for Mobile 

networks Enhanced Logic 
CAP CAMEL Application Part 
CSCF Call State Control Function 
DP Detection Point 
G-MSC  Gateway MSC 
GGSN  Gateway GPRS Support Node 
GPRS  General Packet Radio Service 
GSM Global System for Mobile 

communications 
GT Global Title 
HLR  Home Location Register 
IAM  Initial Address Message 
I-CSCF  Interrogating-CSCF 
ID  Identifier 
IMS  IP Multimedia Subsystem 
IN  Intelligent Networks 
INAP  Intelligent Network Application Part 
IP   Internet Protocol 
ISC IMS reference point between CSCF 

and AS 
ISDN  Integrated Services Digital Network 
ISUP  ISDN User Part 
MAP  Mobile Application Part 
MO  Mobile Originating 
MSC  Mobile Switching Center 
MTP  Message Transfer Part 
MVNE  Mobile Virtual Network Enabler 
MVNO  Mobile Virtual Network Operator 
NSS  Network Sub-System 
O-CSI Originating CAMEL Subscription 

Information 
P-CSCF Proxy-CSCF 
PC Point Code 
RAN Radio Access Network 
SCCP Signaling Connection Control Part 
SCF Service Control Function 
SCP Service Control Point 
SIP Session Initiation Protocol 
SMS Short Message Service 
SMS-C SMS Center 
SMPP Short Message Peer-to-Peer protocol 
SS7  Signaling System No 7 
SSF  Service Switching Function 
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STP  Signaling Transfer Point 
TCAP Transaction Capabilities Application 

Part 
TDP Trigger Detection Point 
T-CSI Terminating CAMEL Subscription 

Information 
UE User Equipment 
UMTS Universal Mobile Telecom-

munications System 
VAS  Value Added Service 
VLR  Visited Location Register 
V-MSC  Visited MSC 
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Abstract 

 
Disaster Recovery Infrastructures, which have 

become a common aspect of all major IT 

infrastructures, could transform to Fault Tolerant 

Infrastructures in order to increase productivity, 

effectiveness and availability. This paper suggests a 

methodology for the transformation of High 

Availability Systems on which Disaster Recovery 

Infrastructures are based, to Fault Tolerant 

Production Infrastructures and establishes some Key 

Performance Indicators (KPIs) as a means to measure 

the effectiveness of the approach, adopting the 

principles of the Information Technology 

Infrastructure Library (ITIL) framework to a cost 

cutting, ecological and security-aware environment.  

 

Keywords: Fault Tolerance, Disaster Recovery, 

Availability, Change Management, Key Performance 

Indicators, ITIL 

 

1. Introduction 
 

Events, such as the recent global economic crisis, 

have stressed the need to reduce the expenses in every 

aspect of the effected organizations, including IT 

expenses. Additionally, Green IT has become equally 

important being nowadays a major strategic objective. 

As stated in “Gartner's 10 Strategic Trends for 2009” 

“For IT, green is everything, and that includes 

anything that can help cut the energy bill and reduce 

fuel use.” [1]. 

Towards this direction, IT should consider, among 

others, the change of its existing infrastructures and 

services. Some of the most eminent expenses of IT-

related infrastructures are the costs related to Disaster 

Recovery Infrastructures. How could these 

infrastructures be optimized in both operational and 

financial terms? What could be the effect of 

transforming a disaster recovery infrastructure to a 

more cost-effective infrastructure? These are the basic 

questions this paper addresses. 

In a “disaster avoidance” rather than a “disaster 

recovery” approach, the high availability solutions aim 

to proactively protect business continuity by 

monitoring the key business functions and mission 

critical applications that are predetermined as business 

priorities. In a situation where an IT component fails, it 

can be dealt (manually or automatically) well before its 

failure impacts the business. Designing IT system 

components with the ability to remain operational in 

the event of a failure has an additional benefit; that is 

to increase IT efficiency through continuous 

architecture. Moreover, such "preserve and protect" 

measures can facilitate maintenance projects when 

malfunctioning or low performing components can be 

upgraded or repaired during a planned downtime. 

The current paper, based on [2], suggests the 

transformation of the existing “cold-standby” Disaster 

Recovery Infrastructures, based on High Availability 

Systems, to Fault Tolerant Production Infrastructures, 

presenting the various differences of the two 

approaches. Using the theory of change management 

adding the necessary technical aspects, a specialized 

transformation strategy is proposed. The results of both 

the transformation methodology and the the adoption 

of Fault Tolerant Production Infrastructures are 

examined using the concepts of Information 

Technology Infrastructure Library (ITIL) framework 

and especially through the use of Key Performance 

Indicators (KPIs). 

The remainder of this paper is organized as follows. 

Section 2 gives an overview of the technical and terms 

related to availability. Section 3 highlights the benefits 

of migrating to a Fault Tolerant Infrastructure, whereas 

Section 4 introduces some basic principles of transition 

strategies. The proposed transformation strategy is 

presented in Section 5 and the measurement 

methodology of the related benefits is addressed in 
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Section 6. This approach is critically evaluated in 

Section 7 and the paper concludes in Section 8. 

 

2. Availability terms 

 
Currently, there are several approaches for 

developing Disaster Recovery Infrastructures. All of 

them aim to protect organizations’ most valuable 

assets: Data and Services. In order to be able to 

understand the differences between them, it is essential 

to define several terms related to availability. 

Production infrastructures should be distinguished 

from Backup (or Disaster Recovery) infrastructures. 

The Production infrastructures aim to serve all daily 

services of the organization, whereas Backup 

infrastructures operate only if a disaster occurs. This 

fact would classify Backup infrastructures as a rather 

luxury solution which would justify their existence 

only in the case of an extreme, disastrous event. 

Availability is the proportion of time that an 

application can be used for productive work, measured 

against the time that it must be functional. The time 

that the application must be functional or available to 

users is called "mission time," which may be quite 

different than 7 days per week - 24 hours per day 

(24x7) or 5 days per week - 8 hours per day (usual 

working hours) [3]. 

There are two factors that determine application 

availability. The first is the reliability of the 

components that comprise the application: namely, 

how often any of the consisting components fail. The 

second is how long it takes for the application to be 

restored once a failure has occurred. The components 

that comprise an application minimally include the 

server hardware, operating system and the application 

itself. The application may also be dependent on data 

storage devices, network access devices, databases, file 

systems, and other hardware and software components. 

The amount of time it takes to bring up an application 

after a failure depends on what it was that caused the 

application to fail. This time period is called Recovery 

Time Objective (RTO). If the application itself failed, 

recovery may be as simple as restarting the application 

on the same system. If, on the other hand, the 

application has failed due to a hardware failure, 

recovery can take a significantly longer time since it 

could involve [3]: 

� Notifying the service provider of the failure 

� Waiting for the arrival of the service technician 

� Determining what component failed 

� Replacing the failed component 

� Rebooting the operating system 

� Recovering the file system 

� Recovering the database 

� Restarting the networking software 

� Restarting the application 

 

Fault tolerance differs from high availability by 

providing additional resources that allow an 

application to "ride through" a failure without 

interruption [3]. Many of the high-availability solutions 

on the market today actually provide fault tolerance for 

a particular application component. Disk mirroring, 

where there are two disk drives with identical copies of 

the data, is an example of a fault-tolerant component. If 

one of the disk drives fails, there is another copy of the 

data that is instantly available so that the application 

can continue execution. However, once such a failure 

occurs, the system becomes vulnerable to the failure of 

the single remaining disk drive, which now has the 

only copy of the data and represents a single point of 

failure. Action should be taken as soon as possible to 

create a mirror of the remaining disk drive. However, 

this process may have a negative impact on system 

performance, depending on where the processing to re-

mirror the drive takes place. 

A fully fault-tolerant solution requires that all the 

resources that the application is dependent on are 

replicated, including the application process itself. This 

requires an independent processor (not part of the same 

– probably – symmetrical multiprocessing system) and 

a copy of the memory that the application uses. In the 

worst-case failure scenario, one in which the processor 

or memory fails, the replicated version of the 

application continues to execute. Other failures simply 

require the application to use alternate resources (disk 

drives, disk adapters, communications devices). As a 

result of this complete hardware and process 

replication, fault-tolerant systems are significantly 

more expensive than highly available systems. A fault-

tolerant system would be used in a situation where no 

downtime can be tolerated at all, such as an air-traffic-

control system, an emergency-response system or 

financial trading systems (during trade hours).  

In evaluating a fault-tolerant system, particular 

attention should be paid to the repair process. While 

the system may be capable of proper operation through 

a failure, to ensure that a subsequent failure will not 

bring the system down, the failed component must be 

immediately repaired. 

Load balancing is a technique (usually performed 

by special software or hardware mechanisms called 

load balancers) to distribute work between many 

computers, processes, hard disks or other resources in 

order to get optimal resource utilization and decrease 

computing time. It is also the ability to make several 

servers participate in the same service, performing the 

same tasks or supporting the same service [4]. Load 
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balancing can also be used to increase the capacity of a 

server farm beyond that of a single server.  

This technique is seen as complementary of fault 

tolerant services since it frequently provides the ability 

to maintain unaffected services during a certain 

predefined number of simultaneous failures [5]. Also, 

traditional implementations of fault-tolerant platforms 

often involve duplicate proprietary hardware and 

software with complex binding and mechanisms. This 

causes higher implementation costs and longer periods 

of inactivity, which could not make such solutions 

attractive to short term investment and productivity 

management. The challenge is to provide fault tolerant 

infrastructures that would contribute to the daily 

business operations as well as to the failure or disaster 

situations. 

 

3. The benefits of fault tolerant approach 
 

Having examined the background information of 

availability, fault tolerance as well as the load 

balancing techniques, it is necessary to present the 

benefits of migrating to a Fault Tolerant Infrastructure 

that could be used for production purposes as well. 

One of the fundamental advantages of High 

Availability Systems that are based on load balancing 

techniques is the protection of systems operation. In 

addition to that their presence can vastly improve the 

overall performance. "Capacity on demand, load 

balancing, offline maintenance capacity and zero-point 

backup windows are all examples of the added value 

[that] a continuous architecture can produce". [6] 

And where there is added value, there could be 

Return On Investment (ROI). Still, the quantification 

of ROI in that situation is not straightforward. 

Increases in efficiency - unless they result tangible 

savings like staff reductions or other avoided bottom 

line expenses - are often elusive to measurement. 

Nevertheless, they should be examined for any 

possible ROI contribution. 

As the frequency of planned downtime is rapidly 

escalating due to the increasing number of applications 

development and the corresponding increase in 

upgrades and patches, the need to compress the 

downtime as much as possible has become even more 

pressing. For some companies, downtimes or even 

slow downs of 5-10 minutes can have a substantial 

affect on revenues. [7] 

Other sources, such as [8], have shown that there 

can be a parallel use of a segment of a disaster 

recovery infrastructure in order to tackle extreme 

attacks. Expanding this idea, the benefits described 

above are multiplied when segments of the primary site 

work together their equivalent ones in the disaster 

recovery infrastructure, in load balancing mode. 

It is, therefore, evident that organizations have more 

that one reasons to transform their existing 

implementations and select the fault tolerant 

production infrastructure solution. The very same tools 

that are used for high availability such as clustering, 

volume management and load balancing, can automate 

key procedures that would decrease the length of the 

downtime window as well as the cost of downtime 

administration. Savings from these types of value-

adding features are very real and can help reduce or 

eliminate costs associated with planned downtime. In 

Table 1 – Comparison of Availability Solutions 

High Availability Fault Tolerance Fault Tolerant Production Infrastructures 

Purpose / 

Impact

To enable faster recovery 

of lost data and stalled 

business operations in the 

event of a disaster.

To proactively avoid some types of disasters 

before they occur.

Proactively avoid most types of disasters before 

they occur.

Increase the productivity of the organisation's IT 

infrastructures.

Cost Tangible IT investment.
Tangible IT investment. ROI can be measured 

in most of the cases.
Tangible IT investment with measurable ROI.

Benefits

Faster time to recovery, 

lower lost 

revenues/productivity, 

reduced recovery costs.

Reduced probability of disaster occurrence, 

improved operational efficiencies, reduced 

planned downtime windows and costs.

Minimal probability of disaster occurrence, 

improved operational efficiencies, reduced 

planned downtime windows and costs.

Return On 

Investment 

(ROI)

Soft since the benefits are 

only realized in the event 

of a disaster.

- Reduction of disaster probability is soft.

- Reduced planned downtime generates real 

savings in IT costs through automation of 

procedures that can reduce the need for IT 

resources, eliminate human error and save in 

lost business from shorter downtime.

- Reduction of disaster probability is soft.

- Improved operational productivity can have 

direct impact on revenues and expenses and 

could contribute tangible cash through sales 

and savings.

- Reduced planned downtime generates real 

savings in IT costs through automation of 

procedures that can reduce the need for IT 

resources, eliminate human error and save in 

lost business from shorter downtime. These are 

hard, tangible benefits driven by avoided 

revenue loss and reduced operational 

expenses.
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addition, the outage window is compressed so that 

business functions can continue with little or no 

interruption. Table 1 concentrates the above points. 

As far as the environmental requirements and 

international directives are concerned, Fault Tolerant 

Production Infrastructures could greatly contribute to 

Green IT by reducing the power demands needed for 

operation to one site distributing power (as well as the 

related CO2 emissions) to multiple geographically 

dispersed IT sites which were consuming power 

anyway. 

 

 4. Transition strategies principles 

 
Before presenting any transition strategies, some 

basic transition questions should be asked: 

- How the transition should be planned and 

implemented? 

- Which parts of the organization should be 

integrated into the fault tolerant production 

infrastructure solution? 

- Who should be involved in the transition 

project? 

- What this transition will cost in terms of 

money? Will the final outcome worth the 

transition costs? 

- When is the right time to perform such a 

transition? 

 

4.1 The change management theory 
 

“The concept of change management describes a 

structured approach to transitions in individuals, 

teams, organizations and societies that moves the 

target from a current state to a desired state” [9]. This 

is exactly the situation one deals when transforming 

one IT Infrastructure to another, so it is considered 

very useful to see which points are suitable and 

applicable the situations presented in previous 

paragraphs. There are several theories regarding 

change management. The most popular ones are 

presented in [10] and [11]. However, as [12] points out 

the first question of someone diagnosing a problem is 

“what changed?” With a change management process 

in place, that question is far easier to answer. Change 

management is a process made up of people, software, 

and procedures. When properly followed the process 

results in many benefits including increased staff 

efficiency, reduced server and network device 

downtime and reduced Mean Time To Recover 

(MTTR). Change management can also bring about 

positive impacts on security, providing trusted audit 

data and increased control over ad-hoc changes, all of 

which lead to reduced IT costs.  

Change management is critical for maintaining 

highly reliable systems that meet the defined service 

levels of the organization. To this end, best practice 

organizations are pushing all changes back into the 

build and test phases such that only rare emergency 

changes are actually performed on production systems. 

The whole network device change process must 

become formalized and incorporate security, testing, 

and documentation. The organization must ensure that 

appropriate preventive, detective and corrective 

controls exist in order to meet the challenges of 

regulatory frameworks, such as SOX, as well as to 

improve operational efficiencies. 

Forrester’s “Best Practices For Infrastructure 

Change Management: Regain Control of Runaway IT 

Infrastructures,”[13] boldly states “In IT, change is an 

engine of progress, as well as a source of doom... 

While application software change control is a 

relatively mature process, many organizations 

implement infrastructure change manually, relying 

primarily on the IT staff's knowledge and expertise. 

This ad hoc process is nearing its limits in today's 

complex environment, where the risks inherent to 

changes multiply”. 

Automating the change management process means 

addressing the six steps in an effective change 

management process: 

1. A change is requested 

2. Requested changes are reviewed, the 

impact assessed, and resources estimated 

and assigned 

3. Changes are either approved or rejected 

4. If approved, changes are developed and 

tested in a preproduction environment 

5. Changes are implemented into production 

6. Changes are verified and reconciled by 

someone else in the organization 

 

The last step is the critical missing piece in most 

organizations. In order to effectively manage change, it 

is needed to complete the change process circle. This 

can be done by conducting a final verification that the 

requested change was implemented properly, verifying 

that change was implemented on all target systems and 

finally to have the ability to see if the change control 

process was bypassed. Without this step, the change 

management loop remains open ended, and it 

impossible to tell the difference between authorized, 

successful changes and unauthorized (or unsuccessful) 

changes. 

The results are in and the experts agree that 

reducing service outages from human error through 

automated processes provide IT savings and a more 

efficient business. Eighty percent of IT budgets is used 

to maintain the status quo. By implementing 
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enforceable change management process, IT gains 

control of the infrastructure. By gaining visibility in 

what changed, IT closes the loop on change 

management and improves availability, improves audit 

performance, and lowers IT operational costs. 

 

4.2 The technical experience 

 
This section includes industrial experience as 

referenced in [14] and [15]. In today’s IT 

infrastructures, applications are interrelated and 

integrated with others more than ever. At the same 

time, shared infrastructure elements are more common, 

while managing a maintenance window for each 

application can be exceedingly complex. However, a 

common maintenance window for infrastructure 

activity can be beneficial. 

The technical experience of the current status, as 

highlighted above, has taught some basic lessons. The 

first one is that an organization should always aim to 

reduce unplanned downtime, since it costs on money 

and reputation. 

The second lesson comes from [13] which states 

that “80% or more of unplanned downtime is the result 

of People and Processes, not hardware or O/S 

failures”. This means that this percentage is caused 

things like data corruption, application failures, 

software failures, errors in configurations, scheduling 

errors, operator errors, delayed batch jobs etc. So, in 

order to deal with these causes of downtime, an 

organization should provide funds and time in people 

(Proper stuffing and training), problem management, 

event management, job scheduling, test and time 

recovery scenarios (in the form of production readiness 

reviews), Application and capacity planning and last, 

change management which is the area that is discussed 

in this paper. 

The third lesson is more technology-related and  

mentions that an organization should minimize single 

points of failure, take care of  environmental, facilities 

and network threats, make use of load balancers, 

redundant dispatchers, replication, cloning, RAID 

technologies, such as mirroring, striping and hot swap 

availability. Additionally an organization should plan 

to operate using High Availability, or even better Fault 

Tolerant solutions with clustering and auto fail over 

capabilities. 

In order to implement infrastructures that could deal 

with the issues above and make use of the technologies 

mentioned, the organization should understand the 

application architecture and constraints as well as to 

understand all application dependencies and 

interrelationships to needed components, whereas they 

should reduce any batch interference (delays, lockups 

etc.).  

Furthermore, they should manage other planned 

changes, by developing suitable infrastructure and 

facility work and performing appropriate hardware, 

operating system, database, application changes and 

upgrades. Another need that should be covered is the 

need for proper infrastructure test environments. 

Within this framework the organization should aim to 

common maintenance windows, expecting increased 

coordination as well as staff overhead. 

Taking all these lessons into account an 

organization should try to follow the following rules 

within the plans for implementing Fault Tolerant 

Production Infrastructures. Firstly, they must integrate 

application availability in their design, since this can be 

hardly be improved in later phases. Secondly, there 

should be a well planned transaction queuing as well as 

a highly optimized batch processing. The third rule is 

to set the requirements for scheduling and availability 

early in the design phase. Fourthly, an organization 

should choose to serve only business-critical functions 

with high-cost Fault Tolerant infrastructures, having in 

mind that these kind of infrastructures cost about 3.5 

times as much as a standard infrastructure. [16]  

 

5. The proposed transformation strategy 

 
Taking into account all above sources, the 

proposed transition strategy combines the change 

management theory and the technical experience. 

There are seven phases to complete the transformation 

from the High Availability Standby Systems to the 

Fault Tolerant Production Infrastructures. These are: 

Phase 1: Definition of the transformation scope 

Phase 2: Categorization of System groups 

Phase 3: Application Analysis 

Phase 4: Process Analysis 

Phase 5: Cost Analysis 

Phase 6: Business Decision 

Phase 7: Execution of Transformation 

 

5.1 Definition of the transformation scope 

 
As can it be easily understood, a problem well defined 

is a problem that can be solved more easily. During the 

first phase of the transformation, the organization 

should decide which systems are candidates to 

transform. Thus, for each application area, it should be 

determined what the transformation scope is, with the 

correct user representative(s). At the same time, the 

schedule goal and the availability goal should also be 

agreed. Since it is more costly to re-change any 

infrastructures, it is important to determine and design 
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schedule and availability up front, just like any other 

application functional requirement. 

 

5.2 Categorization of System groups 
 

The second phase aims to categorize the system 

groups. For example an organization could distinguish 

between Business Support Systems, Operational 

Support Systems, Self Service / e-Commerce, 

Management Support Systems. This categorization will 

give the organization a rough idea on how these 

systems should be implemented in terms of 

availability, enriching the decisions taken in the first 

phase.  

 

5.3 Application Analysis 
 

During the third phase, the organization should 

understand each application’s architecture, special 

constraints, “release tolerance” and flexibility to 

change. Additionally, the applications dependencies on 

other applications and components should be gathered, 

along with architecture diagrams and data flows. 

Finally, decisions on the whether the applications’ 

modification for Fault Tolerance should be in-house or 

outsourced should be made. 

 

5.4 Process Analysis 
 

In this phase questions such what is the current 

Standing Operating and Testing Procedure should be 

answered with respect to technology. The current 

availability of each function/application should also be 

identified. Furthermore, what can the organization 

expect with existing budget. In order to answer these 

questions more easily, metrics related to availability, 

efficiency and performance have to be established. The 

Final of this phase is to identify root causes of 

unplanned downtime. 

 

5.5 Cost Analysis 
 

The most important phases are phases 5 and 6. This 

is where is actual decision on whether the 

transformation should be executed or not is taken. In 

the cost analysis phase, the basic question that the 

executive level will pose is what improvements can the 

organization make from existing budget. In order to 

answer this properly, the organization has to consider 

to invest in the right areas to expand schedule and 

availability. Additionally, the organization has to know 

costs to expand schedule beyond baseline to meet goals 

as well as the costs to increase availability beyond 

baseline to meet goals. At this phase involvement from 

all areas of the organization should be encouraged. 

 

5.6 Business Decision 
 

This is the last phase before the actual execution of 

the transformation. During this phase, the organization 

should develop a consistent approach to weigh the 

business benefits against the cost, while maintaining 

focus on the business problem, which is to increase the 

availability and the usability of its systems. Towards 

that decision, a Steering Committee or the business 

owners of the applications need to determine the 

business need. Since it is difficult to cost and plan for 

applications individually an accurate categorization 

would be very useful. At all times, the decision 

committee should be aware of the transformation 

sponsor capabilities and wills that would also be 

effected by any potential future expenses that a Fault 

Tolerant Production Infrastructure may imply. 

 

5.7 Transformation Execution 
 

The final phase of the suggested transformation 

strategy is actual execution of the transformation. In 

order to achieve this, the organization, and especially 

the people involved and affected, should be committed 

to the project. A detailed and realistic definition of the 

resources in terms of people and budget is necessary. 

Another very important issue is to define the owner of 

the new infrastructure in order to establish a common 

communication point that could manage, adjust, 

develop, document the transformation plan, with goals, 

activities, responsibilities, dates, etc. Finally, the 

organization should measure the actual benefits against 

the initial goal, for use in future or parallel 

transformation projects. 

 

6. Measuring the benefits 

 
The application of the approach, as described above, 

has been demonstrated in past [17], resulting a rather 

successful outcome. However, as pointed out in that 

attempt, in order to provide more concrete evidence of 

the applicability of the methodology, some formal 

metrics of the methodology should be established. 

These metrics should enable consistent measurement 

of resources, time and cost. 

Towards that direction, the Information Technology 

Infrastructure Library (ITIL) framework has been 

examined for suitability. ITIL is a globally accepted set 

of best practices used for the management of IT 

environments. In order to improve the level of IT 

services provided in an organization, the ITIL 
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framework suggests the adoption and combination of 

methodologies, tools, metrics and roles. 

As it can be understood, the adaption of ITILs 

metrics to serve the needs of the transformation 

methodology described above, would strongly support 

the applicability of the methodology. Additionally, 

such an adaptation could also provide a known 

interface for people who are familiar with the ITIL 

framework as well as ITIL’s measuring tools. 

The following paragraph presents the foundations 

for the application of ITIL-based metrics to the 

transformation approach. 

 

6.1 Key Performance Indicators (KPIs) 
 

In ITIL terminology, KPIs are “financial and non-

financial metrics which help organizations to define 

and measure progress toward organizational goals” 

[18]. KPIs main goal is to review the current state of an 

organization and provide the basis for the prescription 

of a course of improving actions. In order to obtain a 

more solid view of the organization’s state, KPIs 

should be monitored in real-time, a process otherwise 

known as Business Activity Monitoring (BAM). 

Common uses of KPIs include the measurement of 

intangible benefits or values such as leadership 

development, engagement level, service delivery, and 

satisfaction rates. Being able to grasp such aspects, 

managers typically tie KPIs to organization's strategic 

management. 

The selected KPIs may differ depending on the 

nature of the organization and the organization's 

objectives. In any case, their proper usage could assist 

an organization to measure progress towards their 

organizational goals, especially goals which include 

difficult to quantify knowledge-based processes.  

Any KPI is a part of a “measurable objective” 

which is made up of a direction, KPI, benchmark, 

target and time frame. For example: "Increase Average 

Storage Utilization per Server from 20% to 60% by the 

end of the year 2010". In this case, “Average Storage 

Utilization per Server” is the KPI. 

KPIs should not be confused with Marketing-related 

Critical Success Factors. For the example above, a 

critical success factor would be something that needs 

to be in place to achieve that objective; for the previous 

example, a file archiving software tool. 

Performance indicators should also differ from 

business drivers & aims (or goals). A financial 

institution may consider the “increase rate of deposits” 

as a Key Performance Indicator which might help the 

institution understand its position in the market, 

whereas a telecommunications company could 

consider the “percentage of successful call attempts 

from its customers” as a potential Market-related KPI. 

Nevertheless it is necessary for an organization to at 

least identify its KPIs. The basic rules for identifying 

KPIs are: 

• To have pre-defined business processes. 

• To have clear requirements for the aims and the 

performance for the business processes. 

• To have a measurement that could quantify and 

qualify its results and compare these with the 

previously set goals. 

• To examine the variances and adjust any 

processes or resources needed to achieve short-

term goals. 

 

The definition of any KPI should apply all of the 

following characteristics: 

• Specific, so that it should not be confusing with 

other KPIs 

• Measurable, so that it should be feasible to 

measure it or calculate using a specific 

measurement unit  

• Achievable, so that it should be easy to obtain 

the necessary information  

• Relevant, so that it should directly connect to 

the business objective 

• Time-bound, so that it should take into account 

time constrains, in order to be able to tackle any 

issues related to time depended results and 

filter them. 

 

Key Performance Indicators in practical and 

strategic development terms are objectives to be 

targeted that will add value to the business. 

Having seen how KPIs are defined and used within 

a generic organization, it is now possible to use these 

principles within an IT infrastructure environment, 

where some more specific KPIs could be defined. [19] 

These KPIs will be used to represent the benefits from 

the adoption of Fault Tolerant Production 

Infrastructures as well as the benefits from the usage of 

the suggested transformation approach. 

 

6.2 Generic KPIs for the adoption of Fault 

Tolerant Production Infrastructures  
 

Although the transformation approach is quite 

specific as far as the transformation steps are 

concerned, each IT infrastructure involves different 

modules, processes and systems. Thus, the KPIs 

chosen to be presented in this paper could only be 

considered as a first, generic, set of KPIs. Additional 

KPIs can and should be considered in order to match 

the specific needs of an organization. However, the 

total number of the KPIs used to measure the success 

of the adoption of Fault Tolerant Production 
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Infrastructures should not be too large since this may 

affect the performance levels of the infrastructure. 

The generic set of KPIs for measuring the success 

of the adoption of Fault Tolerant Production 

Infrastructures could be divided into the technical and 

business related KPIs. These two KPI categories are 

not are not directly related to each other. They are aim 

to point up different aspects of the Fault Tolerant 

Production Infrastructures and measure the technical 

and business benefits of its adoption. It should be made 

clear that there is no need for conciliation, combination 

or synchronization between the results of these two 

categories.  

Nevertheless, the measurement of the following 

KPIs should take place before and after the 

transformation, so that the comparison can confirm the 

benefits of the Fault Tolerant Production 

Infrastructures. 

 

Technical KPIs 

 
1. Usable Storage in IT Site(s): This KPI is the 

storage that can be used to store data in an IT site after 

any technical overhead, such as RAID configurations 

of storage boxes. The IT site can be Primary, 

Secondary, Other, Disaster Recovery or any IT Site. 

The measuring unit is in MBs or GBs. 

2. Average utilization of total Processing Power 

capacity Average in IT Site(s): This KPI is the 

average percentage of utilization of processing power 

of all systems in a specific (or all) IT Site(s) during the 

measurement period. The IT site can be Primary, 

Secondary, Other, Disaster Recovery or any IT Site. 

The measuring unit of utilization is a percentage. The 

measuring unit of processing power is Million 

Instructions per Second. 

3. Average network throughput between servers 

and clients: The term “Throughput” refers to the 

performance of data transmission, and is measured by 

characters actually transmitted or received during a 

certain period of time. Throughput is usually measured 

in bps (bits per second). A better (higher) throughput to 

the clients could signify the existence of a better 

infrastructure. 

4. Average Disks I/O in central storage in IT Site(s): 

This particular KPI reveals the average percentage of 

storage disks utilization of all systems in a specific (or 

all) IT Site(s) during the measurement period. The IT 

site can be Primary, Secondary, Other, Disaster 

Recovery or any IT Site. The measuring unit is bps 

(bits per second). 

5. Average Memory utilization in in IT Site(s): The 

memory utilization expose the average percentage of 

memory utilization of all systems in a specific (or all) 

IT Site(s) during the measurement period. The IT site 

can be Primary, Secondary, Other, Disaster Recovery 

or any IT Site. The measuring unit is a percentage. 

6. IT Site power usage effectiveness: This KPI is 

calculated by dividing the total power usage of an IT 

Site by the power usage of IT equipment (computer, 

storage, and network equipment as well as switches, 

monitors, and workstations to control the IT Site). The 

IT site can be Primary, Secondary, Other, Disaster 

Recovery or any IT Site. 

7. Systems Footprint in IT Site(s): The footprint 

represents the physical area that the systems occupy 

and is measured in square meters or square feet. A 

change in the measurement of this KPI would support 

the benefits earned by the adoption of the Fault 

Tolerant Production Infrastructures. Similarly to other 

KPIs the IT site can be Primary, Secondary, Other, 

Disaster Recovery or any IT Site. 

8. % of production servers located in Primary / 

Secondary IT Site(s): This is one of the most 

profound benefits of Fault Tolerant Production 

Infrastructures. It appears as a percentage of 

production servers located in a particular IT Site 

(Primary or Secondary) over the total number of 

servers in all IT Sites. 

 

Business KPIs 

 

1. Planned Downtime of offered business services: 

Planned downtime is downtime of any business service 

caused by scheduled for system or application 

maintenance. It is measured in minutes or hours per 

year. 

2. Unplanned Downtime of offered business 

services: This is the amount of downtime of any 

business service arising from reasons other than 

maintenance. It is measured in minutes or hours per 

year. 

3. Recovery time of business critical services: This 

KPI presumes that there has been decided which are 

the business critical services. The recovery time is the 

duration of time within which the business critical 

services can be restored after a disaster in order to 

avoid unacceptable business consequences. It is 

measured in minutes, hours or days. 

4. Operational Expenses of IT Division: The 

Operational Expenses, measured in any currency, are 

the yearly running costs of any organization, or in parts 

of the organization, such as IT Division. A decrease in 

these could signify a better usage or management of 

the existing resources. 

5. Capital Expenses of IT Division: Opposite to the 

previous KPI, Capital Expenses are the one-off costs of 

products and non-consumable parts. It is measured in 

any currency and could relate to the financial benefits 
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of the adoption of Fault Tolerant Production 

Infrastructures. 

6. Cost of Recovery of new business services:  This is 

a very important KPI since it could depict the low cost 

expansion capabilities of Fault Tolerant Production 

Infrastructures. The measuring unit is any currency. 

7. Satisfaction rate by IT staff (System owners): 

This is a qualitative measurement of the satisfaction of 

the IT staff. The staff’s satisfaction rate could be based 

on periodic surveys of employees after a reasonable 

period of infrastructure maturity time such as 6 

months. The maturity time could minimize non in type 

negative reactions, caused by staff’s natural resistance 

to change [20]. This KPI is measured as a percentage 

of positive reactions. 

8. Percentage of satisfaction by Business staff 

(Business owners): In the same way as in the previous 

KPI, this measurement is related to the satisfaction of 

the Business Staff which may (or may not) have a 

different opinion on the benefits of the implemented 

infrastructure. This KPI is measured as a percentage of 

positive reactions. 

9. Average frequency of updates of disaster 

recovery plans: This KPI should portray staff 

awareness on the updating the Disaster Recovery 

plans. Since the Fault Tolerant Production 

Infrastructures amplify the role of Disaster Recovery 

IT Sites, it should be expected that this update 

frequency should be increased. It is measured in days. 

10. % of growth of IT budget: An unusual growth of 

the IT budget may entail some form of relation to the 

new Infrastructure architecture. 

11. New Systems Procurement rate (as % of existing 

systems): This KPI should confirm that the 

procurement of new systems should be less frequent 

since extra resources and capacities would be freed up 

(mainly in the Primary IT Site) after such a 

transformation.  

12. Average time to provision new systems: This is 

the average time needed to provide a new system to an 

application or system owner. The time starts counting 

when the request is send and ends when the system is 

handed over. The measurement time is in minutes, 

hours or days. A more dynamic infrastructure, as Fault 

Tolerant Production Infrastructures aim to be, should 

decrease that time. 

13. Average time to provision new business services:  

This KPI differs from the previous one for the reason 

that it also includes processes and people needed to 

provide the new business services. It is measured in 

minutes, hours or days. 

 

 

 

 

6.3 KPIs for the usage of the suggested 

transformation methodology 
 

The KPIs that could be used for measuring the 

benefits from using the suggested approach are less 

dependent on the IT infrastructure and business 

services of the organization that has chosen to use this 

approach, than the KPIs described in the previous 

paragraph. Again, the number of the selected KPIs 

should be limited to a level that would not effect the 

actual progress and effectiveness of the methodology. 

Since the core of the transformation approach is a 

change management set of processes, the consequent 

KPIs for measuring the success of the suggested 

transformation methodology are solely related to 

project management metrics. The measurement of the 

following KPIs should take place during the 

transformation, and be compared to similar projects 

that have been (or will use) different transformation 

methodologies. These projects may also originate from 

outside the implementing organization. 

 

Project Management KPIs 

 

1. Return on the transformation process 

Investment: This KPI illustrates the main idea behind 

this paper. It is a predominantly hard KPI to measure 

since the actual Return cannot be directly calculated. 

However all other KPIs mentioned in this paragraph 

could be used as input to its calculation. It could be 

measured in any currency or in time units such as days, 

weeks or months. When measured in time units the 

Return represents the time gained by using the 

proposed transformation methodology. 

2. Total Time of transformation process: This is the 

time period the transformation project runs and 

includes all seven phases of the proposed transition 

strategy described in paragraph 5. It is measured in 

days, weeks or months. 

3. Utilization rate of human resource for project 

purposes: This is the percentage of the time that a 

worker will dedicate to the transformation project in 

relation to its total time. It is similar to Full-time 

equivalent (FTE) which is a way to measure a worker's 

involvement in a project and is used by many 

organizations worldwide.   

4. Downtime of Business Services due to 

transformation project: Some of the transformation 

phases described before could effect the operation of 

some Business Services and thus their availability. 

Less production outage time for each Business Service 

means less lost income of the organization and more 

value for the transformation methodology. It is 

measured in minutes, hours or days. 
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5. Total cost of transformation project: This is very 

important since the transformation project should be 

significantly less expensive than the expected earnings. 

It is measured in any currency. 

6. Number of people involved in transformation 

project: This is also important in order to be able to 

appreciate the staffing needs of the project. 

7. Percentage of administrative activities related to 

the transformation project: This is a project 

management quality KPI. It presents the number of 

administrative activities for the transformation project 

in relation to the total activities of the project which 

also include implementation activities. It is measured 

as a percentage. 

8. Budgeted Cost of Work Scheduled: This is the 

sum of the budgets of the activities that were planned 

or scheduled to be completed, otherwise known as 

“planned value”. It is measured in any currency. 

9. Budgeted Cost of Work Performed: This KPI, 

measured in any currency, is the planned or scheduled 

cost of activities that were completed, also known as 

“earned value”. It is measured in any currency. 

10. Actual Cost of Work Performed: It is the sum of 

actual costs of activities that are completed. It is 

measured in any currency. 

11. Schedule Performance Index: This is calculated 

by the use of the previous KPIs. It is the division of 

“Budgeted Cost of Work Performed” by the “Budgeted 

Cost of Work Scheduled”. 

12. Cost Performance Index: This is calculated by 

combining two of the previous KPIs. It is the 

“Budgeted Cost of Work Performed” divided by the 

“Actual cost of Work Performed”. 

12. Cost Schedule Index: This is the “Cost 

Performance Index” multiplied by the “Schedule 

Performance Index”. The Cost Schedule Index 

measures the likelihood of recovery for any project that 

is late and/or over budget. The closer the index is to 1, 

the more likely the project’s can be recovered from it’s 

deviation to the original baseline. This can be useful 

for any organization that would decide to apply the 

proposed transformation methodology. 

13. % of time coordinating project: This is an 

efficiency related KPI for the methodology and is 

represented as a percentage of time (in man hours) 

used to coordinate project relative to over the total time 

used to implement (and coordinate) the project. 

14. % of milestones missed: Percentage of milestones 

recorded in all processes and phases as missed. 

15. Number of incidents due to transformation 

project: In theory the transformation like any other 

planned change should not cause any incidents. 

However, a more practical evaluation of the 

methodology should also measure also the number of 

incidents caused by the methodology in relation to the 

total number of incidents. In any case the changes 

should not cause more than a upper percentage of all 

the incidents. 

16. Average rework per phase after implementation 

of each phase: This is a significant measurement of the 

quality of the Analysis and Design processes that is 

methodology involves. If the rework per phase is low 

then this could be an indication that the methodology is 

providing a solid foundation for the transformation to 

Fault Tolerant Production Infrastructures. It is 

measured in man-days, man-weeks or man-months. 

 

7. Evaluation and Future Improvements 

 
The suggested transformation is not a new idea. 

However the actual application of the change 

management theory to the specific transformation tasks 

which are based more on practical Management 

experience than Information Technology theory is a 

new addition to the arsenal of an IT manager.  

The presented benefits range from low-level 

technical benefits to high level financial benefits as 

well as the contribution to Green IT Infrastructures. 

The theory has been supported by establishing some 

ITIL-based metrics (KPIs) in order to challenge and 

prove its applicability. These metrics aim to measure, 

test and evaluate practically the proposal in a formal, 

accurate and consistent manner.  

Using KPIs, such as the ones proposed, the IT 

managers are able to evaluate the outcomes of the 

transformation of High Availability Systems to Fault 

Tolerant Production Infrastructures. Furthermore, the 

transformation methodology itself can also be 

evaluated in terms of technical and business benefits. 

As a more general remark, it should be pointed out 

that the transformation methodology can also be seen 

as part of ITIL’s set of concepts and policies for 

managing change in infrastructures and services. 

Following that way of thinking, future research 

should include a more thorough analysis of the 

relationship with ITIL’s change management process, 

aligning the transformation of High Availability 

Systems to Fault Tolerant Production Infrastructures 

with the related ITIL’s core components, namely the 

Service Strategy, Service Design and Service 

Transition.  

A more detailed analysis of the selected KPIs and 

their usage can also offer more information on the 

prospective users of the methodology. Usage-related 

factors could include supplementary information on the 

measuring time, measuring frequency as well as 

number of measuring repetitions. 

There are also other extensions to the proposed 

methodology, which can enforce the relationship with 
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ITIL’s practices. These extensions might engage the 

use of Balanced Scorecard as well as the adjustment of 

IT organization Service Catalog. The Balanced 

Scorecard suggests that an organization should be 

viewed from four different perspectives (the Learning 

& Growth Perspective, the Business Process 

Perspective, the Customer Perspective and the 

Financial Perspective). Additionally, the Balanced 

Scorecard suggests the development of some other 

metrics, the collection of related data and the proper 

analysis of the perspectives’ relations. The Service 

Catalog is a list of services that an organization 

provides to its employees or customers. Each service 

within the catalog may well include: 

� A description of the service 

� Timeframes or service level agreement for 

fulfilling the service 

� Who is entitled to request/view the service 

� Costs (if any) 

� How to fulfill the service 

 

Yet, this paper is to be perceived as a packaged 

proposal that includes a proposition for the target 

infrastructure, the transformation methodology as well 

as the metrics for the efficiency of both the 

infrastructure and the methodology. 

 

8. Conclusion 

 
This paper has suggested the transformation of the 

existing “cold-standby” Disaster Recovery 

Infrastructures, based on High Availability Systems, to 

Fault Tolerant Production Infrastructures. The various 

differences of the two approaches have been presented 

and there are clear indications that organizations can 

benefit from transforming their existing 

implementations and selecting the Fault Tolerant 

Production Infrastructure solution.  

The business and technical results of the 

transformation as well as the effectiveness of the 

methodology are measured through the use of relevant 

KPIs using the ITIL framework. Savings from these 

types of value-adding features vary from case to case 

but the use of this methodology makes possible the 

reduction or elimination of costs associated with 

planned (and most unplanned) downtime. In addition, 

the outage window is compressed so that business 

functions can continue with little or no interruption. 

The suggested transformation strategy has used the 

theory of change management adding several technical 

aspects. This transformation strategy can be considered 

as a strong support tool in order to make the 

transformation less costly, less time consuming as well 

as to effectively integrate people, systems and 

procedures. 
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