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Abstract—Network operators often attempt to analyze traffic in 

the middle of their networks for various purposes.  In such 

traffic analysis, the estimation of Round-Trip Time (RTT) is 

indispensable.  Primarily, the RTT estimation is performed by 

consulting the relationship between a request and its response, 

such as a data segment and the associated ACK segment.  

However, in the middle of Internet, it is common that a network 

operator monitors traffic only in one direction.  In such a case, 

an operator is required to estimate RTT from unidirectional 

packet traces.  So far, several methods have been proposed for 

RTT estimation from unidirectional traces.  Our previous paper 

showed a result that adopts the Lomb periodogram method to 

various TCP traces using different congestion control 

algorithms.  In this paper, we show the RTT estimation using 

the autocorrelation based method and the Lomb periodogram 

method from unidirectional TCP traces, collected through 

Ethernet or wireless LAN, using different congestion control 

algorithms, i.e., TCP Reno, CUBIC TCP, TCP Vegas, and TCP 

Veno.  As a result, the autocorrelation based method could not 

estimate RTT correctly, the Lomb periodogram method 

provided reasonable estimation, and the results by the Lomb 

periodogram method are not accurate enough for subtle 

analysis, such as congestion window estimation.   

Keywords- Unidirectional Packet trace; Round-trip Time; 

Autocorrelation; Lomb Periodogram; Congestion Control. 

I. INTRODUCTION 

This paper is an extension of our previous paper [1], which 
is presented in an IARIA conference.   

Traffic analysis in the middle of Internet is an important 
issue for network operators.  It can be applied the traffic 
classification, the traffic demand forecasting, and the 
malicious traffic detection.   In the previous paper, we 
proposed a method to infer TCP congestion control algorithm 
from passively collected packet traces [2].  It adopts the 
following approaches. 
(1) Focus on a specific TCP flow using source/destination IP 

addresses and ports. 
(2) From the mapping between data segments and 

acknowledgment (ACK) segments, estimating Round-
Trip Time (RTT) of the focused flow.   

(3) Estimate a congestion window size (cwnd) from the data 
size transferred during one RTT. 

(4) Obtain a sequence of cwnd values, and calculate a 
sequence of cwnd difference between adjacent cwnd 

values (we call ∆cwnd).   

(5) From the mapping between cwnd and ∆cwnd, infer a 

congestion control algorithm for the TCP flow.   
This method requires a bidirectional trace to obtain both data 
and ACK segments.   

In actual networks, however, it is often possible that only 
unidirectional traces are collected in the middle of networks.  
In this case, the above method cannot be applied.  So, in 
another previous paper, we tried to modify the above method 
to infer TCP congestion control algorithms from 
unidirectional traces [3].  In the modified method, a fixed time 
duration is used instead of RTT, and data size transferred 
during this duration was handled as cwnd.  As a result, 
congestion control algorithms were estimated in some cases, 
but not in other cases.  This is because our method depends 
largely on RTT value.   

On the other hand, the estimation of RTT from traces has 
been actively studied and there are several proposals [4]-[7].  
The RTT estimation methods proposed so far are classified 
into three categories.  One is a method called Data-to-ACK-
to-Data, which measures time between a data segment and the 
data segment sent just after the first data segment is ACKed 
[4]-[6].   This requires bidirectional packet traces and our first 
paper used it.  Next is a method based on the autocorrelation 
[5][6].  This method counts the number of data segments in a 
short interval, and makes an array of counts indexed by the 
normalized interval.  Then, it calculates the autocorrelation 
over the array and takes the maximum as a RTT.  This method 
can be applied to unidirectional packet traces.  The third one 
is use of spectral analysis [6][7].  A sequence of data segments 
are handled as a pulse function of time, which takes 1 when 
there is a data segment.  Then, the frequency characteristic of 
this function is analyzed and the inverse of first harmonic is 
taken as RTT.  Since the interval of data is irregular, the 
spectral analysis is performed by the Lomb periodogram [8].   

In our previous paper [1], we picked up the third method 
for estimating RTT from unidirectional traces including 
different TCP congestion control algorithms, which we used 
for inferring congestion control algorithms [2][3].  In this 
paper, we add the results of RTT estimation by use of the 
second method, the autocorrelation based method, and discuss 
the results in more detail.   

The rest of this paper is organized as follows.  Section II 
explains the problems we suffered from in our previous work 
on estimating congestion window sizes from unidirectional 
packet traces [3].  Section III explains the conventional RTT 
estimation methods in detail.  Section IV gives the results of 
RTT estimation for different TCP congestion control 
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algorithms, using the autocorrelation based method and the 
Lomb periodogram method, and compare the results.  In the 
end, Section V concludes this paper.   

II. RELATED WORK PROBLEMS ON CONGESTION WINDOW 

SIZE ESTIMATION FROM UNIDIRECTIONAL TRACES 

A. Problems on congestion window size estimation from 

unidirectional traces 

In our previous papers [2][3], we collected packet traces 
in the configuration shown in Figure 1.  A TCP data sender is 
connected with a bridge through 100 Mbps Ethernet.  The 
bridge inserts 100 msec RTT (50 msec delay for each 
direction) and 0.01% packet losses.  The bridge is connected 
with a TCP data receiver through IEEE 11g wireless LAN 
(WLAN) or 100 Mbps Ethernet.  The packet trace is collected 
at the TCP sender side.  The collected traces include 
bidirectional ones, and in the unidirectional analysis, we 
picked up only data segments from the TCP sender to the TCP 
receiver.   

Figures 2 and 3 show the results for CUBIC TCP [9] and 
TCP Vegas [10].  In the analysis a from bidirectional trace, 

cwnd and ∆cwnd (both in bytes) are estimated in the way 

described in Section I, and their relationship is given in the 
figures (by blue dots).  In the analysis from a unidirectional 
trace, we assumed that RTT is 100 msec. The data size 
transferred during 100 msec and its difference are called 

sentData and ∆sentData (both in bytes), respectively, and 

shown in the figures by orange dots.  In the case of CUBIC 
TCP, both results show the similar graph, which is a function 

in the form of ( √𝑐𝑛𝑤𝑑
3

)
2

 with decreasing and increasing 

parts [2].  This result means that the unidirectional analysis 
works well.  In the case of TCP Vegas, however, the results 
for bidirectional analysis and unidirectional analysis are 
significantly different.  According to the Vegas algorithm, 

∆cwnd takes 1,460 bytes (one segment size), 0, or -1,460 bytes 

independently of cwnd values, which is represented by the 
blue dots [2].  But, in the result for unidirectional analysis, the 

∆sentData values indicated by the orange dots are unstable.  So, 

the unidirectional analysis does not work well.   
In our experiment, the trace for CUBIC TCP is collected 

in the configuration that uses Ethernet between the bridge and 
the TCP receiver, and that for TCP Vegas is collected by use 
of WLAN.  This is one of the reasons.  Figure 4 shows 
examples of the time variation of TCP sequence number for 
CUBIC TCP and TCP Vegas.  In the case of CUBIC TCP, 
data segments are transferred in groups and there are idle time 
periods without any data transmissions.  Therefore, in the 

 
Figure 1.  Experiment configuration. 

 
Figure 2.  Result for CUBIC TCP [2][3]. 

 

Figure 3.  Result for TCP Vegas [2][3]. 
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Figure 4.  Sequence number vs. time. 
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unidirectional analysis, a sequence of data segments sent 
within a congestion window can be traced by use of 100 msec, 
which is a RTT determined tentatively.  But, in the case of 
TCP Vegas, data segments are transmitted contiguously, and 
therefore, if RTT is not estimated correctly, a sentData value 
does not match the real cwnd value.   

There considerations mean that the RTT estimation is 
critical for inferring TCP congestion control algorithms.   

III. RTT ESTIMATION METHODS 

As described in Section I, the RTT estimation methods are 
classified into three categories; the Data-to-ACK-to-Data 
method, the autocorrelation based method, and the Lomb 
periodogram method.   

A. Data-to-Ack-to-Data method 

The Data-to-ACK-to-Data method is illustrated in Figure 
5.  Since there is some transmission delay between a TCP data 
sender and a monitor capturing packet traces, the following 
procedure is used to estimate RTT between sender and 
receiver.  (1) A monitor focuses on a data segment, and 
remembers the time (t1).  (2) A monitor catches the ACK 
segment that acknowledges the data segment.  (3) A monitor 
detects the data segment sent by the sender just after the ACK 
segment in (2), and remember the time (t2).  (4) t3 – t1 is a 
RTT for this moment.  In order to detect data segment (3), the 
TCP time stamp option is used.   

B. Autocorrelation based method 

In the autocorrelation based method, the RTT estimation 
is performed once per measurement interval T.  An array 𝑃[𝑛] 
maintaining the count of data segments is prepared using unit 

time ∆𝑡, where n is ranging from 0 to 𝑇 ∆𝑡⁄ − 1.  If a data 

segment is detected at an interval [𝑠𝑡𝑎𝑟𝑡 𝑡𝑖𝑚𝑒 + 𝑚 ∙ ∆𝑡,
𝑠𝑡𝑎𝑟𝑡 𝑡𝑖𝑚𝑒 + (𝑚 + 1) ∙ ∆𝑡), one is added to 𝑃[𝑚].  For all 
the data segments from start time to start time +T, the array 
𝑃[𝑛] is arranged.  After that, the autocorrelation function is 
defined as 

𝐴(𝑙) =  
1

𝑇
∆𝑡⁄ −𝑙

∑ 𝑃[𝑗] ∙ 𝑃[𝑗 + 𝑙]
𝑇

∆𝑡⁄ −𝑙

𝑗=0
.    (1) 

for lags 𝑙 = 0 ⋯ 𝑇 ∆𝑡⁄ − 1.  RTT is computed as max(𝐴).  

This method can be applied to the unidirectional analysis, and 
will work well for the cases that data segments are distributed 
unevenly in a trace, such as the case of CUBIC TCP in Figure 
4(a).   

C. Lomb periodogram method 

The last method is one based on the spectral analysis, in 
which a sequence of data segments are handled as a pulse time 
sequence, the frequency characteristic of this time sequence is 
analyzed, and the inverse of first harmonic is taken as RTT.  
Traditional spectral analysis, such as Fast Fourier Transform 
(FFT) assume that time domain data are regularly sampled 
[11].  However, in the RTT estimation, the time domain data 
is packet inter-arrival time of a specific flow.  This data is 
sampled at each data packet capturing.  This means that the 
time domain data in this case is irregularly sampled.  In the 
case of the spectral analysis for irregularly sampled data, the 
Lomb periodogram is commonly used [8].   

In the RTT estimation based on the Lomb periodogram, 
time sequence {𝑡𝑖} (𝑖 = 1, ⋯ )  is considered as an input, 
where 𝑡𝑖 corresponds to one data segment capturing time.  At 
a specific time 𝑡𝑘 , the frequency characteristic of this time 
sequence is calculated using N time samples 𝑡𝑘−𝑁+1, ⋯ 𝑡𝑘 in 
the following way (𝑘 > 𝑁) [7].   
 The minimum and maximum frequencies of the range for 

power spectrum are defined as  

𝑓𝑘
𝑚𝑖𝑛 =

1

𝑡𝑘−𝑡𝑘−𝑁+1
 and 𝑓𝑘

𝑚𝑎𝑥 =
𝑁

2
𝑓𝑘

𝑚𝑖𝑛 . 

Accordingly, the power spectrum is calculated for 
angular frequency  

𝜔𝑖 = 2𝜋𝑓𝑘
𝑚𝑖𝑛 + 𝑖∆𝜔  (𝑖 = 0 ⋯  2𝑁 − 1), 

where ∆𝜔＝2𝜋
𝑓𝑘

𝑚𝑎𝑥−𝑓𝑘
𝑚𝑖𝑛

2𝑁
.   

 The power spectrum at angular frequency 𝜔𝑖 is defined 
as  

𝑃𝑘
𝑁(𝜔𝑖) =

1

2𝜎𝑘
2 {

[∑ (ℎ𝑘−𝑗−ℎ̅𝑘)𝑐𝑜𝑠𝜔𝑖(𝑡𝑘−𝑗−𝜏𝑘)𝑁−1
𝑗=0 ]

2

∑ 𝑐𝑜𝑠2𝑁−1
𝑗=0 𝜔𝑖(𝑡𝑘−𝑗−𝜏𝑘)

+

[∑ (ℎ𝑘−𝑗−ℎ̅𝑘)𝑠𝑖𝑛𝜔𝑖(𝑡𝑘−𝑗−𝜏𝑘)𝑁−1
𝑗=0 ]

2

∑ 𝑠𝑖𝑛2𝑁−1
𝑗=0 𝜔𝑖(𝑡𝑘−𝑗−𝜏𝑘)

}                      (2) 

where ℎ̅𝑘 and 𝜎𝑘
2 are the mean and variance of N samples 

of ℎ𝑘: 

 ℎ̅𝑘 =
1

𝑁
∑ ℎ𝑘−𝑗

𝑁−1
𝑗=0                                   (3) 

 𝜎𝑘
2 =

1

𝑁−1
∑ ℎ𝑘−𝑗

2 −
𝑁

𝑁−1
ℎ̅𝑘

2𝑁−1
𝑗=0 ,           (4) 

and where 𝜏𝑘 is the solution of: 

 𝑡𝑎𝑛(2𝜔𝑖𝜏𝑘) =
∑ 𝑠𝑖𝑛2𝜔𝑖𝑡𝑘−𝑗

𝑁−1
𝑗=0

∑ 𝑐𝑜𝑠2𝜔𝑖𝑡𝑘−𝑗
𝑁−1
𝑗=0

.              (5) 

From the 2𝑁 − 1power spectrum values specified in an 
𝜔 − 𝑃(𝜔)  plane, local maximum values are calculated.  
Among the frequencies generating local maximum power 
spectrum values, the fundamental frequency 𝑓0  is estimated 
under the condition that other frequencies generating local 

maximum values are multiples of 𝑓0.  At last, 𝑇 =  1
𝑓0

⁄  is the 

estimated RTT.   

IV. RESULTS OF RTT ESTIMATION FOR VARIOUS 

CONGESTION CONTROL ALGORITHMS 

This section describes the results of RTT estimation for 
various types of TCP traces with different congestion control 
algorithms.  We use the packet traces used in our previous 
papers [2][3].  As described in Section II, these traces are 
collected at the sender side in the configuration shown in 

 
Figure 5.  Data-to-ACK-to-Data method. 
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Figure 1.  Since packet losses are inserted at the bridge, we 
picked up a part of packet traces where no packet losses are 
detected, that is, where the sequence number of TCP segments 
keeps increasing.  The traces themselves have bidirectional 
packet information and only the capturing time of data 
segments is extracted to build unidirectional traces.  Together 
with the extraction, the real RTT is calculated from the 
mapping between data segments and ACK segments based on 
the Data-to-ACK-to-Data method.   

A. Result for traces including TCP Reno  

(1) Overview 
TCP Reno is a classic congestion control method which 

adopts an Additive Increase and Multiplicative Decrease 
(AIMD) algorithm.  Here, cwnd is increased each time the 
TCP sender receives an ACK segment acknowledging new 

data.  The increase is 
1

𝑐𝑤𝑛𝑑
 segments during the congestion 

avoidance phase, and as a result, cwnd is expected to be 
increased by one segment during one RTT.   

The Reno packet trace we used here is collected in the 
network configuration with Ethernet (see Figure 1), and we 
picked up a part from 27.010458 sec to 45.99513 sec in the 
trace, where no retransmissions are detected for 7068 data 
segments.   

(2) Results of autocorrelation based method 
In the autocorrelation based method, we adopted 1msec as 

the unit time (∆𝑡).  This means that we can estimate RTT in 
the order of mili seconds, which will be enough for discussing 
the estimation capability of this method.  We adopted 400 
msec as the measurement interval (T).  By use of these values, 
the autocorrelation can be calculated with changing the time 
lag from 0 to 399.  We picked up the autocorrelation in the 
range of 𝑙 = 1 ⋯  200.   

 Figure 6 shows the results of the applying autocorrelation 
based method to the TCP Reno traced mentioned above.  
Figure 6(a) shows the histogram result between 27.0 sec and 
27.4 sec.  Three or four data segments are transferred within 1 
msec interval.  The intervals with data segments are repeated 
in a duration of a few msec and 20 msec.  Figure 6(b) shows 
the result of autocorrelation for the data shown in Figure 6(a).  
The range of time lag is 0 through 200, but we use the range 
of 𝑙 = 1 ⋯ 200.  From this result, we can select 105 as the lag 
value which generates the largest autocorrelation.  So, we 
estimated that the RTT at time 27.0 sec is 105 msec.  Similarly, 
we estimated RTT for every 400 msec from the obtained 
packet trace.  Figure 6(c) shows the results.  This figure also 
shows the actual RTT (indicated as RTT in the figure), the 
RTT estimated by the Data-to-ACK-to-Data method by use of 
bidirectional information contained in the original packet 
trace.  The actual RTT is stable at 100 msec, but the estimated 
RTT changes between 0 msec and 200 msec although 60% of 
the results are close to 100 msec.   

(3) Results of Lomb periodogram method 
In order to apply the Lomb periodogram method, we need 

to decide the value of N.  We used N = 500 in calculating the 
Lomb periodogram.  Figure 7 shows a result of RTT 
estimation from the Reno trace.  Figure 7(a) is the result for 

periodogram at time 28.156143 sec.  The horizontal axis is an 
angular frequency and the vertical axis is a periodogram.  This 
figure shows there are several peaks periodically.  Figure 7(b) 
zooms up the low angular frequency part of Figure 7(a).  It 
shows that there are harmonized frequencies such that there 
are large periodogram values at some frequencies which are 
integral multiple of a specific frequency (fundamental 
frequency 𝑓0).  In Figure 7(b), angular frequencies 61.4343, 
118.7525, and 181.5296 are those frequencies.  From this 
result, we can conclude that 2π𝑓0 =  61.4343.  So, we obtain 

𝑓0 =  9.77755 and RTT =  1
𝑓0

⁄ = 0.102275sec.   

We conducted similar calculations for multiple points of 
time in the trace and obtained the estimated RTT as shown in 

 
(a) histogram of data segments between  27 sec and 27.4 sec 

 
(b) autocorrelation for interval [27.0, 27.4] 

 
(c) estimated RTT and actual RTT 

Figure 6.  RTT estimation from Reno trace by autocorrelation. 
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Figure 7(c).  This figure also gives actual RTT values obtained 
from the relationship data and ACK segments in the original 
trace information.  This result says that, although the actual 
RTT is extremely stable at 100 msec, the estimated RTT 
includes some errors in the order of 10 msec.  When this result 
is compared with the result by the autocorrelation based 
method, that by the Lomb periodogram method is better than 
that by the autocorrelation based method.   

The reason that the actual RTT is stable is that this 
experiment is conducted through only Ethernet and that there 
are no large delay variations.  However, the RTT estimation 
by use of neither the autocorrelation nor the Lomb 
periodogram can reflect this situation.   

B. Result for traces including CUBIC TCP  

(1) Overview 
As described in Section II, CUBIC TCP defines cwnd as a 

cubic function of elapsed time T since the last congestion 
event [9].  Specifically, it defines cwnd by (6). 

 𝑐𝑤𝑛𝑑 = 𝐶 (𝑇 − √𝛽 ∙
𝑐𝑤𝑛𝑑𝑚𝑎𝑥

𝐶

3
)

3

+ 𝑐𝑤𝑛𝑑𝑚𝑎𝑥  

Here, C is a predefined constant, 𝛽 is the decrease parameter, 
and 𝑐𝑤𝑛𝑑𝑚𝑎𝑥 is the value of cwnd just before the loss 
detection in the last congestion event.  Comparing with TCP 
Reno, cwnd increases faster in CUBIC TCP.   

We estimated RTT from the unidirectional packet trace 
including only data segments with CUBIC TCP.  The trace is 
collected in the configuration using only Ethernet.  We picked 
up a part in the trace from 23.483123 sec. to 38.348383 sec. 
for the RTT estimation.   

(2) Results of autocorrelation based method 
For the autocorrelation based method, we used the same 

parameters as those for TCP Reno.  That is, 1msec is as ∆𝑡, 
400 msec is as T, and the autocorrelation is evaluated in the 
range of 𝑙 is from 1 to 200.   

The results are shown in Figure 8.  Figure 8(a) shows the 
histogram result between 23.4 sec and 23.8 sec.   Compared 
with the case of TCP Reno given in Figure 6(a), data segments 
are transmitted in a group in the case of CUBIC TCP.  A 

 
(a) periodogram at time 27.03713 sec 

 
(b) zooming up low angular frequency part 

 
(c) estimated RTT and actual RTT 

Figure 7.  RTT estimation from Reno trace by Lomb periodogram. 
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(a) histogram of data segments between  23.4 sec and 23.8 sec 

 
(b) estimated RTT and actual RTT 

Figure 8.  RTT estimation from CUBIC trace by autocorrelation. 
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portion where data segments are sent over multiple time slots 
is repeated every one hundred mili second, and so it is 
considered that the RTT can be easily estimated by the 
autocorrelation.  Figure 8(b) shows the estimated RTT, 
together with the actual RTT.  The estimated RTT takes either 
100 msec or 101 msec, and the actual RTT takes values 
between them.  Since the granularity of the estimated RTT is 
1 msec, it can be said that the autocorrelation based method 
provides good estimation for CUBIC TCP.   

(3) Results of Lomb periodogram method 
By applying the Lomb periodogram similarly with the 

case of Reno, we obtained estimated RTT as shown in Figure 
8.  Figure 9(a) shows the result for periodogram at time 
23.987461 sec.  In this figure, there are peaks of periodogram 
at angular frequencies of 62.110183, 124.170517, and so on.  
So, we estimated that the fundamental angular frequency is 
62.110183, and calculated the estimated RTT at this timing.   

Figure 9(b) shows the estimated RTT together with the 
actual RTT values.  The results show that the actual RTT is 
stable at 100 msec and, on the other hand, the estimated RTT 
changes a lot between 90 msec and 140 msec.  The fluctuation 
is larger for CUBIC than TCP Reno.  Especially, the 
difference between the estimated RTT and the actual RTT 
becomes large when the time is between 36 sec and 38 sec.  
During this period, the cwnd value itself becomes large and 
the large cwnd value may give some bad influence to the RTT 
estimation.   

In the case of CUBIC TCP, the autocorrelation based 
method could provide more precise RTT estimation than the 
Lomb periodogram method.  The reason is considered to be 
that the burstiness of the logged packet sequence is high in this 
case.   

C. Result for traces including TCP Vegas 

(1) Overview 
TCP Vegas estimates the bottleneck buffer size using the 

current values of cwnd and RTT, and the minimal RTT for the 
TCP connection, according to (7) [10].   

 𝐵𝑢𝑓𝑓𝑒𝑟𝑆𝑖𝑧𝑒 = 𝑐𝑤𝑛𝑑 ×
𝑅𝑇𝑇− 𝑅𝑇𝑇𝑚𝑖𝑛

𝑅𝑇𝑇
 

At every RTT interval, Vegas uses this BufferSize to 
control cwnd in the congestion avoidance phase in the 
following way.   

 ⊿𝑐𝑤𝑛𝑑 = {

1         (𝐵𝑢𝑓𝑓𝑒𝑟𝑆𝑖𝑧𝑒 < 𝐴)

  0  (𝐴 ≦ 𝐵𝑢𝑓𝑓𝑒𝑟𝑆𝑖𝑧𝑒 ≦ 𝐵)

−1        (𝐵𝑢𝑓𝑓𝑒𝑟𝑆𝑖𝑧𝑒 > 𝐵)
 

Here, A = 2 and B = 4 (in unit of segment) are used in the 
Linux operating system.   

We estimated RTT from the unidirectional packet trace 
including only data segments with TCP Vegas.  In this case, 
in contrast with the above cases, the trace is collected in the 
configuration using WLAN.  We picked up a part in the trace 
from 37.988347 sec to 59.699611 sec for the RTT estimation.   

(2) Results of autocorrelation based method 
Figure 10 shows the results of the RTT estimation by use 

of the same parameters used in the cases of TCP Reno and 
CUBIC TCP.  Figure 10(a) shows the histogram result 
between 40.0 sec and 40.4 sec.  In this case, the frequency is 
almost two packets and the timing when some packets are 
transmitted is scattered.  That is, the packet transmission is not 
bursty for the Vegas packet trace used in this experiment.  
Figure 10(b) shows the estimated RTT and the actual RTT.  
As supposed from the result of the histogram, the estimated 
RTT is distributed between 0 mse and 200 msec.  Since 200 
msec is the upper bound in the estimation, it is said that the 
estimation here is not done well but the estimated RTT is 
randomly distributed.   

(3) Results of Lomb periodogram method 
Figure 11 shows the result of the RTT estimation based on 

the Lomb periodogram method.  Figure 11(a) is the 
periodogram at time 40.082778 sec.  From this result, we 
obtain that the fundamental angular frequency is 58.288021 
and the estimated RTT at this point is 107.795 msec.   

Figure 11(b) shows the estimated RTT and actual RTT 
obtained for the part of the Vegas packet trace mentioned 
above.  In this case, the estimated RTT is stable around 100 
msec, and on the other hand, the actual RTT values are 
scattered between 100 msec and 140 msec.  That is, although 
the actual RTT is changing, the RTT estimated by the Lomb 
periodogram does not follow the fluctuation.  As we indicated 
in Figure 4(b) and Figure 10(a), the timing of capturing data 
segments is almost uniformly distributed in this case.  As a 

 
(a) periodogram at time 23.987461 sec 

 
(b) estimated RTT and actual RTT 

Figure 9.  RTT estimation from CUBIC trace by Lomb periodogram.   
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result, it is considered that the Lomb periodogram method 
cannot detect the actual RTT.  Compared with the result of the 
autocorrelation based method, however, the Lomb 
periodogram method provides much better estimation in this 
case.   

D. Result for traces including TCP Veno  

(1) Overview 
TCP Veno (Vegas and ReNO) [12] is an example of 

hybrid type congestion control method, considering packet 
losses and delay.  It uses the BufferSize in (7) to adjust the 
growth of cwnd in the congestion avoidance phase as follows.  
If 𝐵𝑢𝑓𝑓𝑒𝑟𝑆𝑖𝑧𝑒 > 𝐵  (B is the Vegas parameter B), cwnd 
grows by 1/cwnd for every other new ACK segment, and 
otherwise, it grows in the same manner with TCP Reno.  That 
is, when the congestion status is heavy, i.e., the bottleneck 
buffer size is large, the increasing rate of cwnd is halved.   

We estimated RTT from the unidirectional Veno trace 
captured in the WLAN configuration in Figure 1.  We picked 
up a part in the trace from 37.684643 sec to 52.653736 sec 
including 23,360 data segments.   

(2) Results of autocorrelation based method 
Figure 12 shows the results of the RTT estimation by the 

autocorrelation for TCP Veno.  Figure 12(a) is the histogram 
result between 38.0 sec and 38.4 sec.  Similarly with the result 
for TCP Vegas shown in Figure 10(a), the data transmissions 
are scattered, that is, not bursty.  The frequency of time slots 

with data transmission is two or three, and the intervals 
between those time slots are less than 20 msec.  As a result, 
the estimated RTT values shown in Figure 12(b) are largely 
different from the actual RTT values.  Especially, in the time 
frame later than 41.4 sec, the estimated RTT is 1 msec.  In the 
Veno packet trace used here, the autocorrelation based method 
was very poor in the RTT estimation.   

(3) Results of Lomb periodogram method 
Figure 13 shows the results of the RTT estimation by the 

Lomb periodogram for TCP Veno.  Figure 13(a) is the 
periodogram at time 38.090911 sec.  This result indicates that 
the fundamental angular frequency is 63.281391 and that the 
estimated RTT at this point is 99.239 msec.   

Figure 13(b) shows the estimated RTT and the actual RTT 
for TCP Veno.  Similarly with the results for TCP Vegas, the 
estimated RTT values are stable around 100 msec, but the 
actual RTT has a distribution between 100 msec and 130 msec.  
In this sense, the Lomb periodogram method cannot estimate 
RTT in a strict sense, but it provides a reasonable estimation 
compared with the autocorrelation based method.   

E. Discussions 

Through the experiments described above, we obtained 
the following discussions.   

 First of all, the autocorrelation based method could not 
estimate RTT correctly in many cases.  In our experiment, 
three cases out of four did not work well.  In the case of 

 
(a) histogram of data segments between  40.0 sec and 40.4 sec 

 
(b) estimated RTT and actual RTT 

Figure 10.  RTT estimation from Vegas trace by autocorrelation. 
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(a) periodogram at time 40.082778 sec 

 
(b) estimated RTT and actual RTT 

Figure 11.  RTT estimation from Vegas trace by Lomb periodogram.   
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CUBIC TCP, this method could estimate RTT accurately.  
The reason is considered that data segments in 
unidirectional packet traces are transmitted in a burst and 
that the actual RTT is stable.  In other cases, i.e., for TCP 
Reno, TCP Vegas, and TCP Veno, the data transmission 
is performed relatively in a uniform way, and this 
situation makes the RTT estimation difficult by the 
autocorrelation based method.   

 Secondly, compared with the autocorrelation method, the 
Lomb periodogram method was possible to estimate 
approximate RTT values from unidirectional packet 
traces. Strictly speaking, however, the estimated RTT 
values have some errors and they are not tolerable for the 
approaches that require accurate RTT estimation, such as 
our method to infer the TCP congestion algorithms from 
unidirectional packet traces [3].  Moreover, although the 
experiments adopted here added a fix delay, actual TCP 
communications suffer from variable delay like 
Bufferbloat [13].  So, the accurate estimation will be more 
difficult in real environments.   

 The third point is that the estimation by the Lomb 
periodogram method is affected largely by the network 
configuration, such as with Ethernet or with WLAN.  It is 
also affected somehow by the congestion control used in 
packet traces.  In our experiment, the traces of TCP Reno 
and CUBIC TCP were collected in an Ethernet 
configuration.  In this case, the actual RTT was stable and 

the estimated RTT was fluctuated.  In the CUBIC TCP 
trace, where the congestion control is more aggressive, 
the errors of the estimated RTT increased.  On the other 
hand, the traces of TCP Vegas and TCP Veno were 
collected in a WLAN configuration.  In this case, while 
the actual RTT was fluctuated, the Lomb periodogram 
method could not estimate this fluctuation and the 
estimated RTT was stable.   

V. CONCLUSIONS 

This paper described the results of applying the 
autocorrelation based method and the Lomb periodogram 
method to estimating RTT from unidirectional packet traces 
including TCP segments with different congestion control 
algorithms, TCP Reno, CUBIC TCP, TCP Vegas, and TCP 
Veno.  The performance evaluation gave the following results.   

First of all, the autocorrelation based method provided 
poor performance in the RTT estimation.  Only CUBIC TCP 
in our experiment worked well, and the estimation for other 
three congestion control algorithms was not successful.   

Secondly, the Lomb periodogram method was possible to 
estimate more accurate RTT values than the autocorrelation 
based method. However, the estimated RTT values were not 
accurate enough for the applications requiring precise RTT 
estimation, such as our method to infer the TCP congestion 
algorithms [3].   

Lastly, we confirmed a tendency that the estimation by the 
Lomb periodogram is affected by the network configuration, 

 
(a) periodogram at time 38.090911 sec 

 
(b) estimated RTT and actual RTT 

Figure 13.  RTT estimation from VENO trace by Lomb periodogram.  
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Figure 12.  RTT estimation from Veno trace by autocorrelation. 
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such as with Ethernet or with WLAN.  In the Ethernet 
configuration, the actual RTT is stable but the estimated RTT 
is fluctuated.  In the WLAN configuration, the result is 
opposite.   

In conclusion, it will be considered that the accurate RTT 
estimation will be difficult from unidirectional packet traces, 
although the rough estimation will be feasible by the Lomb 
periodogram method.   
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Abstract— Power efficiency is a critical design issue in 

wireless sensor networks. In order to analyze the power 

consumption of a single node, a system model of networked 

wireless sensors is thus required. Based on a Petri net 

framework, this paper has preliminarily applied a systematic 

approach to the modeling and measurement of power 

consumption for ZigBee-equipped sensors. Moreover, several 

experiments have been conducted to measure the real power 

consumption of wireless sensor networks. It is believed that the 

experimental measurements presented in this paper would 

benefit application engineers in analyzing and understanding 

the power consumption of wireless sensor networks. 

Keywords-energy consumption; experimental measurements; 

Petri nets; sensor models; wireless sensor networks; ZigBee. 

 

I. INTRODUCTION 

An earlier version of this paper was presented at the 

International Conference on Systems and Networks 

Communications (ICSNC) and was published in its 

proceedings [1]. This paper extends the previous work by 

conducting more experiments regarding the power 

consumption of wireless sensor networks. 

Recently, there has been an increasing emphasis on 

developing distributed Wireless Sensor Networks (WSNs) 

with self-organization capabilities to cope with device 

failures, changing environmental conditions, and different 

sensing and measurement applications [2]-[5]. WSNs consist 

of hundreds or even thousands of networked wireless sensors, 

which are linked by radio frequencies to perform distributed 

sensing tasks. In general, since these wireless sensors are 

equipped with batteries, energy consumption is a major 

design issue. Researchers have attempted to determine the 

best topology, the optimal way of routing, or whether the 

sensor node should aggregate data or not. All these topics are 

investigated with the intention of prolonging network 

lifetime from a global networking point of view [6]-[8]. 

On the other hand, from a single node point of view, 

energy conservation could be achieved by applying some 

power management techniques. However, in order to propose 

methods, by which power consumption can be minimized in 

networked wireless sensors, it is first necessary to gain an 

accurate understanding of their energy consumption 

characteristics. Thus, a system model of wireless sensors is 

required so as to analyze the energy consumption of a single 

node.  

Starting from measurements carried out on the 

off-the-shelf radio, Bougard et al. [9] evaluated the potential 

of an IEEE 802.15.4 radio for use in an ultra-low power 

sensor node operating in a dense network. Their resulting 

model has been used to optimize the parameters of both the 

physical and medium access control layers in a dense sensor 

network scenario. Also, based on the empirical energy 

consumption measurements of Bluetooth modules, Ekstrom 

et al. [10] presented a realistic model of the radio energy 

consumption for Bluetooth-equipped sensor nodes used in a 

low-duty-cycle network. Their model gives users the 

possibility to optimize their radio communication with 

respect to energy consumption while sustaining the data rate. 

From a hybrid system point of view, Sousa et al. [11] 

modeled and analyzed the power consumption of a wireless 

sensor node in sensor networks using differential hybrid Petri 

Nets (PNs). With the discrete event evolution, the continuous 

battery discharge profile is updated and the remaining battery 

capacity is estimated. Moreover, their Petri net model was 

further applied to the design and evaluation of several 

dynamic power management solutions [12]. Based on Petri 

nets, Shareef and Zhu [13] also developed a model of a 

wireless sensor node that can accurately estimate the energy 

consumption. They used this model to identify an optimal 

threshold for powering down a sensor node of a specific 

wireless sensor application. 

Most of the previous work focused on developing a 

conceptual sensor model and provided limited results on 

realistic measurement or comparative experiments. By 

applying our previously proposed Petri net framework in [14], 

this work has preliminarily modeled the energy consumption 

of a ZigBee-equipped sensor node. Then, a basic experiment 

has been conducted to measure the real power consumption 

and provide input parameters to the PN model, which could 

be applied to further simulations of ZigBee-based WSNs. 
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This is the sense to use the PN model to describe the power 

consumption of sensor nodes. Furthermore, by using the 

developed modular Cookie platforms [15]-[16], more 

experiments regarding measurements of power consumption 

for wireless sensor networks have conducted to analyze 

different power profiles to reach ultra-low-power states. It is 

believed that the experimental measurements presented in 

this paper would benefit application engineers in analyzing 

and understanding the power consumption of wireless sensor 

networks. 

The rest of this paper is organized as follows. Section II 

introduces the Petri net modeling of wireless sensors. Next, 

preliminary experiments are provided in Section III. Then, 

Section IV gives more experimental measurements of power 

consumption for wireless sensor networks. Finally, Section V 

concludes this paper. 

II. PETRI NET MODELING OF WIRELESS SENSORS 

This section will introduce the basic PN concepts, the 

typical PN modeling, the MultiParadigm Modeling (MPaM) 

methodology, and then illustrate the behavior modeling of 

networked wireless sensors. 

A. Basic PN Concepts [5] 

A PN is identified as a particular kind of bipartite directed 

graph populated by three types of objects. They are places, 

transitions, and directed arcs connecting places and 

transitions. Formally, a PN can be defined as 
 

 ),,,( OITPG   (1) 

 

where,  

},...,,{ 21 mpppP   is a finite set of places, where 0m ; 

},...,,{ 21 ntttT   is a finite set of transitions with 

TP  and, where 0n ; 

NTPI :  is an input function that defines a set of 

directed arcs from P to T, where N = {0, 1, 2, …}; 

NPTO :  is an output function that defines a set of 

directed arcs from T to P; 

A marked PN is denoted as (G, M0), where M0: P → N is 

the initial marking. A transition t is enabled if each input 

place p of t contains at least the number of tokens equal to the 

weight of the directed arc connecting p to t. When an enabled 

transition fires, it removes the tokens from its input places 

and deposits them on its output places. PN models are 

suitable to represent the systems that exhibit concurrency, 

conflict, and synchronization. 

Several important PN properties include boundness, which 

means no capacity overflow, liveness, which shows the 

freedom from deadlock, conservativeness, which indicates 

the conservation of non-consumable resources, and 

reversibility, which represents the cyclic behavior. 

The concept of liveness is closely related to the complete 

absence of deadlocks. A PN is said to be live if, no matter 

what marking has been reached from the initial marking, it is 

possible to ultimately fire any transition of the net by 

progressing through some further firing sequences. This 

means that a live PN guarantees deadlock-free operation, no 

matter what firing sequence is chosen. Validation methods of 

these properties include reachability analysis, invariant 

analysis, reduction method, siphons/traps-based approach, 

and simulation [17]. 

 

 
Figure 1. Basic PN models for (a) sequential, (b) concurrent, (c) cyclic, (d) 

conflicting, and (e) mutually exclusive relations [18]. 

B. Typical PN Modeling [18] 

At the modeling stage, one needs to focus on the major 

operations and their sequential or precedent, concurrent, or 

conflicting relationships. The basic relations among these 

processes or operations can be classified as follows. 

 Sequential: As shown in Figure 1 (a), if one operation 

follows the other, then the places and transitions 

representing them should form a cascade or sequential 

relation in PNs. 

 Concurrent: If two or more operations are initiated by 

an event, they form a parallel structure starting with a 

transition, i.e., two or more places are the outputs of 

the same transition. An example is shown in Figure 1 

(b). The pipeline concurrent operations can be 

represented with a sequentially-connected series of 

places/transitions, in which multiple places can be 

marked simultaneously or multiple transitions are 

enabled at certain markings. 

 Cyclic: As shown in Figure 1 (c), if a sequence of 

operations follow one after another and the 
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completion of the last one initiates the first one, then a 

cyclic structure is formed among these operations. 

 Conflicting: As shown in Figure 1 (d), if either of two 

or more operations can follow an operation, then two 

or more transitions create the outputs from the same 

place. 

 Mutually Exclusive: As shown in Figure 1 (e), two 

processes are mutually exclusive if they cannot be 

performed at the same time due to constraints on the 

use of shared resources. A structure to realize this is 

through a joint place marked with one token plus 

multiple output and input arcs to activate these 

processes. 

C. MultiParadigm Modeling (MPaM) [14] 

To deal with specific and complicated problems, we have 

to integrate heterogeneous modeling arts, thereby resulting in 

the MPaM methodology. It is based on a proposition of 

giving different entities of a complex system the most 

appropriate modeling abstractions [14]. From a viewpoint of 

MPaM, the PN is adopted to design and analyze coordination 

controllers in a discrete-event domain. The primary 

motivation for employing PN as hybrid models is the 

situation that all those good characteristics that make discrete 

PN a valuable discrete-event model still be available to 

hybrid systems. Examples of these characteristics include: 

PN does not need the exhaustive enumeration of the state 

space at the design stage and can finitely model systems with 

an infinite state space. Moreover, PN provides a modular 

description where the structure of each module is maintained 

in the composed model. Furthermore, discrete states of PN 

are modeled by a vector and not by a symbolic label, thus 

linear algebraic techniques may be adopted for system 

analysis. 

Figure 2 represents the previously proposed PN 

framework for modeling a system in discrete-event and 

discrete-time domains [14]. Each operation is modeled with a 

command transition to start the operation, a progressive 

working place, a response transition to end the operation, and 

a completed place. Note that the start transition (drawn with a 

dark symbol) is a controllable event as “command” input, 

while the end transition is an uncontrollable event as 

“response” output. The working place is a Hierarchical 

Hybrid Place (HHP, drawn with a triple circle), in which the 

state equations of the systems to be controlled are contained 

and interacted through the boundary interface. The 

interaction between event-driven and time-driven domains is 

realized in the following way: a token put into the working 

place triggers a discrete (or continuous) time process with the 

corresponding equations. Thresholds are monitored 

concurrently. Each threshold is corresponding to a transition, 

that is, the response transitions. When the threshold is 

reached or crossed, it indicates that the associated event is 

happening, and the corresponding transition is fired. Next, a 

new marking is evaluated, and the combination of the hybrid 

system restarts. 

 

 

Figure 2. Multiparadigm modeling within a Petri net framework [14]. 

D. Behavior Modeling of Networked Wireless Sensors 

In general, radio communication is the most energy 

consuming part of a wireless sensor as compared with its 

sensing and computation tasks. Hence, our model focuses on 

the operations of packet transmission and reception. By 

applying the design procedure in [14], the PN model of a 

networked wireless sensor is constructed as shown in Figure 

3, which consists of 17 places and 14 transitions, respectively. 

The corresponding notations are described in Table I. The 

model is based on a scenario where a sensor node 

periodically transmits and receives some data towards, for 

example, a base station. 

TABLE I 

NOTATION FOR PETRI NET OF A WIRELESS SENSOR IN FIGURE 3 

 

III. PRELIMINARY EXPERIMENTS 

This section will firstly show the measurement setup and 

experimental results. Then, the comparisons between the 

measurement and PN model will be described. 

Command:

start operation 

Response:

end operation

state equations of

to be controlled

subsystems

boundary interface

Working Completed

= Hierarchical Hybrid Place (HHP)

Example:

x1= f (x1, t)

x2= f (x2, t)

y= f (x1, x2, t)

Place Description Transition Description

p1 Node in sleep mode t1 Cmd: start startup sequence

p2 MCU running at 16MHz t2 Re: end startup sequence

p3 Startup sequence completed t3 Cmd: start running MCU at 32MHz

p4 MCU running at 32MHz t4 Re: end running MCU

p5 MCU running completed t5 Cmd: start CSMA/CA operation

p6 Radio in RX mode t6 Re: end CSMA/CA operation

p7 CSMA/CA operation completed t7 Cmd: start transmitting packets

p8 Radio in TX mode t8 Re: end transmitting packets

p9 Packet transmission completed t9 Cmd: start receiving packets

p10 Radio in RX mode t10 Re: end receiving packets

p11 Packet reception completed t11 Cmd: start processing packets

p12 Processing packets t12 Re: end processing packets

p13 Processing packets completed t13 Cmd: start shutdown sequence

p14 MCU running at 16MHz t14 Re: end shutdown sequence

p15 Shutdown sequence completed

p16 MCU is available

p17 Radio is available
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Figure 3. Petri net model of a networked wireless sensor. 

A. Measurement Setup 

In this section, the energy consumption of a wireless 

sensor as computed via its Petri net model will be compared 

against real measurements collected from a ZigBee-equipped 

sensor node. The measurement setup in [19] has been 

adopted as shown in Figure 4, in which a ZigBee End Device 

is the Device Under Test (DUT) and powered by a power 

supply. The energy consumption measurements are 

performed at the End Device, which periodically (every 0.5 

sec in our measurement) wakes up and sends data to the 

coordinator (base station). The voltage across a 10 Ohm 

resistor is monitored to determine the current draw of the 

system. The measurement system has been calibrated with 

both a digital oscilloscope and a digital multimeter to ensure 

an accurate measurement. Figure 5 shows the hardware setup 

during energy consumption measurement. 

 

 

Figure 4. Measurement configuration. 

 

Figure 5. Hardware setup during energy consumption measurement. 

B. Measurement Results 

Figure 6 (a) shows the power consumption during sleep 

and awake states. The time base on the oscilloscope is set to 

500 ms per division, and it can be seen that it is about 0.5 sec 

among each current peak, showing the power consumption 

when the device is awake to send the data to the coordinator. 

Figure 6 (b) is a zoomed version of Figure 6 (a) and shows 

the current consumption during the active modes in more 

details. This snapshot has a time base of 1 ms per division. 

The duration of the active mode is about 7 ms. According to 

the measurement results, the consumed energy and duration 

of each operation can be estimated. 
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Figure 6. Measurement results for the division scale at (a) 500 ms and (b) 1 

ms. 

 

Figure 7. Comparison of energy consumption between measurement and 

Petri net model. 

C. Discussions 

With the measured sets of consumed current and duration 

for each transition as the inputs to the Petri net model, the 

energy consumption can be obtained as shown in Figure 7.  In 

general, the energy consumption of the Petri net model is 

close to the practical measurement with a mean difference of 

less than 1%. However, several peak currents appear during 

the state transitions, especially the startup sequence t1. The 

current peaks show the energy consumption when the sensor 

node is triggered for data transmission. Moreover, note that 

between transitions t7 and t9, there are two V-shaped gullies, 

which present the energy consumption of the transceiver 

turnaround operations, which are the RX to TX and the TX to 

RX, respectively. Future work would attempt to model such 

detailed behaviors. 

Obviously, the description of the power consumption of a 

single node during a standard RX/TX procedure is a very 

isolated scenario. For example, the power consumption of a 

node would significantly change when a collision is 

happening during transmission with a subsequent packet loss, 

which requires a repeated transmission. Further work would 

consider more practical interactions between the nodes so as 

to simulate the power consumption of a whole sensor 

network for different scenarios. 

IV. MORE EXPERIMENTS REGARDING POWER 

CONSUMPTION OF WIRELESS SENSOR NETWORKS  

This section will show more experiments regarding the 

measurement of power consumption of wireless sensor 

networks. In this case, the main target is to analyze the 

different power profiles of a modular WSN hardware 

platform, which have been designed to reach ultra-low-power 

states.  

A. Developed Cookie Platforms 

The implementation of a flexible and configurable 

processing layer is then compared to an already existing 

processing solution to show the main benefits of creating a 

more complex power management profile within the sensor 

node. The baseline structure of the proposed setup lies on the 

Cookie platform [15]-[16], which is a modular and fully 

adaptable hardware architecture mainly composed of four 

layers: The processing layer, which is the core of the node 

and includes the microcontrollers of processors to carry out 

the computation tasks in accordance with the application 

requirements; the communication layer, which integrates the 

wireless module to establish an energy-efficient connection 

with the rest of the participant devices and the base station in 

the WSN; the sensor layer, which provides the interface with 

the target environment by including the sensing capabilities 

to monitor the target physical magnitudes (if needed); and 

finally the power supply layer, which is in charge of 

providing the rest of the layers with the required voltage level 

based on their intrinsic design and operational stages, also 

serving as an intelligent power manager for more advanced 

Cookie configurations.  

As shown in Figure 8, the vertical connectors that support 

the modularity of the Cookie allow a very flexible and 

adaptable prototyping hardware ecosystem to speed up the 

development and integration of heterogeneous technologies 

within the same platform. Thus, it fosters the reusability of 

hardware components with the inclusion of novel techniques 

for WSN applications. 
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Figure 8. Cookie WSN platform composed of 4 modular layers, including 

an ultra-low-power processing design for very-long-term 

networks lifetime. 

In line with the modular hardware architecture, the Cookie 

nodes also provide a software support platform to abstract the 

low-level control of the hardware elements that integrates the 

sensor devices, as well as speeding up the prototyping of 

WSN applications and network deployment [20]. The 

baseline structure of the software layer is composed of a 

complete set of libraries and functional components that 

follows the modularity of the hardware layers, including 

controllers for every processing, sensing, and communication 

technologies integrated into the Cookie node. These support 

libraries have been ported to the new design of the ultra-low 

power processing layer in order to produce a seamless 

integration of the available hardware elements with the WSN 

application profiles of the Cookie platform. 

The design of this Cookie layer considers three main 

aspects to exploit the modularity, reconfigurability, and 

adaptability to different application requirements. The first 

one relies on the ability of the embedded system to system to 

adapt to different experimental configurations by allowing 

for several connectivity arrays of the processing elements to 

the rest of the platform. This means that, depending on the 

system requirements, the processing layer can be modified to 

offer different functional properties. Figure 9 shows the main 

interconnection structure that allows the definition of several 

Cookie processing configurations within the same hardware 

layer.  

The second aspect is related to the inclusion of an 

8051-based processing architecture, which is in line with the 

defined HW-SW framework of the Cookies for 

resource-constrained sensor network applications, and for the 

efficient implementation of lightweight reprogramming 

strategies for extending the overall network lifetime [21]. 

The third aspect lies integrating ultra-low-power hardware 

elements within the system architecture, seeking the balance 

between flexibility and power-awareness. 

 

 

 

Figure 9. Configurable structure of the ultra-low-power Cookie processing layer considering flexibility and adaptability to different resource-constrained 
application contexts. 
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Based on the interconnection structure shown in Figure 9, 

the designed processing layer provides five different 

operational modes, whose configurations can be made by 

using bridge connections among layer paths according to the 

WSN based system constraints definition for the target 

application/experiment, as follows. 

 Microcontroller with ADC signal connections: this 

mode only includes the main processing element and 

it is thought to be used in those applications where the 

power consumption is the most critical aspect to be 

considered. This mode dedicates some of the port 

lines of the microcontroller for analog input signal 

processing from the left side of the Cookie interface 

(for instance, considering the analog sensor from the 

sensing layer). 

 Microcontroller without ADC signal connections: this 

is a variation of the former mode intended to provide 

the maximum number of digital input/output ports to 

the rest of the platform. 

 FPGA as the core processor: in this case, a trade-off 

between fast signal processing, digital connections 

availability and power consumption is sought. Thus, 

the I/O pins of the FPGA are spread between both 

vertical interfaces of the Cookie platform. 

 Microcontroller with ADC signal connections and 

FPGA: this mode offers the widest possibility for 

platform experimentation in a single layer 

configuration array, so as to be able to combine the 

functional component capabilities and peripherals of 

the microcontroller with hardware block 

implementations for co-processing and debugging 

tasks in the FPGA. In this case, both analog and 

digital sensor signals are contemplated. 

 Microcontroller and FPGA: It offers a similar 

approach as the aforementioned mode though more 

ports of the microcontrollers are dedicated to digital 

interfaces of the Cookie node. 

B. Measurement Setup 

As mention before, the experimental analysis is firstly 

focused on a very configurable processing layer that provides 

an extended set of different power modes. 

Figure 10 shows the experimental setup to evaluate the 

power consumption of the processing layer based on the 

configuration of the different power modes depicted in Table 

II. Thus, several functional scenarios have been set up in 

order to characterize different power consumption profiles of 

the designed low-power processing layer, considering not 

only the various configurations that the hardware layer can 

adopt, but also the operational modes of the microcontroller 

and the FPGA elements. To do so, the experimental setup 

was composed of the implemented Cookie layer plus an 

extension board that allows supplying the different voltage 

levels of the modular platform from an external source (as 

shown in Figure 9), so that no additional consumption offsets 

can significantly shift the encountered measurements. 

 

 

Figure 10. Experimental setup for the characterization of the WSN ultra-low 

sensor node design. 

On one hand, the C8051F930, which is an 8051-based 

8-bit microcontroller from Silicon Labs with Crossbar 

technology [22] is the main processing element that includes 

the software support platform for managing the Cookie 

sensor nodes. The C8051F930 is composed of a 64 kB flash 

program memory, internal and external RAM memories of 

256 bytes and 4 kB respectively, 10-bits ADC, four 16-bits 

timers and Smart Real Time Clock, UART and 2 SPI, and 

most particularly it supports a voltage supply range of 1.8 V 

to 3.6 V. 

On the other hand, a flash-based FPGA Igloo AGL030V5 

from Actel (Microsemi) [23] that serves as a co-processing 

element for performing faster control tasks that need to be 

implemented in hardware. The advantage of this technology 

is the ability to power-down the whole FPGA without losing 

the hardware implementation (so no need to download the 

bitstream once the system is power-up again), thus allowing 

deep power consumption modes without penalizing 

performance.  The AGL030V5 is a 1.2 V to 1.5 V low power 

flash technology programmable logic device composed of 

30000 system gates, 768 D-flip-flops, 81 user I/O pins, and 

Flash*Freeze sleep mode control without needing to 

disconnect supply voltages.  

The combination of both technologies allows promoting a 

wider spectrum of configuration, stand-by and functional 

scenarios that will ultimately have a positive impact in the 

node lifetime, hence extending the overall long-term 

operability of the network. 
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TABLE II 

POWER CONSUMPTION RESULTS COMPARING THE DIFFERENT UC POWER MODES AGAINST NORMAL OPERATION, CONSIDERING DIFFERENT CONFIGURATIONS 

FOR THE MICROCONTROLLER AND THE INPUT VOLTAGE SUPPLY LEVEL 

  

TABLE III 

EXPERIMENTAL RESULTS CONSIDERING THE COMBINATION OF THE SLEEP 

POWER MODES OF THE FPGA AND THE MICROCONTROLLER 

 

C. Measurement Results 

Both Tables II and III summarize the power-mode profile 

of the ultra-low power consumption layer, where a 

combination of two main cores produces a fine-grained 

configuration set. Tests were also performed considering, on 

one hand, the inclusion of both components into the hardware 

layer (uC + FPGA) and on the other hand, the FPGA as the 

only processing element of the board. 

Table II shows the results regarding the configuration that 

only includes the C8051F930, so V2 was used to characterize 

the current consumption profile of the layer in such 

conditions, taking into account 1.8 and 2.5V as voltage 

supply levels. The current consumption in active mode 

depends on the number of activated peripherals of the 

microcontroller, whereas the power-down transition modes 

are triggered by using various sources of activations, as 

detailed in the uC configuration column. For instance, 

differences in terms of power consumption in active modes 

can be distinguished with respect to the ADuC841-based 

layer, where Inormal raises up to 11mA in normal operation 

(with VDD=2.8V, 11.0592MHz), while 20uA in power down 

mode. 

Table III depicts the current consumption considering V1 

= 1.5V for VCC and VCCBIx (3.67MHz clock), V2 = 1.8V 

for the uC, and the flash*freeze activation for power-down 

mode on the AGL030v5, whose results clearly show the 

difference in consumption when switching the FPGA to the 

ultra-low power mode and the normal operation (around 

100uA and 5uA, respectively) both in FPGA and uC+FPGA 

layer configuration.  

 

 

Figure 11. Comparison of the different consumption improvement obtained 

experimentally for every power mode, and for an input supply 
voltage of 1.8 V. 

Figure 11 depicts the comparative results regarding the 

percentage of real consumption of the processing element 
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when considering an input supply voltage of 1.8 V and the 

three main low-power modes: Sleep, Suspend and Idle. The 

experimental results show that the sleep modes provides a 

99.7% of reduction in comparison with the normal operation 

(and 94.3% with respect to the next configurable mode), 

which represents an important improvement for 

very-long-term operability of the WSN, where the sensor 

node can stay in ultra-low power mode for longer periods of 

times. On the other hand, 95.4% and 37.8% improvement are 

respectively obtained for Suspend and Idle modes, so a 

trade-off between sensor node activity and energy balance 

are also possible with these intermediate states. 

The comparison of both processing layers for 

resource-constrained applications has experimentally carried 

out by measuring the power consumption when performing 

the transition between wireless data transmission and putting 

the communication module in sleep mode. Figure 12 shows 

the results comparing the power consumption in both 

processing layers, and including the same application code 

into the microcontrollers (wake-up the wireless 

communication module, periodic sensing data transmission 

and putting the module back to sleep mode). The 

experimental outcomes clearly exhibit the improvement of 

the ultra-low power design, having a current consumption of 

3.23 mA when the wireless module is in sleep mode, whereas 

the other processing layer obtains a value of 24.9 mA. 

D. Discussions 

The combination of the intrinsic flexibility of the modular 

hardware platform with the design and implementation of an 

ultra-low power processing layer provides important benefits 

in terms of energy savings as well as a trade-off between 

computing capabilities and long-term lifetime awareness. 

The reduction of the power consumption in every mode is 

very noticeable when comparing first with the next 

configuration step (obtaining more than 90% in the deepest 

low-power modes, that is, suspend and sleep, and more than 

80% between idle and suspend) and second with a more 

general-purpose (microcontroller + FPGA) design without 

particular ultra-low power strategies (up to 87 % depending 

on the configuration to be adopted). The results show that it is 

indeed possible to refine the power-computing balance both 

at hardware and software levels without a strong penalization 

in one of the figures of merits sought. For instance, a very 

extreme configuration based on the only microcontroller and 

running with 1.8 V can be applicable in some use cases, 

although shifting to another configuration point may be 

possible if considering the experimental outcomes against the 

desired power consumption boundaries. Therefore, a more 

computational-effective solution without penalizing the 

energy cost is feasible.    

In this sense, the level of reconfigurability and adaptability 

can be highlighted in three ways, according to the application 

needs: Selection of the processing elements to be included 

and their interfaces in line with the five supported 

combinations; the power supply levels in accordance with the 

threshold limits and considering the results of the power 

consumption experiments for every operational state; and the 

management of the different low-power modes depending on 

the duty-cycle and QoS requirements for the target scenario. 

While for the first two cases the decisions can be taken at 

design and pre-deployment time (although dynamic voltage 

scaling might be a possibility to be considered as well), the 

latter exhibits a very powerful opportunity to reduce power at 

runtime and in an adaptive fashion. 

 

 

Figure 12. Experimental comparison of two processing layers when performing the same WSN application and power modes transitions. 
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V. CONCLUSION AND FUTURE WORK 

In this paper, a systematic approach to modeling and 

measurement of energy consumption for wireless sensors has 

been presented. In the prior work, the sensor operation is 

modeled using the Petri nets. Then, a preliminary experiment 

has been conducted to measure the real power consumption 

and provide input parameters to the Petri net model. The 

comparative results indicate the Petri net model has 

approximated the real measurement under the assumed 

scenarios. Besides the periodical operations demonstrated in 

this paper, the measurement scheme is also useful for other 

specific applications and could be fed back to the Petri net 

model as a calibration source. Since the proposed Petri net 

model in this paper is mainly designed for packet 

transmission and reception, as future work, operations of 

sensing and computation tasks could be further considered so 

as to make the model much more realistic. Also, with a given 

battery, the proposed model could be further applied to the 

lifetime estimation for periodical operations. 

Furthermore, more experiments regarding measurements 

of power consumption for wireless sensor networks have 

conducted to analyze different power profiles to reach 

ultra-low-power states by using the developed modular 

Cookie platforms. Also, one direction of future work is the 

modeling and measurement of a variety of sensors for power 

consumption under the structure of the Internet of things [24]. 

It is believed that the experimental measurements presented 

in this paper would benefit application engineers in analyzing 

and understanding the power consumption of wireless sensor 

networks. 
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 Abstract - The objective of this paper is a thorough study on the 
optimal control of multicasting multimedia streaming over the 
components of data center networks.  Such a network control 
includes finding the best locations of traffic multicasting, assigning 
the quality of service (QoS) while multicasting, and the right 
network devices for this objective. Since streaming media accounts 
for a large portion of the traffic in networks, and its delivery 
requires continuous service, it is essential to analyze the traffic 
sources and investigate the network performance. IP multicasting 
technology adds tremendous amount of challenge to a network as 
the streamed media delivered to users must be multiplied in 
volume. In this paper, we first demonstrate a study of the 
complexity and feasibility of multicast multimedia networks by 
using different multicast protocols and video sources. In our 
proposed method, we then create peer-to-peer (P2P) and data 
center topologies in order to analyze the performance metrics. The 
implementation and evaluation of the presented methodology are 
carried out using OPNET Modeler simulator and the various built-
in models. Further, we implement performance tests to compare 
the efficiency of the presented topologies at various levels. At the 
end of the paper we analyze the optimal locations for multicasting 
multimedia streaming traffic.  

Keywords - video streaming; cloud data centers; multicast; 
multimedia; performance evaluation; video codecs; IP; MPLS.  

I. INTRODUCTION AND BACKGROUND   

In [1], an efficient video-based packet multicast method for 
multimedia control in cloud data center networks was 
presented.  The current paper extends that work and conducts a 
thorough study toward several other aspects, such as 
Comparison of throughput and delay at switching nodes on the 
control of multicasting multimedia streaming over the 
components of data center networks. 

Over the years, major development in the industry have been 
involved in the integration of various multimedia applications. 
Delivery of streaming media (video on demand), e-learning with 
minimum delay and highest quality has been one of the major 
challenges in the networking industry. Video service providers, 
such as Netflix, Hulu are constantly changing the architecture in 
order to service these needs. These service providers face stiff 
competition and pressure to deliver the next generation of 
streaming media to the subscribers. The next generation media 
can be divided into categories: real-time and non-real time. 
Examples of real time can be live streaming and video 

conferencing and non-real time can be e-learning and video on 
demand [2].  The next generation of streaming media [3] 
involves a large number of subscribers whose delivery is closer 
aligned with the latest protocols than with the traditional 
systems. In such cases, it is required that the service providers 
upgrade their infrastructure and support them [4].  

One of the main challenges in the multimedia industry that 
motivates us to look into it in this paper is multicasting the video 
streams. IP Multicast is one of the major techniques that can be 
used for efficient delivery of streaming multimedia traffic to a 
large number of subscribers simultaneously. Group membership, 
unicast and multicast routing protocols are mainly required for 
multicast communications [5]. Inter Group Membership 
Protocol (IGMP) utilized in our study maintains one of the most 
commonly used multicast protocols at user facility site. IGMP is 
used to obtain the multicast information in a network. Unicast 
routing protocols can be either distance vector or link state; the 
latter being preferred due to the dynamic reaction of these 
protocols to changes in topology. Multicast routing protocols can 
be integrated with the unicast routing protocol or can be 
independent of them. Protocols, such as the Multicast Open 
Shortest Path First (MOSPF), depend on the underlying unicast 
protocols used, whereas protocols such as Protocol Independent 
Multicast (PIM), are independent of the type of unicast routing 
protocols used. A combination of IGMP, MOSPF and PIM in 
sparse mode or dense mode can be used for successful 
implementation and efficient delivery of multimedia traffic in 
networks [6]. 

Multicast routing enables transmission of data to multiple 
sources simultaneously. The underlying algorithm involves 
finding a tree of links connecting to all the routers that contain 
hosts belonging to a particular multicast group. Multicast 
packets are then transmitted along the tree path from the source 
to a single destination or a group of receivers belonging to a 
multicast group. In order to achieve the multicast routing tree, 
several approaches have been adopted. Group-shared tree, 
source based tree and core based tree are some which are 
explained here.   

a. Group-based tree: In this approach a single routing tree 
is constructed for all the members in the multicast group;  

b. Source-based tree: This involves constructing a separate 
routing tree for each separate member in the multicast 
group. If multicast routing is carried out using source-
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based approach, then N separate routing trees are built 
for each of the N hosts in the group [7]; and  

c. Core-based tree: This is a multicast routing protocol, 
which builds the routing table using a group-shared tree 
approach. The tree is built between edge and core routers 
in a network, which helps in transmitting the multicast 
packets. 

MOSPF and PIM use one of the above mentioned 
approaches in the transmission of packets. As PIM is the 
multicast routing protocol used in the implementation, we 
discuss the working of PIM. 

PIM is a multicast routing protocol that is independent of the 
underlying unicast routing protocols used [8]. PIM works in 
two modes dense mode and sparse mode. In the former mode 
the multicast group members are located in a dense manner and 
the latter approach has the multicast group members distributed 
widely. PIM uses Reverse path forwarding (RPF) technique in 
dense modes to route the multicast packets. In dense mode, RPF 
floods packets to all multicast routers that belong to a multicast 
group whereas in a sparse mode PIM uses a center based 
method to construct the multicast routing table. PIM routers 
which work in sparse mode send messages to a center router 
called rendezvous point. The router chosen to be rendezvous 
point transmits the packets using the group based tree model. 
As seen in Fig. 1, the rendezvous point (RP) can move from a 
group-based tree model to a source-based approach if multiple 
sources are specified [9][10].  

 A broadband network is a communication infrastructure that 
can provide higher bandwidth services. Regional networks are 
connected to such broadband backbone networks to form the 
Internet. Internet Service Providers own the regional broadband 
networks. A broadband network is required to support the 
exchange of multiple types of information such as, massive data 
storage access, voice over IP (VoIP), video streaming, and live 
multicasting, while satisfying the performance requirements of 
each application. In short, the delay and jitter should be minimum 
for better performance of these applications.  

 

Figure 1. Sample diagram of multicast routing 

 
The above-stated requirements are satisfied by employing 

broadband routers and switches, fiber optic cables, and tunneling 
mechanisms. Tunneling makes the communication faster in 
broadband networks compared to normal routing mechanism. 
Multiprotocol label switching (MPLS) is networking 
infrastructures used in a high-speed backbone network to provide 

a better quality of experience for broadband applications such as, 
video streaming and other real-time applications. 

In any MPLS network, the routers at the edge of the network 
are the most complex ones. In edge routers, user services such 
as policies, rate limiters, logical circuits, and address assignment 
are created. In a certain connection between a pair of users, edge 
routers keep a clean separation between a complex edge and 
create services while routers in the middle mainly do basic 
packet forwarding by switching MPLS packets from one 
interface to the other.  The MPLS header (also known as the 
label) is imposed between the data link layer (layer 2) header 
and network layer (layer 3) header.   

MPLS adds some traditional layer 2 capabilities and 
services, such as traffic engineering, to the IP layer. The 
separation of the MPLS control and forwarding components 
has led to multilayer, multiprotocol interoperability between 
layer 2 and layer 3 protocols. MPLS uses a small label or stack 
of labels appended to packets and typically makes efficient 
routing decisions. Another benefit is flexibility in merging IP-
based networks with fast-switching capabilities.  

In MPLS networks, any IP packet entering the MPLS 
network is encapsulated by a simple header called a label. The 
entire routing is therefore based on the assignment of labels to 
packets. The compelling point of MPLS is that this simple label 
is always processed for routing instead of the IP header in the 
network. Note that labels have only local significance. This 
fact removes a considerable amount of the network-
management burden.  

The rest of this paper is organized as follows: Section II 
provides a detail of our architecture and its functionality and 
Section III presents a performance analysis of the designed 
architectures. Finally, Section IV concludes the paper.  

 
II. NETWORK ARCHITECTURE  

Network architecture has been designed from service 
provider’s and user’s perspective. Network service providers 
are concerned with the available bandwidth and utilization of 
resources whereas end user’s main concern is with the delivery 
of streaming media with lowest time and maximum efficiency. 
In order to obtain the various parameters that are required for 
the best design of multimedia network, two network models 
were implemented and analyzed.  

A. Implemented Peer to Peer (P2P) Network Design 

Peer to peer network model is a distributed architecture where 
the application is transmitted between source and destination 
through peers. Applications such as music sharing, file sharing 
use peer-to-peer network model for transmitting the data. A 
peer-to-peer network was built using the values as shown in 
Table I. The network architecture shown below represents an 
organizational division where the admin department is the 
source of multimedia traffic, which is simultaneously streamed 
to the remaining departments namely the HR, finance and IT. 
The topology contains two backbone routers connected back-
to-back, a video streaming source is configured and stored in 
the admin department, where the video frames are encoded with 
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a H.264 codec and generating a frame rate of 15-20 frames per 
sec. The backbone routers are configured with PIM-DM as the 
multicast protocol that is responsible to carry multicast packets.  
 

TABLE I. CONFIGURATION PARAMETERS FOR A PEER TO PEER NETWORK 

DESIGN 
Link speed 

(in 
Mbps) 

Frame size Frame 
interarrival 

rate 

Video 
Codec 

Multicast 
protocol 

used 

100 128x120 10 fps H.264 PIM-DM 

100 128x240 15fps H.264 PIM-DM 

1000 352x240 30 fps H.264 PIM-DM 

 

B. Implemented Data Center Topology  

The data center and its network testbed topology [12] 
implemented in this paper are shown in Fig. 2. A data center 
contains certain facilities for computing, data storage, and 
other technology resources, as shown by “server racks.” In the 
network testbed topology, the interconnections among the 
switches are regular. The figure shows a data center network 
using four layers of switches as two layers of core switches, one 
layer of aggregate switches, and one layer of edge switches. An 
edge switch, also called top-of-rack (ToR) switch, directly 
connect to end servers at server racks, and core switches directly 
connect to the routers such as Router1 and Router2 that are 
attached to the outside of the data center or directly to the 
Internet. In this figure, two groups of 6 destinations are 
considered in the testbed: group A destinations and group B 
destinations. 

 

 
Figure 2. Data center topology as the testbed for multimedia streaming 

 
The topology has been implemented taking into account 

redundancy at all levels, and responds dynamically to failures 

at link, path and device level. Scaling the number of nodes, both 
horizontally and vertically has been considered in order to 
analyze the performance metrics of the network. Streaming 
media content stored at the servers are configured for varying 
bit rates and varying frame sizes.  

The OPNET simulator has been used as the simulation tool 
for implementing and testing multicast multimedia traffic.  The 
detailed metrics that are used for data center implementation 
has been shown in the Table II.   
 

TABLE II. CONFIGURATION PARAMETERS FOR A DATA CENTER 
Number of servers per rack  2 

Number of TOR switches used per rack  2 

Number of distribution switches per rack  2 

Number of core switches per rack  1 

Total number of servers  8 

Total TOR Switches  8 

Total distribution switches  4 

Total Core switches  2 

Link speeds in data centers  1000 Mbps 

Link speeds to WAN   PPP DS3 

Video Application and codec used  Video streaming, 
H.264 

Frame sixe  Constant (5000) 

Bit rates  Constant (10 fps)  

             
III. PERFORMANCE ANALYSIS  

The configuration parameters for used for the performance 
evaluation are shown below in Table III. Since backbone 
routers are majorly involved in the transmission of traffic over 
the internet, Ethernet load across these links has been 
considered. As the frame size increases load across the 
backbone links increases, which leads to increase in the 
delivery of media to destination. 

 
TABLE III. VIDEO CONTENT CONFIGURATION PARAMETERS 

Test 
Name  

Frame Size 
(in bytes)  

Video  
Codec  
Used  

Frame  
Inter-arrival 

Time  

Ethernet Load 
Across the Link 

(packets/sec)  

Video1     15,360 H.264  10 Frames/sec 280  

Video2  5,000  H.264  Exponential  530 

 
A. Study on Ethernet Load 

In order to reduce the end to end delay, latency and prioritized 
traffic using quality of service (QoS) was implemented. Opnet 
simulator has various built-in QoS profiles, some of them being 
WFQ, FIFO, priority queueing.  Differentiated services code 
point based QoS is being used in this implementation wherein 
based on the priority of traffic delivery, a certain level of service 
is configured depending on which resources are allocated along 
the path of delivery.  
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Now, we present the Ethernet load test – a performance 
metric which determines the amount of data packets that are 
carried by the network. Although each link in the network 
carries data packets WAN / core routers are chosen for analysis. 
In peer-to-peer topology mentioned earlier, the links connecting 
the backbone routers are considered, whereas in a data center 
topology core router links/WAN links have been chosen.  

The variation in the graph can be explained as follows. In 
this case the bit rate and frame size s, both have been kept as 
exponential increasing functions. From Fig. 3 it can be 
observed that in a two-node network since there is a single link 
connecting the backbone routers, Ethernet load across these 
links is considerably higher than that of a multi node model 
where, PIM builds a tree structure (source based, or center 
based) for sending the multicast packets. As a result, the load is 
distributed across various links thereby reducing the failure 
percentage. One more alternative that can be used is port-
channel can be configured to distribute the load across the links 
connecting the routers. Over the time considered it was 
observed that the load was higher in a two-mode network and 
lesser in a multi node network.   

 

  
Figure 3. Comparison of Ethernet load between two nodes and multi-mode 

cases  

Our next experiment is concerned with the queueing delay 
which is the amount of time that a packet waits in the router’s 
queue before being sent onto the network. This is one of the 
most important parameters for multicast networks as an 
increase in the queueing delay can cause significant delay in the 
transmission of packets across the network. Queueing delay can 
be due to many factors, such as buffer size in a router, router’s 
processing capacity, link speed used, number of hops from 
source to destination. In this analysis, the queueing delay has 
been analyzed for a two node and a multi-node environment. 
From the graphs shown in Fig. 4, it can be observed that 
although in a two node network links of higher speed were used, 
when packets of multiple applications arrive, a two-node 
network experienced significant queueing delay which led to 
the delay in the transmission of packets. Since no QoS was 
configured all the packets were serviced based on packet arrival 
times. The graph for a 2-node network shows peaks of highest 
queueing delay and lows of least queueing delay. This is due to 

the fact that when packets related to multiple applications arrive 
there has been peaks of high queue delay and when packets 
related to single applications arrive less queueing delay has 
been experienced. In order to have less queueing delay priority 
traffic can be classified based on QoS policies which helps in 
serving these packets better.  

 

  
Figure 4. Comparison of queueing delay between two nodes and multi-node 

cases 

Next, we consider a test on QoS, a mechanism which is used 
to analyze the performance of networks. QoS policies 
configured ensures traffic prioritization and reservation of 
resources along the path from source to destination. QoS plays 
a major role in multimedia networks where defining QoS 
policies defines the traffic priority when real time multimedia 
traffic and interactive media is involved. Since these types of 
traffic have rigid delay constraints defining QoS policies for 
these types can result in prioritizing them when requests for 
other traffic are in queue.  

Simulation results of QoS implementation is shown in Fig. 
5. Since real time interactive media could not be created in a 
simulation environment, two video sources (video1 and video2) 
were created and video1was configured with a WFQ QoS 
profile traffic group of video 1 being set to high priority and 
traffic group of video 2 being set to best effort with no QoS 
configured. From the plots in the figure, it can be observed that 
over a period of time when requests arrive for video1 and 
video2 packets requesting information, video1 is serviced with 
less packet delay than those packets for video2 while multicast 
flow is also included in the configuration. Since the IGMP 
convergence time was 2 min the QoS traffic servicing has 
started after the first few minutes.  

Finally, the latency is our last performance metric to focus 
on. The latency is the amount of delay involved in transmitting 
the data from source to destination. For calculating the Latency 
issues in network different pixel sizes were chosen for analysis. 
Three different Pixel sizes were configured over a period of 
time with link speed and other parameters being kept constant.   
The link speed was defined to be 100 Mbps and pixel sizes of 
352x240, 128X240 and 128X120 were defined with frame 
interarrival rates to be logarithmic. After several tests it was 
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observed that the latency in the transmission of a high-quality 
video was more compared to the latencies of the transmission 
of a video of lesser resolution as shown in Fig. 6. If a video of 
high quality has to be transmitted in minimum time, then 
separate channels can be used for high definition video where 
source specific trees can be used for routing thereby achieving 
successful routing of packets.  
 

  
Figure 5. QoS servicing of priority and non-priority traffic  

 

 
Figure 6. Comparison of latency of various frame sizes.  

B. Study on Network Infrastructure for Media Multicasting 

An MPLS network consists of nodes called label switch 
routers (LSRs). An LSR switches label packets according to 
its particular forwarding tables. The content of a forwarding 
table consists of labels to be assigned to a flow of traffic. An 
LSR has two distinct functional components: a control 
component and a forwarding component. The control 
component also facilitates the exchange of information with 
other LSRs to build and maintain the forwarding table. 

A typical advanced router or switch has routing tables in its 
control plane and an IP forwarding table in its data plane for 
routing purposes. The routing table of such a device receives 
signaling packets such as RIP or OSPF packets and must 

update its IP forwarding table occasionally. An LSR has a 
separate forwarding table to store labels. The MPLS 
forwarding table interacts with the IP forwarding table in order 
to arrange the conversion of IP address to labels or vice versa. 

Fig. 8 shows a basic comparison of streaming in IP and 
MPLS networks. In Fig. 7 (a), a typical IP network is shown 
where a source host, as host 1, connects to a destination host, 
as host 2. The generated IP packets enter a wide-area IP 
network at edge router R1 and pass over the network using all 
the relative routing protocols, and eventually reach edge router 
R2 from which they exit. In Fig. 7 (b), an MPLS-enabled 
network is contrasted with the IP network; any IP packet 
entering the MPLS network is encapsulated by a label. The 
entire routing is therefore based on the assignment of labels to 
packets. We will see in the next sections how this technique 
would substantially reduce the time for packet processing and 
routing. 

Assigning labels to each packet makes a label-swapping 
scheme perform the routing process efficiently and quickly. In 
Fig. 7 (b), the edge LSRs of the MPLS network are ingress 
LSR1 and egress LSR2. It can be seen that a label is indeed a 
header processed by an LSR to forward packets. The header 
format depends on the network characteristics. LSRs read only 
labels and do not engage in the network-layer packet headers. 
One key to the scalability of MPLS is that labels have only 
local significance between two devices that communicate. 
When a packet arrives, the forwarding component uses the 
label of the packet as an index to search the forwarding table 
for a match. The forwarding component then directs the packet 
from the input interface to the output interface through the 
switching fabric. 

 

Host 2Host 1

IP NetworkIP Packet

MPLS Tunnel

IP PacketIP Packet

Host 2Host 1

MPLS Network
IP Packet IP Packet

Label

(a)

(b)

R1 R2

LSR1 LSR2

 

Figure 7. Operations of streaming in MPLS compared with IP infrastructures 

 
The advance mutual agreement between two adjacent LSRs on 
a certain label to be used for a route is called label binding. 
Once an IP packet enters an MPLS domain, the ingress LSR 
processes its header information and maps that packet to a 
forward equivalence class (FEC). Any traffic is thus grouped 
into FECs. An FEC indeed implies that a group of IP packets 
are forwarded in the same manner—for example, over the 
same path or with the same forwarding treatment. A packet can 
be mapped to a particular FEC, based on the following criteria:   
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▪ Source and/or destination IP address or IP network 
addresses  

▪ TCP/UDP port numbers  

▪ Class of service  

▪ Applications  

A label switched path (LSP) through the network must be 
defined, and the QoS parameters along that path must be 
established. An LSP resembles a tunnel. Label usage for 
identifying the next hop destination instead of the IP 
destination address adds superior capabilities like traffic 
engineering to the traditional IP routing. LSRs consist of two 
functional components; a control component and a forwarding 
component. The control component uses standard routing 
protocols to exchange information between the LSRs and 
facilitates the forwarding table formation. Based on the 
information in the forwarding table, the forwarding component 
of the LSR performs the switching of label packets.  

OPNET Modeler provides a global development 
environment capable of infrastructure networks, such as 
MPLS, modeling and performing discrete event simulations.  
Data collection and analysis, incorporated along with the 
design simulation, helps in evaluating and optimizing real life 
networking topologies. The advantages of OPNET Modeler 
over other modelers include a simple GUI interface and 
network modules integrating extensive protocol suite with 
queuing functionalities.  

The ‘System in the Loop’ module included in this Modeler 
provides an efficient method to capture live transmission and 
analyze the behavior of different real-life scenarios. 
Applications include LAN and WAN performance modeling, 
network planning and protocol research.  

The study on the type of network infrastructure for media 
streaming involves the performance evaluation of video 
streaming using MPLS and OPNET Modeler. The OPNET 
Modeler has the modules to implement the MPLS over the 
basic network topology. Creating dynamic and static LSPs, 
Traffic engineering, and Differential Service functionality 
could be achieved using the Modeler functionalities. The main 
steps involved in implementing MPLS using the simulator are: 

 Configuring “MPLS config” Object 
 Establishing MPLS Path Model 
 Configuring MPLS parameter on MPLS routers 
 Define Neighbor configuration 
 Establish the Traffic mapping configuration 
 Configuring IP Traffic Demand 
 Configure Routing Protocol 
 Update MPLS LSP details 

Fig. 8 shows a global network perspective for the study on 
the backbone networking infrastructure used in the simulator. 
The network topology consists of the following elements: 
LER1, LSR1, LSR2, LSR3, LSR4, LSR5, LSR6, LER2, and 
LER2 are Cisco 7200 series routers, which support MPLS 

protocol along with the standard routing protocols such as, Open 
Shortest Path First (OSPF) and Routing Information Protocol 
(RIP). 
 

 

Figure 8. Global network for the study on the backbone networking 
infrastructure 

 
Two subnets were considered in the simulator: San Francisco 

Bay area subnet and Bangalore subnet. The San Francisco Bay 
area subnet consists of a Cisco 4000 series router and an 
Ethernet workstation capable of video conferencing. The 
Bangalore subnet consists of a Cisco 4000 series router and an 
Ethernet workstation capable of video conferencing. Unique 
IPv4 addresses were assigned to each node in the network. All 
routers in the main subnet are connected via Point-to-Point DS3 
links with a data rate of 4.736 Mbps. The router and Ethernet 
workstation in each subnet are connected using 10Gbps 
Ethernet links. The simulation objects used in this project are 
the following: 

1. Application Configuration Object 
2. Profile Configuration Object 
3. MPLS Configuration Object 
4. IP Traffic Flow Object 

An application configuration object is used in the 
simulation to define the parameters for the video conferencing 
application. This object is a video conferencing application so 
that it receives the highest priority among all the other traffic 
in the network.  

In comparison with the MPLS traffic, we also used an IPv4 
traffic flow object that represents the IP layer traffic flow 
between a specified source and a destination. This object is 
used to create background traffic in the network. Using this 
object, a background traffic flow at the approximate rate of 
40.5 Mb/s is created. Fig. 9 shows the sample configuration for 
IP traffic flow. The background traffic flow starts when the 
simulation starts and continues at this rate for 3600 simulation 
seconds. This background traffic flow is created between all 
nodes in the parent subnet. Thus, the background traffic flows 
between the nodes LER1-R3 along the two paths LER1 - LSR1 
- LSR2 - LSR3 - LER2 - R3 and LER1 - LSR4 - LSR5 - LSR6 
- LER2 - R3.  

The profile configuration object is another object used to 
create a user profile named “video.” This profile was then 
specified on different nodes in the network to generate 
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application layer traffic. Sample configuration for the object. 
The video conferencing starts 150 seconds after the start of the 
simulation and continues until the end of the simulation. After 
every 60 seconds, a new video conferencing session will be 
created between the two workstations. 
 

 

Figure 9. Traffic flow configuration 

 
Finally, MPLS configuration object is used to define the 

Forward Equivalency Class (FEC) and traffic trunk profiles. 
The FEC defined for the video traffic is the Video_FEC. The 
Type of Service (ToS) or Differentiated Services Code Point 
(DSCP) is set to AF41 for this FEC. Hence, this FEC will be 
used only by the incoming IP datagram that has the ToS or 
DSCP field set to AF41. In this study, the video conferencing 
application has been configured in such a way that the hosts 
send the IP datagram for the application with DSCP bit set to 
AF41. Fig. 10 shows the sample configuration for the Trunk 
Profile. 

The delay increased rapidly from 0.5 seconds to 1.05 
seconds. After this point, the delay increased linearly and 
reached 2.3 seconds.  

The comparison of delay in video conferencing in MPLS 
and IP networks using OSPF specifications is shown in Fig. 11. 
When the video conferencing is done over traditional IP 
networks, the delay is found to be increasing linearly with time 
and reached a peak value of 10.6 seconds. When the same 
video conferencing session is simulated over MPLS network 
with single LSP, the delay increased gradually to 5 seconds and 
remained in this range until the end of the simulation. When 
two LSPs are used for video streaming, there is a significant 
decrease in the delay. The delay remained under two seconds 
for the most part of the simulation. 

 
C. Study on the Location of Multicasting Function 

Consider again the testbed of Fig. 2. In that figure, two groups of 
6 destinations are considered in the testbed: group A destinations 
and group B destinations. Group A destinations is 

 

 

Figure 10. Traffic trunk profile 

 

 

Figure 11. Comparison of end-to-end delay in video conferencing using IP and 
MPLS 

directly connected to the data center network passing through 
Router1, while group B destination is connected to the data 
center network after passing through a local router, indicated by 
“Router,” the Internet, and Router2 of the center.   

In the first scenario, a video conferencing between two 
workstations located in San Jose and Bangalore is simulated. 
The routing protocol used in the scenario is IP using Open 
Shortest Path First (OSPF) specifications and is configured to 
run on all nodes in the network.  Fig. 12 shows the end-to-end 
packet delay and jitter when video conferencing simulated over 
the network with the routing protocol OSPF/IP configured on 
all the nodes. Similarly, Fig. 13 shows the end-to-end packet 
delay and jitter when video conferencing simulated over the 
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network with the routing protocol OSPF/MPLS configured on 
all the nodes indicating an improvement over the OSPF/IP case 
on both delay and jitter. 

The Trunk profile used in this paper is AF41_Trunk. The 
AF41_traffic class is mapped on to this traffic trunk. The 
maximum bit rate and average bit rate are set to 44,000,000 
bits/sec. The maximum burst size and the peak burst size are 
set to 44,000,000 bits.  

 

 

Figure 12. Delay and jitter in video conferencing using OSPF/IP 

 

 
Figure 13. Delay and jitter in video conferencing using OSPF/MPLS 

 
Fig. 14 shows the result of performance evaluation on the 

throughput for group A destinations. We picked three 
destinations, Dest. 1, 2, and 3. Then we deployed three different 
experiments, each considering one of nodes 2, 3, and 5 as the 
location of the multicasting multimedia streaming. This study 
clearly shows, that the throughput of multicast at the highest 
switching nodes (node 5) is highest with an average of 900,000 
packets/sec, whereas the one for switching node 2 is the lowest 
with the average of 110,000 packets/sec. This experiment 
teaches the multicasting live multimedia must be carried out at 

the highest levels of the data center switching structures to 
return the best performance.    

The results of the second experiment to determine the best 
location of multicasting multimedia is shown in Fig. 14. In this 
experiment, we consider group B destinations in Fig. 3. The 
study is conducted on Router2 which is attached to the cloud 
center and Router which is attached to the destinations.  The 
study evidenced by Fig. 15 shows that the queueing delay (QD) 
at the Router is lower than the one in Router2.  What this result 
teaches us is that the streaming must also be multicast at the 
closest routing stage to the destinations.   

 

 
Figure 14. Comparison of throughput at switching nodes 2, 3, and 5 

 

 

Figure 15. Comparison of queueing delay (QD) at source, and 
intermediate routers 

IV. CONCLUSION  

In this paper, we conducted a thorough study on the control 
of multicasting multimedia streaming over the components of 
data center networks.  We focused on finding the best locations 
of traffic multicasting, assigning the quality of service (QoS) 
while multicasting, and the right network devices for this 
objective. we designed and implemented peer to peer and data 
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center topologies under QoS restrictions and multicast 
requirement of streaming traffic. The two topologies were 
implemented for various video streaming applications such as 
video conferencing and video streaming. The parameters of 
these video sources were changed in to measure the 
performance metrics of the multicast networks. Parameters 
such as video codecs, frame size, frame interarrival rate, link 
speed, QoS were changed for analysis. From the analysis it was 
observed that a multitier architecture connected to high speed 
links was best suited for high end real time traffic. Further it 
was observed that the QoS configuration for these real time 
traffic reduces the packet end to end delay and the latency of 
these packets was also less as compared to other packets. 
Building a multitier not only helped in better load distribution 
of traffic across links but also this type of topology was better 
equipped to handle failures at device, links and server levels. 
This paper also covered the different multicast routing 
protocols that can be used. At the end of the paper we analyzed 
the optimal locations for multicasting multimedia streaming 
traffic. We learned that the streaming must also be multicast at 
the closest routing stage to the destinations. 
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Abstract—Radar based imaging techniques can be used to
collect 3D information about objects, which in turn can be used
to identify and measure specific parameters of these objects. Such
measurements need to correlate specific radar signals with the
object properties. This can be done using neural networks, as
they are designed to search for patterns, which are difficultto
find using analytic methods. This work presents a neural network
based reflection signal processing system for object identification
by attempting to identify an object placed in a rectangular
waveguide. We extract both the phase and the amplitude of the
reflected signal and compare recognition systems using amplitude
only and using both phase and amplitude.

Keywords—Scattering signals; Object identification; Neural Net-
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I. I NTRODUCTION

Radars find many applications as imaging tools. Using the
property of electromagnetic waves to partially penetrate and
partially reflect from dielectric materials, they can provide 3D
images of a large set of objects. The development of easily
available high-frequency components up in the microwave,
millimeter wave and even terahertz ranges allows for high
spatial resolution of the obtained images. This technique finds
multiple applications in security systems, in medical systems
and in agriculture.

We can consider as an example the sensor described in
[2]. The system consists of a 24 GHz Frequency Modulated
Continuous Wave (FMCW) radar used to make 3D images of
grapevine plants in order to estimate the volume of grapes ina
given plant. The radar is equipped with a high gain antenna and
is mounted on a pan-tilt platform, which allows for performing
azimuthal and elevation scans. The radar bandwidth is 2 GHz.
This setup allows for a7.5 cm depth resolution (that is the
precision of the measurement of the distance between the
object and the radar) and transverse resolution of1.5 cm. Of
course, using higher signal frequency, bandwidth and more
directive antennas, resolutions in the millimeter range can be
achieved [3].

The processing of the radar signal in order to obtain
information about the object parameters of interest can be a
challenging task. The measurement system described in [2]
relies on statistical analysis in order to obtain the grapes
volume. Neural networks are optimized for pattern search in
complex data. Therefore, they can be used in radar based
measurement systems as they can extract the data of interest
from the clutter and simultaneously estimate the value of the
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Fig. 1. Positioning of a ball of a diameter2r (a) and a cube with edge2m
(b) in a WG-12 rectangular waveguide.

parameter of interest. In the grapevines radar example, the
parameter of interest is the volume of the produced grapes
and the clutter is the signals from the plant’s trunk and leaves.

In order to develop an intelligent 3D image processing
system, we need to start by implementing simple 1D solu-
tions. In this paper, we present a neural network for shape
recognition based on the scattered signal as a benchmark
case study. The investigated object is a body of perfectly
conducting material placed in a rectangular hollow waveguide.
This limits the neural network input signal to the spectral
representation of a single point reflection signal. We have
previously presented identifying simple objects using just the
amplitude of the reflected signal [1]. In this paper we consider
both the amplitude and the phase of the scattered wave.
The setup has been modeled numerically and the scattering
paarmeters have been obtained using computer simulation.

Section II describes the setup of the performed simulation
and shows the computed reflected signals from the two types
of objects in a waveguide. Section III details the neural
network based signal processing used to identify the objects
based on the reflected signal. Section II discusses the obtained
experimental results and Section V summarizes the paper and
sketches the future work.

II. EXPERIMENTAL SETUP

The experimental setup consists of a hollow rectangular
WG12 waveguide with an object placed at distance∆z
form the excitation port, as shown in Figure 1. The cross-
sectional dimensions of the waveguide area = 47.5mm
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Fig. 2. Family of curves showing the magnitude of the reflection coefficient
of a waveguide with a conducting cube (a) and a sphere (b) inside. The
solid lines and the dotted lines represent varying positionand size of the

sphere respectively.

and b = 22.1mm. The scattering objects are a sphere of
radius r (Figure 1a) and a cube of length2m (Figure 1b).
Both objects are made of a perfect electric conductor and
are placed at a distance of∆x from the short wall of the
conductor. The objects were placed in the middle of the
waveguide in the verticaly direction. The excitation port has
been placed at the−z end of the waveguide. The opposite
end has been terminated with an open boundary in order to
model an infinitely extended waveguide and thus eliminate the
reflections from that boundary. The model has been simulated
for the frequency range of 4 to 6 GHz, which corresponds to
the full single mode range of the waveguide. We measure the
reflection coefficient at the excitation port. The used simulation
tool is CST Microwave studio.

Two families of results have been generated. First, we varied
the dimensions of the objects—the sphere radiusr and the
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Fig. 3. Family of curves showing the derivative of the phase with respect to
frequency of the reflection coefficient of a waveguide with a conducting

cube (a) and a sphere (b) inside. The solid lines and the dotted lines
represent varying position and size of the sphere respectively.

cube edge2m respectively—while keeping both objects at
fixed position∆z = 100mm and∆x = a/2, that is 100
mm from the excitation port and in the middle along thex
direction. The size parametersr andm varied from 4 to 10 mm
in 0.6 mm steps. Then, we held the object dimensions fixed at
r,m = 7mm and varied the offset dimension as follows:

∆z = 0 to − 30mm in 10 mm steps,

∆x = 0 to 10mm in 5 mm steps.

The full combination of offset coefficients has been modeled.
We consider both the amplitude and the phase of the re-

flected signal, relative to the incident one. This is defined as the
complex reflection coefficientΓ of the perturbed waveguide
[4]. The amplitude and the phase are two independent variables
and we can get more information about the shape of the
object in the waveguide if we consider both of them instead
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of just one. The information carried by the distribution of the
amplitude of the reflection coefficient in frequencyΓ(f) can
be extracted straightforward by feeding it directly to a neural
network, as we proceed in Section III. There is an intrinsic
difficulty in working with the phase, though, because we can
not distinguish a2π phase increment:6 Γ = 6 Γ ± n2π. In
other words, the reflection coefficient generated by a perfectly
conducting transverse wall, shorting a lossless waveguide, will
be the same as the one when the wall is moved±λg/2 in
longitudinal direction, whereλg is the length of the guided
wave. This can cause significant difficulties for an intelligent
system, trying to identify the shape of the object irrespective
of the distance of interrogation.

We attempt to circumvent this problem by using the deriva-
tive of the phase of the reflection coefficient with respect tothe
frequencyd6 Γ/df , measured in rad/Hz, instead of the phase
itself. In this way we disregard any±n2π uncertainty while
keeping the information about the distribution of the phasein
frequency.

The results for the amplitude of the reflection coefficient
for a cube and a ball are presented in Figures 2a and 2b,
respectively, where the dotted lines show the family of curves
for varying object size, while the position is held fixed, andthe
solid lines show the results for fixed size and varying offset.
The dotted lines show a greater reflection coefficient ans the
object dimensionsr andm increase, which can be expected as
larger objects create larger echo. The derivative of the phase
with respect to frequency for a cube and a ball is presented in
Figures 3a and 3b respectively.

We have used a combination of the frequency distribution of
the magnitude and phase of the reflection coefficient in order
to generate an input for the shape recognition neural network.
We have used 11 points from each of the curves from Figures 2
and 3, as the frequency response varies slowly and using this
representation we lose no information. Thus we get an input
signal of 22 points for each size and position of the respective
object. As the number of size and position varying simulations
is also 22, we get 22 input signals of 22 points each for each
object. We use 14 of those signals to train the network and 8
to test it.

We compare the efficiency of a shape recognizing neural
network working with reflection coefficient amplitude and
phase versus a system working with amplitude only. We use
11 points from each amplitude curve, presented in Figure 2 in
order to train and test such a network.

III. N EURAL NETWORK SIGNAL PROCESSING

There are various studies concerning the pre-processing of
input data for the recognition system to improve its efficiency
and accuracy. In order to make a correct choice of the
recognition method, it is necessary to analyze the data defining
the parametric descriptions of the objects. This analysis is
based on the calculation of the statistical parameters of the data
as well as the determination of the degree of similarity between
the parametric descriptions of the objects. Since our studyin-
volves highly correlated input parametric vectors representing
parametric descriptions of the reflected radar signal for the
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Fig. 5. Mean parametric vectors over the derivative of the phase of the
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two objects under study, we have chosen the adaptive neural
network method, that provides the most effective recognition
of similar input data. As the two 3D objects have similar
shapes, it is necessary to use an adaptive and precise method
for recognition and classification of the two objects. The Deep
Learning method using a Multi-Layered-Perception (MLP)
feed forward Neural Network (NN), trained by the Back-
propagation (BP) algorithm, gives satisfactory results inthe
cases described in [5], [6]. This allows precise placement of
boundaries between object classes with overlapping parametric
descriptions – in our case very similar reflection signals. In or-
der for the neural network to be “assisted” in advance, different
linear transformations (mostly scaling to the ranges of(0, 1)
or (−1, 1)) [7], [8], statistical standardization (using deviation
from the mean) or various other appropriate mathematical
transformations over the input data [9], [10] are suggested. In
our study, in order to reduce the preliminary calculations and
simplify the method, we choose an appropriate combination
of independent parameters of the reflected radar signal, such
as magnitude and phase of the reflection coefficient.
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TABLE I. STANDARD DEVIATION AND CORRELATION BETWEEN THE
MEAN PARAMETRIC VECTORS

Input data
Standard deviation Correlation between

mean parametric
vectorsBall Cube

|Γ| 0.801 0.179 −0.337

d 6 Γ/df 1.05 · 10−3
8.29 · 10−4

0.972

Γ 3.217 1.337 0.976

A. Preprocessing stage

In this stage some statistical parameters of the signals are
calculated, in order to evaluate the correlation between the
signals representing the two objects and the mean square
deviation of the signal parameters concerning the training
samples for each of the two objects. For this purpose, the
mean parametric vectors of the magnitude, of the derivative
of the phase of the reflection coefficient and of the complex
signal (combining both of them) are calculated. The obtained
mean parametric vectors for 14 train samples of “ball” and
“cube” are shown in Figures 4 and 5, respectively.

The next step is to evaluate the standard deviation for each
of these two signals and calculate the correlation between the
mean parametric vectors of “ball” and “cube”. Considering
these two parameters, it is easier to make decision what kindof
a recognition method to apply, since with a high correlationof
interclass parametric descriptions, it is recommended to choose
an adaptive recognition method, such as a neural network.

On the other hand, the adaptation of the neural network and,
respectively, the accuracy of recognition in this case would be
much more efficient, if the standard mean square deviation of
the input training parameter vectors within the class is higher.
The correlation between the mean parametric vectors over
the magnitudes, the derivative of the phase of the reflection
coefficients and over the complex (magnitude and derivative
of the phase) signal for 14 training samples of “ball” and
“cube” respectively, is has been calculated using the Pearson
correlation coefficient [11]:

ρball,cube =

∑n

i=1
(Bi −B)(Ci − C)

√

∑n

i=1
(Bi −B)2(Ci − C)2

, (1)

whereBi, Ci is the current component of the input vector
“cube/ball”, andn is the number of components (n = 11
for input vector “magnitude” and “derivative of the phase”;
n = 22 for the “complex” vector). The achieved results for
the discussed calculated parameters are shown in Table I,
whereΓ is the complex reflected signal,|Γ| is its magnitude,
and d6 Γ/df is the derivative if the phase of the reflection
signal with respect to the frequency. The obtained results
show that the correlation has the lowest values for input
data “magnitude”, but the standard deviation is highest at the
complex signal. Thus we will train a MLP neural network
(MLP NN) with “magnitude” and “complex” signals, aiming
to compare the recognition accuracy results.
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B. Neural network: structure and training method

We have trained the MLP NN in two cases: first only with
“magnitude” input signal, sampling 11 points from each curve,
as they vary slowly in frequency and second with “complex”
signal having 22 points respectively. In both cases the training
set contains 14 curves with varying offset and object size.
The test set contains 8 specimens, representing the two types
of objects, whose reflected signals have not participated in
the training set. For the first case we have designed the MLP
NN by adding two hidden layers and increasing the number
of neurons in each layer until satisfactory recognition was
achieved. The best recognition results were obtained in the
case MLP 11-8-5-2 structure (with two hidden layers, having
8 and 5 neurons and 2 output neurons, representing the two
recognizable objects), with a reached minimum Mean Square
Error (MSE-ε) of 5%. For the second case we train different
MLP structures of 22-10-2; 22-15-2 and 22-20-2 neurons with
a reached a few times less minimum MSE–ε) of 0.02 and
0.04%.

In both cases a step by step “continue” stage of the training
has been applied, reducing the error achieved and accepted
at each previous stage. We use steps obtaining MSE of 5%;
1%; 0.8%; 0.4%; 0.1%; 0.08%; 0.04%; 0.02%. This method
permits fine tuning (FT) of a pre-trained network using slightly
changed training data.

IV. EXPERIMENTAL RESULTS

The MLP NN output results when recognizing the 8 spec-
imens, representing the two objects, whose reflected signals
have not participated in the training set, are shown in Figures 6
to 10. Figure 6 represents the NN outputs 1 and 2, when
training the network only with “magnitude” input data for
a 11-8-5-2 MLP NN. In this case the obtained recognition
accuracy is 75% for both objects, that is, 2 samples of each
object are falsely recognized. The training iterations were
stopped when the MSE has reached 5%. Figures 7, 8 and
9 show the NN outputs 1 and 2, when training the network
with “complex” input data, respectively with different MLP
NN structures: 22-10-2; 22-15-2 and 22-20-2. In order to put
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more precise boundaries between the object classes and to
improve the accuracy of recognition, it is necessary to increase
the number of neurons in the hidden layer of the MLP NN.
Thus, each subsequent train and test step is made with an
increased number of neurons in the hidden layer. It is good
recognizable that the approximation of ideal/ learned values
is improved after each subsequent increase of neurons in the
hidden layer. For object “ball” the accuracy increases from
87.5% to 100% and for “cube” – from 62.5% (3 samples
out of 8 are misidentified) to 87.5% (1 sample out of 8
is misidentified). Figure 10 represents the NN outputs in
test phase, when fine tuning train method was applied. The
obtained approximation error for the various structures is
shown in Figure 11. Obviously, the best approximation was
achieved in the case of MLP 22-20-2 and fine tuning training.
The summary of the achieved recognition accuracy and the
reached MSE for all tested cases, is shown in Table II.

V. CONCLUSION

This paper shows the initial work on identifying suitable
neural network signal processing tools for radar based shape
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recognition techniques. The achieved recognition resultsshow
that it is very appropriate to implement MLP NN for 3D
object recognition, when using radar reflection signals. The
good approximation abilities of the MLP NNs make it possible
to recognize even objects of very similar shapes. It has been
shown that a complex signal that has a higher value for
standard deviation, results in effective training and therefore
in better recognition accuracy. As future work, we intend to
test the method for a larger number of objects with similar 3D

TABLE II. R ECOGNITIONACCURACY FORDIFFERENTMLP STRUCTURES

AND INPUT SIGNALS

Input Data
MLP Recognition Accuracy, %

structure Ball Cube MSE-ε

Magnitude 11-8-5-2 75% 75% 5%

Complex 22-10-2 87.5% 62.5% 0.02%

Complex 22-15-2 100% 75% 0.02%

Complex 22-20-2 100% 87.5% 0.04%
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object shapes. Also, to generalize the method, the test sample
set will be increased. Additional calculations of approximation
error are also foreseen. The presented results provide shape
recognition by a single point wideband reflected signal, which
is a model of a pulse radar. We intend to expand these results
toward scanning pulsed and scanning frequency modulated
continuous wave (FMCW) radars.
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