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Abstract- Human behaviours are multifarious and myriad in 
nature. It is a challenging task to envisage and learn the 
human behaviour from daily routine activities. The profusion 
of wireless enabled mobile devices in daily life routine and 
advancement in pervasive computing has opened new horizons 
to analyse and model the contextual information. The aim of 
this research work is to infer the behaviour of low entropy 
mobile people using contextual data collected from mobile 
devices such as GSM location patterns (cell tower ID data) and 
Bluetooth proximity data. Both the GSM and Bluetooth data 
itself do not reveal much information about the behaviour of 
the users. Therefore, the challenge is to find out whether such 
data can infer human behaviour to understand and aid the 
unusual activities and routines of low entropy people such as 
elderly people and early stages of dementia patients. In this 
paper, a framework is created to analyse the contextual data 
for behaviour detection. There are four different steps in this 
framework to achieve the objective of the research work. In 
the first step, the contextual data is first classifies into different 
locations to obtain the movement patterns of the users. In the 
second and third step, a probability matrix and training data 
is obtained respectively, depending upon the user’s movement 
on daily and hourly basis. In the fourth step, a decision engine 
i.e. Neural Network (NN) and Decision Trees (DT) is used to 
detect the behaviour of the low entropy user. Results have 
shown that cell tower ID data gives behaviour of the user on 
high level scale for example movement patterns in GSM cells 
that does not help to identify any lower level activities such as 
attending the lecture, traveling in a bus. Whereas, Bluetooth 
data gives us more information about the lower level activities 
depending on the social relations and close proximity of other 
users.    

Keywords – Behaviour, Cell Tower ID, Bluetooth Proximity, 
Neural Networks, Jaccard Index, Decision Trees 

 

I. INTRODUCTION 
Detection and prediction of human behaviour from daily 

life activities is a challenging task. People can have both 
regular and varying daily life routines that make it a burning 
topic nowadays in social research circles. Modelling human 
behaviour such as individual routines from proximity data 
and social relations with gathered data of daily life activity 
patterns is an emerging realm in Ubiquitous Computing. 
Computers are becoming more and more pervasive and are 
embedded in everyday objects, such as cameras, music 
players, cars, clothing etc. There can be different sensing 
devices e.g., Radio Frequency Identification (RFID), motion 
sensors, GPS enabled tracking devices, and other context 
aware devices that can be used for real time proximity 
detection and daily life data gathering purposes. In 
particular, devices such as mobile phones provide a rich 

platform for various forms of data gathering by using its 
integrated sensors such as Bluetooth ID, digital camera, 
microphones and GPS transceivers. These sensors can give 
an individual’s location, movement and proximity 
information for the whole period of cell phone usage. 
Specifically, Bluetooth radios are frequently incorporated 
into mobile devices [2]. 

This new generation of “smart devices” has created new 
ways to utilise the capability of computers and enhanced the 
area of Ubiquitous Computing by providing rich and detailed 
information about the context of the user. Context-aware 
computing, which is part of Ubiquitous Computing, uses 
sensors either in the environment or carried / worn by the 
users to extract and interpret the user’s context, for example 
what resources are available, who is in close user’s 
proximity. This contextual information can help to recognise 
different tasks and activities perform by the user.  

Different researchers have worked on routine and 
activity classification using mobile phone data [2] [3] [13] 
[14]. They have tried to analyse the social relationships and 
daily life routine patterns of individuals using their cell 
phone data. They classified the cell tower ID data into 
different locations such as Home, Office, Elsewhere and No-
signals and analyses the movement patterns. They have also 
used Bluetooth proximity data to differentiate between 
weekday or weekend activities. In our research work, we 
want to go a step further in behaviour analysis. As cell tower 
ID information can only give patterns of movement and 
location information. It cannot tell us about low level 
activities. For example, cell tower ID data can tell whether 
the user is at home or in office/campus, but it cannot tell in 
which activity such as attending the lecture or sitting in 
cafeteria, user is participating. On the other hand, proximity 
data can give information about the people and other devices 
that are in close vicinity of the user but it does not tell exact 
information about the user’s location. If this proximity data 
can be classified into different locations, then proximity 
information can provide a good idea about the nature of 
activity that user is performing and this will help in 
analysing and understanding an individual’s behaviour.  

The aim and focus of this research work is on the 
detection of behaviour of the people who live low entropy 
lives that means they follow somewhat regular routines and 
exhibit less change in their behaviours as discussed in [3]. 
According to [3], if the user in his daily life, repeat the 
activities and routines with less change, it will be known as 
‘low entropy’ behaviour. While a more change in daily 
routine patterns is considered as ‘high entropy’ behaviour. 
For example, a working person who follows the routine of 
going to the office and coming back home every day using 
the same means of the transport, or an elderly person with 
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regular routines [4] (e.g., an early stage of dementia patient) 
can be the examples of the people with more regular routines 
and hence less change in the behaviour. The motivation of 
this research work is to help elderly people and early stages 
of dementia patients to live their lives more independently 
by understanding their behaviour from wireless proximity 
data.  

This work is an extension of [1] and [5], in which 
repeated patterns and behaviour of an individual was 
detected by using n-gram technique and considering only 
Bluetooth proximity data and the behaviour was detected by 
using only NN. The research work in [5] proves the concept 
that daily life traces of Bluetooth proximity data of a low 
entropy individual can give us enough repeated patterns in 
the data that can be further used for activity or behaviour 
detection. In [1], the unusual routines in the daily life of the 
user were detected by using the NN only.  

In this research paper, we have used two different types 
of contextual data (GSM cell tower ID and wireless 
proximity data), that are rather collected independently, to 
analyse the behaviour of low entropy mobile people. 
Wireless proximity data that is used in this research work is 
of Bluetooth. The data set used in this paper is the reality 
mining dataset [3] collected at MIT for the year 2004-2005. 
Nokia 6600 cell phones were used to record the data of 100 
users over the duration of 9 months. Different types of 
information were collected including phone status i.e. 
whether it is in use or charging or off, ID’s of Bluetooth 
proximate devices, usage of mobile applications, cell tower 
ID data, call and SMS logs 

The rest of the paper is as follows: Section-II contains 
related work on unusual activity detection and usage of 
Bluetooth as a sensing device. Section-III and Section-IV 
discusses the research objectives and the behaviour analyses 
framework respectively. Section-V discusses the behaviour 
analysis results using cell tower ID data and Section-VI 
contains the results of behaviour detection using Bluetooth 
proximity data. Summary of the work and notes on the 
direction planned for the future work is in Section-7. 

II. RELATED WORK 

Detection of abnormality in human behaviour is very 
intricate and has been a challenging task in the past. Though, 
recent advancements in information technology had made it 
quite simpler. In last few years a lot of efforts have been 
made to observe the abnormal routines and daily life patterns 
of an individual [6] [7]. In [6], the author has presented a 
framework for the detection of unusual human behaviour 
inside an intelligent house. The author used motion sensors 
to detect the activities and unusual human behaviour patterns 
based on Markov Chain. Vector quantization is employed to 
reduce the sensor states and the transition between states is 
represented by probabilistic model. The above mentioned 
technique detects the unusual human behaviour either by 
computing the distance between the state transition 
probabilities or by the likelihood of human action. The 
distance between the state transition probabilities was 
calculated by using either Kullback-Leiber distance or 
Euclidian distance. Limitation of this work is that they only 
consider the indoor activities that can only happen inside the 
home. To analyse human behaviours and activities, some 

authors have also used devices other than motion sensors 
such as, accelerometers, digital cameras and microphones.  

In literature some techniques has also been presented to 
analyse the accumulative behaviour of multiple individuals 
instead of one single individual. For example, in [8] the 
author proposed a framework based on identification of 
close proximity social behaviours. This work also focused 
on the movements inside a building.  Similarly other 
multiple individual behaviour detection schemes such as 
group actions in meetings [9] and audio visual perception of 
a lecture in smart environment [10] are presented. However, 
majority of work in above mentioned studies have focused 
on indoor environment; as it is based on sensing devices 
which have several limitations such as short range of 
detection, less battery power and storage, or may not be very 
common that every person can use it without extra hardware, 
which is not feasible for outdoor environment.  

The enormous penetration ability of Bluetooth 
technology have made it more suitable candidate to be used 
as a personal identifier. This capability can be exploited by 
using the mobile phone having Bluetooth technology as a 
sensing device. Nowadays the mobile phone is an 
indispensable part of our society with many types of 
embedded sensors. These sensors have been used in many 
worth mentioning applications such as social proximity 
sensing [11] [12], social behavioural modelling and routine 
classification [2] [3] [13] [14] and movement prediction [15] 
[16]. The significance of aforementioned studies is that these 
techniques have focused on how to recognize an individual’s 
behavioural patterns and social routines but no one of them 
has classified the Bluetooth proximity data into different 
locations and predicts the behaviour by using the machine 
learning techniques. 

In [13] and [14], researchers have presented a framework 
for daily life activity recognition based on the user’s location 
and group affiliation. They used Author Topic Model 
(ATM) and hierarchical Bayesian topic models like Latent 
Dirichlet Analysis (LDA) for routine classification. The 
routines they classified are whether it is a weekday or a 
weekend depending upon the location of the user or the 
proximity information and whether the experimental subject 
is an engineering student or a business student. The 
proximity data is only classified depending upon the number 
of proximate devices. There classification of proximity data 
does not give any information about the location of the user.  

In [15] and [16], NN are used to detect and predict user 
movement based only on cell tower IDs. They utilised the 
probability of user being at different locations. Our work is 
similar in one aspect with their work and that is; we have 
also utilized the probabilities of user being in different 
locations. Difference between our work and the work 
presented in [15] and [16] is that we have used real time data 
for our experiments and have used both cell tower ID and 
Bluetooth proximity data. In [17], researchers proposed a 
relaxing minimum description length (MDL) principle in 
order to build compatible decision trees that are suitable for 
novel behaviour detection. This relaxing MDL principle is to 
exploit additional tests/features in order to discriminate 
between normal and abnormal behaviours.   

In [7], researchers detect abnormal event in solitary 
elder’s daily life by mining the related data gained by 
sensors. They employ the association rules finding algorithm 
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with time cluster to analyse the elder’s activities. In first 
step, they cluster each item of elder activity with time and 
then in the second step, all frequent item sets were found and 
strong association rules were created. Researchers in [18] 
work on the recognition of abnormal activities based on the 
Hierarchical Dirichlet Process Hidden Markov Model (HDP-
HMM). They incorporate a Fisher Kernel into the One-Class 
Support Vector Machine (OCSVM) to filter out the most 
likely normal activities. Then from those normal activities, 
they derive a model to detect abnormal activities and tried to 
reduce false positives.  In [19], researchers have presented a 
model for abnormal behaviour detection. That model 
considers user’s location based on the cell tower ID and used 
Dynamic Bayesian Networks (DBN) to predict user’s 
location. They proposed an X-Factor model, which is a DBN 
with a hidden variable. User’s location according to this 
model not only depends on the hour of the day and day of 
the week but also this latent variable that represents the 
abnormal behaviour.   

Most of the researchers as discussed above have focussed 
on routines and activity detection in closed and indoor 
environments and have used short range sensors that can 
work only in very close vicinity and have short battery life. 
This type of sensors cannot be used for outdoor 
environment. Our research work is not constrained of short 
range sensors and short battery lives. We explored the 
concept of mobile phone as a sensing device. Many other 
researchers as discussed above have also used mobile phones 
to get the proximity data and user’s location from cell tower 
ID information. To the best of our knowledge, no one has 
classified the Bluetooth proximity data into different 
locations and obtained the user’s movement patterns. In this 
paper, we address this concept and analysed the behaviour 
from cell tower ID and Bluetooth proximity data and found 
out that Bluetooth proximity data alone can be used to detect 
the behaviour of the low entropy mobile user. Results have 
shown that patterns in wireless proximity data can give us 
enough information about the routines of the user and 
unlikely cell tower ID data that can only give indications of 
user movement patterns at different locations, it can also 
give information about user’s activities while staying at one 
particular location which is not possible to get from cell 
tower ID data.  

III. RESEARCH OBJECTIVES 

The primary aim of this research work is to find any 
anomalies in the behavioural patterns or routine activities of 
low entropy mobile people in order to aid in the detection of 
any unusual behaviours in elderly people or patients such as 
early stages of dementia patients. First objective is to utilize 
the contextual data (such as, cell tower ID and Bluetooth 
proximity data) available around us that can be obtained 
through different sensing devices, especially mobile phones, 
for behaviour detection. A framework is designed to analyse 
the behaviour of the low entropy users by using this 
contextual data.  

The nature of Cell tower ID and Bluetooth proximity 
data is different from one another. Figure-1(a) shows the 
movement of a user in between different GSM cell towers. 
When a user is in the range of any GSM cell tower, ID of the 
cell tower is detected. This cell tower ID data only gives 

information about the user’s movement in broad overview 
and cannot tell what type of activities user is performing 
within the range of detected cell towers. For example in 
Figure-1(a), user was in cell ‘J’, then moved to the cells ‘F’, 
‘C’, ‘G’, ‘D’ and ‘E’ respectively. This information can only 
tell about the user’s movement patterns and cannot give any 
idea about the activities that user is performing while at 
these locations. The purpose is to utilise this cell tower ID 
data to analyse behaviour of low entropy mobile people from 
the ‘location data’. In order to detect the behaviour, two 
different machine learning algorithms have been used in the 
framework. The detection accuracy of both algorithms is 
also studied.  

On the other hand, Figure-1(b) shows the detection of 
Bluetooth proximate devices. Cell tower ID data only can 
give user’s location information, which in this case is cell 
‘X’, whereas Bluetooth proximity data gives information 
about the people and other Bluetooth devices that are within 
the range of user’s Bluetooth mobile device. Social 
relationship and group activities can be detected with this 
proximity data which is not possible to detect from the cell 
tower ID data. A weakness of Bluetooth proximity data is 
that it does not give any direct information about the location 
of the user. Location information is important to know in 
order to analyse the behaviour from daily routines and 
activities of the low entropy users. To obtain the location 
information from the Bluetooth proximity data is a 
challenging task and is also an objective of this research 
work. To get the location information from Bluetooth 
proximity data, we classify the Bluetooth detected devices 
into different groups that belong to locations such as Home, 
office and inferred the location of the user depending upon 
the detected devices. Another objective is to find out 
whether only Bluetooth proximity data can be used for 
behaviour and activity analyses and whether it can add more 
information about activities and daily routines of the user if 
we consider both cell tower ID and Bluetooth proximity data 
together. 

 

 
(a)                                                       (b) 

Figure 1. Scenario of GSM Cell Tower and Bluetooth Proximate Devices 
Detection 

IV. BEHAVIOUR ANALYSIS FRAMEWORK 

Figure-2 shows the overall framework which is going to 
be used to analyse the behaviour of low entropy mobile 
people from cell tower ID and Bluetooth proximity data. As 
aforementioned, real time traces of GSM cell tower ID and 
Bluetooth proximity data of low entropy people used for this 
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research work is obtained from the Reality Mining dataset. 
There are four steps in this framework that are followed to 
achieve the objective.  

 
Figure 2. Behaviour Analysis Framework 

Step-1 is to classify the cell tower ID and Bluetooth 
proximity data into different locations to find the activity and 
routine patterns of the user. The cell tower ID data which is 
obtained from the Reality Mining dataset is already 
classified into four different locations; i.e., Home (H), Work 
(W), Elsewhere (E) and NoSignal (N); whereas Bluetooth 
proximity data is in the form of list of detected proximate 
devices by the target user. Classification of Bluetooth 
proximity data into different locations is a great challenge 
and the classification procedure of Bluetooth proximate 
devices into different locations is explained in detail in 
Section-6. 

Step-2 is to obtain a probability matrix predicting the 
location conditional on the hour of the day and day of the 
week from the classified information. This means, every 
entry of this matrix depends upon the specific hour of the 
day and whether it was a week day or a week end. Figure-3 
shows the structure of the probability matrix for H, W, E and 
N for all twenty four hours. Each row in this matrix shows 
the hour of the day and each column shows the probability 
of H, W, E and N for that hour of the day. Depending upon 
this calculated probability; behaviour is divided into four 
different levels, shown in Table 1. Every entry of the 
probability matrix depends upon the specific hour of the day 
and whether it is a weekday or a weekend. 

 

 
Figure 3. Probability Matrix for H, W, E and N 

TABLE 1. BEHAVIOURAL LEVELS 

 
 
Step-3 is to utilise the probability matrix obtained in the 

setp-2 for preparing training data for the decision engine that 
is used for the detection of level of abnormality in the user’s 
behaviour.  

In step-4, the decision engine will use the training data 
obtained in the step-3, the probability matrix from step-2 and 
the classified data from setp-1 with a machine learning 
algorithm (NN or DT) to detect the behaviour of the user 
that deviates from the normal routines.   

Next section discusses the behaviour analysis from cell 
tower ID data by using the above mentioned framework.  

V. BEHAVIOUR ANALYSIS FROM CELL TOWER ID DATA 

This section uses only the cell tower ID data of a low 
entropy user obtained from the reality mining dataset with 
the entropy level 23.06, calculated by using the Shannon’s 
entropy equation shown in Equation-1, to find any anomalies 
in the daily life routines and behaviour of the user. 



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n

i

ipipxH
1

2 )(log)()(
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Cell tower ID gives information about the user’s location 
and movement patterns. Step-1 is to classify the cell tower 
ID data into different locations to obtain the movement 
patterns of the user. As already discussed, the cell tower ID 
data that is used in this study is already classified into four 
different locations; i.e., H, W, E, N. This data is divided into 
twenty four time slots. Each time slot is represented by the 
associated presence information of the user (H, W, E, and N) 
during the one hour period as shown in Figure 4. The 
presence of user at specific location depends on the hour of 
the day and day of the week. For example, if the user has a 
regular routine of going to the office, then location of the 
user at 10a.m on Saturday morning cannot be the same at 
10a.m on Monday morning. The daily life activities of an 
individual depend on the entropy level of the user as 
discussed in [3]. If the user is a low entropy user, his 
routines do not change much as compared to high entropy 
users, whose routines and activity patterns change 
continuously.  

Step-2 is to obtain a probability matrix, which is 
generated depending on the hour of the day and day of the 
week from the classified information obtained in step-1 and 
then this probability matrix is used for the preparation of the 
training data in step-3.  
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Figure 4. Format of cell tower ID Data 

In step-4 decision engine detects the behaviour of the 
user. Two machine learning algorithms (NN and DT) are 
used for behaviour detection at this stage. The accuracy in 
terms of number of detections of both algorithms will be 
calculated and compared. The one, with the highest 
percentage accuracy will be used in the Section-6 with 
Bluetooth proximity data. Next section explains the 
behaviour analysis from cell tower ID data using NN. 

A. Behaviour Analysis from Cell Tower ID Data Using 
Neural Networks 

Figure-5 shows the basic architecture used to get the 
behaviour of an individual using NN. The neural network 
used here is Multi-layered Perceptron (MLP). Multi-layered 
Perceptrons have been created to try to solve the problem of 
non-linear classification of input instances by Rumelhart et 
al. [21]. A multi-layer neural network system consists of a 
large number of neurons connected with each other in a 
specific pattern. These neurons are normally divided into 
three classes; input layer neurons, hidden layer neurons and 
output layer neurons. The MLP used in this research work 
has four inputs and one output. Inputs are {Location, Hour, 
Day and Behavioural_Level}, where ‘Location’ gives the 
location of the user i.e., H, W, E, N, ‘Hour’ gives the hour of 
the day i.e., between 1 and 24, ‘Day’ gives the day of the 
week, i.e., between 1 and 7 and ‘Behavioural_Level’ gives 
the behavioural levels. Output of this neural network will 
give the level of abnormality of an individual for each hour 
of the day.  

This gives twenty four samples of training data for one 
day. For each user, total training samples are (24 x numbers 
of days). 70% of these training data/samples are used for 
training the neural network whilst the remaining is used for 
cross validation and testing purposes. Training of the neural 
network is done till the cross validation error becomes less 
than 0.02, by using Mini-Batch training process [22]. The 
advantage of using Mini-Batch training is that it is a 
compromise between batch and incremental training. Back 

Propagation (BP) algorithm is used to estimate the weights 
of the neural network that includes the following steps: 

 Provide a sample of training data to the NN. 

 Calculate the error by comparing the desired 

output with the NN output. 

 Adjust the weights of each neuron in order to 
lower the error value and again calculate the 

error. 

 Repeat the steps unless reach the desired level.  

 
Figure 5. Behaviour Analysis from Cell Tower ID Data Using NN 

Out of nine months of data available for this specific 
user; about 70% is used for training the neural network, one 
month data is used for behaviour detection and remaining is 
used for the cross validation purposes. Figure-6 shows the 
daily distributions of (H, W, E and N) transitions based on 
cell tower ID data of one month that is further used as a 
ground truth to detect the behaviour of the user and to 
calculate the accuracy of the NN in this specific scenario.  

 

 
Figure 6. Distribution of (H, W, E and N) Transitions of Cell Tower ID 

Data 
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For understanding purposes, behaviour detection of the 
user for only two different days is discussed first. Figure-7 
shows the comparison of behaviour of the user for Day-1 
and Day-10. The trained neural network provides the 
behavioural levels for twenty four hours. First part of the 
figure shows the distribution of twenty four hours for Day-1 
and Day-10 for the specific user in the form of H, W, E and 
N, whereas second part shows the inferred behaviour of the 
user. As the entropy level of the user is quite low, this figure 
shows that most of the time the behaviour of the user is 
average normal. Now if we look at day-10 in Figure-4, there 
is an unusual detection of ‘Elsewhere’ during 5-6am in the 
morning, which doesn’t happen normally in usual daily 
routine of the user. Figure-6 also shows the detection of that 
unusual behaviour for day-10 in that specific time duration.  

 

 

 
Figure 7. Comparison of Two Days of Behaviour Detected from Cell 

Tower ID Data Using NN 

Figure-8 and Figure-9 show the behaviour of the user for 
one month time duration. Behaviour is divided into four 
levels as mentioned in Table-1. According to these levels, if 
the predicted behavioural value is near the ‘0’, it means the 
users routine is more deviated from the normal routine 
activities and if it is near the ‘1’, it is more normal. Figure-8 
shows the first fifteen days and the Figure-9 shows the last 
fifteen days of the month. In Figure-8, the behaviour of the 
user for first nine days remains average normal as most of 
the predicted behavioural value lies between behavioural 
range of ‘0.5 - 0.7’. This can be verified from Figure-6 as 
well that shows the regularity in the distributions of ‘Home’ 
and ‘Work’ patterns and shows that user did not make any 
unusual movements. However, on 10th and 12th day of the 
month, between 5a.m – 7a.m and 10a.m – 12p.m 
respectively there is a change in behaviour when the user’s 
(H, W, E and N) distributions in Figure-6 show an irregular 
routine activity. NN detects this behavioural change and is 
shown in the Figure-8 with two sharp low peaks on 10th and 
12th day of the month. 

 
Figure 8. First Fifteen Days Behaviour Detected from Cell Tower ID Data 

Using NN 

In Figure-9, last fifteen days of the month also show 
some routines that deviate from the normal behavior of the 
user. These routines are shown by sharp low peaks on 17th, 
24th, 27th and 30th day of the month. These unusual routines 
are mostly detected on the week days in the morning before 
the office hours and some times during the office hours. As 
the user in these experiments belongs to academia, these 
results may show that, he or she most likely attending some 
seminar or a social function that is not part of the normal 
routine or due to health or traffic reasons, user sometimes 
comes late in the campus.  

 

 
Figure 9. Last Fifteen Days Behaviour Detected from Cell 

Tower ID Data Using NN 

B. Behaviour Analysis from Cell Tower ID Data Using 
Decision Trees 

Figure-10 shows the basic architecture used to get the 
behaviour of an individual using DT algorithm. According to 
[20], DT classifies the instances by sorting them based on 
their feature values. Features are represented by different 
nodes in the DT’s, and the value of the nodes is represented 
by the branches. Starting at the root node, each instance is 
classified and sorted depending upon the feature values. 
Root node is the feature value that best separates the data. 
The most well-known algorithm to build a DT is the C4.5 
[23] and is used in this research work. The training and test 
data used for this algorithm is only the cell tower ID data of 
the same user as is considered in the previous section with 
NN. As already mentioned, this cell tower ID data is already 
divided into Home (H), Work (W), Elsewhere (E) and 
NoSignal (N) locations.  
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Figure 10. Data Processing Design Using C4.5 Algorithm 

Figure-11 shows the behaviour detection of the user for 
the first fifteen days of the data using DT (C4.5 algorithm). 
These results show that the detections made by the DT are 
uniform as compared to NN, which are irregular. A DT 
consists of nodes and branches. Depending upon the four 
different behavioural levels, each node on DT represents a 
single behavioural level unlike NN that gives a predicted 
value that can be in between two different levels. The 
unusual routine activities are represented by the sharp low 
peaks in Figure-9. Another observation made is that all the 
unusual routines detected by DT lie in the range of 
‘Low_Abnormal’ behavioural level and none of these are in 
‘Abnormal’ level, unlike NN. A reason can be the biasing 
nature of the DT.  

 

 
Figure 11. First Fifteen Days Behaviour Detected from Cell Tower ID Data 

using DT 

C. Accuracy Comparison between NN and DT  in detecting 
behaviour from cell tower 

The comparison criteria for both NN and DT used here 
are the time required for learning and the percentage 
accuracy P = Nc / Nt , where ‘Nc’ is total number of correct 
detections and ‘Nt’ is the total number of detections. The 

results show that DT has some advantages over NN. The 
first advantage of induction of DT is its easy use and second 
advantage is that it requires fewer amounts of training data 
to train the classifier.  The training time required for DT is 
also less as compared to the NN. For 3024 samples of 
training data and on a Pentium-IV 2.4GHz – processor with 
2GB RAM, it takes only a few seconds until a decision tree 
has been trained. Whereas on the same system, NN takes 
about 13 minutes for complete training. However; the most 
important point for the specific problem here is, how 
accurate is the detection of behaviour by using DT as 
compared to the NN. For this purpose, percentage accuracy 
of both NN and DT is calculated. For 720 detections, the 
percentage accuracy of NN is 93% whereas DT gives the 
percentage accuracy of 86.3%.  The bench data used for the 
calculation of percentage accuracy is the original data set of 
cell tower ID that was already classified into H, W, E and N. 
The reason behind the difference in the accuracy can be the 
biasing limitation of decision trees. As NN gives more 
accurate results in terms of percentage accuracy, for further 
processing and behaviour detection using Bluetooth 
proximity data, only NN will be used. 

VI. BEHAVIOUR ANALYSIS FROM BLUETOOTH 

PROXIMITY DATA 

Bluetooth proximity data is available in the form of 
detected devices as a result of a scanning performed by the 
user’s cell phone after every five minutes. Each scanning 
results a list of devices present within the range of 5-10m. 
The first aim is to classify this list of detected proximate 
Bluetooth devices into different locations, i.e. ‘Home’, 
‘Office’, ‘Other Devices’ and ‘No Devices Found’. List of 
Bluetooth proximate devices does not give any direct 
information about the location of the user. The reason for 
classification of Bluetooth devices is to obtain the user’s 
movement patterns on daily and hourly basis. By doing so, 
the Bluetooth data format will become same as of cell tower 
ID data as shown in Figure-4 and the methodology applied 
on cell tower ID data can be used with the Bluetooth data as 
well.  

Another reason is that the results obtained from cell 
tower ID data and the Bluetooth proximity data can be 
compared at the end to see if we could get some interesting 
anomalies in behaviour of the user.  

After analysing the Bluetooth proximity data, user’s 
home computer device was given the name ‘Home’ (H). 
That means all those time slots in which user detect his 
home computer device, considered as ‘H’ because it shows 
user’s presence in the home. For office, there are many 
devices that user detects during office hours. To obtain a 
group of devices that belong to the office, we remove the 
weekends from one month data and use Jaccard index [24], 
to detect how similar the detected devices are throughout the 
office hours for all remaining weekdays. Jaccard similarity 
equation is:  
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||
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where, ‘A’ and ‘B’ are sets of detected devices in two 
consecutive days. At the start, ‘A’ and ‘B’ represent day-1 
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and day-2, then day-2 and day-3 and so on up to the all 
remaining weekdays that left after removing the weekends 
from one month of Bluetooth data.  

 

 
Figure 12. Jaccard Vertex Similarity 

Figure-12 gives the similarity of detected Bluetooth 
proximate devices during the office hours between the pairs 
of consecutive days. The average similarity between the 
detected devices is above 0.5. This means there are many 
devices that user detects repeatedly during his office hours. 
All those devices that user detects for at least 70% of the 
days during office hours goes in ‘Office’ group. All other 
devices go in ‘Other Devices’ class.  

After classifying the devices, a new data matrix is 
generated that contains twenty four time slots for each day as 
were in the case of cell tower ID data. Each time slot is 
assigned one of these classes (i.e., Home, Office, Other 
Devices, No Devices Found) depending upon the number of 
detections of the devices belonging to a specific class. 
Behaviour analysis frame work discussed in Section-4 is 
used to analyse the behaviour of low entropy user with 
Bluetooth proximity data using NN.   

Figure-13 shows the Home/Work distribution of 
locations depending on the presence of user at different 
locations obtained from the Bluetooth data classes. The 
whole day is divided into twenty four time slots and each 
slot only represents one of the four classes depending upon 
the devices with which user spent most of his time. 

 

 
Figure 13. Distribution of Home/Work Transitions of Bluetooth Data 

 Figure-14 shows the fifteen days behaviour of the user 
detected from Bluetooth proximity data. An interesting 
observation can be made by analysing the behaviour 
detection results of both cell tower ID data in Figure-8 and 
Bluetooth ID data in Figure-14. It is observed that 
sometimes when behaviour detected from cell tower ID data 

is normal and no unusual pattern is detected, a change in 
behaviour or an unusual routine is detected from Bluetooth 
proximity data.  For example on day-3, cell tower ID data 
shows normal behaviour in Figure-8, whereas an unusual 
routine is detected from Bluetooth proximity data on the 
same day shown in Figure-14. It can be said that it is more 
likely to be detecting unusual behaviour because during a 
regular routine of office hours of a weekday, user is 
supposed to detect ‘Office Devices’. Cell tower ID data 
shows this as a normal behaviour because the user is in 
‘Office’ where he should be normally. Whereas Bluetooth 
proximity data can be pointing towards some gathering or 
meeting of students or staff that is not part of the regular 
routine. Behaviour detected from Bluetooth proximity data 
can be pointing towards that activity.  
 

 
Figure 14. Fifteen Days Behaviour Using Bluetooth Proximity Data 

VII. FURTHER ANALYSIS 

So far, behaviour analysis obtained from contextual 
information of both GSM cell tower and Bluetooth 
proximity data have been presented. It is observed that the 
cell tower ID data gives high level behaviour of low entropy 
mobile people depending upon user’s location and 
movement in different GSM cells. Unusual behaviour in 
these movement patterns can be obtained from the cell tower 
ID data. As GSM cells cover large physical area, it can only 
give user’s location and does not give information about the 
low level activities such as attending the lecture, sitting in 
office with colleagues, going for shopping. On the other 
hand, Bluetooth proximity data gives information about 
other people and Bluetooth devices that are present in the 
close proximity of the user. It also gives information about 
the social relationships and most likely low level activities 
depending upon the detection of other proximate devices.  

As the nature of contextual information obtained from 
cell tower and Bluetooth proximity data is different, it is 
interesting to analyse the difference of behaviour detected 
through this data statistically. For this purpose, we have used 
Kullback-Leibler (KL) Divergence [25], Kernel Density 
Estimation Function and Empirical Cumulative Distribution 
Function (ECDF). KL Divergence has been calculated and it 
gives the value of 0.4568.  KL is a non-symmetric measure 
of the difference between two probability distributions as 
shown in Equation 3.  
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where P(i) and Q(i) is the value obtained by taking the 
histogram of cell tower ID data and Bluetooth proximity 
data respectively. The value obtained from KL shows that 
there is difference in the behaviour detected by cell tower ID 
data and Bluetooth proximity data. This supports the 
argument that it is possible to use only Bluetooth proximity 
data to detect some behaviour of low entropy people that 
deviates from the normal routine, although Bluetooth doesn’t 
give strong information about the location of the user.  

 

 
Figure 15. Kernel Density Estimation of Behaviour Detected from Cell 

Tower ID and Bluetooth Proximity Data 

Figure-15 shows the Kernel Density Estimation [26] of 
two weeks of behaviour detected by both cell tower ID data 
and Bluetooth proximity data. Kernel Density Estimation is 
a non-parametric way of estimating the probability density 
function of a random variable. In our case, it estimates the 
probability density function of the behavioural values 
obtained by using both cell tower ID data and Bluetooth 
proximity data. The results in Figure-15 show that the 
Bluetooth proximity data show more unusual activities and 
routines. The peak shown around the behavioural value ‘0.5’ 
in the Kernel Destiny Function of the Bluetooth data means 
that there are most likely many patterns in which users 
behaviour seems to be ‘Low_Abnormal’ means a little 
deviated from the normal routine. This shows that different 
routines and behaviour that deviate from the normal daily 
life routines of a low entropy user can be detected by using 
the Bluetooth proximity data. 

In order to analyse difference of behaviour detected by 
using cell tower ID and Bluetooth proximity data in more 
detail, ECDF is also applied on the behavioural data. 
Empirical CDF is the cumulative distribution function 
associated with the empirical measure of the sample. Figure-
16 shows the empirical distribution function applied on the 
behavioural data obtained using cell tower ID and Bluetooth 
proximity data. X-Axis shows the behavioural levels and Y-

Axis gives the probability of exceeding the corresponding 
value on X-axis (Behavioural Levels). It shows the 
difference between the behaviour detected by cell tower ID 
and Bluetooth proximity data.  

 

 
Figure 16. Empirical Cumulative Distribution Funtionc of Behaviour 

Detected from cell Tower ID and Bluetooth Proximity Data 

Above mentioned results show that data collected from 
mobile devices such as cell tower ID and Bluetooth 
proximity data can be used for behaviour and routine 
activities detection. Bluetooth proximity data itself does not 
give much information about the location of the user but if 
this data is classified into different locations and user’s 
movement patterns are obtained, then this data can give 
more insight into the behaviour of low entropy people. 
Proximity data gives information about the social 
relationship and activities that require social interaction of 
the users. If this data is used with the cell tower ID data, it 
can give extra information about the routines that deviates 
from the normal routine patterns. These results show that for 
low entropy users, the detection of unusual routines and 
behaviours by using only Bluetooth data is also possible. 
Low entropy users follow specific routines as compared to 
high entropy individuals, who live more diverse lives; 
therefor chances of detection of regular routines of low 
entropy users become more. This study aims to aid elderly 
people and patients to detect abnormal and unusual 
behaviours to avoid any accidents. Normally patients and 
elderly people have fixed and limited routines to follow that 
can likely be detected using Bluetooth devices by classifying 
the Bluetooth Proximity data into different activities or 
communities. 

VIII. SUMMARY AND FUTURE WORK 

In this paper, real time Bluetooth proximity and cell 
tower ID data is used to detect activities and routines of an 
individual that deviates from the normal daily life routines 
by using NN and DT. A low entropy user was selected for 
experiments due to the regularity and constancy in his 
routines. A successful detection of abnormal behaviour in 
this user’s routines is done by using cell tower ID’s and 
Bluetooth proximity data. NN and DT are used as decision 
engines to detect the behaviour of the user by using cell 
tower ID data. NN are found more accurate as compared to 
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the DT in detection. However; DT requires less data and 
takes less time for training.  

Bluetooth proximity data is classified into four different 
categories by using Jaccard Index. To detect anomalies in 
more specific and lower level activities and routines, we 
need to classify the Bluetooth proximity data into temporal 
clusters. In future work, we will try to classify the Bluetooth 
proximity data on temporal scale to cover the minute details 
of the user’s behaviour and will also try to predict the 
behaviour based on these classes and communities detection 
using pervasive computing`. This will provide one step 
further in the identification of unusual routines and activities 
by using only Bluetooth proximity data. This will help us to 
facilitate elderly people and patients who need more care 
and concern about their behaviour and unusual routines that 
can cause serious accidents.  
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Abstract—CHRONIOUS is an Open, Ubiquitous and Adap-
tive Chronic Disease Management Platform for Chronic Ob-
structive Pulmonary Disease(COPD) Chronic Kidney Disease
(CKD) and Renal Insufficiency. It consists of several modules:
an ontology based literature search engine, a rule based deci-
sion support system, remote sensors interacting with lifestyle
interfaces (PDA, monitor touch screen) and a machine learning
module. All these modules interact each other to allow the
monitoring of two types of chronic diseases and to help clinician
in taking decision for cure purpose. This paper illustrates how
some machine learning algorithms and a rule based decision
support system are used in the CHRONIOUS project, to
monitor chronic patient. We will analyse how a set of machine
learning algorithms can be used in smart devices to alert the
clinician in case of a patient health condition worsening trend.

Keywords-Telemedicine; chronic disease management; ma-
chine learning; soft computing techniques.

I. INTRODUCTION

This notes extend the paper [1] that was presented at
ETELEMED2011 [2]. Scientific advances over the past 150
years, particularly in the medical field, allowed the extension
of life expectancy in western countries and this trend seems
to increase in future years. Conservative estimates suggest
that by 2030 in EU countries the proportion of people over
60 years regard the entire population will be around 50%;
this means that we will see a gradual increase in the number
of those subjects with chronic diseases (i.e., diseases not
involving healing), that will therefore increase the cost and
effort over health care facilities [3].

Such chronic diseases are slowing but constantly replacing
malnutrition and infection as primary causes of mortality in
the population [4]. The World Health Organization (WHO)
has recently emphasized that chronic diseases are a global
priority [5].It was calculated that, if governments where able
to put in place public health policies that produce a 2%
yearly reduction in mortality rates for chronic diseases, 36
million deaths could be prevented worldwide between 2005
and 2015 [6].

Reducing mortality rates caused by chronic diseases is
also an economic priority, because it could save about 10%
of the loss in income due to death and disability, which
amounts to $8 billion in the developing countries only [7].

Chronic diseases are difficult to treat and, apart from
deaths, have collateral social impact that are becoming an
economic emergency both in western and developing coun-
tries. Considering the mean age growing in western countries
population, chronic diseases will be a growing emergency in
next years. As the number of patient with chronic diseases
is rising there will be an increasing cost for hospitalization
structure both public and private. Some specific diseases like
Chronic Kidney Disease (CKD), sometimes there is, during
the treatment of the disease, a non-return point from where
the hospitalization is continuous as for dialysed people.
The traditional approach that consists in periodic check-
ups and periodic lab exams seems a model that won’t
be sustainable as the population gets older and the total
number of patients with chronic diseases rises. At present,
the physician deals with an increasing number of chronic
patients that are lowering the periodic check-ups and so the
reduced frequency is lowering the ability to prevent, if not
death, worsening in patient’s quality of life.

In the latest years, we have seen a tremendous growth in
IT infrastructure, both from the hardware and communica-
tion capacity. Nowadays a common mobile phone is much
more powerful in terms of hardware and software capacity
than the first calculating machine that allowed the man to
land on the moon forty years ago. The continuously growth
of the World Wide Web (WWW) and, linked to this, the
continuous growth in bandwidth capacity for data trans-
mission allows to have cheaper and more widely available
bandwidth, for larger portions of the population.

As a consequence of the exponential growth of hardware
and software infrastructure, it is possible to rethink the
whole approach to the treatment of complex chronic disease
[8] [9] by limiting the hospitalization only to situation of
severe worsening of patient condition. This was the original
idea behind the EU funded CHRONIOUS project [10] [11]:
constructing a generic platform to monitor, in an unobtrusive
way, patient with chronic disease in two goals [12]:

• Improve the patients quality of life, by reducing as
much as possible the hospitalizations.

• Allow the clinician a continuous monitoring the pa-
tients, both in standard and potential risk situations.
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To gain this two goals, the CHRONIOUS platform has to
integrate different technologies both hardware and software
modules that need to interact among themselves. This paper
is organized as follows: in the first section, the general struc-
ture of CHRONIOUS hardware and software modules are
described. A deep analysis of the preprocessing algorithms
covers the entire second section. Section three is dedicated
to illustrate the machine learning algorithms. In last section,
we will evaluate possible improvements to the Chronious
intelligence system.

II. THE CHRONIOUS SYSTEM: AN OVERVIEW

CHRONIOUS system deals with (Chronic Obstructive
Pulmonary Disease) COPD and (Chronic Kidney Disease)
CKD. The two diseases were choosen mainly because they
are ones the most difficult to treat. There is lot of literature
that explain in detail why, but we can summarize in a brutal
way by saying that this two diseases are greatly influenced
by comorbidities. For example, a patient suffering from
CKD tends to have also diabetes [13] and have an increased
risk of cardiovascular disease. On the other side the con-
nection between COPD and lung cancer is so deep that
some author consider them two manifestation of the same
pathology [14]. Even if it is true that not every COPD patient
suffers of lung cancer or pulmonary neoplasia, respiratory
diseases naturally lead to a fatigue of the cardiorespiratory
system with obvious consequences on the health of the heart
muscle, that clearly affect all the patient status.

Different comorbidities can lead to different treatments
for the patients, and for sure a continuous monitoring of the
patient conditions both in terms of measure taken from the
patient himself (as, for example, glucose level for diabetic
patients) and in terms monitoring general status could surely
take advantage over traditional therapies. So the general
ideas beside Chronious was to collect different physiological
data for different diseases, in a way to allow a better
evaluation on well agree indicators for the clinicians. Beside
this data collection that is not a novel approach in remote
patient monitoring a great attention was dedicated to create
a system that is able to mimic the clinician period visits
to alert the clinician in a case of a worsening trend. This
means that Chronious is not a life saving system but one of
the main focus was to create a system that is able to alert the
clinician in a way to prevent an emergency hospitalization.
The thing we were trying to avoid is to have as in traditional
therapies a patient that is controlled 4/5 times a year directly
by the doctor, and between two check-up, an emergency
hospitalization is required because for example the patient
change his diet without telling his clinician. For these
different types of chronic diseases, according to the medical
guidelines, it is important to monitor different data in a
way to check patient health status and to activate suitable
emergency alarms for the clinician (for the COPD: ECG,

SPO2 and respiratory rate; for CKD: glucose level, body
weight and blood pressure) in case of critical event.

The CHRONIUOS platform consists of many modules
that act together

Figure 1. Chronious modules

We can organize them in three main frameworks
• Patient Sensor Framework
• Communication Framework.
• Monitor Framework.

The Patient Sensor Framework consists of hardware devices
used to grab data from the patients. The hardware equip-
ments, installed at patient’s home, are
• Wearable and external devices.
• Touch screen Home Patient Monitor(HPM).
• Personal Digital Assistant (PDA).

The Wearable Device (WD) is a research project t-shirt
equipped with the following sensors:
• a 3-lead Electrocardiogram (ECG).
• A microphone as a context-audio sensor.
• Two respiration bands (thorax and abdominal).
• An accelerometer.
• A sensor for measuring humidity as well as body and

ambient temperature.
The external devices are a set of medical certified devices
coupled with an Ambient Sensor (AS). The medical certified
devices are:
• A weight scale.
• A blood pressure intake device.
• Two respiration bands (thorax and abdominal).
• A glucometer.
• A spirometer.
For the CKD patient, the devices provided are: weight

scale, blood pressure device and glucometer. Every patient
also interacts with a Touch screen medical PC for directly
entering data for questionnaires about diet, psychological
status and some question regarding the general patient status
that mimic in a reduced way medical question posed by the
clinician in a schedule examination(see Fig.2 and Fig.3 ).

All the data collected can be grouped in two types:
• Silent, when the data recording is automated and it

does not involve the patient interaction, as respiratory
frequency measurement for COPD patients from the
wearable device
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Figure 2. Diet questionnaire

Figure 3. Doctor questionnaire

• no-silent, when it is requested a direct patient or
caregiver interaction with the device, as for the blood
pressure and questionnaires that are inserted on the
HPM: for diet, activity and food intake monitoring. The
no-silent data acquisition is particularly important for
monitoring CDK patient lifestyle.

During the day there are several measurements, with differ-
ent time intervals and different frequencies; only one data
transmission is done, if there is no worsening in patient
parameters. For COPD patient all the data are collected in a
silent mode from the wearable t-shirt and transmitted to the
PDA via Bluetooth; for CDK patient all the measurements,
including a lifestyle questionnaire are stored in the HPM and
transmitted in silent mode to the PDA. PDA is in charge of
doing the following action
• Collect all the data from the devices.
• Use a set of machine learning algorithms to determinate

if it is needed to force a non scheduled transmission to
the Monitoring Framework.

• Transmit the collected and analysed information to the
Monitoring Framework and receive back the changes,

that will affect the interaction between the patient and
the other devices.

The Communication Framework is in charge of transmitting
data among devices and from PDA to Central DB. This
transmission is done using messages in a predefined xml
format. The device that is in charge of doing the trans-
mission to the Monitoring Framework of the xmls is the
PDA. Apart from the WD for which an ad-hoc proprietary
binary transmission protocol has been developed, all other
devices use a proprietary communication protocol. So the
Communication Framework is also in charge to arrange all
these difference in a uniform way. For example, for the
weight scale, a proprietary software installed on the HPM
is in charge of reading the measures from the weight scale.
Once read the measure, the software stores it in a xml format
that is different from the one used by the Communication
Framework for data transmission to the Central System.
Before communicating this measure, an xml transformation
phase is necessary for standardizing the data an to tag it
with a

device unique identifier that will be used by the Central
System to associate measure to patient.

The Communication Framework is not only in charge of
sending standardized xml to the central system but also once
a day it connects to the Monitoring Framework to receive
data from the central system. The data received are of two
types:
• Frequency of measurements.
• Changes on drug intake for the patient.

Once the system is installed at patient’s home, a standard
set of measurements have been assigned to the patient (table
I shows the frequency for CKD patient).

Table I
BASES FREQUENCY OF MEASUREMENTS FOR CKD PATIENT

Type Day / Times per day
Glucometer Monday once (8:00 am)

Blood pressure Monday, Wednesday, Friday (8:00 am,5:00 pm)
Weight scale Monday, Thursday (8:00 am)

Diet questionnaire Monday (8:00 pm)
Clinical questionnaire Monday (8:00 pm)

This schedule has been decided by the clinicians based
on their experience in monitoring the chronic patient. But
the clinician is free to change this schedule based on his
experience and according to the suggestions provided by
the Monitoring Framework. So, in case a patient needs to
have an higher frequency of monitoring in some parameters,
the clinician can decide to monitor them daily instead of the
based three times per week. This allows a better monitoring
of worsening trends in patient conditions. While the alerting
system can transmit data from to the Central System without
a schedule frequency, the data receiving phase is done once
a day. As we underline above, Apart from measures the data
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received cover also the drug intake. Being that the Central
system store also the patient drug therapy, it is possible to
change it to the patient. From the patient point of view all
the data transfer is silent, the only interface is a software
running on the patient HPM that every day display all the
measurements that need to be done during the day and a
drug reminder that display which pills need to be taken (see
Fig.4).

Figure 4. HPM reminders

Move from the Communication Framework to the Moni-
toring framework consists we have four main parts
• Clinician interface.
• Decision Support System.
• Alerting system.
• Ontology Search Engine.
• Rule based editor.
• Interoperability engine.

Even if it this not possible in this paper to deeply describe
every part we will give a brief description of each one, to
allow to the reader to grab the complexity of the interaction
involved in the Monitoring Framework.

Starting from the simple one, the clinician interface we
can describe it as the main web interface for the clinician
with the patient. Every clinician has a group of patient,
determinated by the disease involved. For every patient, a
detail health record is visualized. The clinician can see every
alert the system have made for that patient, its history and
how it was treated. Every measure that the central system
received is visualized and the trend are plotted. Coupled
with these information the clinician have the possibility as
stated above to change frequency in measurements and drug
intake. We can see the main screen in Figure 5.

The Decision Support System is a rule based engine that
is able to receive as input nearly 100 different parameters
about COPD/CDK patient condition and trends, parse every
information and outcome a suggestion based on a set of
if-then rules. The Decision Support System is coded as a
web-service with different methods that is called by new

Figure 5. Clinician Interface

data insert into the Chronious Central DB. The web service
use a set of JENA rules to infer a suggestion that will be
displayed on the Clinician Interface. The mechanism is done
using SPARQL [15] query language, on a set of xml based
clinical treatment rules. As a basic example, one simple rule
is the following one: if the body temperature of the patient
is above 38 Celsius degrees the first aid department should
be alerted for an hospitalization of the patient for monitoring
purpose. The predefined set of rules codifies the clinician’s
expertise and the guidelines for the medical treatments of
the COPD/CDK patients.

It is important to notice that even if the first triggering
of an alert is done on the PDA, by the set of trained
machine algorithm that will be described later, every alert
is double checked by this engine that contains a larger
set of rules. This because a new measure that comes to
the Central System sent by the PDA could be somehow
the first signal of a worsening trend in patient status. So
if the PDA does the predefined one day transmission to
the Monitoring Framework, even in this case the Decision
Support System is called. This double check mechanism
is particularly important for chronic patient because such
patients can have a long period of stable conditions without
any worsening but only with some fluctuations above the
limits for an alert. In this situation the PDA will not reveal
any worsening trend but in Decision Support System could
output a suggestion on intensification of periodical check-
up.

As we already pointed out, Chronious was not developed
as a life saving system. However, the project faced the
problem of a potential life risk situation. The alerting system
is the answer to such problem. Every suggestion outputted
from the Decision Support System is tagged with a level
of severity. This level mimic the level used in first aid
department of an hospital in case a chronic COPD / CKD
request help.

These levels go from white to red, where red means that
a patient is in danger of life. If the Decision Support System
tags a suggestion as red the Alerting System sends an sms
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to a number that fast reacts and eventually go to the patient
home to see what is happening. Also, technical problems
are arranged by the Alerting System, being that PDA use
GPRS network to send data, we can have network problem
so even if the data are already stored in the PDA the Central
System cannot receive them. In this case, an email is sent
to the technical team. This is possible because the Central
Database contains the schedules of the measurements, so it
is able to understand if a measure was missed. The Alerting
System is based on a queue of alerts that are continuously
monitored by a windows service and every new alerts is
treated according to its severity and based on a set of
configurable predefined rule.

Nowadays, the World Wide Web is the primary resource
for medical knowledge. Nearly every clinician use it as
a source for being up to date with the latest research
information on how to treat diseases. Pubmed [16] is prob-
ably the first search engine used for such purpose. Lots of
information are also stored in documentation that is present
only in the medical structure, so we equipped Chronious
with a an ontology search engine [17] that starting from raw
document uses an personalized ontology to grab meanings
for the two diseases covered by Chronious [18] [19] [19].
This with the goal of having a fast way for clinician, to find
information related to COPD/CKD.

The ontology was created and fed with the standard
guidelines for the treatment of COPD/CDK patient. Using
an upload tool it is possible to enrich the original set
of documents with new ones, to make more meaningful
relationships between the various symptoms (see Fig. 6). It
is interesting to notice that, at the time of writing, the first
comparison between simple words search in Pubmed and
Chronious Search Tool seems to indicate that the ontology
search gives better result according to the clinician subjective
feeling. This fact is in accordance with previous studies on
the subject [20].

Figure 6. Ontology search

As we told the Decision Support System is a rule base

engine based on a large set of if-then rules [21] [22] [23]
[24]. The rules are codified using a JENA format [15]
but the system gives the possibility to changes these rules
according to the clinician intents. The interface that manages
the rules, is the Rule Based editor that allow CRUD (Create,
Read, Update, Delete) operations on the set of rules in
a human readable format. The rule base editor is also
equipped with a logical checker that controls if a new rule
is in conflict with an existing one. Finally the Monitoring
Framework is equipped with an interface written using HL7
messaging ANSI [25], to interface Chronious database with
other medical structures. This was done because the medical
structure use, in most cases, an RDBMS to store patient
information and drug prescriptions. So this interface was
needed to avoid duplicate entry by the doctor reducing the
chance of errors. In the next section, we will analyse the
preprocessing phase needed to activate the intelligence in
the PDA that is the first decision system that activates the
communication to the Monitoring Framework.

III. THE PDA CHRONIOUS PREPROCESSING PHASE

As we pointed out above, the Personal Digital Assistant
is a smart phone equipped with WINDOWS MOBILE
6.5 Operating system, a SQL SERVER 2005 COMPACT
database and a .NET FRAMEWORK 3.5. The PDA uses
Bluetooth connection to send and receive data to and from
HPM and Wearable t-shirt. It is equipped with a sim card
for being able to do data transmission over GPRS network
to the Central System. The data registered by the PDA are
the following
• Data from the wearable jacket.
• Answers to questionnaires concerning dietary habits,

drug intake and lifestyle of the patient.
• Data from the home patient monitor like blood pressure,

glucometer measurements and body weight.
Once these data are collected, they are saved to the PDA

database and a set of algorithms are triggered to analyse
these data. Since the PDA analyses data for two different
diseases, two sets of different algorithms are used. The
fundamental data needed by COPD treatment are ECG
signals and Respiration data, so in case of a COPD patient
we have a first processing Electrocardiogram Pre-processing.
After this, a Feature extraction phase is needed and at
the end an Evaluation phase of the extracted features is
done to determinate if an alert must be triggered to the
Central System. For external devices used in particular by
CDK patients, there is no need of a preprocessing phase
because fundamental measures are the ones provided by the
glucometer, the weight scale and the blood pressure measure;
so, they are discrete time and directly used by the set of
machine learning. Combined with these data, the answers to
a set of queries concerning food intake, drug intake, lifestyle
and mental status are passed to a set of machine learning
algorithms to evaluate the whole patient condition. In the
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next subsections, we will analyse first the COPD set of
algorithms used.

A. Preprocessing of COPD signals

The aim of Preprocessing Phase is to improve the general
quality of the ECG, for more accurate analysis and measure-
ment, because there’s the possibility to have some noises on
the signals. Possible noises in the signal include

• Low frequency Base Line Wandering (BW) caused by
respiration and body movements.

• High frequency random noises caused by mains inter-
ference (50 or 60Hz).

• Muscular activity and random shifts of the ECG signal
amplitude caused by poor electrode contact and body
movements.

The preprocessing comprises:

• Removal of base line wandering.
• Removal of high frequency noise.
• QRS detection.

The BW which is is an extrogenous low-frequency activity
which may interfere with the signal analysis, rendering its
clinical interpretation inaccurate and misleading. Two major
techniques are employed for BW removal:

• Linear filtering [26]: involves the design of a LTI
high pass filter with cut off in way that the clinical
information in the ECG is preserved and the BW is
removed as much as possible.

• Polynomial fitting [27]: includes the fitting of polyno-
mials to representative points (knots) in the ECG, with
one knot for each beat. Knots are selected from a silent
segment, e.g., the PQ interval. A polynomial is fitted so
that it passes through every knot in a smooth fashion.

The High Frequency Noise can be caused by the high
frequency as well as power supply interference from the
ECG signal. Its removal is done using:

• The Daubechies (DB4) wavelet employed on the basis
of the resemblance and similar frequency response
characteristics of the db4 basis function with the ECG
waveform.

• Using wavelets to remove noise from a signal requires
identifying which components contain the noise, using
optimal methods to threshold them, and then recon-
structing the signal using the thresholded coefficients.

The prepocessing phase finally deals with the QRS detec-
tion. The main features that should be calculated: the Inter-
beat (RR) interval and the Heart Rate Variability (variation
in the beat-to-beat interval). For the Inter-beat (RR) interval,
two methods have been explored

• Filtering the ECG signal with continuous (CWT) and
fast wavelet [28] transforms (FWT)1.

• Following Pan-Tompkins [29], wavelets are used to
remove noise from a signal requires identifying which
component or components contain the noise, using opti-
mal methods to threshold them, and then reconstructing
the signal using the thresholded coefficients2.

All the previous features are extracted from ECG signals.
For COPD patient also the Respiratory Rate is a fundamental
parameter that need to be analysed. In order to calculate
the respiration rate using the reference respiration signal, a
dominant frequency detection algorithm, based on short-time
Fourier transform (STFT) [30], is applied.

The STFT is a localized Fourier transform, utilizing a
Hamming window:

STFT (f(t)) = STFT (ω, τ) =

∫ ∞
∞

f(t)w(t− τ)e−jωtdt

(1)
were w(t) is the window function, commonly a Hann

window or Gaussian hill centered around zero, and f(t) is
the signal to be transformed. Because frequency components
of the respiration signal are very low (2Hz), a window
size of 60 seconds is selected. Every 60s, the hamming
window is multiplied to the respiration signal, and the
result is transformed to the frequency domain using Fourier
transform. The dominant frequency is then detected by
finding the maximum amplitude of the spectrums. When the
dominant frequency components are found, inverse numbers
are calculated in order to obtain the respiration rate. After
this first preprocessing phase for COPD patients we wil now
analyse the which kind of Features are extracted.

B. Features Extraction for COPD patients

From the Inter-beat (RR) interval and the Heart Rate
Variability, several features can be extracted, either in time
or in frequency domain.

Dealing with Time domain the values extracted are
1) SDNN(msec): Standard deviation of all normal RR in-

tervals in the entire ECG recording using the following

sdnn =

√√√√ 1

n

n∑
i=1

(NNi −m)2 (2)

1The reconstructed ECG signal after denoising contains only spikes with
non-zero values at the location of QRS complexes. From this signal, the
PQ junction and J point can be located as the boundaries of the spike. If
the length of the spike is more or less than a predefined QRS length range
it is annotated as noise and if the voltage is below a certain threshold, it
is annotated as an artifact. The next stage is the detection of the T wave,
and the P wave in the PQ interval. The peaks of Q, R and S waves are
identified in the annotated part of the ECG signal from the PQ junction to
J point.

2The algorithm includes a series of filters and methods that perform
lowpass, high-pass, derivative, squaring, integration, adaptive thresholding
and search procedures.
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where NNi is the duration of the i-th NN interval
in the analysed ECG, n is the number of all NN
intervals, and m is their mean duration.

2) SDANM(msec): Standard deviation of the mean of the
normal RR intervals for each 5 minutes period of the
ECG recording.

3) SDNNIDX (msec): Mean of the standard deviations
of all normal RR intervals for all 5 minutes segments
of the ECG recording.

4) pNN50 (intervals that are greater than 50 msec, com-
puted over the entire ECG recording.

5) r-MSSD (msec): Square root of the mean of the sum of
the squares of differences between adjacent normal RR
intervals over the entire ECG recording the formula is

rMSSD =

√√√√ 1

n− 1

n∑
i=1

(NNi+1 −NNi)2 (3)

where NNi is the duration of the i-th NN interval in
the analysed ECG and n is the number of all NN
intervals.

If we now move to the frequency domain the Feature
Extraction on the PDA studies two bands:

1) The Low Frequency band (LF), which includes fre-
quencies in the area [0.030.15] Hz.

2) The High Frequency band (HF), which includes
frequencies in the area [0.150.40] Hz.

If we now move to the Respiration signal several features
can be extracted either directly or indirectly we focused on:

1) Respiration Rate: The number of breaths per minute.
2) Tidal Volume (VT): The normal volume of the air

inhaled after an exhalation.
3) Vital capacity (VC): The volume of a full expiration.

This metric depends on the size of the lungs, elasticity,
integrity of the airways and other parameters, therefore
it is highly variable between subjects.

4) Residual volume (VR): The volume that remains in
the lungs following maximum exhalation.

After all the preprocessing phase of the data gathered by
the wearable devices, all these information are passed to a
Classification System. The classification system is responsi-
ble for the analysis of the outcome from the preprocessing
phase for the COPD patients and of the data gathered by the
external devices and questionnaires entered by the patient
himself. Below, we will see how the software is used to
transform all these rich set of data in an information to be,
in case, transmitted real-time or scheduled to the Monitoring
Framework.

IV. THE CHRONIOUS CLASSIFICATION SYSTEM

After the collected data have been preprocessed for COPD
patient and all the CKD patient input have been acquired,
a set of machine learning algorithms are fired up to decide

if a potentially risky situation is present. The aim of these
tools is alerting the Central System that contains a rule
based decision support system, for a better evaluation of
the message triggered by the PDA. In case the message
containing an alarm for life risk danger, the Central Decision
Support System is able to alert the emergency staff or to
suggest the clinician to modify the therapy approach. Most
of these tools need a preprocessing phase for identifying the
correct parameters that need to be validated by the clinicians.
This means that in the first validation of the CHRONIOUS
project a large amount of efforts has been dedicated to gather
feedback from the clinicians about the correctness of the
rules / parameters that have been inferred by the algorithms.
In thise phase, another important effort has been dedicated
by the technicians to evaluate some probability index for
fuzzy data measures.

The CHRONIOUS Classification System is composed of
the following part:
• A light rule based expert system.
• A supervised classification system.
The light rule based expert system is an xml parser that is

able to extract from an xml a set of ”‘if then”’ rules created
an validated by the clinician. With these rules combined with
the data collected, the rule base system is able to decide if
a patient is in a potentially life-risk situation. For example
the following rules will generate an immediate alarm to the
central system:
• The Hearth Rate is above 120 bpm for both COPD and

CKD patient.
• If the weight increase by 2% in the last 24 hour for

CDK patient .
These rules are most for alarm triggering. It means that they
aren’t use for light monitor alerting. In the CHRONIOUS
PDA system the Supervised Classification System is com-
posed of the following machine algorithms:
• Support Vector Machines [31]
• Random Forest [32]
• Multi-Layer Perceptron [33]
• Decision Tree [34]
• Naı̈ve Bayes [35]
• Partial decision Trees [36]
• Bayesian Network [37]
Apart from Bayesian Network, the other algorithms have

been trained with a dataset to generate a set of rule that
have been validated by clinician. The Bayesian Network
have been used to identified possible rules about the mental
and stress evaluator of the patient. This means that once
trained, the rules generate can be used to identify is some
stressful condition can alter some parameter and leading to
a worsening of the general state of the patient. The use of
these algorithms was needed because for the CKD patient
the diet covers the most part of the medical treatment, so
any factor that can influence a change on the diet intake,
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would potentially and indirectly lead to a worsening of the
patient condition. For example, if a female CKD patient
feeld sad, these condition could lead her to eat a bigger
piece of pie for satisfaction purpose. In general a bad feeling
could lead chronic patients to be uncompliance with the
medical treatment. However the kind of rules aren’t liked
the vital signs so their fuzzyness could be identified by
these type of algorithms. Clearly while diet is important to
avoid worsening on CDK patient conditions, on the other
side the lifestyle could be and indirect cause of COKD
worsening condition. Nevertheless for both of them we need
static rules to have alarms sending, because for both for
example having a body temperature above 38 could be a
risky situation were an hospitalization is needed for both
COPD and CKD patients. Considering the training dataset a
set of 41 attributes have been identified. These data comes
from the 2 sets of 2 hours health recordings (11 attributes),
food input module (12 attributes), drug intake module (1
attribute), activity input module (2 attributes), questionnaire
(13 attributes) and external device (2 attributes). The results
of some classifier are shown in table II.

Table II
CLASSIFICATION SYSTEM: MAE: MEAN ABSOLUTE ERROR, RMSE:

ROOT MEAN SQUARED ERROR, RAE : RELATIVE ABSOLUTE ERROR, CI:
CORRECTLY/INSTANCES

Method MAE RMSE RAE CI
PART 0.1336 0.312 57.81 % 2.67

J48 0.1336 0.321 57.81 % 2.67
Forest 0.2 0.341 86.52 % 1.75
Naı̈ve 0.127 0.343 54.95 % 2.67

Again we point out that even if there are some errors
due to false positive matches, the PDA system in these
case would only generate a rule that will send a message
to the clinician that most of the times would only say that a
light worsening is present. The core intelligence that deals
with the central system would be the real suggestion system
that would indicate to clinician a suggestion on how to act
to possibly revert the trend. The Bayesian Network is the
fundamental algorithm for the Mental support tool. It uses
a set of attributes that affect a stress index and they weight
based on the clinician’s feedback as shown in table of Figure
2. When the total stress indicator is above a certain value
a light alarm is triggered to the Central Database to inform
clinician of a potentially worsening of patient conditions.
In the same way a module in the PDA is in charge of the
rules concerning the lifestyle od the patient: the lifestyle
tool. It collects data entered by the patient or caregiver in
a validation phase and using a Bayesian Network is able to
compute an index of good or poor lifestyle of the patient
also in this case if the poor lifestyle is find a light alarm is
sent to the clinician for monitoring purpose.

During the first validation phase the training phase as
been reprocessed several times as new data for the patient

Figure 7. Attributes

were collected. In fact, the knowledge that can be extracted
using machine learning algorithms can be increased as new
patients use the Chronious System.

V. CONCLUSIONS AN IMPROVEMENTS

In this paper, we presented a set of machine learning
algorithms store in a smart phone that, combined with some
external devices and patient specific data, can be used for
a first monitor/alert system for treatment of patient affected
by chronic diseases. Dealing with telemedicine application,
these kinds of software, could help to improve patient quality
of life and could be also a valid help for clinician to allow
a more precise monitoring of patient conditions without
need of the physical presence of the clinician. Apart these
potentially advantages a PDA that equipped with these kinds
of applications could suffer of some limitations. During
developing phase we faced these problems:
• Heavy resource consumption of preprocessing algo-

rithms.
• Updating a trained supervised algorithm.

The preprocessing algorithm for COPD parameter denoising
is the most memory/CPU consumption. This can became a
potentially problem when we deal with life risk situations,
because while the algorithm denoise the ECG signal, the
patient can loose consciousness and so precious time can be
lost in these phase. Other time is lost due to the huge amount
of signals transmitted from the wearable, this because we
deal with an ECG signal that is composed of a mean of ten
measurements per second so this means that 5 minute of
ECG signal became nearly 3000 sql commands to a SQL
SERVER 2005 COMPACT that is not so performing in this
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case. Increasing hardware requirements of the PDA can be a
first solution however it would be interesting to understand
if a relational database is the best solution for storing these
types of data or other structure would be more conformable
for storing purpose.

PDA algorithms were developed using a Microsoft tech-
nology that at the time of writing have been exceeded by
the cloud computing paradigm. For future purpose, having
a compact RDBMS installed on the PDA, could became
be an unnecessary requirement. The data collected could be
transmitted directly to a Cloud storage and all the training
algorithms could be moved on the cloud.

The other important issue is that once the supervised
learning algorithms are trained any little change in some
parameter will need to retrain the algorithms and most
important, it would need a new validation of the outputs by
the clinicians. This retrain can lead to difficulties when after
this phase, the new trained algorithms need to be updated
on the pda. The Chronious Communication Framework is
only able to transmit values from the PDA to Monitor
Framework and back, but cannot transmit back the trained
configuration for the machine learning algorithms. In this
case an interesting solution could be also to allow remote
updating of the structure validated. For example a trained
neural network could read the weights matrix from a struc-
ture upgradable by the Communication Framework. Apart
from these improvements, and many others that could lead
to a software system closer as much as possible to the
clinician and patient needs, it is our opinion that with the
smart devices that are closer to a normal PC, the algorithms
presented in this paper could become an important part of
the telemedicine platforms.
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Abstract—The emerging antibiotic resistant bacteria and their 

abilities for rapid evolution have pushed the need to explore 

alternative antibiotics less prone to drug resistance. In this 

study, we employed methicillin/multidrug-resistant 

Staphylococcus aureus (MRSA) as a model bacterial system to 

initiate novel antibiotic development.  An in silico identification 

of drug targets in MRSA 252 strain and MRSA Mu50 strain 

respectively was described. The identified potential targets 

were classified according to their known or putative functions. 

We discovered that a class of essential non-human homologous, 

central metabolic enzymes falls into the scope of potential drug 

targets for two reasons: 1) the identified targets either do not 

have human counterparts or use alternative catalytic 

mechanisms. Based on major differences in active site 

structure and catalytic mechanism, an inhibitor of such a 

bacterial enzyme can be designed which will not inhibit its 

human cousin. 2) attacking bacterial energy-making 

machinery bypasses the usual drug resistance sites, paving the 

road to multi-faceted approaches to combat antibiotic 

resistance. 

Keywords-antibiotic resistance; Methicillin/multidrug-resistant 

Staphylococcus aureus; essential genes; drug targets; central 

metabolism. 

I. INTRODUCTION  

 

This paper is an extended version of the previously 

published conference paper [1]. The earlier paper detailed in 

silico identification of drug targets in MRSA 252 strain and 

MRSA Mu50 strain respectively and proposed that the 

development of a new class of antibiotics may be a potential 

solution to  avoid bacterial antibiotic resistance. 

 

One of the biggest medical breakthroughs of the 

twentieth century is the discovery of antibiotics [2], which 

was immediately followed by the unfortunate emergence of 

bacterial antibiotic resistance [3].The rapid rate of bacterial 

evolution to overcome the antibiotic action, the ability of a 

single pathogen strain to resist multiple drugs, as well as the 

stunning frequency of resistance occurring constitute a 

major challenge to the medical profession [3] and thus 

raised retrospective discussions of currently existing 

antibiotics [4-6]. Although there are hundreds of antibiotics 

on the market, it remains a fact that almost all existing 

antibiotics target only four cellular functions: protein 

synthesis, nucleic acid synthesis, cell walls synthesis or 

folate synthesis [6, 7, 8]. Bacterial resistance usually arises 

as the result of evolutionary adaptation of the target proteins 

that are subject to direct antibiotic attack [3]. Repetitively 

striking the same cellular sites leads to defensive bacterial 

gene mutation, which remains the primary cause of the 

prevalence of antibiotic-resistant bacteria [9], such as 

Methicillin/multidrug-resistant Staphylococcus aureus 

(MRSA) [10], Multidrug or Extensively Drug-Resistant 

Tuberculosis (MDR TB or XDR TB) [11,12], NDM-1 

induced antibiotic -resistant Escherichia coli [13], etc. 

Hence, exploration of novel antibiotics with alternative 

modes of action is of great urgency [8]. The task falls on the 

shoulders of academia due to the fact that the 

pharmaceutical industry has ceased investing in antibiotic 

discovery owing to high cost, lengthening developing 

cycles, complexities and low profits along with failure of 

several recent investments in target-based approaches [14]. 

 

In this study, we employed MRSA as a model bacterial 

system because it is the most common bacterial pathogen 

isolated from humans [15, 16] with a significant morbidity 

and mortality [17]. The first MRSA case presented in the 

United Kingdom in 1961[18]. Shortly after, more variations 

were identified to be immune to β-lactam antibiotics 

(including penicillin, methicillin, oxacillin, and 

cephalosporins [19, 20]). Newly discovered MRSA strains 

have evolved to survive sulfa drugs, such as tetracyclines, 

and clindamycin [21]. Glycopeptide antibiotics, such as 

vancomycin and teicoplanin, considered drugs of "last 

resort", were used for the treatment of MRSA infections 

[22, 23]. However, recently discovered MRSA strains 

showed resistance even to vancomycin and teicoplanin [24, 

25].  As of 2007, one variant found was resistant to six 

major kinds of antibiotics [26]. The beginning signs of 

MRSA infections are skin infections that resemble pimples, 

boils or spider bites.  In immune-deficient patients, localized 

skin infections quickly spread through the bloodstream 

causing vital organ infections and possible death [27]. In a 

2007 Centers for Disease Control and Prevention press 

release, there were about 94,000 cases of MRSA infections, 

contributing to around 19,000 deaths in the United States, 

which implies a mortality rate higher than that caused by 

HIV [28, 29]. The current treatment for MRSA infections is 
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still traditional broad-spectrum antibiotics such as 

lincosamides, sulfa drugs, glycopeptides [30-32], among 

which linezolids [33] daptomycin [34], Trimethoprim-

sulfamethoxazole and MoxifloxacinHCl  were considered 

relatively more effective [35, 36] though MRSA infections 

have become increasingly difficult to treat [31-33]. Thus, 

alternative treatments precisely targeting the root cause of 

MRSA infections needs to be established. 

 

Novel antibiotic development starts with target screening 

[37]. In this paper, we reported the preliminary results of 

anti-MRSA drug development, i.e., a systematic in silico 

approach for the identification of drug targets in two MRSA 

strains, MRSA 252 and MRSA Mu50 based on the 

following two criteria: essentiality to pathogen survival and 

absence from the human genome [38, 39]. A special list of 

enzymes targeting bacterial metabolism was identified, 

shedding light on a potentially new approach for antibiotic 

development. 

II. METHODS 

The objective of this study was to determine potential 

drug targets for alternative treatment of MRSA infections, to 

predict their enzymatic functions and to further shorten the 

list. We employed a reported in silico approach through a 

systematic and justified method [39, 40] for the 

identification of drug targets of MRSA infections following 

two criteria: essential to the survival MRSA and absent in 

the humans [38, 39]. 

 

MRSA genome National Center for Biotechnology 

Information (NCBI) gene bank contains at present complete 

genomic sequences of 13 MRSA strains. In this study, 

genomic sequences of MRSA 252 strain and MRSA Mu50 

stain were studied respectively. 

 

Sequence retrieval The genomic sequences of MRSA 252 

and MRSA Mu50 were retrieved from the NCBI database 

respectively [41]. A total of 2656 genes from MRSA 252 

strain and 2697 genes from MRSA Mu50 stain were purged 

at 90 % and 60% using CD-HIT [42] to remove paralogous 

or duplicate proteins. 

 

Blasp against the database of essential genes (DEG) The 

resulting sequences were run through DEG [43] at an 

expectation (E-value) cutoff of 10
-4

. The database of 

essential genes includes genes required for basic survival of 

Staphylococcus aureus, as well as more than 10 other 

bacteria, such as E. coli, B. subtilis, H. pylori, S. 

pneumoniae, M. genitalium and H. influenzae,etc. 

 

Blasp against human genome The essential genes 

identified were subjected to BLASTP against the human 

genome (both refseq and nonrefseq) [44] to exclude any 

genes that have a significant match (E-value cutoff of 10
-3

 

and lower) with human homologs. Genes having BLAST E-

scores less than 10
-3

 were considered as having no close 

relatives in human.  

  

Protein function assignment Information on the function 

of the identified proteins was derived from the annotated 

genome sequence through Integr8-Inquisitor [45] and/or 

EMBL/EBI/InterProScan [46].  

 

Metabolic pathway study MRSA Metabolic pathways 

were obtained from KEGG database  [47]. 

 

Amino Acid Alignment Analysis The interested protein 

sequences were submitted to SDSC Biology Workbench 

[48] for alignment in order to identify orthologs. 

 

III. RESULTS AND DISCUSSION 

The goal of this investigation was to determine potential 

drug targets for alternative treatment of MRSA infections 

and to classify and to analyze the identified targets. Out of 

the complete genomes of 13 MRSA strains that were 

sequenced and deposited in the NCBI gene bank, MRSA 

252 and MRSA Mu50 were selected due to the fact that the 

former is a common strain in the USA [49] and the UK [50] 

and the latter, a methicillin and vancomycin resistant strain 

isolated in Japan [51] is commercially available for future 

molecular biological study (ATCC). The common method 

of drug target identification encompasses two steps: the 

identification of essential genes for bacterial viability [37] 

and the identification of genes absent in the human genome 

[38]. The former was performed by adopting the DEG 

database in our approach because this database compiles a 

list of all currently available essential genes in more than 10 

prokaryotes including Staphylococcus aureus [41] and 

proved to be more accessible than conventional tools [39, 

40]. On the other hand, the availability of the human 

genome sequence [52, 53] renders the latter step feasible. 

Following two newly published genomic analysis methods 

[39, 40], 2656 MRSA 250 and 2697 Mu50 genes were 

purged at 90 % and 60% using CD-HIT to remove  

 
TABLE 1: GENOMICS ANALYSES OF MRSA 252 AND MRSA MU50 

STRAINS REPECTIVELY.  

Genes MRSA 

252 

MRSA 

Mu50 

Total number 2656 2697 

Duplicates (>60% identical) 88 105 

Non-paralogs 2568 2592 

Essential genes [cut-off E-value < 

10 -4] 

499 496 

Essential genes w/o human 

homologs[cut-off E-value < 10 -3] 

133 134 
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TABLE 2. 133 ESSENTIAL, NON-HUMAN HOMOLOGOUS GENES IN BOTH MRSA 252 AND MRSA MU50 STRANS ENCODING DIFFERENT CLASSES OF PROTEINS 

AND THEIR KNOWN OR PUTATIVE  FUNCTIONS 

 

Categories 

 

Classes  

 

Groups 

MRSA 252 MRSAMu50 Known or putative functions 

NCBI Gene 

Accession# 

NCBI Gene 

Accession # 

Metabolism Cellular 

respiration 

Carbohydrate 

Catabolism 

49482458 15923216 Formate acetyltransferase 

49482459 15923217 Formate acetyltransferase activating enzyme 

49482486 15923242 Xylitol dehydrogenase 

49483017 15923750 HPr kinase/phosphorylase 

49483247 15924074 Phosphoenolpyruvate-protein phosphatase ptsI  

49483033 15923765 Phosphoglyceromutase 

49483952 15924701 Acetate kinase 

49484267 15925031 Sucrose-6-phosphate hydrolase 

49484349 15925115 Fructose-bisphosphate aldolase 

49484367 15925133 Mannose-6-phosphate isomerase 

49484381 15925149 Mannitol-1-phosphate 5-dehydrogenase 

49484415 15925185 Galactose-6-phosphate isomerase subunit LacA 

Lipid 

Catabolism 

49483384 15924216 Phosphatase/ dihydroxyacetone kinase 

49483425 15924288 Glycerol uptake operon antiterminator regulatory protein 

Amino acid 

catabolism 

49482426 15923174 N-acetyl--glutamyl-phosphate reductase 

49482779 15923539 N-acyl-L-amino acid amidohydrolase 

49483163 15923990 Thimet oligopeptidase homolog 

49483313 15924141 Glutamate racemase 

49483846 15924589 5'-methylthioadenosine nucleosidase/S-

adenosylhomocysteine nucleosidase 

49484504 15925279 Urease subunit β 

49484120 15924869 Aminopeptidase ampS 

49484649 15925422 Glycerate kinase 

49484868 15925663 HisF cyclase-like protein 

 15923177 Cystein Hydrolase 

49483520 15924318 Homoserine dehydrogenase 

49483584 15924384 Aspartate semialdehyde dehydrogenase 

 15925319 Amino acid amidohydrolase 

Common 

metabolic 

pathway 

49482818 15923578 Phosphotransacetylase 

49484161 15924909 Putative manganese-dependent inorganic 

pyrophosphatase 

49484002 57634637 Probable NAD(FAD)-utilizing dehydrogenase 

Bio-
synthesis 

Amino acid 
biosynthesis 

49484873 15925668 Histidinol dehydrogenase 

49482425 15923173 Ornithine acetyltransferase 

49482586 15923346 5-methyltetrahydropter-oyltriglutamatehomo- cysteine 

methyltransferase 

49482696 15923462 Glutamate synthase, large subunit 

49483565 15924362 Tryptophan synthase β subunit  

49483583 15924383 Aspartokinase II 

49483655 15924456 Chorismate synthase 

49484279 15925043 dihydroxy acid dehydratase 

49484281 15925046 Ketol-acid reductoisomerase 

4948429 15925060 Alanine racease 

49484794 15925588 Pantoate--β-alanine ligase 

Fatty acid 

biosynthesis 

49483392 15924219 Fatty acid/phospholipid synthesis protein 

Nucleotide 

biosynthesis 

49482382 15923129 Phosphopentomutase 

49483421 15924248 Uridylate kinase 

49483664 15924468 Cytidylate kinase 

Cell wall 

biosynthesis 

49484627 15925401 FemAB family protein 

49483567 15924364 FemA protein 

49482490 15923244 Teichoic acid biosynthesis protein (truncated TagF) 

49482939 15923673 Undecaprenyl Pyrophosphate Phosphatase 

49482995 15923728 UDP-N acetylenolpyruvoyl-glucosamine reductase 

49483182 15924008 UDP-N-acetylmuramoylalanyl-D-glutamate-2, 6-

diaminopimelate ligase 

49484307 15925072 UDP-N-acetylmuramoylalanyl-D-glutamyl-2, 6-

diaminopimelate-D-alanyl-D-alanyl ligase 

49484133 15924882 UDP-N-acetylmuramyl tripeptide synthetase 
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49483346 15924173 UDP-N-acetylmuramoyl-L-alanyl-D-glutamate 

synthetase 

49484348 15925114 UDP-N-acetylglucosamine 1-carboxyvinyltransferase 

49484309 15925074 Rod shape determining protein RodA 

49483587 15924387 Tetrahydrodipicolinate acetyltransferase 

49483980 15924730 UDP-N-acetyl-muramoyl-L-alanine synthetase 

 57634647 UDP-N-acetylglucosamine 1-carboxyvinyltransferase 

Other 
biosynthesis 

49482716 15923479 tetrapyrrole(corrin/porphy-rin) methylase  

49482722 15923485 4-diphosphocytidyl-2-C-methyl-D-erythritol kinase 

49484013 15924759 Riboflavin biosynthesis  

49484795 15925589 3-methyl-2-oxobutanoate hydroxymethyltransferase 

Transmissi

on of 
genetic 

information 

DNA replication, 

recombination and repair 

49482254 15922991 Chromosomal replication initiation protein 

49482255 15922992 DNA polymerase III β subunit  

49482269 15923006 Replicative DNA helicase (DnaB-like) 

49483309 15924136 Excinuclease ABC subunit C 

49483633 15924434 Methyltransferase 

49483747 15924487 Integrase/recombinase 

49483811 15924552 DNA primase 

49483834 15924577 DNA polymerase III subunit delta 

49483926 15924674 Primosomal protein DnaI 

49483944 15924693 DNA polymerase III, β chain 

49484385 15925153 DisA bacterial checkpoint controller nucleotide binding 

Transcription and RNA 

processing 

49483418 15924245 Transcriptional repressor CodY 

49483550 15924347 Transcription antiterminator 

49484097 15924845 SpoU rRNA methylase family protein 

49484908 15925703 Ribonuclease P 

49483433 15924260 Ribosome-binding factor A 

49483855 15924600 Transcription elongation factor 

49482590 15923350 Transcription terminator 

49483976 15924726 Catabolite control protein A 

Translation and 
posttranslational 

modifications 

49483000 15923733 peptidase T 

49483039 15923772 SsrA-binding protein 

49483384 15924211 Hypothetical translation and posttranslational 

modifications 

49483609 15924409 Gcn5-related acetyltransferases 

49483778 15924518 Elongation factor P 

Trans-

membrane 

Proteins 

Antibiotic Resistance 49482275 15923012 Metallo- lactamase 

49483344 15924171 Penicillin-binding protein 

Regulation 49483168 15923996 GTP pyrophosphokinase 

49483425 15924252 Zinc metalloprotease yluc 

Transport  49482431 15923179 Glucose-specific  PTS, IIABC component 

49482476 15923232 PTS, IIBC component 

49482956 15923690 Gructose-specific PTS, IIABC component 

49483966 15924716 N-acetylglucosamine specific PTS, IIABC component 

49484378 15925146 Mannitol-specific PTS, IIBC component 

49484380 15925148 Mannitol specific PTS, IIA component 

49484538 15925313 PTS, arbutin-like, IIBC component 

49484739 15925528 Glucose-specific PTS, II ABC component 

49484838 15925631 PTS, IIABC component 

49483148 15923977 Oligopeptide transport system permease protein 

49484706 15925495 Gluconate permease 

49482866 15923628 Teichoic acid ABC transporter permease  

49484434 15925210 Cobalt transport protein 

49484516 15925291 Na+/H+ antiporter 

49484891 15925688 Nickel transport protein 

49484846 15925639 Bifunctional Preprotein translocase subunit SecA 

49483881 15924627 Bifunctional preprotein translocase subunit SecD/SecF 

49483265 15924092 Spermidine/putrescine-binding protein precursor 

homolog 

49482314 15923062 Potassium-transporting ATPase subunit A 

49482353 15923100 L-lactate permease homolog 

49484303 15925067 potassium-transporting ATPase subunit A 

49484446 15925220 Preprotein translocase subunit SecY 

49483071 15923829 ABC transporter substrate-binding protein 

49483075 15923833 ABC transporter-associated protein 

49483078 15923836 ABC transporter-associated protein 
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Other 

Proteins 

Carrier proteins 49483175 15924003 Sodium/proton-dependent alanine carrier protein 

49482688 15923454 Lipoprotein 

Regulation 49482271 15923008 Response regulator protein 

Cell division 49482736 15923499 C ell division 

49483349 15924176 C ell division protein FtsZ 

49484905 15925700 Glucose-inhibited division protein B 

Other 49484374 15925142 Haloacid dehalogenase-like hydrolase 

49484612 15925386 Nitrate reductase β chain 

49484613 15925387 Respiratory nitrate reductase alpha chain 

Unknown function 49482472 15923228 Unknown 

49483005 15923738 Unknown 

49483022 15923755 Unknown 

49483024 15923757 Unknown 

49483035 15923767 Unknown 

49483546 15924343 Unknown 

49483928 15924676 Unknown 

49484792 15925584 Unknown 

 

paralogues, respectively. The resulting 2568 MRSA 250 and 

2592 Mu50 sequences were run through the database of 

essential genes (DEG) at an expectation cut-off of 10-4, 

yielding 499 and 496 essential genes respectively. Those 

499 and 496 essential genes identified were subjected to 

BLASTP against the human genome [52, 53] to exclude any 

genes that have a significant match (E-value threshold of 

10-3 and lower) with human homologs. Consensually, 133 

MRSA 252 and 134 Mu50 genes respectively were 

considered as having no close relatives in humans. The 

results are summarized in table 1. Their known or putative 

functions annotated by Integr8-Inquisitor [46] and/or 

EMBL/EBI/InterProScan [47] are listed in table 2.  

 

     Among the 133 and 134 essential non-human 

homologous genes in MRSA 252 and Mu50 strains, 

respectively, 133 encode proteins that are well conserved 

between the two strains. Out of this conserved set, 63 are 

involved in metabolism, 24 participate in the transmission 

of genetic information, 29 represent transmembrane 

proteins, 9 have other functions such as regulation cell 

division and  carrier proteins, etc., and 8 have unknown 

functions.  

 

     Our approach identified 14 genes in cell wall 

biosynthesis, most of which were validated by other 

research groups [54-56]. Among them, 6 are involved in the 

elongation of peptidoglycan, in agreement with previous 

studies [54, 55]. FemA family proteins are currently 

considered novel anti-staphylococcal targets due to the fact 

that they are involved in cell wall biosynthesis and 

expression of a methicillin resistance gene [56]. They are 

found to be essential in both MRSA 252 (NCBI Gene 

Accession#: 49484627 and 49483567) and Mu50 (NCBI 

Gene Accession#: 15925401 and 15924364) strains by our 

approach. Gene GI#49484133 in MRSA 252 and 

GI#15924882 in Mu50 respectively represent 

Staphylococcus aureus murE gene encoding UDP-N-

acetylmuramyl tripeptide synthetase, which was 

demonstrated to be essential in Staphylococcus aureus  

 

through a method incorporating an IPTG controllable 

promoter [57].  

 

Although the cell wall has long been considered an 

attractive target for antibiotic development because of its 

absence in humans, what should not be overlooked is that 

one of the most common antibiotic resistance mechanisms is 

the metamorphosis of cell-wall proteins, leading to 

antibiotic resistance. For example, β- lactam resistance was 

attributed to the expression of a group of cell wall 

penicillin-binding proteins (PBP-2’) encoded by the mecA 

gene [58, 59]. Glycopeptide resistance is also considered to 

be caused by cell wall thickening resulting in binding 

vancomysin extracellularly [60, 61] and/or alteration of the 

drug-acting site in the cell wall from D-alanine-D-alanine to 

D-alanine-D-lactate owing to the expression of vanA 

resistance gene [62]. Hence, for novel antibiotic 

development, substances that anchor in sites other than the 

bacterial cell wall may have more potential because 

resistance usually arises as the result of gene mutation on 

the target proteins that are subject to direct antibiotic attack 

[63]. A 2006 review on mechanisms of bacterial antibiotic 

resistance suggested the exploration of novel antibiotics 

with alternative mechanisms of action [5].  

Genes involved in transmission of genetic information 

including DNA replication, recombination and repair, 

transcription and RNA processing, translation, post-

translational modification remain viable targets for 

antibacterial agent development [39, 40]. Our approach 

identified 24 of these candidate genes. 

Our approach identified 29 membrane bound proteins. 

A recent review of anti-MRSA drug development 

indicated that agents anchoring in the bacterial membrane 

(e.g., ceragenins and lipopeptides) showed great 

bactericidal effect and less prone to drug resistance due to 

the inability of bacteria to modify their targeted cellular 

sites in a way that is compatible with their survival [64]. 

Among this pool of proteins, 19 are involved in 

membrane transport, which represent valid drug targets
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because pathogens usually lose their biosynthetic 

capabilities and rely on their hosts for the supply of 

essential nutrients [65, 66]. Thus, certain membrane 

transport proteins are of great importance in maintaining 

pathogen viability. 

Our approach identified 30 energy metabolic (i.e. 

cellular respiration) genes in both MRSA 252 and MRSA 

Mu50, which are essential to staphylococcal survival with 

E-score < 10
-4 

but absent in human genome with E-score 

<10
-3

. Currently there are limited numbers of 

commercially available antibiotics targeting energy 

metabolism. Those existing are mainly biological 

reagents such as oligomycin [67] and pesticides or 

piscicides such as antimycin A [68], not commonly used 

for humans because they affect both bacterial and human 

cells. Surprisingly, nature has provided us with a group of 

energy metabolic enzymes which are essential to 

pathogen survival while absent in humans. The 

differentiation lies in that those enzymes function through 

alternative mechanisms other than their counterpart 

enzymes in humans. Accumulating in vitro [69] and in 

vivo [70] evidence suggests that enzymes catalyzing 

bacterial cellular respiration with differentiated 

mechanisms of action are promising targets for novel 

antibiotic development. The inhibitors against those 

enzymes are able to hinder bacterial growth by inhibition 

of those enzymes without interfering with their human 

cousins. Most importantly, attacking bacterial energy- 

making machinery bypasses the usual bacterial mutation

 
TABLE 3 - POTENTIAL CENTRAL METABOLIC DRUG TARGETS FROM MRSA MU50 BASED ON DATA BASE OF ESSENTIAL GENES (DEG) HOSTED RECORDS OF 

CURRENTLY AVAILABLE ESSENTIAL GENES. 

 
Class MRSA 

252 

MRSA 

Mu50 

Known or 

putative function 

EC # Identity with DEG genes human 

homolog 

or 

ortholog 
Accession

# 

Accession 
# 

Organism E-

Value 

% 

Identity 
% 

Similarity 
Carbohydrate 

Catabolism 

 

SAR0217 

 

SAV0226 

Formate 

acetyltransferase 

2.3.1.54 H.influenzae 

Rd KW20 

0 62% 

 

77% No 

49482486 

SAR0247 

15923242 

SAV0252 

Xylitol 

dehydrogenase 

1.1.1.137 S. aureus 

NCTC 8325 

1e-163 

 

80% 91% No 

49483017 

SAR0814 

15923750 

SAV0760 

HPr kinase 

/phosphorylase 

2.7.11.- 

2.7.4.- 

S. aureus 

NCTC 8325 

1e-155 95% 95% No 

49483247 

SAR1057 

15924074 

SAV1084 

Phosphoenolpyruv

ate-protein 

phosphatase  

2.7.3.9 S. aureus 

N315 

0 97% 97% No 

49483033 

SAR0831 

15923765 

SAV0775 

Phospho-

glyceromutase 

 

5.4.2.1 S. aureus 

NCTC 8325 

0 97% 97% No 

49483952 
SAR1789 

15924701 
SAV1711 

Acetate kinase 
 

2.7.2.1 S. aureus 
N315 

0 92% 92% No 

49484349 

SAR2213 

15925115 

SAV2125 

Fructose-

bisphosphate 
aldolase 

4.1.2.40 S. aureus 

N315 

1e-163 100% 100% No 

49484381 

SAR2247 

15925149 

SAV2159 

Mannitol-1-

phosphate 5-

dehydrogenase 

1.1.1.17 S. aureus 

N315 

0 100% 100% No 

49484415 

SAR2286 

15925185 

SAV2195 

Galactose-6-

phosphate 

isomerase subunit 
LacA 

5.3.1.26 S. aureus 

N315 

1e-76 100% 100% No 

49482818 

SAR0594 

15923578 

SAV0588 

Phospho-

transacetylase 

 

2.3.1.8 S. aureus 

NCTC 8325 

1e-169 93% 93% No 

Lipid 

Catabolism 

49483425 

SAR1238 

15924288 

SAV1298 

Glycerol uptake 

operon 

antiterminator 
regulator 

Un-

classified 

S. aureus 

N315 

7e-98 100% 100% No 

Protein 

Catabolism 

49483313 

SAR1123 

15924141 

SAV1151 

Glutamate 

racemase  

5.1.1.3 S. aureus 

N315 

1e-154 100% 100% No 

49484504 
SAR2373 

15925279 
SAV2289 

Urease subunit β 3.2.2.16 S. aureus 
N315 

2e-77 100% 100% No 

49484120 

SAR1969 

15924869 

SAV1879 

Aminopeptidase 

ampS 

3.4.11.- S. aureus 

N315 

0 100% 100% No 

Common 
metabolic 

pathway 

49484161 
SAR2012 

15924909 
SAV1919 

manganese-
dependent 

inorganic 

pyrophosphatase 

3.6.1.1 S. aureus 
NCTC 8325 

1e-172 100% 100% No 
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sites for drug resistance [71-72]. Hence, exploration of 

antibiotics targeting alternative cellular functions such as 

central metabolic pathways may be a promising direction, 

and selective inhibition of targets specific to bacterial 

energy metabolism may be a potentially efficacious 

alternative in the treatment of MRSA infections. The 

enzymes on the higher priority list include MRSA 

fructose-bisphosphate aldolase, MRSA acetate kinase,  

MRSA phosphotransacetylase, MRSA formate 

acetyltransferase and MRSA xylitol dehydrogenase, etc. 

(table 3), which either do not have human homologues or 

adopt dramatically different catalytic mechanisms 

compared to their human cousins. 

       MRSA fructose-1, 6-diphosphate aldolase (NCBI 

Gene Accession#: 49483952 and 15924701 respectively) 

showed a 100 % match to both Staphylococcus aureus 

NCTC 8325 and Staphylococcus aureus N315 in 

Database of Essential Gene (DEG) with an identical 

expectation value of e
-163 

[73,74], suggesting the essential 

nature of this protein. It is well known that FBPA is one 

of the key enzymes in the glycolytic pathway that 

involves the breakdown of glucose [75]. FBPA is divided 

into two classes based on structural properties and 

catalytic mechanisms [75, 76]. Class I FBPA is mainly 

found in higher order organisms (e.g., humans and 

animals). Catalysis in class I FBPA proceeds via a Schiff 

base intermediate formed by an active site lysine residue 

[75]. Class II FBPA is usually found in yeasts, bacteria, 

fungi, and parasites [76]. Catalysis in class II FBPA 

centers on the participation of a Zn (II) cofactor that 

coordinates to an enolate anion intermediate [76]. Based 

on major differences in active site structure and catalytic 

mechanism, an inhibitor of class II FBPA can be designed 

which will not inhibit class I FBPA. Thus, class II FBPA 

has long been considered as potential drug target in the 

development of antibiotics [77]. Multiple alignment of 

the sequence of MRSA FBPA with class II giardia FBPA 

and class I human FBPA was shown in Figure 1.  MRSA 

FBPA (NCBI Gene Accession
#
: 49484349 and 15925115 

respectively) exhibits 40.8% sequence identity to class II 

giardia FBPA while it exhibits only 18.8 % sequence

 
 

Figure.1 Alignment of the amino acid sequences of MRSA FBPA (NCBI GENE ACCESSION#:49484349 and 15925115 respectively) with class II giardia 

FBPA (2ISV) and class I human FBPA (1QO5). Numbering of the amino acids is indicated on the left. Identical amino acid residues in the alignment are 
indicated in light-blue shading and similar amino acid residues are indicated in purple shading. Gaps introduced during the alignment process are indicated 

as dots.
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identity to class I human FBPA. Thus, MRSA FBPA 

should be putatively classified into class II FBPA, not 

class I FBPA. We have cloned and purified and 

characterized MRSA FBPA (unpublished result). 

Validation of the essential nature of class II MRSA FBPA 

through allelic replacement and inducible expression is 

underway in our research group.  

MRSA acetate kinase (NCBI Gene Accession#: 

49483952 and 15924701 respectively) demonstrated a 92 

% match to Staphylococcus aureus N315 in Database of 

Essential Gene (DEG) with an expectation value of 0
   

[73, 74], suggesting the essential nature of this enzyme. 

Acetate kinase catalyzes the reversible phosphorylation of 

acetate to synthesize acetyl phosphate by transfer of a 

phosphoryl group from ATP. Acetate kinases are wildly 

distributed among prokaryotes [78] and some eukaryotes 

[79]. In aerobic conditions, this enzyme converts acetate 

to acetyl-CoA, a key intermediate in TCA cycle [80]. In 

anaerobic conditions, it plays a central role in 

synthesizing ATP from acetyl phosphate [81]. 

Prokaryotic acetate kinases are highly conservative. 

MRSA acetate kinase exhibits 44.6 % sequence identity to 

E. coli, 48.5 % sequence identity to Salmonella 

typhimurium acetate kinase, 51.3 % sequence identity to 

Methanosarcina themophia acetate kinase and 52.0 % 

sequence identity to Lactobacillus sanfranciscensis 

acetate kinase (Figure 2). Smith group has confirmed that 

it is a key enzyme in bacterial metabolism in a number of 

important fungal and protozoan pathogens. (e.g., fungus 

Cryptococcus neoformans and protist Entamoeba 

histolytica). Its absence in humans suggests that it may 

also be a possible drug target [82]. We have cloned, 

purified and characterized MRSA acetate kinase 

(unpublished result). The development of crystal 

structures of MRSA acetate kinase is in progress at the 

laboratory of our collaborator Dr. Scott Lovell at the 

University of Kansas, which will allow us to preform 

structure-activity analysis as the basis of rational inhibitor 

design. 

MRSA phosphotransacetylase (NCBI Gene 

Accession#: 49482818 and 15923578  respectively) 

demonstrated a 93 % match to  both Staphylococcus 

aureus NCTC 8325 and Staphylococcus aureus N315 in 

Database of Essential Gene (DEG) with an identical 

expectation value of e
-169

   [73, 74], suggesting the 

essential nature of this enzyme. The gene encoding MRSA 

phosphotransacetylase has been cloned and the enzyme 

has been expressed in E. coli and purified. Kinetic assay 

of this enzyme is in progress.  

 

Overall, we proposed that a class of essential, central 

metabolic enzymes, such as MRSA fructose-bisphosphate 

aldolase, MRSA acetate kinase, MRSA phosphotransacetyl-

ase, MRSA formate acetyltransferase and MRSA xylitol 

dehydrogenase, etc. (table 3), which either do not have 

human homologues or functionally differentiate themselves 

from their human counterparts, are promising antibiotic 

drug targets.  Because of the alterations in active site 

structure and mode of action of such a bacterial enzyme v. s. 

its human cousin (if there is one), through rational inhibitor 

design, an inhibitor of this enzyme can be designed which 

will not inhibit its human cousin. Nevertheless, this central 

metabolic inhibitor approach potentially decreases the risk 

of bacterial resistance against the antibacterial agents in that 

it bypasses the cellular sites where currently existing 

antibiotics regularly attack. In other words, since those 

cellular sites have not been repeatedly exposed to 

antibacterial agents, central metabolic inhibitors should be 

less prone to drug resistance induced by evolutionary 

adaptation.  
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Figure.2  Alignment of the amino acid sequences of MRSA acetate kinase  with E. coli, Salmonella typhimurium ,Methanosarcina themophia ,Lactobacillus 
sanfranciscensis acetate kinases. Numbering of the amino acids is indicated on the left. Identical amino acid residues in the alignment are indicated in light-

blue shading and similar amino acid residues are indicated in purple shading. Gaps introduced during the alignment process are indicated as dote 
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IV. CONCLUSION AND FUTURE WORK 

 

One of the crucial steps in narrow-spectrum 

antibiotics development is target identification. In this 

study, a putative set of candidate drug targets were 

elucidated by an in silico approach.  The candidate genes 

are hypothetically required for survival of the candidate 

microorganisms and have no close human analogues.    

Many identified targets have been experimentally 

validated [56-59, 83-88]. By shortening the list of 

potential drug targets to a small pool of genes, the data 

presented in this paper facilitated our group and, may also 

aid other researchers in pursuing target validation and 

target characterization for alternative treatment of MRSA 

infections. Future directions include using a combination 

of kinetic assay and crystal structure development for 

enzyme characterization such as substrate recognition, 

catalytic site identification and reaction mechanism 

elucidation. Using ration drug design, tight-binding 

inhibitors will be designed followed by organic synthesis 

and in vitro evaluation. Once a nanomolar level inhibitor 

with high specificity is identified, development of X-ray 

crystal structures of enzyme-inhibitor complexes will be 

performed for further optimization. In principle, the 

premise is that the inhibitors of these targets should only 

be toxic to pathogens, but safe for use by humans. 

Proposed long-term work also includes extension of this 

approach to other bacterial systems to combat antibiotic 

resistance. It is even more crucial that this type of 

investigation is undertaken in academia than it would be 

if industry were still heavily investing in it. 

 

       This study sheds light on a potentially new class of 

MRSA antibiotics, which may pave the road to multi-

faceted approaches to combat antibiotic resistance. From 

the broader perspective, blocking central metabolic 

pathways was usually considered as a forbidden area in 

drug development due to the possibility of affecting 

human central metabolism (e.g., side effects of 

chemotherapies). If the assertion that certain central 

metabolic inhibitors are specific to pathogens not to 

humans is tested, it will reassure that we have moved in 

the right direction to tackle a major challenge.  
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Abstract— 1D protein sequences, 2D contact maps and 3D 

structures are three different representational levels of detail 

for proteins. The problem of protein 3D structure prediction 

from 1D protein sequences remains one of the challenges of 

modern bioinformatics. The main issue here is that it is 

computationally complex to reliably predict the full 3D 

structure of a protein from its 1D sequence. A 2D contact map 

has, therefore, been used as an intermediate step in this 

problem. A contact map is a simpler, yet representative, 

alternative for the 3D protein structure. In this paper, we focus 

on the problem of identifying similar substructural patterns of 

protein contact maps (the building blocks of protein 

structures) using a structural pattern matching approach that 

incorporates protein sequence and evolutionary information. 

These substructural patterns are of particular interest to our 

research, because they could potentially be used as building 

blocks for a computational bottom-up approach towards the 

ultimate goal of protein structure prediction from contact 

maps. The results are benchmarked using a large standard 

protein dataset. We assess the consistency and the efficiency of 

identifying these similar substructural patterns by performing 

different statistical analyses (e.g., Harrell-Davis Quantiles and 

Bagplots) on different subsets of the experimental results. We 

further studied the effect of the local sequence information, 

global sequence information, and evolutionary information on 

the performance of the method.   The results show that both 

local and global sequence information are more helpful in 

locating short-range contacts than long-range contacts. 

Moreover, incorporating evolutionary information has 

remarkably improved the performance of locating similar 

short-range contacts between contact map pairs.    
 
Keywords - protein structure prediction; contact map; case-

based reasoning; evolutionary information; sequence 

information. 

I.  INTRODUCTION  

Since the human genome sequence was revealed in April 

2003, the need to predict protein structures from protein 

sequences has dramatically increased ‎[2]. Proteins are 

complex macromolecules that are associated with several 

vital biological functions for any living cell. Such as, 

transporting oxygen, ions, and hormones; protecting the 

body from foreign invaders; and catalyzing almost all 

chemical reactions in the cell. Proteins are made of long 

sequences of amino acids that fold into three-dimensional 

structures. Because protein folding is not easily observable 
experimentally ‎[3], protein structure prediction has been an 

active research field in bioinformatics as it can ultimately 

broaden our understanding of the structural and functional 

properties of proteins. Moreover, predicted structures can be 

used in structure-based drug design, which attempts to use 

the structure of proteins as a basis for designing new ligands 

by applying principles of molecular recognition ‎[4]. 

  In recent decades, many approaches have been proposed 

for understanding the structural and functional properties of 

proteins. These approaches vary from time-consuming and 

relatively expensive experimental determination methods 

(e.g., X-ray crystallography ‎[5] and NMR spectroscopy ‎[6]) 

to less-expensive computational protein modeling methods 

for protein structure prediction (e.g., ab-initio protein 

modeling ‎[7], comparative protein modeling ‎[8], and side-

chain geometry prediction ‎[9]).  

Although the computational methods attempt to 

circumvent the complexity of the experimental methods 

with an approximation to the solution (predicted protein 

structures versus experimentally-determined structures), 

analyzing the three-dimensional structure of proteins 

computationally is not a straightforward task. Hence, two-

dimensional representations of protein structures, such as 

distance and contact maps, have been widely used as a 

promising alternative that offers a good way to analyze the 

3D structure using a 2D feature map ‎[19]. This is because 

they are readily amenable to machine learning algorithms 

and can potentially be used to predict the three-dimensional 

structure, achieving a good compromise between simplicity 

and competency ‎[45].  

Despite the exhaustive research done in an effort to 

reliably predict the structure of proteins from their 

sequences, the gap between known protein sequences and 

computationally predicted protein structures is continuously 

growing because of the computational complexity associated 

with the problem ‎[10].  The “Divide and Conquer” principle 

is applied in our research in an attempt to handle such a 

complex problem, by dividing it into two separate yet 

dependent subproblems, using a Case-Based Reasoning 

(CBR) approach ‎[18]. Firstly, a contact map representing the 

contacts between amino acids is predicted using protein 

33

International Journal on Advances in Life Sciences, vol 4 no 1 & 2, year 2012, http://www.iariajournals.org/life_sciences/

2012, © Copyright by authors, Published under agreement with IARIA - www.iaria.org



   

sequence information. Secondly, protein structure is 

predicted using its predicted contact map ‎[19].  

Since contact map prediction offers a possible shortcut to 

predict protein tertiary structure, researchers have considered 

various approaches with encouraging results for predicting 

protein contact maps from sequence information and 

structural features. Approaches of protein contact map 

prediction vary from those that apply neural 

networks ‎[11]‎[12], to those that consider support vector 

machines ‎[13] and association rules ‎[14]. Various statistical 

approaches have also been attempted, including correlated 

mutations ‎[15]‎[16] and hidden Markov models ‎[17].  

    Our research focuses on the problem of protein structure 

prediction from contact maps. In particular, we apply a CBR 

framework ‎[18] to determine the alignment of secondary 

structures based on previous experiences stored in a case 

base, along with detailed knowledge of the chemical and 

physical properties of proteins ‎[19].  

    The proposed CBR framework is based on the premise 

that similar problems have similar solutions. CBR solves 

new problems (e.g., protein structure prediction) by adapting 

the most similar retrieved solutions of previously solved 

problems.  Several challenges arise here: firstly, how to 

retrieve the contact maps from the case-base with the most 

similar solutions (substructural patterns); secondly, how to 

adapt the new problem “query protein” to the retrieved 

solutions “template proteins”; thirdly, how to evaluate the 

adapted solution in an attempt to have a close solution to the 

native structure of the query protein, which will be saved as a 

new case in the repository of the CBR system for a later use. 

These three challenges correspond to the three main phases 

of our CBR system: Retrieval, Adaptation, and Evaluation, 

as shown in Figure 1. 

 

 
Figure 1.    CBR framerwork for determining protein structure from 

contact maps. 

  The main challenge of the Retrieval phase for our 

problem domain is to find the template contact maps with the 

most similar solutions to the query contact map. Thus, it is 

necessary to have a robust similarity measure for contact 

maps to reliably compare each new contact map (i.e., a new 

case), with the contact maps in the case-base (i.e., previously 

solved cases). This measure is used so that the retrieved 

contact maps from the case-base have substructural patterns 

(e.g., secondary structures and structure motifs) that are in 

common with the new contact map.  

Proposing an approach to determine and locate regions of 

similarity between contact map pairs help to identify these 

common or similar substructural patterns between the query 

contact map and every similar retrieved template contact 

map (known structure) from the case-base, which is crucial 

for the Adaptation phase of the CBR system. The main 

objective of this phase is to adapt the retrieved solutions to 

the new problem in the following way. All amino acid 

residues in the common substructural patterns for the 

current query contact map that have corresponding residues 

in the template structure are given the coordinate 

information from these residues [13]. This paper, an 

expansion of the work in ‎[1], primarily focuses on the 

Adaptation phase, with the goal of identifying similar 

substructural patterns between protein contact map pairs 

using both sequence and evolutionary information. 

     The paper is organized as follows: Section II provides 

the reader with the background material required to 

understand the concepts used in our study. It describes 

distance and contact maps, gives examples of structural 

patterns of contact maps, and discusses protein similarity 

relationships at different representational levels of detail, as 

well as the structural classification of protein domains. 

Section III presents the experimental setup and the details of 

the multi-regional analysis of the contact map method used 

in our experiments. Section IV discusses the experimental 

benchmark dataset used in the study and shows the 

performance of the proposed method using statistical 

analyses, including a quantile-based analysis and a 

correlation analysis. The final section highlights the 

contributions, summarizes the main results of the study, and 

presents a set of potential directions for future research.   

II. BACKGROUND MATERIAL 

Contact and distance maps provide a compact 2D 

representation of the 3D conformation of a protein, and 

capture useful interaction information about the native 

structure of proteins. Contact maps can ideally be calculated 

from a given structure, or predicted from protein sequence.  

The predicted contact maps have received special attention 

in the problem of protein structure prediction, because they 

are rotation and translation invariant (unlike 3D structures). 

While it is not simple to transfer contact maps back to the 

3D structure (unlike distance maps), it has shown some 

potential to reconstruct the 3D conformation of a protein 

from accurate and even predicted (noisy) contact maps ‎[20].   

A. Distance and Contact Maps 

A distance map, D, for a protein of n amino acids is a 

two-dimensional n x n matrix that represents the distance 

between each pair of atoms of the protein. The distance may 
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be that between alpha-carbon atoms (Cα) ‎[21], beta-carbon 

atoms (Cβ), or it may be the minimum distance between any 

pair of atoms belonging to the side chain or to the backbone 

of the two residues ‎[22]‎[23]. While the best definition for 

inter-residue distance is the minimum distance between 

side-chain or alpha-carbon atoms with a cut-off distance of 

around 1.0 Ångstrom (0.1 nm) ‎[24], backbone atom-based 

definitions (e.g., Cα or Cβ distances) with longer distance 

cut-offs are more readily projected into three 

dimensions ‎[26]. As shown in Figure 2(a), the darker the 

distance map region is, the closer the distance of its 

corresponding atom pairs is.  The distance information can 

be further used to infer the interactions among residues of 

proteins by constructing another same-sized matrix called a 

contact map.  

A contact map, C, is a two-dimensional binary 

symmetric matrix that represents pairs of amino acids that 

are in contact. A pair of residues is considered to be in 

contact if the distance between their alpha-carbon atoms is 

less than or equal a predefined threshold, i.e., their positions 

in the three-dimensional structure of the protein are within a 

given distance threshold (usually measured in Ångstroms), 

as shown in Figure 2(b).   

An element of the i
th

 and j
th

 residues of a contact map, 

C(i,j), can be defined as follows ‎[19]: 

                               1;    if  D(i,j)    Threshold 

         C(i,j) =   

                                0;    otherwise 

Where D(i,j) is the distance between amino acids i and j, 1 

denotes contacts (white), and 0 denotes no contacts (black). 
 

According to extensive experimental results presented 

in ‎[25], contact map thresholds, ranging from 10 to 18 Å 

allow the reconstruction of 3D models from contact maps to 

be similar to the protein’s native structure. In this paper, 

different contact map thresholds were applied in a series of 

experiments in order to find the contact map threshold that 

best suits our experiments.  

 
 

(a)                                               (b) 

Figure 2.  (a) Distance map for a protein of 99 amino acid residues. (b) 

contact map for the same protein of 99 amino acids after applying a 

distance threshold of 10 Ångstrom on its distance map.                                     

(local contacts < 3.8 Å are ignored – refer to Section III-C for details.) 

As shown in Figure 3, a threshold of 8 Å missed some 

topological information about the protein, whereas a 

threshold of 12 Å added many contacts that are irrelevant to 

the topology of the protein. This suggests that a threshold of    

10 Å is a good compromise; therefore, it was adopted in our 

experiments. 

Figure 3.  Applying different thresholds for a substructural pattern of 

contact map. 

B. Structural patterns of Contact Maps 

Different secondary structures of proteins have 

distinctive structural patterns in contact maps. In particular, 

an α-helix appears as an unbroken row of contacts between 

i, i ± 4 pairs along the main diagonal, while beta-sheets 

appear as an unbroken row of contacts in the off-diagonal 

areas. A row of contacts that is parallel to the main diagonal 

represents a pair of parallel β-sheets, while a row of contacts 

that is perpendicular to the main diagonal represents a pair 

of anti-parallel β-sheets ‎[26]. Furthermore, contacts between 

secondary structure elements could also be recognized 

through a contact map. In general, contacts between           

α-helices and other secondary structure elements appear as 

broken rows or “tire tracks”. If the two contacting elements 

are both helices, then the contacts appear in every 3 or 4 

residues in both directions, following the periodicity of the 

helix. If one of the elements is a β-sheet, a periodicity of 2 

in the contacts will appear, since the side chains in strands 

alternate between the two sides of the β-sheet ‎[26]. 

C. The Classification of Protein Domains 

The Structural Classification of Proteins (SCOP) database 

was designed by G. Murzin et al. ‎[32] to provide an easy 

way to access and understand the information available for 

protein structures. The database contains a detailed and 

comprehensive description of the structural and 

evolutionary relationships of the proteins of known 

structure. Structurally and evolutionarily related proteins are 

classified into similar levels in the database hierarchy. 

Evolutionarily-related proteins are those that have similar 

functions and structures because of a common descent or 

ancestor.  The main levels in the classification hierarchy of 

the SCOP database are as follows: 1) Family level that 

implies clear evolutionary relationship, 2) Superfamily level 

that implies probable common evolutionary origin, and 3) 

Fold  level that implies major structural similarity.  

D. Protein Similarity Relationships 

Understanding protein similarity relationships is vital for 

the further understanding of protein functional similarity 

and evolutionary relationships. Although a protein with a 

35

International Journal on Advances in Life Sciences, vol 4 no 1 & 2, year 2012, http://www.iariajournals.org/life_sciences/

2012, © Copyright by authors, Published under agreement with IARIA - www.iaria.org



   

given sequence may exist in different conformations, the 

chances that two highly-similar sequences will fold into 

distinctly-different structures are so small that they are often 

neglected in research practice ‎[30]. This suggests that 

sequence similarity could generally indicate structure 

similarity. Furthermore, a pair of proteins with similar 

structure has similar contact maps ‎[31]. Therefore, as shown 

in Figure 4, by the transitivity relationship, a logical 

inference could be drawn regarding the association between 

sequence similarity and contact map similarity. The premise 

of the method of multi-regional analysis of contact maps in 

this paper is based on this transitive similarity relationship 

between contact map and protein sequence (via structure).  

That being said, the counter relationships between 

contact map and sequence similarity, as well as structure 

and sequence similarity, are still questionable. This is due to 

the fact that protein structures are evolutionarily conserved 

better than protein sequences ‎[33], since the protein 

sequences evolve rapidly compared to protein structures. 

 

 
Figure 4.  Protein similarity relationships at different levels of detail. 

III. METHOD AND EXPERIMENTAL SETUP  

This section describes the multi-regional analysis of the 

contact maps method used in the experiments. The method 

examines whether sequence similarity information helps in a 

pattern matching approach to locate regions of similarity in 

contact maps (the target substructural patterns) that 

correspond to local similarities in protein structures. The 

first stage of this method aims to align pairs of protein 

sequences for each combination pair of contact maps to find 

the most local similar subsequences. The next stage aims to 

quantify the similarity of contact maps regions that 

correspond to these similar subsequences found in the first 

stage. Finally, different statistical analyses were considered 

to evaluate the performance of the method, and to determine 

how well local protein sequence similarity leads to 

corresponding local contact map similarity. 

A. Experimental Dataset 

The benchmark Skolnick dataset is adopted for our 

experiments. The Skolnick dataset is a standard benchmark 

dataset of 40 large protein domains, divided into four 

categories as shown in Table I. It was originally suggested 

by J. Skolnick and described in ‎[34]. The dataset has been 

used in several recent studies related to structural 

comparison of proteins ‎[34]‎[35]‎[36]. The 40 protein 

domains are: 1b00A (1), 1dbwA (2), 1nat (3), 1ntr (4), 

1qmpA (5), 1qmpB (6), 1qmpC (7), 1qmpD (8), 1rn1A (9), 

1rn1B (10), 1rn1C (11), 3chy (12), 4tmyA (13), 4tmyB (14), 

1bawA (15), 1byoA (16), 1byoB (17), 1kdi (18), 1nin (19), 

1pla (20), 2b3iA (21), 2pcy (22), 2plt (23), 1amk (24), 

1aw2A (25), 1b9bA (26), 1btmA (27), 1htiA (28),       

1tmhA (29), 1treA (30), 1tri (31), 3ypiA (32), 8timA (33), 

1ydvA (34), 1b71A (35), 1bcfA (36), 1dpsA (37), 1fha (38), 

1ier (39), and 1rcd (40).  

Each domain entry contains a name and its assigned 

index in parentheses. The domain name is the PDB code for 

the protein containing it. If multiple protein chains exist, the 

chain index is appended to the PDB code.   

TABLE I.  PROTEIN DOMAINS IN SKOLNICK DATASET  

Categories      Global sequence   

           similarity 

Sequence length 

(residues) 

Domain 

indices 

1       15-30%    (low) 124 1-14 

2  7-70%     (Med) 170 35-40 

3  35-90%   (High)   99  (Short) 15-23 

4  30-90%   (High)  250 (Long) 24-34 

B. Sequence Analysis 

For the sequence analysis stage, we align every 

combination pair of sequences. The SIM algorithm ‎[37] is 

used for this purpose. This algorithm employs a dynamic 

programming technique to find user-defined, non-

intersecting alignments that are the best (i.e., with the 

highest similarity score) between pairs of sequences. The 

results from the alignments are sorted descendingly 

according to their similarity score ‎[38].  

In this method, we are only interested in alignments of 

subsequence of at least 10 residues, and at most 20 residues. 

We are not interested in alignments of length less than 10 

residues because these alignments would not form a 

complete substructural pattern (for example, the lengths of 

alpha helices vary from 4 or 5 residues to over 40 residues, 

with an average length of about 10 residues ‎[39]). We are 

also not interested in long alignments because most methods 

for contact maps analysis are known to be far more accurate 

on local contacts (those contacts that are clustered around 

the main diagonal), than nonlocal (long-range) 

contacts ‎[40]. Thus, to eliminate one source of uncertainty 

of the long-range contacts, alignments of a length greater 

than 20 residues are not considered.  

In this experiment, a large penalty for opening a gap is 

used, since it is evident that affine gap scores ‎‎[27]‎[28] with 

a large penalty for opening a gap and a much smaller one 

for extending it, have generally proven to be effective. 

Opening gap penalty is a penalty for the first residue in a 

gap, and extended gap penalty is a penalty for every 

additional residue in a gap. Therefore, in our experiments, 

the open and extended gap penalties are set to 10 and 1 

respectively. In an effort to analyze pairs of protein 

sequences, the best 100 local sequence alignments are 

generated from every pair of sequences. Then, a selection 

strategy is used to select the two alignments of 10-20 
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residues with the most and least similarity score (to check 

the performance in case of low and high similarity).  

As for the substitution matrix, BLOSUM62 was adopted 

to score sequence alignment. The BLOSUM substitution 

matrix was developed by Henikoff ‎[41] as a new approach 

for the Percent Accepted Mutation (PAM) scoring matrix 

that was developed earlier by Margaret Dayhoff who 

pioneered this approach in the 1970's ‎[29]. Unlike PAM, the 

BLOSUM62 matrix did an excellent job in detecting 

similarities even for distant protein sequences.   

C. Contact Map Analysis 

The second stage of the method is to locate contact map 

regions that correspond to the most and least similar protein 

subsequences. In order to unbiasedly analyze the diagonal 

contact map regions, we ignored local contacts between 

each residue and itself on the main diagonal. Comparing the 

main diagonal of contact maps (protein backbone) will 

neither add meaningful information for their similarity nor 

dissimilarity (for example, even too distant contact maps 

will share a similar main diagonal). Furthermore, local 

contacts with distance less than 3.8 Å are ignored, based on 

the fact that the minimum distance between any pair of 

different residues cannot be less than 3.8 Å ‎[40]. 
    Two common similarity measures for binary data that can 

be used to measure contact map similarity are Simple 

Matching Coefficient (SMC) ‎[43] and Jaccard’s     

Coefficient (J) ‎[44]. SMC is based on the Hamming 

distance. If two contact map regions have the same size, we 

can use SMC to count the number of elements in positions 

where they have similar values. SMC is useful when binary 

values hold equal information (i.e., symmetry).  

 

   
S

CC
SMC 0011                                 (‎1) 

where C11 is the count of nonzero elements (contacts) of 

both contact maps, C00 is the count of zero elements (no- 

contacts) of both contact maps, and S is the contact map size 

(i.e., the square of the sequence length for the contact map). 

In contact maps, however, binary values do not hold 

equal information because of the fact that zero values hold 

no information (they mean there is no contact between 

protein residues) as opposed to non-zero values where 

contacts between protein residues occurred. Another 

drawback of SMC is that it considers counting zero values 

for both contact maps (C00). These regions represent the 

“double absence” where there are no contacts for both 

contact maps, making them of less interest in this study. 

On the other hand, Jaccard’s Coefficient (J) is widely 

used in information retrieval as a measure of similarity. It is 

suitable for asymmetric information on binary (and non-

binary) variables where binary values do not have to carry 

equal information, resolving the first issue of SMC. 

Furthermore, Jaccard’s Coefficient (J) does not consider 

counting zero elements in the matrix (no contacts), 

removing the effect of the “double absence” that has neither 

meaningful contribution to the similarity, nor the 

dissimilarity, of contact maps. Therefore, Jaccard’s 

Coefficient was chosen as the contact map similarity metric 

that best suits our experiments. 

00

11

CS

C
J


                                         (‎2) 

Where C11 is the count of nonzero elements (contacts) of 

both contact maps, C00 is the count of zero elements (no- 

contacts) of both contact maps, and S is the contact map size 

(i.e., the square of the sequence length for the contact map). 

D. Sequence Gap and Region Displacement Problem  

The displacement problem happens when a pair of 
aligned subsequences is very similar (greater than 70%), but 
their corresponding diagonal contact map regions are not as 
similar (less than 50-60%). This is noticed to occur as a 
result of a slight shift in the aligned subsequence pair either 
because of a gap in the alignment, or because of a slightly 
shifted alignment. In this case, if the right displacement is 
considered for one of the aligned subsequence in the correct 
direction with the correct number of residues, their 
corresponding diagonal contact map regions will perfectly 
overlay one another and their similarity can go up to 90%, as 
shown in Figure 5. The current experimental setup, however, 
(e.g., open gap penalty, extended gap penalty, etc.) are 
optimized to minimize the displacement problem. As shown 
in Figure 7, the proposed method was successful in locating 
the exact correct boundaries of contact map regions that 
perfectly overlay one another, in an effort to maximize their 
similarity. That is, if any boundary is shifted only by one or 
two residues, the local contact map similarity will be 
significantly dropped, as shown in Figure 5 and Figure 6.   

Figure 5.  One example of the calculated region boundaries (n1 = 94 &     

n2 = 95) shows that the selected boundaries have the maximum Jaccard’s 
coefficient (J = 94%) as opposed of 68% and 56% if the lower boundary is 

shifted by only one residue at a time, or 62% and 53%  if the upper 

boundary is shifted by one residue at a time, instead. 

Figure 6.   Another example of the calculated region boundaries of (Ex. b)  

also shows that the selected boundaries have the maximum Jaccard’s 
coefficient (J = 73%) as opposed of 62% and 50% if the lower boundary is 

shifted by only one residue at a time, or 58% and 50% if the upper 

boundary is shifted by one residue at a time, instead.  
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IV. RESULTS AND DISCUSSION 

A. The Big Picture 

To see the big picture of the problem, an all-against-all 

pair-wise analysis is performed on the benchmark Skolnick 

dataset, yielding several hundreds of pairwise alignment 

instances. The entire results of sequence and contact map 

similarity of each pairwise instance are presented as a 2D 

scatter plot to study the correlation between them, as shown 

in Figure 8. This figure draws a clear distinction between 

the correlation between sequence similarity and their contact 

map similarity in the diagonal area (short-range contacts), 

and the correlation between sequence similarity and their 

contact map similarity in the off-diagonal areas (long-range 

contacts).  

Firstly, for long-range contacts, no matter how high the 

sequence similarity is the majority of the corresponding 

contact map similarity is very low (less than 20%). Thus, 

even high sequence similarity cannot help to suggest 

corresponding similarity for the long-range contacts.    

Secondly, for the short-range contacts, the plot reveals two 

different trends: 1) when sequence similarity is low (less 

than 60%), contact map similarity is indiscriminately 

dispersed between a very low similarity level (35%) and a  

 

 

 

very high one (90%), making it hard to reliably associate 

low sequence similarity to short-range contact map 

similarity. 2) When sequence similarity is high (greater than 

60%), contact map similarity is apparently clustered in the 

upper-right corner of the plot (around 80%), suggesting a 

high correlation between local sequence similarity and 

short-range contact map similarity.  

   

 
Figure 8.  A 2D scatter plot showing the correlation between sequence 

similarities and their corresponding contact map similarities in the diagonal 

area (short-range contacts) and the off-diagonal areas (long-range contacts). 

Figure 7.  An illustration of the displacement problem between two highly-similar proteins (1AMK & 1AW2A). The gap length is subtracted from the 
start position of the upper boundary (n1 of Ex. a) and the lower boundary (n2 of Ex. b), since contact maps have no representation of gaps.  

 

38

International Journal on Advances in Life Sciences, vol 4 no 1 & 2, year 2012, http://www.iariajournals.org/life_sciences/

2012, © Copyright by authors, Published under agreement with IARIA - www.iaria.org



   

B. Harrell-Davis Quantiles 

In an effort to improve performance in locating similar 
patterns in the diagonal regions of contact map pairs, 
evolutionary information (represented in SCOP family 
information) is proposed to be incorporated with the 
sequence information. As described in ‎[36], the 40 protein 
domains of the Skolnick dataset are classified into five 
SCOP families.  Based on SCOP family information, the 
results are distributed into four different groups: 1) the first 
group includes the results of pairs of protein subsequences 
that are most similar and of the same SCOP family. 2) The 
second group includes the results of pairs of protein 
subsequences that are most similar and of a different SCOP 
family. 3) The third group includes the results of pairs of 
protein subsequences that are least similar and of the same 
SCOP family. 4) The last group includes the results of pairs 
of protein subsequences that are least similar and of a 
different SCOP family.  

Quantile-based analysis is performed to compare the four 
different groups. The q

th
 quantile of a dataset is defined as 

the value where the q-fraction of the data is below q and the 
(1- q) fraction of the data is above q. Some q-quantiles have 
special names: the 2-quantile (0.5 q) is called the median (or 
the 50

th
 percentile), the 4-quantiles (0.25 q) are called 

quartiles, the 10-quantiles (0.1 q) are called deciles, and the 
100-quantiles are called percentiles. The 0.01 quantile = the 
1

st
 percentile = the bottom 1% of the dataset, and the 0.99 

quantile = the 99
th
 percentile = the top 1% of the dataset.  

Using the online R statistics software in ‎[46], the Harrell-
Davis method for 100-quantile estimation is computed for 
this study. The Harrell-Davis method ‎[48] is based on using 
a weighted linear combination of order statistics to estimate 
quantiles. The standard error associated with each estimated 
value of a quantile is also computed and plotted as error bars, 
as shown in Figure 10.  Error bars are commonly used on 
graphs to indicate the uncertainty, or the confidence interval 
in a reported measurement. Figure 10(a) clearly shows that 
the results of contact map similarity of the same family are 
much better (higher) than those of a different family as in      
Figure 10(b). This supports the previous hypothesis that 
incorporating evolutionary information with sequence 
information improves the performance of locating 
remarkably better (highly-similar) diagonal contact map 
region.  Comparing Figure 10(a) and Figure 10(c) reveals 
that low sequence information considerably deteriorates the 
method performance, even for the results of the same SCOP 
family.  Whereas, comparing Figure 10(c) and Figure 10(d) 
demonstrates that with low sequence information, the 
performance is almost the same (poor), no matter if the 
protein pairs are of the same or of a different SCOP family.   

C. Bagplots 

A bagplot, initially proposed by Rousseeuwet et al. ‎[49],  

is a bivariate generalization of the well-known boxplot ‎[50]. 

In the bivariate case, the “box” of the boxplot changes to a 

convex polygon forming the “bag” of the bagplot. As shown 

in Figure [9], the bag includes 50% of all data points. The 

fence is the external boundary that separates points within 

the fence from points outside the fence (outliers), and is 

simply computed by increasing the bag by a given factor. 

Data points between the bag and fence are marked by a light-

colored loop. The loop is defined as the convex hull 

containing all points inside the fence.  The hull center is the 

center of gravity of the bag. It is either one center point (the 

median of the data) or a region of more than one center 

points, usually highlighted with a different color. Therefore, 

the classical boxplot can be considered as a special case of 

the bagplot, particularly when all points happen to be on a 

straight line. The bagplot provides a visualization of several 

characteristics of the data: its location (the median), spread 

(the size of the bag), correlation (the orientation of the bag), 

and skewness (the shape of the bag) ‎[49].  

 

 
Figure 9.  Basic elements of a generic bagplot. 

In this statistical analysis, we study the effect of the 

global sequence similarity on the method performance. Thus, 

the factor that varies in this analysis is the global similarity 

information, while other factors will be fixed at their best 

settings obtained from Figure 10(a). In particular, 1) for the 

local similarity information, the subsequence pairs of the 

most local similarity will be used. 2) For the region of 

similarity, short-range contacts in the diagonal area will be 

considered. 3) For the evolutionary information, protein pairs 

will be of the same protein SCOP family.  According to the 

global similarity information of the four categories of the 

Skolnick dataset (shown in Table I), the pair-wise results are 

further grouped into four clusters. Namely, 1) Low vs. Low, 

2) Med vs. Med, 3) High vs. High (Short), and 4) High vs. 

High (Long). Using the online R statistics software in ‎[47], 

the bagplots are computed for each cluster, in an effort to 

perform an in-depth correlation study of the experimental 

results between short-range contacts and most similar local 

subsequences at different ranges of global similarity. 

Although the available samples at the best settings are found 

to be considerably few, the global sequence information 

does appear to affect the method performance, as shown in 

Figure 11. For example, in Figure 11(a), even at the best 

settings, the center of gravity of the bag is fairly low (around 

~62% for contact map similarity) in the case of low global 

similarity (15-30%). As for the rest of plots, the center of 

gravity is higher and remains almost the same (around 80% 

for contact map similarity), when global sequence similarity 

is medium and high. Samples of the retrieved contact map 

regions with highly-similar substructural patterns using the 

proposed pattern matching approach are shown in Figure 12.     
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Figure 10.  Harrell-Davis quantiles for different categories of the results, along with the error bars of the associated standard error for each reported quantile. 

(a) Shows the first category of the results of pairs of protein subsequences that are most similar and of the same protein class. (b) Shows category 2 of pairs 
of protein subsequences that are most similar and of the different protein class. (c) Shows category 3 for pairs of protein subsequences that are least similar 

and of the same protein class. (d) Shows the last category of pairs of protein subsequences that are least similar and of the different protein class.  

Figure 11.  Bagplots for different clusters of the pair-wise results of most similar local subsequences and short-range contacts. (a) Shows the results of first 

cluster of pairs of protein sequences that are of low global sequence similarity (15-30%). (b) Shows the results of pairs of protein sequences that are of 

medium global sequence similarity (7 – 70%). (c) Shows the results of pairs of protein sequences that are of high global sequence similarity (35 – 90%) and 
short length (99 residues). (d) Shows the results of pairs of sequences that are of high global sequence similarity (30-90%) and long length (250 residues).  
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V. CONCLUSION AND FUTURE WORK 

This paper presented the case-based reasoning framework 
for protein structure prediction from predicted contact maps 
with the focus on locating similar substructural patterns 
between the query and template contact maps, as a necessary 
step for the Adaptation phase of the framework. In this 
paper, a structural pattern matching approach that 
incorporates both protein sequence and evolutionary 
information is proposed, with the ultimate goal of identifying 
the building blocks of proteins in a computational bottom-up 
approach to protein structure prediction from contact maps. 
A standard benchmark dataset of carefully-selected 40 large 
protein domains (Skolnick dataset) is adopted for this study 
as the experimental dataset. 

To the best of our knowledge, this is the first-of-its-kind 
study to utilize sequence and evolutionary information in 
locating similar contact map patterns, with no comparable 
state-of-the-art results. The paper provides an extensive 
analysis for the three different factors believed to affect the 
performance of short-range pattern matching in the diagonal 
area, in particular, 1) local sequence information, 2) 
evolutionary information, and 3) global sequence 
information. Firstly, for local sequence information, high 
sequence similarity (above 60%) has demonstrated (using a 
scatter-plot analysis) to be a good indicator of a 

corresponding high diagonal contact map similarity (around 
70-90%). This correlation, however, does not appear to be 
suitable  when  contacts  are  long-range  (i.e.,  in  the  off-
diagonal areas of contact maps), or when local sequence 
similarity is low (less than 60%). Secondly, for evolutionary 
information, the results proved (using a quantile-based 
analysis) to be considerably higher when protein pairs have a 
clear evolutionary relationship, i.e. when they are of the 
same SCOP family.  Lastly, for global sequence information, 
the results are observed (using a bagplot analysis) to be 
superior when the global sequence similarity is not low 
(more than 30%).  

Possible future work to improve pattern matching in the 

diagonal area would be to perform a dynamic expandable 

multi-regional analysis of contact maps to reduce any 

possibility of region displacement. That is, we may consider 

looking further in the neighborhood of the corresponding 

regions of similar local subsequences.  As for the off-

diagonal areas, alternative approaches could be employed 

instead of sequence and evolutionary information that both 

did not appear helpful in these areas due to the fuzzy nature 

of long-range contacts at the off-diagonal areas of contact 

maps ‎[26]. We are currently looking into exploring Swarm 

Intelligence techniques ‎[51] as a promising way to tackle the 

problem in the off-diagonal areas of contact maps, where 

the most uncertain, yet important, long-range contacts exist.     

Figure 12.  Samples of retrieved contact map regions with similar substructural patterns of 18 contact map pairs with similaty ≥ 75%. 
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Abstract—With modern advances in high-
throughput technologies to measure gene expression
profiles, researchers are eager to identify biomarkers
that indicate pathogenic processes or pharmacologic
responses. However, insufficient statistical power, often
due to the limited sample sizes in real experiments, has
hindered progress in this area. Realistic simulations
can provide data to better estimate sample sizes and
better evaluate analytical methods. Existing simulation
tools have focused more on the technology and less on
the biological complexity of patients and outcomes.
In this paper, we describe an R package of gene
expression simulation tools to address this problem.
Our model incorporates both biological and technical
noise on top of the true signal, transcriptional status,
and block structures that mimic gene networks. More
importantly, to simulate the multi-hit model of cancer
development, our tool contains latent variables that
link gene expression with binary outcome and survival
data. We demonstrate the use of this R package
by providing examples of simulated cancer subtype
recovery and biomarker discovery.

Keywords-gene expression; microarray; simulation;
class prediction; multi-hit theory of cancer; biomarker

I. Introduction

The “Ultimate Microarray Prediction, Inference, and
Reality Engine” (Umpire) is an R package that allows
researchers to simulate complex, realistic microarray data
[1]. Simulations are useful for designing experiments and
for evaluating proposed analytical methods. The simula-
tion of microarray gene expression data sets has a long
history: many of the earliest simulation tools focused
on the simulation of microarray images, and were useful
for developing better image processing algorithms [2]–[4].
Other simulation tools have attempted to explicitly model
the steps in a microarray experiment, including printing,
hybridization, dye effects, and scanning [5], [6]. As with
many of the early statistical simulations [7]–[10], however,
most tools use a model that simply compares two homoge-
neous populations of samples. Even more recent and more
detailed simulations still assume that the data come from
two homogenous populations [11]–[14]. Moreover, none of
the existing simulation tools was designed to focus on the

biological diversity related to such important outcomes as
treatment response or survival.

To address this gap, we developed the Umpire package,
which incorporates a heterogeneous model consistent with
the multiple hit theory of carcinogenesis [15], [16]. Our
package uses latent variables to simulate the connections
between gene expression and either binary or time-to-event
outcomes. Latent variables, also called hidden variables,
are usually inferred from other variables rather than being
observed directly [17]. For example, the latent variables in
our simulation can be cancer subtypes that correspond to
different survival rates, or biomarker expression levels that
are linked with different treatment effects.

Advances in high-throughput technologies for gene ex-
pression measurement have spurred the development of
analytical methods for dealing with the explosion of large
amounts of biological data [18]–[21]. Three major ques-
tions addressed by these technologies are class comparison,
class discovery, and class prediction [22]. The goal in class
comparison is to find biological entities whose distributions
differ among some pre-defined sample groups. Methods for
class comparison include gene-by-gene t-tests or ANOVA
coupled with multiple testing adjustments [23]. Class
discovery involves performing unsupervised analyses to
“learn” or “discover” subgroup structures in the data. The
current state-of-the-art has evolved reasonable methods
for class discovery, such as hierarchical clustering coupled
with resampling techniques to assess robustness [24]. The
goal of class prediction is to formulate gene signatures from
a training data set, and then use the signatures to assign
new samples to known classes [25]. The performance of
class prediction methods is assessed with a rigorous ap-
proach involving independent testing data. There are some
known pitfalls to building predictive models from microar-
ray gene expression data that need special attention [26],
[27]. Some studies have tried different strategies to boost
the performance of class prediction [28], [29]. However,
even though class prediction is the most important of the
three problems, there is less agreement on the best (or
even consistently good) methods for discovering complex
models that can accurately predict biologically relevant
outcomes such as treatment response or survival.
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In spite of the difficulty in class prediction, there is an
explosion of interest in biomarker research with the goal
of incorporating biomarkers into drug development and
leading to personalized medicine [30]–[37]. For example,
about 30% of patients with breast cancer over-express the
protein HER2, a member of the human epidermal growth
factor receptor family. These patients do not respond to
standard therapy, but benefit from Herceptin treatment
in combination with chemotherapy [38]. This example
illustrates the potential utility of biomarkers for patient
selection. By selecting patients based on their biomarker
profiles, we hope to enrich the pool of patients who have
a greater probability of response to alternative treatment
plans. If successful, this approach could lead to cheaper
and faster clinical trials than the conventional ones.

Appropriate experimental designs are crucial to the
biomarker discovery process. Sample size determination is
a critical step in experimental design to ensure sufficient
statistical power for making inferences about a population
from a sample [39]. It is conceivable that the number
of samples (typically between 100 and 300) included in
most current studies is simply inadequate to learn effective
predictive models. On one hand, the soundness of analyt-
ical tools cannot be evaluated accurately given the small
sample size and the unknown “ground truth” of biology.
On the other hand, biological changes can be masked by
noise, which requires large number of samples in order to
reveal the true signal. It is, however, extremely difficult to
assess the possibility that more samples (and how many
more) would convey sufficient predictive power. Although
some progress has been made for binary classifiers [13],
[40], [41], we do not have general theoretical methods to
justify formal sample size computations that address the
combination of feature selection and model building that
goes into the discovery of predictive models from high-
throughput biological data sets. Nor is it possible to collect
gene expression data on 10, 000 patients in order to test
empirically how many samples are really needed to learn
good predictive models.

The obvious solution is to use simulation. If we can
simulate many data sets, of different sizes, with realistic
biological properties, then we can use those data sets
to evaluate proposed methods for class prediction. Using
the Umpire simulation package, we can generate realistic
data to help answer the questions above. In the following
sections, we first elaborate the design of Umpire and
the parameters we implemented in the current version.
We then discuss results from two sets of simulations to
demonstrate the use of Umpire for cancer subtype recovery
and biomarker discovery, respectively.

II. Homogeneous gene expression model

We begin by describing the underlying statistical model
for simulating gene expression data that is implemented in
the Umpire package. The fundamental object is a“random-
vector generator” (RVG), which represents a specific mul-
tivariate distribution from which random vectors can be
generated.

A. Additive and Multiplicative Noise

The observed signal, Ygi, for gene g in sample i is:

Ygi = exp(Hgi)Sgi + Egi

where
Sgi = true biological signal

Hgi = multiplicative noise

Egi = additive noise.

The noise model represents technical noise that is layered
on top of any biological variability when measuring gene
expression in a set of samples. Usually the microarray noise
is considered a combination of additive and multiplicative
components [42]. We modeled additive and multiplicative
noise as normal distributions:

Egi ∼ Normal(ν, τ)

Hgi ∼ Normal(0, φ)

Note that we allow the additive noise to include a bias
term (ν) that may represent, for example, a low level
of cross-hybridization contributing some level of signal at
all genes. The noise model is represented in the Umpire

package by the NoiseModel class. The object-oriented and
modular design makes it possible to add more elaborate
noise models in the future, such as those described by
Nykter and colleagues [5].

B. Active and Inactive Genes

We model the true biological signal Sgi as a mixture:

Sgi ∼ (1− zg)δ0 + zgTgi

In this model, δ0 is a point mass at zero, zg defines the
activity state (1 = active, 0 = inactive), and Tgi is the
expression of a transcriptionally active gene. By allowing
for some genes to be transcriptionally inactive, this design
takes into account that the transcriptional activity of most
genes is conditional on the biological context. Activity is
modeled in Umpire using a binomial distribution, zg ∼
Binom(p0).

C. Expression Distributions

For most purposes, we assume that the expression, Tgi,
of a transcriptionally active gene follows a log-normal
distribution, log(Tg) ∼ Normal(µg, σg). In a class of
samples, the mean expression of gene g on the log scale is
denoted by µg and the standard deviation on the log scale
is σg. Both µg and σg are properties of the gene itself and
the sample class. Within a given simulation, we typically
place hyperdistributions on the log-normal parameters µg

and σg. We take µg ∼ Normal(µ0, σ0) to have a normal
distribution with mean µ0 and standard deviation σ0. We
take σg to have an inverse gamma distribution with rate
and shape parameters. Reasonable values for the hyper-
parameters can be estimated from real data. For instance,
µ0 = 6 and σ0 = 1.5 are typical values on the log scale of a
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microarray experiment using the Affymetrix GeneChip®

human arrays. The parameters for the inverse gamma
distribution are determined by the method of moments
from the desired mean and standard deviation; we have
found that a mean of 0.65 and a standard deviation of
0.01 (for which rate = 28.11 and shape = 44.25) produce
reasonable data.

D. Correlated blocks of genes

Biologically, genes are usually interconnected in net-
works and pathways. In fact, clustering methods are of-
ten used to group genes into correlated blocks. Thus, it
is natural to simulate microarray experiments from this
perspective. In our simulations, we usually allow the mean
block size, ξ, to range from 1 to 1000, and the sizes of
gene blocks to vary around the pre-defined mean block
size. To be more specific, the block size follows a normal
distribution with mean ξ and standard deviation 0.3 ξ. The
case ξ = 1 is special, since we take the standard deviation
of the block size to be zero so all genes are independent.
At the other extreme, ξ = 1000 simulates large networks
involving many genes.

The correlation matrix (Ωb) for a block b, has 1’s on
the diagonal and ρb or −ρb in the off-diagonal entries.
We usually allow ρ ∼ Beta(pw, (1− p)w) to follow a beta
distribution with parameters p = 0.6 and w = 5. We let
θ denote the portion of negatively correlated genes within
a block. In the simplest scenario, all genes in the same
block have the same positive correlation ρb. In a more
complicated scenario, θ = 0.5 − |x − 0.5| where x follows
a beta distribution. Three types of x are considered: (1)
x ∼ Beta(1, 1), so θ is uniformly distributed between 0
and 0.5; (2) x ∼ Beta(5, 5), so θ is likely to be close to
0.5; or (3) x ∼ Beta(0.5, 0.5), so θ is likely to be close to
0. Our pilot study showed that different θ’s do not have
a pronounced impact on the parameters of interest (data
not shown). So, we only discuss the results obtained from
θ = 0.5− |x− 0.5| where x ∼ Beta(1, 1).

The log expression values of genes within a block follow a
multivariate normal (MVN) distribution. The mean vector
is defined by µg as defined previously, and the covariance
matrix Σ is defined as:

Σi,j = Ωi,j ∗ σgi ∗ σgj

where σgi defines the standard deviation of gene i, which
follows the inverse gamma distribution as described pre-
viously. More elaborate models can also be generated, by
altering the variances or the correlation structure within
the block.

We mentioned above that some genes would be tran-
scriptionally inactive under certain biological conditions.
Instead of simulating this active status for genes individ-
ually, we simulate whole blocks of genes being transcrip-
tionally active or inactive. This models the idea that the
entire pathway or network could be turned on or off under
certain biological conditions.

III. The Multi-hit Model of Cancer

The multiple hit theory of cancer was first proposed
by Carl Nordling in 1953 [15] and extended by Alfred
Knudson in 1971 [16]. The basic idea is that cancer can
only result after multiple insults (mutations; hits) to the
DNA of a cell. We use the combinatorics of multiple hits
to simulate heterogeneity in the population.

Let H be the number of possible hits (typically on
the order of 10 to 20). We define a cancer subtype as a
collection of hits (usually 5 or 6 out of those possible).
Each subtype has a prevalence; by default, each subtype is
equally likely to occur in the population. To simulate a set
of patients, we start by assigning them to one of the cancer
subtypes (with probabilities equal to the prevalences). We
then use the individual hits as (unobserved) latent vari-
ables that influence gene expression, survival, and binary
outcomes.

Specifically, let Zh be a binary variable that indicates
the presence (Zh = 1) or absence (Zh = 0) of a hit h.
Then the probability p of an unfavorable (binary) outcome
is simulated from a logistic model

log

(
p

1− p

)
=

H∑
h=1

βiZi,

where the parameters βi ∼ N(0, σB) are simulated from a
normal distribution.

We simulate survival times from a Cox proportional
hazards model [43], with

h(t) = h0(t)

H∑
h=1

αiZi,

where h0(t) can be taken to be any desired survival model
(usually exponential) and the coefficients αi ∼ N(0, σA)
can be taken to be either independent of or related to the
βi depending on the goal of the simulation.

Finally, each hit is assumed to affect the expression
of one correlated block of genes (representing the effect
on a single biologically pathway) by altering the mean
expression of the genes in that block. The absolute change
of the mean expression values on log scale for a block of
genes is given by ∆g ∼ Gamma(α, β). Both parameters for
this gamma distribution are set to 10 so that the absolute
fold change on the log2 scale is 1, and the long tail on the
right hand side of the distribution allows a few genes to
have large fold changes. A gene in the changed block is
randomly assigned to be up-regulated or down-regulated
in cancer patients.

IV. Implementation

The statistical model that we have just described is
implemented using S4 classes in the R statistical soft-
ware programming environment. Version 1.2.3 of the
Umpire package is available from the R repository at
http://bioinformatics.mdanderson.org/OOMPA; detailed
instructions on how to install the package can be
found at http://bioinformatics.mdanderson.org/Software/
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Fig. 1. UML diagram of classes in the Umpire package.

OOMPA. Figure 1 presents a diagram of the class struc-
ture using the Unified Modeling Language (UML). The
main class, CancerEngine, contains one CancerModel and
two Engine objects. The CancerModel object is used to
simulate clinical data, including cancer subtypes, binary
outcomes, and survival times. This object contains a
matrix of hit patterns and a vector of prevalences that
characterize the cancer subtypes being simulated.

The basic survival model assumes that the survival
times follow an exponential distribution; other survival
distributions can be simulated by deriving a subclass of
SurvivalModel. The rand() method for SurvivalModels
takes an optional extra parameter, β, that represents a
vector of logarithmic hazard ratios to modify the survival
distributions for individual patients depending on the
latent pattern of hits and, possibly, the treatment they
receive.

Each Engine is used to simulate vectors of gene ex-
pression data. An Engine is a list of components; for the
simulations described in this paper, we use a combination
of IndependentNormal and MVN (multivariate normal)
components. Additional components can be derived from
the abstract Component class to simulate data from other
distributions. For example, one might use Poisson dis-
tributions or negative binomial distributions to simulate
the kinds of count-based gene expression data that are
produced by next generation sequencing technologies. The
pair of Engine objects in a CancerEngine represent the
baseline gene expression (with no hit) and the altered
gene expression that occurs in the presence of a hit;
which expression pattern is used for any simulated sample
depends on the subtype and hit pattern generated by the
associated CancerModel.

Noise is applied to simulated gene expression data, using

TABLE I
Number of significant genes, by sample size and FDR.

N = 100 N = 300 N = 500
FDR = 0.01 12 86 144
FDR = 0.05 22 135 209
FDR = 0.1 37 169 253
FDR = 0.2 74 249 354
FDR = 0.3 127 346 446

the blur() method, after the “true” signal is simulated.
In the simulation presented here, we use a straightforward
model of additive and multiplicative white noise. The gen-
eral design, however, allows for the incorporation of more
elaborate noise models by deriving additonal subclasses of
the abstract Noise class.

The block structure is only indirectly specified by the
class structure. For the simulations presented here, we
implement it by constructing Engine objects consisting of
MVN components with block sizes drawn from an appropri-
ate distribution.

V. Simulation Results

To illustrate the usage of the Umpire package, we per-
formed two sets of simulation of microarray data with
associated survival data.

A. Cancer Subtype Recovery

In the first simulation, we assumed that there are 20
possible hits (H1 to H20), and that 5 hits at a time define
a cancer subtype. We also assumed that there were 6
distinct, equally likely, cancer subtypes. As above, each
of the 20 hits corresponds to a correlated block of gene
expression and also affects survival. We assumed that there
were 100 additional correlated blocks of genes that were
unrelated to cancer or to survival. Blocks were simulated
to contain a mean of 100 genes with a standard deviation
of 30. Gene means, standard deviations, and correlation
structures were simulated using the distributions and hy-
perparameters described above. We simulated survival by
assuming an exponential baseline hazard function.

We analyzed the simulated data using an approach that
is common in the field. Specifically, we fit gene-by-gene
univariate Cox proportional hazards models. We recorded
the p values for a log-rank test of the significance of each
gene. We then fit a beta-uniform mixture (BUM) model
[44] to the set of p-values, and used the BUM model to
estimate the false discovery rate (FDR). Table I shows the
number of genes called significant as a function of the FDR
and the sample size. For an FDR of 20%, Table II separates
these results into groups depending on the membership of
genes in different correlated blocks. Recall that 20 corre-
lated blocks of genes were associated with cancer-related
hits; the blocks of“irrelevant”genes are collected in the row
of the table labeled “FP” to denote obvious false positive
findings. The first column of Table II shows the number
of cancer subtypes (patterns) that included each hit; the
second column shows the coefficient of that (latent) hit
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TABLE II
Number of significant genes as a function of the sample size

and the true hit status.

Patterns Alpha N = 100 N = 300 N = 500
H1 4 0.291 0 8 10
H2 2 0.366 0 5 11
H3 1 0.090 0 3 11
H4 0 0.278 0 1 0
H5 1 1.428 0 2 2
H6 3 0.313 0 1 2
H7 0 0.496 0 0 0
H8 1 -0.428 1 5 13
H9 3 -2.135 6 34 40

H10 0 0.631 2 1 0
H11 1 0.047 17 38 44
H12 2 0.422 0 13 27
H13 2 1.062 1 7 12
H14 0 1.433 0 2 0
H15 2 2.514 0 6 15
H16 1 -0.384 0 3 3
H17 1 -0.841 1 10 14
H18 2 0.299 0 13 16
H19 2 1.358 10 25 32
H20 2 -1.674 6 35 41
FP 0 0.000 30 37 61

in the simulated survival model. Note that even though
there were 20 possible hits, four of them (G4, G7, G10,
and G14) were not actually included in the patterns of 5
hits that defined the 6 cancer subtypes in this simulation.
Using 100 samples, we only discovered multiple genes that
represented 5 of the cancer-related gene blocks. Using 500
samples, we discovered multiple genes representing all 16
“active” cancer-related gene blocks.

Figure 2 displays heatmaps of the genes selected as
significant at the 20% FDR level using either 100 or
500 samples. The color bar along the top reflects the
true cancer subtype for each patient. The color bar along
the side displays the gene memberships in cancer-related
gene blocks, with white representing genes belonging to
non-cancer-related blocks, which are false positives. When
using 100 samples, not all patients with different cancer
subtypes are well separated. We observe distinct gene
expression patterns in patients with subtype 1 and 5, but
not in other patients. On the gene level, the 74 significant
genes come from 8 cancer-related gene blocks. With 500
samples, all six cancer subtypes are well separated by
clustering, and their distinct gene expression patterns are
visible in the heatmap. On the gene level, the 354 signifi-
cant genes cover 16 out of 20 cancer-related gene blocks.
In both heatmaps, the false positive genes, represented
by the white color bar, are recognizable by their lack of
correlation with other selected genes.

B. Patient Selection In Clinical Trials

The second set of simulations involves biomarker iden-
tification and patient selection during clinical trials. We
assume that a randomized clinical trial is conducted with
two arms with equal probability to compare the per-
formance of some standard therapy with a potentially
better alternative therapy. The hazard ratio between the
alternative treatment and the standard treatment in the

Fig. 2. Heatmaps of the significant genes at FDR = 20% using 100
(top) or 500 (bottom) samples.

full population is called HRtrt. We simulated time-to-
event outcome, which might represent overall survival,
progression-free survival, or other similar clinically rele-
vant endpoints, between the two arms. Note that other
types of endpoints can be easily added to the Umpire

package. A latent variable L indicates whether each patient
is marker-positive (M+) or marker-negative (M−). The
time-to-event outcome is linked with the treatment and
the latent variable. Only M+ patients will benefit from
the alternative treatment.

Genes in five correlated blocks out of 100 total blocks are
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differentially expressed between M+ and M− groups. The
goal is to identify some complex (probably multivariate)
marker that separates the initial patient population into
two groups (M+ and M−), such that the hazard ratio
between treatment arms in the M+ group, HRM+, is a
substantial improvement over the hazard ratio HRTrt in
the full population.

We simulated survival using an exponential baseline
hazard function with a median progression-free survival
time of 18 weeks. The true benefit in the patients who
have the marker is simulated as HRM+ = 0.55. Assuming
that 30% of patients contain this marker, as in the example
of HER2 described above, we simulated different sizes of
patient cohorts ranging from 100 to 1500. Each scenatio
was simulated 10 times for variance estimation. We also
simulated independent testing data sets of size 200.

For each training data set, we performed K-means
clustering [45] on each gene with K = 2. To select
potential biomarkers, we searched for genes whose two
groups corresponded to different hazard ratios between the
two treatment arms. We fit gene-by-gene univariate Cox
proportional hazards models. The p-values corresponding
to the interaction term between treatment and the gene
grouping are further modeled using the BUM model to
estimate the FDR. With FDR cutoff 20%, we selected
significant genes for each set of training data. Similarly,
K-means clustering was performed on each gene in the
test data sets. We then calculated the percentage of sig-
nificant genes voting for M+ as a multivariate predictor
that a patient is M+. Figure 3 shows receiver operating
characteristic (ROC) curves [46] of the predictions in the
testing data sets for different size training data sets. We
observe that more training samples yield more accurate
predictions. In this simulation, the area under the ROC
curve (AUC) is larger than 0.9 when the number of
patients is at least 500.

VI. Conclusion

We have described the Umpire R package and shown
that it can be used to simulate microarray data that
is related to survival outcomes in complex ways. In our
simulation, many assumptions are based on our extensive
experience derived from working with real Affymetrix
GeneChip® data sets. We recognize that some of the
modeling assumptions that we used might seem simplified
considering the complex biology. However, one advantage
of implementing Umpire with S4 classes in R is that the
package is flexible enough to allow easy addition of compo-
nents representing alternative models of gene expression.

The two sets of simulations that we have presented,
which use a plausible set of biologically meaningful pa-
rameters, suggest that both class discovery studies and
biomarker discovery studies looking for signatures to pre-
dict time-to-event outcomes may need more than the 100–
300 samples that have frequently been used in practice. In
order to elucidate the true subgroup structure, our first
simulation required about 500 samples. In order to dis-
cover biomarker signatures that could identify a subgroup
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Fig. 3. ROC curves for patient selection with markers identified
from different sized patient cohorts. The vertical bars correspond to
standard error from 10 simulation, and the AUCs are shown in the
legend.

of patients more likely to respond to an alternative treat-
ment, our second simulation also0 required at least 500
patients. In this context, it is interesting to note that the
ongoing effort of The Cancer Genome Atlas (TCGA) to
apply comprehensive high-throughput molecular biology
techniques to a variety of different cancers intends to study
about 500 samples of each type [47].

The results of the simulation also suggest that we may
need better methods for combining gene expression values
into predictive signatures. First, the common statistical
approach that tries to optimize the coefficients of all 354
selected genes using 500 samples is unlikely to succeed.
Moreover, since we know “ground truth” for this particular
simulation, we know that there are 16 independent factors
that influence survival. From the heatmap on the bottom
of Figure 2, we would also estimate that there are many
distinct expression patterns that contribute to survival.
This observation suggests two possible approaches. On the
one hand, we could group correlated genes together into
simpler factors that can be included in predictive models.
For example, we could perform a principal components
analysis and use the first few principal components (PCs)
as predictors. For our simulated data, there are approxi-
mately five non-random PCs; the appropriate number of
PCs in a real data set could potentially be estimated from
a scree plot of the amount of variance explained by each
PC. The selected PCs could then be used as predictors
in a Cox proportional hazards model. On the other hand,
the same heatmap indicates the presence of six subtypes
of cancer. An alternative approach would be to use those
six subtypes as a categorical predictor; these could also be
tested in a Cox model. In this case, the obvious next step
would be to develop a robust multi-category classifier.

We do not pursue these approaches further in the
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current paper. However, the Umpire package provides the
tools that are necessary to evaluate a range of analytical
methods on data sets with different sizes and properties.
The availability of this tool should contribute to the
development of better methods to learn useful predictors
of biologically relevant outcomes.
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Abstract—Cloud provides a cheap yet reliable outsourcing model 

for anyone who needs scalable computing resources. Together 

with the Cloud, Service Oriented Architecture (SOA) allows the 

construction of scientific workflows to bring together various 

scientific computing tools offered as services in the Cloud, to 

answer complex research questions. In those scientific workflows, 

certain critical steps need the participation of research personnel 

or experts. It is highly desirable that scientists have easy access, 

such as mobile devices, to the workflows running in the Cloud. 

Furthermore, since the participants in this cross-domain 

collaboration barely trust each other, achieving reliable data 

provenance becomes a challenging task. In this paper, we 

propose a concept of mobile-cloud by combining mobile and 

cloud together in a bioinformatics research application scenario. 

A mobile-cloud framework is developed, which facilitates the use 

of mobile devices to manipulate and interact with the scientific 

workflows running in the Cloud. The Mobile Cloud system acts 

as a trusted third party to record provenance data submitted by 

the participating services during the workflow execution. We 

have implemented a prototype which allows the bioinformatics 

workflow design and participation using mobile devices. We 

prove the concept of mobile-cloud with the prototype and 

conducted performance evaluation for the significant points of 

the bioinformatics workflow. 

Keywords -Cloud Computing,Accountability,Service Oriented 

Architecture,Mobile Cloud,Data Provenance 

I.  INTRODUCTION 

The emergence of computing resource provisioning known 
as the Cloud has revolutionized classical computing. It 
provides a cheap yet reliable outsourcing model for anyone 
who needs scalable computing resources. Given the fact that 
many scientific breakthroughs need to be powered by 
advanced computing capabilities that help researchers 
manipulate and explore massive datasets [2], Cloud computing 
offers the promise of “democratizing” research, as a single 
researcher or small team can have access to the same large-
scale computing resources as well-funded research 
organizations without the need to invest in purchasing or 
hosting their own physical IT infrastructures. 

On the other hand, the concept of Service Oriented 
Architecture (SOA) allows flexible and dynamic 
collaborations among different service providers. A service can 

either directly be used for its mere functions or be composed 
with other services to form new value-added workflows [3].  
Through SOA, scientific workflows can be used to bring 
together various scientific computing tools and  resources 
offered as services in the Cloud to answer complex research 
questions. Workflows describe the relationship of individual 
computational components and their input and output data in a 
declarative way. In astronomy, scientists are using workflows 
to generate science-grade mosaics of the sky [4], to examine 
the structure of galaxies [5]. In bioinformatics, researchers are 
using workflows to understand the underpinnings of complex 
diseases [6].  

 In scientific workflows, certain critical steps need the 
participation of respective research personnel or experts. For 
example, how the workflow should be designed and which 
scientific tools need to be involved must be decided by the 
experts in the area. And some complex patterns generated from 
the experiments need to be visually inspected by the scientists, 
who will determine the next a few steps for further analysis. In 
this regard, it is highly desirable that scientists can have an 
easy access to the services in the Cloud so that they can design 
and participate in the workflows efficiently.  

Furthermore, data provenance has been widely 
acknowledged as an important issue for scientific experiments 
[28-30], for the provenance data collected during the 
experiment can be used to understand, reproduce the 
experiments conducted; identify the way data are derived. 
However, within this service-oriented collaboration, each 
service provider or individual researcher is from different 
organizations. The cross-domain collaboration intuitively 
suggests that the participants should  be unnecessary to fully 
trust each other even though they need to collaborate. This 
implies they will question each other, e.g., 1) if a particular 
participant has employed proper data provenance mechanisms 
during the experiment; 2) if the recorded provenance data have 
been or will be tampered with; and 3) if the issuer and the 
integrity of the provenance data are somehow verifiable. These 
doubts caused by the lack of trustworthiness makes achieving 
reliable data provenance a challenging task, hence reduce the 
incentives of individuals to participant in such cross-domain 
collaborative scientific workflow and are harmful for the wide 
adaptation of this computing paradigm. Therefore, a means to 
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record the provenance data during the experiments in a 
trustworthy way is needed. 

To address the above needs, with the impressive advances 
in the technology, we believe using mobile devices can be an 
ideal solution. The processes in a workflow can be thoroughly 
integrated with portable devices. All activities are decided and 
monitored on time from the way that fit the human 
environment instead of forcing users to passively accept the 
computing results from cloud service.  

In this paper, by extending our previous work [1] we 
propose a novel design which facilitates the use of mobile 
devices to manipulate and interact with the scientific 
workflows running in the Cloud. In our system, the users can 
choose the services in the Cloud to form the workflows via 
their mobile devices, and each mobile device can serve as one 
service node to be involved in the workflows designed. A 
significant aspect of the Mobile Cloud is its ability to provide 
trusted data provenance. Mobile Cloud serves as a trusted third 
party to record provenance data submitted by the participating 
services during the workflow execution. By enforcing strong 
accountability via the use of cryptographic techniques, the 
provenance data submitted by the participants in the workflow 
are undeniably linked to the submitter, which means its issuer 
and integrity can be cryptographically verified. With these 
verifiable provenance data recorded by a trusted platform, the 
collaborating entities can have a much better sense of trust in 
the validity of the provenance information they need to use. 

The main contributions of this article are: 1) we design a 
Mobile Cloud system as a middleware layer to facilitate the 
use of mobile devices to design and interact with the scientific 
workflows running in the Cloud; 2) we define and illustrate the 
concept of strong accountability and the way it can be applied 
to record activity traces with provability; 3) we propose a 
novel approach to obtain activity traces from the execution of 
workflows and use them to construct data provenance graph to 
illustrate provenance information; and 4) we evaluate the 
performance of the Mobile Cloud system in the Cloud with 
real services. 

 

II. THE APPLICATION SCENARIO 

In the area of gene research, the recent development of the 
microarray technology [7] have led to rapid increase in the 
variety of available data and analytical tools. Some recent 
surveys published in Nucleic Acids Research describes 1037 
databases [8] and over 1200 tools [9]. The analysis of 
microarray data commonly requires the biologist to query 
various online databases and perform a set of analysis using 
both local and online tools.  

To illustrate with an example, here we explain the research 
study of the genetic cause of colorectal cancer, i.e., identify the 
genetic variation in human DNA that makes people susceptible 
to colorectal cancer. The rat azoxymethane (AOM) model of 
CRC is often used in dietary intervention studies as it induces 
mutations in genes which are also found to be mutated in 
human adenomas and adenocarcinomas. To define the baseline 

variation in global gene expression, the biologists extract RNA 
from mucosa scraped from colon and analyze the global gene 
expression using the Affymetrix Gene Chip. Data is 
normalized and then analyzed for differential expression. 

By contrasting the results from normal and cancer mice, 
biologists can identify candidate genes through statistical 
analysis. Further analysis—such as searching for the functions 
known to these genes — are commonly performed to examine 
whether and how the candidate genes relate to the colorectal 
cancer. The followings are the data acquisition and analysis 
steps to perform the study of microarray experiment: 

Quality Control. The raw microarray result data are processed, 
visualized and inspected by an expert, who can identify errors 
and discard the experiment. 

Normalization. Microarray results from different samples 
need to be normalized before any meaningful comparison can 
be conducted.  

Gene Differentiation. By contrasting the results from 
cancerous and healthy tissues, differentially expressed genes—
candidate genes that are active in cancer are identified by 
applying some statistical methods (e.g. LIMMA). 

Gene Study. Most differentially expressed genes are further 
studied to understand the biological functions of the disease. 
There are various resources available for study. For example, 
gene symbols and descriptions could be retrieved from the Rat 
Genome Database and/or BioMart. Gene Ontology (GO) and 
KEGG databases could provide gene functions and molecular 
pathways information respectively. Experts need to be 
involved to make good decision as which study to conduct and 
which database to use. 

We can see that the four standard analysis procedures we 
listed above not only can be extremely computing intensive but 
also require some decision making from the research scientists 
or experts at certain critical steps (e.g. quality control).  It 
easily follows that, a viable approach to conduct such 
researches must utilize certain computing platform that has 
enormous computing capacity, yet research scientists can 
easily interact with the platform and the computing process 
conducted. This is essentially the reason for which we promote 
the “Mobile Cloud” - a composition of the Cloud, and the 
mobile devices – to be a suitable paradigm for  complicated 
bioinfomatics researches. 

 

III. A MOBILE-CLOUD SYSTEM FOR BIOINFORMATICS 

REARCH 

As we have established in previous sections, we propose to 
compose the Cloud and the mobile devices to conduct complex 
bioinformatics researches. The bioinformatics research 
scenario we chose is the study for the cause of colorectal 
cancer. Figure 1 shows our proposed system with this research 
scenario.  
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Figure 1.   Overview of the proposed Moble-Cloud system 

In the Cloud, different computing intensive gene research 
tools are deployed by different research bodies and provided as 
services. Outside the Cloud, research scientists or gene 
analysts locate the desired services in the Cloud, and use them 
to compose a workflow for studying the cancer. In a gene 
research lab, we assume the gene data in the subject 
microarray chips are scanned and archived in some digital 
database, which can be reached from the Cloud or itself could 
be a Cloud storage service [31] such as Amazon S3. The 
Mobile Cloud operates as this: a researcher (user A) designs 
the scientific workflow and composes the needed services in 
the Cloud, then he invokes the first service – “Data collection 
and Quality Check”, which retrieves the gene data from the 
nominated “Gene Lab” where the gene subjects are stored, 
then conducts quality checks on the gene data. Once finished, 
the data is sent to the next service – “Normalization” and a 
quality report is sent to user B for confirmation. If user B 
confirms the data quality, the normalization service will 
normalize the data and send the results to “Gene 
Differentiation”. Another report is sent to user C After the 
differentiation, to choose the suitable experiment for the 
functional analysis. When the workflow is complete, the 
results are sent to a client end and a final report is sent to user 
D. We can see in the workflow multiple research scientists are 
involved. They participate in the workflow by using portable 
or desktop devices to invoke or receive output from the 
services. 

Our argument for using mobile devices to design and 
participate in the workflows is intuitive. As mentioned, in the 
workflow there are “critical steps” that require decision 
making by experts in the respective area, in order to continue 
the process. For example, after the quality check, an important 
decision needs to be made about whether the quality of the raw 
data suffices the requirements of the experiment. The 
experiment should be paused before the expert in charge has 
reviewed the quality check reports and confirmed the usability 
of the raw data. Therefore, mobile devices are indeed ideal for 
this task for its outstanding mobility compared to desktop 
computers or even laptop computers, i.e. one can freely use his 
mobile devices while waiting in a queue, on a bus, or even 

walking.  Further, given the recent impressive advances in the 
mobile technology, the computing capability of mobile devices 
- however limited compared to desktops or laptops - is more 
than enough to run basic UI or display data sets and processing 
reports. Therefore, we believe mobile devices such as smart 
phones or tablet computers are indeed ideal to be used as light 
client-end to drive the heavy bioinformatics research 
workflows in the Cloud. 

A. Overall architecture of Mobile Cloud 

To enable mobile devices to construct and participate in the 
workflows running the Cloud, we have developed the Mobile 
Cloud middleware layer (MC-layer) to facilitate these. This 
middleware shall be deployed or even provided by the cloud 
environment provider in that environment to facilitate efficient 
interactions with the services and the clients. Figure 2 provides 
an overview of the architecture, which consists of a user 
interface (residing on mobile devices), a Cloud environment 
containing various services and a middleware layer consists of 
three function units. Their respective functionalities are 
summarized as follows: 

� Cloud Environment provides various services deployed 
by respective providers. The services have registered 
their access end point with the MC-layer. 

� Service Repository/Composition stores the information 
about the services in the Cloud that have registered with 
it. It helps the user to search for the services that best 
satisfy the requirements specified, and compose them into 
workflows. 

� Workflow Execution conducts two jobs: (a) 
orchestrating workflows during the operation; (b) 
invoking Web services according to the workflow defined. 

� Trusted Data Provenance Unit (TPU) records 
cryptographically signed provenance data submitted by 
the participating services during the execution of the 
workflows. Using the recorded data, it monitors the status 
of the execution and allows the clients to query data 
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provenance traces (this part will be elaborated in detail in 
section 4). 

� User Interface allows users to register, design workflows 
and participate in a running workflow. 

For mobile devices to construct workflows, they first need 
to send a search request to the Service Repository in order to 
get a list of the services/workflows they are looking for. A 
convenient UI has been implemented on the mobile devices to 
allow the users to easily design the workflows using the 
services listed by the Service Repository (the UI will be 
elaborated in the evaluations). Once the workflow have been 
designed, a representative XML based description script is 
generated to be submitted to the Service Composition unit. The 
Service Composition unit thus according to the script, 
composes the services to form the desired workflows. The 
services can be composed in two ways: i) centrally composed, 
where the MC-layer invokes the services in the sequence 
designed by the user; and ii) remotely orchestrated, where 
certain orchestration scripts such as BPEL will be generated 
and distributed to all the services involved for deployment. 

 

 

Figure 2.  Overview of Mobile-Cloud architecture 

 

B. Workflow design through abstract description script 

In our system, the workflow designed by the users is an 
abstract workflow, that is, the users only need to specify the 
type of service needed, and the MC-layer will search its 
service reporsitory and select the best suited ones according to 
the user’s specifications. Table 1 gives a sample of the 
workflow description script. As it is developed based on the 
BPEL, “sequences” and “flows” are used to specify serial and 
parallel composition, and “Actions” are used define the 
invocation operations. The sample describes the first half of 
the gene analysis workflow in Figure 1. In some actions, the 

endpoint is set to be “OPTIMAL”. This is to tell the Service 
Composition unit to choose the best suited services.  

TABLE I.  SAMPLE WORKFLOW DESCRIPTION SCRIPT 

<sequence name="main"> 

<Action operation="start" invoker="client" 

endpoint="QualityCheck" type="send&forget".../> 

<Action operation="fetchGene" invoker="QualityCheck" 

endpoint="GeneLab" type ="send&receive".../> 

<flow> 

<Action operation="sendForApproval" 

invoker="QualityCheck" endpoint="user B" type 

="send&forget".../> 

<Action operation="normalization" 

invoker="QualityCheck" endpoint="OPTIMAL" type 

="send&forget".../> 

</flow> 

… 
</sequence>  

 

As we have established in our system design, mobile 
devices will be involved in the workflows as web services. To 
facilitate this, we created a customized web service engine to 
run on the mobile devices. Using this engine, mobile devices 
can both send and receive service requests, as well as 
interpreting the workflow description scripts delivered by the 
MC-layer. Once a user has designed and submitted a workflow, 
the workflow description script will be forwarded to the 
research personnel that are involved. The mobile devices they 
are using will interpret the workflow script and save the 
workflow logic. When a service request is received during the 
execution of the workflow, the UI will allow the user to view 
the content (e.g. quality check reports) and provide the list of 
the services that the user should send output request to 
according to the workflow logic (e.g. normalization services). 
For the technical details of the MC-layer, please refer to our 
previous publications about the Web Service Management 
System (WSMS) [13]. 

IV. ACCOUNTABILITY FOR COMPLIANCE AND PROVENANCE  

The workflows in the Cloud are constructed using services 
provided by different parties who barely know each other. The 
correctness of the resultant workflow relies on the individual 
correctness of all participators. That is, if the service is 
compliant to the pre-defined workflow logic, or Service Level 
Agreement (SLA). The scientific integrity of the gene analysis 
results will be highly questionable if the services involved can 
act willy-nilly and get away with processing errors. 

On the other hand, for scientific experiments not only the 
resultant data are considered, the steps of how these data are 
derived along the process can also be very valuable. It has been 
widely realized that data provenance plays an important role in 
the scientific researches [14]. It follows that, trusted data 
provenance mechanisms are necessary in such systems with 
participants from different administrative domains. Provenance 
data should be preserved in a trustworthy way that, the 
contributors of the data are committed to their truthfulness. 
This naturally leads us to the issue of accountability. In this 
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section, we illustrate our design to incorporate strong 
accountability into the “Mobile Cloud” to address these issues. 

A. Accountability for trustworthiness 

Accountability can be interpreted as the ability to have an 
entity account for its behaviors to some authorities [10]. This is 
achieved by binding each activity conducted to the identity of 
its actor with proper evidence [11]. Such binding should be 
achieved under the circumstance that all actors within the 
system are semi-trusted. That is, each identified actor may lie 
according to their own interest. Therefore, accountability 
should entail a certain level of stringency in order to maintain a 
system's trustworthiness. Below, we identify several desirable 
properties of a fully accountable system: 

� Verifiable: The correctness of the conducted process can be 
verified according to the actions and their bindings recorded. 

� Non-repudiable: Actions are bound to the actors through 
evidence, and this binding is provable and undeniable. 

� Tamper-evident: Any attempt to corrupt to recorded 
evidence inevitably involves the high risk of being detected. 

We illustrate our proposed approach in Figure 3. In our 
approach, accountability can be incorporated into activity-
based workflow by requiring the entity conducting the process 
to log non-disputable evidence about the activities in a separate 
entity. In the figure, after incorporating accountability into an 
ordinary process, entity A is now required to perform logging 
operations before and after conducting the activity in its 
process. The evidence is logged in a separate entity - entity B - 
so that entity A cannot access the logged evidence. The 
evidence needed to be logged should contain enough 
information to describe the conducting activity. In our simple 
example, which is intuitive enough, the evidence should 
include the states of the factors concerning the start of the 
activity (e.g. the input variables) and the factors concerning its 
completion (e.g. the output value). 

 

Figure 3.  Example of incorporating accountability into processes 

The logging operations require the employment of PKI in 
all involved service entities. Each of them has its own 
associated public-private key pair issued by certificated 
authorities. The logging operations are as follows: 

1. The logger (entity A) signs the evidence (E) by its private 
key (KA-) to create a digital signature of the evidence (SA).  

2. The evidence and its signature are then logged in a 
separate entity (entity B).  

3. When received, entity B creates a receipt by signing entity 
A’s signature with entity B’s private key (KB-). 

4. Lastly, the receipt (SB) is sent back to the logger (entity A) 
in the reply.  

Assuming the digital signature is un-forgeable, the signed 
evidence in entity B can be used to verify entity A's 
compliance; and yet any corruption or deletion applied to the 
evidence will be discovered using the receipt received by 
entity A. Under the circumstance that neither of the service 
entities is trusted; and assume they will not conspire to cheat,  
this structure manages to ensure the proper preservation of 
evidence associated with the process conducted.  

B. Logging provenance data a Trusted Provenance Unit 

In Mobile Cloud, the Trusted Provenance Unit (TPU) acts as 
the separate entity B, dedicated to provide accountability to all 
underlying services involved in the workflow. Figure 4 shows 
the structure. All the mobile devices, service nodes in the 
Cloud as well as local computing nodes that are involved in the 
workflow, register with TPU and submit provenance data 
during the execution of the workflow. 

 

Figure 4.  TPU records provenance data from various sources 

The provenance data can be recorded in various ways, for 
instance, if the service invocations are all relayed by the MC-
layer, they can be simply archived when received. Here we 
illustrate a generic approach to incorporate the data logging 
into the workflows by transforming the workflow descriptive 
scripts. Business process or workflows are often defined 
through process descriptive languages, which will be 
interpreted by orchestration engines (e.g. Apache ODE) to 
conduct the process accordingly. A good example of the 
process descriptive language is Business Process Execution 
Language (BPEL) [34]. BPEL models the business activities 
into several basic activity types, and then composes those types 
to describe the whole process. The core activity types include:  
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1. Receive, receiving the request from a requestor. This 
activity type will specify the variable to which the input 
data is to be assigned.   

2. Invoke, invocation to an endpoint (service). Invoke 
activity type will specify the variable used as the input and 
the variable used to store the output data for this 
invocation. 

3. Reply, replying the invocation. A variable will be 
specified to be returned to the requestor as the result.  

To add logging activities into the workflow, we can insert 
invoke activity types into the BPEL script to invoke a certain 
endpoint (e.g. logging service) with the provenance data to be 
logged. And due to the distinct natures of receive, invoke and 
reply activity types, the rules used to decide the insertion 
locations are in fact quite straightforward. For the receive 
activity, an invoke should be inserted right after it, to log the 
input data received. For the invoke activity, one invoke  should 
be inserted before this activity and another to be inserted after, 
to log the input data and the reply data of the invocation 
respectively. And finally for the reply activity, an invoke  
needs to be inserted just before it to log the result data that is 
about to be returned to the requester. The invocation endpoint 
for the invoke  activities inserted (i.e. logging service) should 
either be a service in the same domain of the logger, or a 
trusted party nominated by the logger, which in turn signs the 
evidence on the logger's behalf and forward the signed 
evidence to the TPU. 

 

 

Figure 5.  Transformation of BPEL 

To further illustrate this transformation process, we have 
presented an example in Figure 5. Figure 5(a) shows the 
graphical view of an ordinary sample BPEL.  This simple 
process is started by receiving an input (ReceiveInput); then a 
partner link (collaborating service) is invoked in turn 
(InvokePartnerLink), and finally, replies the result to the client 
(ReplyClient). Figure 5(b) is the BPEL after the transformation. 
We can see in Figure 5b that four logging invoke activities (the 
InvokeLogging) have been inserted, one after the 
“ReceiveInput”; one before and one after “InvokePartnerLink”; 
and one before “ReplyClient”. Because BPEL is entirely based 
on xml schema, any xml schema parser will be capable of 
analyzing and inserting activities into it. The implementation 
details of the incorporation of accountability have been 
elaborated in our previous work [12]. 

Here the evidence can be any intermediate gene analysis 
data generated by the tools in the Cloud, or the decisions made 
by research personnel participated. With the evidence data 
logged, the core functionalities provided by the TPU are: 

� Compliance verification. Through the analysis of the 
evidence data, the correctness of the behaviors of the 
underlying services is continuously validated.  

� Data provenance. The evidence recorded capture the 
evolution path of the data as well as the entities 
responsible for each step. 

� Workflow status monitoring. A global view over the 
workflow is maintained by the TPU. Such information can 
be used to assist the functioning of the MC-layer and the 
underlying services. 

 

C. Architectural design of Trusted Provenance Unit 

TPU is responsible of recording the provenance data from all 
the participants of the workflow. As accountability requires the 
submitter of the data to sign the data before submission to 
commit its truthfulness, services and the entities involved in 
the workflow are needed to register their identity documents 
(e.g. X.509) at MC-layer. When a new abstract workflow is 
proposed by a researcher, the Service Repository/Composition 
unit first find the services that best suit the specified 
requirements, then the filled workflow script is transformed by 
TPU to have logging activities (refer to [12] for details). 
Meanwhile, TPU uses the knowledge obtained from the 
documents registered to generate analysis logics to process the 
incoming data during the execution of the workflow. The 
resultant data provenance information will be delivered to the 
user through querying and visual displays. 

The internal architectural design of TPU is shown in 
Figure 6. In the initialization phase, registered information 
about the services, like WSDL, X.509 certificate etc.; and 
information about the workflows, like BPEL scripts are 
transmitted to TPU from Service Repository/Composition unit. 
TPU first transform the workflow script to incorporate logging 
activities and send the transformed script for redeployment; 
then it uses the registration information received to generate 
two components: “Monitoring Logic” and “Provenance Logic”. 
In the monitoring phase, the provenance data will be submitted 
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from the participants in the workflow. These data will first be 
analysed by the monitoring logic to find obvious compliance 
violations (e.g. QoS service level agreement); then be 
processed by the provenance logic to generate data provenance 
information to be stored in the data warehouse.   

When the provenance data are received, the provenance 
logic first labels the provenance data with information 
regarding the “four Ws”: who, when, where and what. In 
general, the provenance logic will add labels explaining what 
this provenance data is about, in which workflow (where) it is 
generated, at what time and by which participant (who). Then, 
based on the knowledge obtained from the documentation 
registered, the provenance logic links the different provenance 
data with Open Provenance Model [32] edges to form a 
provenance graph. An example of such graph is displayed in 
Figure 7. We can see from the example, the provenance 
information of the data pieces (circles marked with numbers) 
are expressed in terms of their links to the activities (round 
rectangles) that used or/and generate them. The figure is a 
visual display of the provenance graph, it is not necessarily an 
actual graph when stored in the data warehouse. The 
provenance logic simply needs to label the data so they are 
linked with each other. 

 

 

Figure 6.  Internal architecture of Trusted Provenance Unit 

The query engine provides an interface for the users to 
fetch the provenance information about specific data. In order 
to enable simple and efficient querying, a query language in 
XML is developed, called SWQL (Simple Workflow Query 
Language). SWQL allows the user to specify the information 
regarding the “four Ws” to fetch the desired provenance data. 
An example is shown in Listing 2. The example is a query to 
fetch all the differentiated gene (what) recorded from the 

colorectal cancer workflow (where), submitted by service A 
and B (who) from 9am to 5pm on 20 July 2011 (when). 

The provenance and monitoring console is a graphical user 
interface to display provenance and monitoring information as 
well as let users query the data warehouse. During the 
execution of the workflow, the evolution of the data will be 
displayed in terms of the provenance graph generated by the 
provenance logic, and the status of the workflow will been 
shown. More details about the console will be discussed in the 
evaluation section. 

TABLE II.  AN EXAMPLE OF SWQL QUERY 

<SWQL> 

<Action>Find</Action> 

<DataIdentifier> 

 <Type>Differentiated gene</Type> 

</DataIdentifier> 

<EntityIdentifier> 

 <Entity>Differentiation service A</Entity> 

 <Entity>Differentiation service B</Entity> 

</EntityIdentifier> 

<TimeInterval> 

 <From>9AM-20JUL2011</From> 

<To>5PM-20JUL2011</To> 

</TimeInterval> 

<WorkflowIdentifier>Colorectal cancer 

</WorkflowIdentifier> 

 ... 
</SWQL>   

 

 

V.  EVALUATION 

We developed a prototype system to showcase our mobile-
cloud concept. Our system consists of three parts: i) a client UI 
deployed in the mobile device; ii) an MC-layer for composing 
workflows and provenance; and iii) a number of demonstrating 
service nodes in Amazon EC2. We implemented five services 
nodes in EC2 to represent the gene research tools provided by 
different organizations. The services are linearly composed 
(one node finishes its job then invokes the next) to form a 
workflow using BPEL. The information about the services as 
well as the workflow are registered at the MC-layer, which is 
deployed in another computing instance in EC2. A remote user 
designs and invokes the workflow using the client UI locally 
deployed in the mobile device. With this setting, in this section, 
we will elaborate the implementation of the client UI; examine 
the communication overhead introduced when provenance data 
are logged at TPU during the execution; and we show some 
processing latency when a real gene database (KEGG) is 
involved in a workflow. 
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Figure 7.  An example of provenance graph 

 

The UI on mobile device is developed using Java platform, 
micro edition (J2ME). The mobile web service feature is 
deployed and runs on a HTC 9500 mobile phone, which is 
running on IBM WebSphere Everyplace Micro Environment 
that supports a connected device configuration (CDC1.1). 
Figure 8 (a) and (b) show two screen shots of the Mobile Gene 
Management System (MGMS) - a scientific workflows design 
and surveillance tools. A user can define or edit a scientific 
process from the “New Work” button or “Previous Work” 
button as shown in Figure 8 (a).  Then, the user can select into 
process items and specify their detail information as shown in 
Figure 8 (b). System users define the steps from four aspects, 
what services carry out these tasks; the number of child nodes; 
which methods/services are invoked; and what are the inputs 
and outputs of each step. Finally, an abstract workflow in 
BPEL will be generated and uploaded to the WSMS in Cloud, 
which will instantiate the abstract workflow by filling up the 
endpoints in the BPEL with the best concrete services URLs. 

We have conducted testing to evaluate the latency 
introduced by incorporating the logging actions into the 
workflow. Figure 9(a) shows the overall latency to finish the 
process with untransformed BPEL scripts and with 
transformed ones. We have tested the workflow with request 

message size from 0.1KB (equivalent to a sentence) to 50KB 
(equivalent to a medium size document). For the process with 
transformed BPEL scripts to log the entire input/output 
messages (the series marked with “circles”), the latency 
introduced compared to the untransformed one (the series 
marked with “squares”) grows as the request message becomes 
larger. In percentage terms, on average we observed a 30% 
increase in the overall process latency. Intuitively, this latency 
is significant to the business process; however it can be 
improved through the use of hash functions.  

The hash of the message computed using collision-
resistant hash functions (e.g., SHA-1), which is a very small 
digest (160 bits for SHA-1), can be logged as a substitute. 
Because the hashes computed are collision-resistant, which 
means it is theoretically impossible to have two different items 
with the same hash, so the hash can be logged to represent the 
data. We can see in the graph, the extra latency is significantly 
reduced if the BPEL scripts are transformed only to log the 
hash of the evidence (the series marked with “triangles”). In 
fact, since the size of the hash is fixed regardless of the data 
size, the extra latency almost remains constant regardless of 
the size of the request message. The overhead introduced will  

 

 

 

(a.) Main menu 
 

(b.) Designing a workflow 

Figure 8.  Screen shots of Mobile Cloud client end UI 
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(a.) Overall execution latency of the workflow 

 

(b). Throughput of TPU under different loads 

Figure 9.  Performance evaluation

become more and more negligible when the size of the 
messages transferred increases. In practice, it is not often that 
the provenance data is urgently needed to be logged at runtime. 
When the system is idle, the provenance data can be eventually 
logged and verified according to the hash values. This 
eventual-logged strategy can further improve the performance 
and reduce the overhead. 

As the MC-layer will be managing a number of workflows, 
naturally, it is interesting to find out the processing capability 
of the TPU. To evaluate this, we replicated the workflow we 
have implemented (the colorectal cancer workflow), and 
execute multiple workflows replicated concurrently. As such, 
multiple service nodes will be submitting provenance data to 
the TPU deployed in a computing instance simultaneously. 
With this setting, we evaluate the processing throughput of the 
TPU when it is under different loads (in terms of logging 
received per unit time). Figure 9(b) shows the testing results. 
In the figure we can see that, the processing throughput of TPU 
improves as the number of workflows increments, it reaches its 
peak when TPU is monitoring 6 workflows, and then it decays 
gradually if more workflows are involved in the monitoring. 
We tested this with messages of size 50KB, the processing 
operations conducted by AS involves both SLA monitoring 
and provenance data processing, which may need to fetch 
history data from the data warehouse to make conclusions. 
Since the computing power of a computing instance is fixed, 
an decrease in message size or processing complexity will shift 
the peak towards right to occur when more workflows are 
involved, and vice versa. 

To evaluate the performance of gene retrieving from gene 
bank services, we selected 6 example genes which are the 
genetic causes of colorectal cancer and retrieve their genetic 
neighbors from KEGG disease Database [22]. We test the 
response time from 0 neighbors to 50 neighbors. As shown in 
Figure 10, it is clear that the latency is slowly increasing while 
we are increasing the number of neighbors. The has-581 
continually yields the best performance at all stages from the 
1427msec for retrieving 0 gene neighbor to 2746.8msec for 

getting 50 neighbors. However, has-10297 spent 2078msec to 
search 0 neighbors and it cost 2912.6msec for finding 50 
neighbors. 

 

 
Figure 10.  Gene retrieval experiment with KEGG 

 

VI. RELATED WORK 

Mobile computing provides a luggable computation model for 

users. Its portability makes it very ideal for many application 

scenarios. To extend its limited computing power, research 

communities have proposed novel designs to leverage the 

Cloud. [23] proposed a virtual cloud system, and [24] detailed 

a distributed computing platform using mobile phones. They 

improve the capacities of mobile phones in the purpose of 

storage and computation. In the literature, [25-27] presented 

some computation offloading studies that move some parts of 

the applications to run on the Cloud. Executing parts of 

application remotely can save battery lifetimes and 

significantly extend computing resources. However, these 
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solutions do not support platform-independent cooperative 

interaction over an open network. In addition, after moving 

some parts of applications from stand-alone handheld devices 

to the cloud, several issues need to be considered in advance 

such as privacy, trustworthy or provenance.  

The importance of provenance for scientific workflows has 

been widely acknowledged by various research communities. 

Many approaches have been proposed to record the 

derivations of the data during the scientific process. 

Approaches like [15][16] allow the designer to capture the 

intermediate data forms generated by the experiments at 

different granularities. In our work, we introduced the concept 

of accountability which not only provides data provenance but 

can enforce compliance among the service providers. 

Compliance assurance has been studied decently in recent 

years, some remarkable works include [18-21]. Our work 

differs from them at the point that we consider a more hostile 

environment where all service entities are expected to behave 

in any possible manner and deceive for their own benefit. 

Cryptographic techniques are deployed in our system to 

ensure the evidence (provenance data) are undeniable. 

VII. CONCLUSION 

Cloud computing has emerged as a way to provide a cost 
effective computing infrastructure for anyone with large needs 
for computing resources. Together with the Service Oriented 
Architecture, research scientists can construct scientific 
workflows composed of various scientific computing tools 
offered as services in the Cloud to answer complex research 
questions. 

In this paper, we have described a Mobile Cloud system 
which enables mobile devices to design and participate in the 
scientific workflows running in the Cloud. The scientific 
researchers can use mobile devices to sketch an abstract 
workflow design to be submitted to the mobile cloud 
middleware layer, which will recommend and compose the 
optimal services according to the designer's requirements. On 
top of that, we further incorporated accountability mechanisms 
to provide trusted data provenance during the execution of the 
scientific workflows. Trusted data provenance implies that the 
recorded provenance data about a certain workflow is 
cryptographically verifiable to be attributed to the responsible 
services who, issued them. The provenance data thus can be 
used with confidence that its source is verifiable and its 
integrity has been preserved.  

In the future development, it will be interesting to explore 
the utilization of the trusted provenance data collected, to 
improve the service recommendation for workflow design. The 
applicability of a particular service in a certain workflow and 
its performances in the past executions can provide much 
information to the research scientists and the recommendation 
system about characteristics of this service and its eligibility 
for the workflow under design. Another direction of 
development is to utilize existing workflow platforms or 
service repositories (e.g. BioCatalogue [33]) to construct 
workflows and provide trusted data provenance. In this way 
we can testify the concept of Mobile Cloud and trusted data 

provenance in the practice, improve our methodology so as to 
offer more value and insights to the community. 
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