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Abstract—This paper discusses an application of a portable 

electronic nose based on an array consisting of 8 piezoelectric 

sensors with nanostructured solid-state coatings to detect 

volatile biomolecules secreted by nasal mucus and skin. A 

fundamentally new approach is proposed for a quick 

assessment of the status of the human body as a whole (normal, 

stress, inflammation) and the work of individual systems 

(reproductive, endocrine, digestive). This approach includes 

processing the output curves of sensors to assess of the 

qualitative and quantitative composition of the gas mixture of 

biomolecules secreted by the skin in the Zakharyin-Ged zone. 

Two algorithms for visualizing signals from an array of sensors 

are proposed. The first algorithm allows constructing the four 

―visual prints‖, reflecting the state of the human body (general, 

endocrine, energy, negative). The second algorithm constructs 

the health status sphere, which specifies the possible causes of 

deviation in health. Also, a portable electronic nose was 

applied in the veterinary field to assess the health status of 

calves’ respiratory system. Unlike the traditional approach in 

diagnostics using a sensor array, one sample of nasal mucus 

was monitored for 5-9 hours with an interval of 2-3 hours. The 

new parameter is proposed to separate the diagnostic group of 

calves according to respiratory tract health. The changes in the 

composition of the gaseous phase over nasal mucus samples 

were considered. Using an electronic nose with nanostructured 

piezoelectric sensors, the speed and simplicity of measurement 

allow painlessly scanning the body for metabolic disturbances 

and estimating certain pathologies' presence and treatment 

effectiveness. The proposed algorithms and device for analysis 

of biosamples from humans and animals could be implemented 

to rapidly diagnose health status on farms, hospitals, and at 

home. 

Keywords- sensor; electronic nose; visualization; volatile 

compounds; metabolism; noninvasive diagnostic; skin; biofluid. 

I.  INTRODUCTION  

Biosamples are complex objects to analyze. The problem 
of their analysis is connected with the absence of constant 
composition and in its almost instantaneous change when 
substances are excreted from the sample. Despite the 
emergence of new methods for analyzing and studying 
biostructures at the level of individual cells, the scheme 
remains traditional: a selection of biomaterial - sample 
preparation - detection of target components. The use of 
highly selective and effective methods of analysis (gas 
chromatography-mass spectrometry, high-pressure liquid 
chromatography.) suggests a special sample preparation, 
which can change the natural profile of the biosamples. The 
purpose of the analysis determines the method of sample 
preparation, but the integrity of the biological object is lost. 

Furthermore, the results obtained by advanced analysis 
methods do not reflect a biological object's complex structure 
and behavior. Therefore, recently, in analyzing living objects 
(food, environmental objects, human and animal 
biosamples), complex methods with a multivariate analytical 
signal have been used more often. Such methods by 
methodology include artificial tongues, noses, eyes, and their 
portable variants [1][2]. The undoubted advantage of highly 
sensitive sensor systems with a rapid response is the ability 
to monitor the state of small volumes and masses of 
biological samples in a reasonably short time (from 2 to 9 
hours). Given the lack of their contact with the environment 
(in vitro), primarily with oxygen, small volumes of 
biosamples, which means fast processes of changing their 
properties, open up a unique opportunity to obtain 
information about the status of the studied object, even if the 
specific methods for determining individual substances or 
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laboratory indicators (primarily microbiological) are 
unavailable. 

A possible approach for assessing the body's status in the 
absence of biomaterial selection is to analyze the chemical 
composition of the gas, sweat of the skin in the zones of 
Zakharyin-Ged. Earlier, the presence of redness, peeling, 
rash, temperature changes in these areas was widely used as 
an additional parameter to confirm the malfunction of organs 
corresponding to these zones. The detection limits of modern 
methods of analysis, the complexity of the instrumentation of 
the most sensitive methods do not allow noninvasive 
scanning and determining the chemical composition of the 
gas phase of secretions from the skin. Therefore, creating an 
integrated system for scanning a volatile metabolome using a 
device with a sensitive detector to biomolecules of normal 
and disordered metabolism, inflammation, and microbial 
metabolites is actual for now.  

The purpose of this paper is the development and 
application of a new mobile device based on piezoelectric 
sensors (portable electronic nose) for assessing the health 
status of organs and systems of humans and animals by 
analyzing the volatile metabolome. 

We will demonstrate our approach in two ways: 1) 
analysis of nasal mucus samples of calves for the diagnosis 
of respiratory diseases and 2) characterizing the health status 
of humans by skin odor in the Zakharyin-Ged zones. 

Further, in Section II, the related works and state-of-the-
art technologies for health status assessment are described. In 
Section III, the features of the experiment, description of 
biosamples, and methods of analysis are presented. Section 
IV contains technical characteristics of the proposed device, 
characteristics of used sensors and their coatings, a 
description of the procedure for obtaining and recording 
output data of the sensor array. Section V shows the results 
of applying the proposed portable electronic nose (e-nose) 
for solving diagnostic problems according to the purpose of 
the work. Section VI is devoted to conclusions and 
perspectives of development. 

II. RELATED WORK 

There are some state-of-the-art approaches, including 
portable devices, for assessing the state of the body using 
electronic noses and various data processing methods: for 
exhaled breath air [3][4][5], for the analysis of biomaterials 
(blood, urine, secrets of the endocrine glands and others) 
[6][7][8]. The different approaches for assessing health status 
by skin based on electrochemical or optical methods are 
proposed [9][10][11].  

At the same time, several devices have been developed to 
detect body odor with different types of sensors to 
discriminate volunteers and estimate changes in their body 
odor during physical activities [12][13]. There are examples 
of developing unique construction with sensors to diagnose 
tuberculosis [14], renal dysfunction [15], heart failure [16] 
by volatile compounds from the skin. 

The mentioned researches are based on training the 
sensor array by volatile compounds, measuring the body 
odor, and calculating the relative of normalized signals used 
for processing by different multivariate data analysis 

methods for classification or discrimination. However, the 
investigation of healthy people in different conditions is 
missed. Also, the application of such complex multivariate 
algorithms is not understandable for users and difficult to use 
in a hospital.  

We want to propose a sensor device with the simple 
measurement, calculation, and visualization of sensors 
signals with the verbal characteristics of state understandable 
by any user. The new technique of estimating respiratory 
organ state in animals and differentiating the disease on 
farms based on a simple parameter of the sensor array was 
one of the investigation tasks. 

III. MATERIALS AND METHODS 

This section represents the additional methods used to 
diagnose the health state of animals and humans. 

A.  Diagnosis of Respiratory Diseases in Calves 

The 17 samples of nasal mucus from calves (10-20 days 
of life), both with signs of respiratory system damage and 
conditionally healthy, were analyzed. A sampling of nasal 
mucus was carried out with sterile cotton swabs in individual 
sterile containers. The time from sampling to analyzing on e-
nose was taken into account.  

The calves were clinically studied in detail using a point 
system (WI score) developed at the University of Wisconsin, 
Madison (USA) [17]. Samples of nasal secretions were 
investigated in the laboratory at the All-Russian Scientific 
Research Veterinary Institute of Pathology, Pharmacology 
and Therapy using bacteriological and molecular genetic 
(PCR) analysis for infectious rhinotracheitis, parainfluenza-
3, viral diarrhea-disease cattle mucous membranes, rotavirus, 
adenovirus, chlamydia, pathogenic mycoplasmas (M. bovis, 
M. bovirhinis). Also, the hematological indicators in the 
blood (leukogram, haptoglobin concentration) were 
determined to confirm inflammation. 

For the isolation of cultures and typing of 
microorganisms from the nasal mucus samples, meat and 
peptone broth, milk salt, enterococcal agar, Endo medium, 
blood agar, glucose-serum broth and agar produced by 
Research Center for Pharmacotherapy (St. Petersburg, 
Russia) were used. The isolated Escherichia coli were typed 
in an agglutination reaction using O-serums.  

B. Characterizing the Some Deviation from Normal Status 

by Human Skin Odor 

The forearm area of human skin was chosen to analyze 
the volatile metabolome by a portable electronic nose. Over 
100 volunteers aged 3 to 80 years took part in the 
investigation for two years (72 female, 35 men). The 
volunteers periodically were clinically (visits to physicians) 
and laboratory (general analysis of blood, urine, biochemical 
analysis of blood (glucose, cholesterol, some hormones: 
thyroid-stimulating hormone, free thyroxine, progesterone, 
follicle-stimulating hormone, estradiol, lutein hormone, 
adrenaline, cortisol)) tested to control health status.  

Clinical monitoring of health status and measurement of 
volatile metabolome were performed on average once a 
month in the absence of pathology. When volunteers had 
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diseases (acute respiratory viral infections, bronchitis) or 
exacerbation of chronic pathologies (diabetes, heart failure), 
monitoring of the volatile metabolome of the skin and the 
main clinical and laboratory parameters (glucose level, heart 
rate, blood pressure) was carried out 2-3 times a day until the 
health state stabilized due to the therapy. The state 
―inflammation‖ corresponds to both an increase in laboratory 
parameters (leukocyte count, erythrocyte sedimentation rate) 
and some cases, a change in biochemical parameters 
indicating the inflammation in organs - lactate 
dehydrogenase, aspartate aminotransferase, alanine 
aminotransferase, alkaline phosphatase, C-reactive protein. 
During the experiment, we monitored inflammation with 
different diagnoses: arthritis (n=2), gastritis (n=5), sinusitis, 
pyelonephritis, pneumonia (n=2), adnexitis (uni- and 
bilateral, n=3), endometritis (n=3), osteochondrosis (n=2), 
diabetes (n=2), inflammation of soft tissue and tendon, 
systemic lupus erythematosus. 

For conditionally healthy volunteers, the results of 
laboratory tests corresponded to the typical reference values, 
and the symptoms did not match with clinically significant 
ones for illness. Clinically not diagnosed conditions, so-
called descriptive states (tiredness, excitement, agitation, 
stress, lack of sleep, spasm, pain), were recorded from the 
volunteers' words.  

In total, by March 2020, we performed 964 
measurements. 

IV.  DESCRIPTION OF PORTABLE E-NOSE AND 

MEASUREMENT TECHNIQUE 

The characteristic of used piezoelectric sensors and 
coatings, hardware and software of a portable e-nose, as well 
as technique of measurement, are presented below. 

A.  Making of Piezoelectric Sensors  

We used piezoelectric quartz resonators (PQR) with a 
natural frequency of 14 MHz with an established linear 
response with a film mass on its electrodes up to 20 μg/cm

2
. 

The array contained eight piezoelectric sensors with 
electrodes covered by films of carbon nanomaterial, 
hydroxyapatite, zirconium salts of different mass (1-5 μg) 
(NANO-BIO array). 

1)  Characteristics of the Used Sorbents 

Hydroxyapatite (HA) Ca5(PO4)3OH was obtained by the 

sol-gel method developed at Nizhny Novgorod State 

University, named after N. I. Lobachevsky [18] and 

optimized by us to obtain nanostructured coatings with good 

sorption properties. 

The reaction was carried out according to the following 

equation: 

5Ca(NO3)2·4H2O + 3H3PO4 +10NaOH → Ca5(PO4)3OH + 

10NaNO3 + 29H2O  

To a solution of calcium nitrate (2 mol/dm
3
) prepared 

from Ca(NO3)2·4H2O in bidistilled water has added a 

solution of H3PO4 in the amount necessary to maintain the 

ratio Ca/P = 5/3. The resulting solution was thermostated for 

one hour at 37 °C; then its pH was adjusted to 7-8 using a 

NaOH solution with a concentration of 2 mol/dm
3
. A 

hydroxyapatite sol began to form at pH = 4. The reaction 

mixture was kept at 37 °C for 1 hour. Then, the resulting gel 

was centrifuged and dried in air. The obtained sorbent can 

be stored for at least 0.5 years in airtight conditions. Multi-

walled carbon nanotubes (CNT) were obtained in the 

Institute for Extra Pure Materials of the Russian Academy 

of Sciences (Chernogolovka, Russia) by gas-phase chemical 

deposition during ethanol pyrolysis. Nickel was used as a 

catalyst; deposition temperature was 450-500 °C. Then 

nanotubes were washed with HNO3 concentrated (Reachem, 

Russia). The solvent for the suspension of HA and CNTs 

was chloroform. Zirconium nitrate (ZrO) 

(ZrO(NO3)2•2H2O) (chemically pure) was obtained from 

aqueous solutions containing zirconium and nitrate ions 

(Reachem, Russia). The solvent for the suspension of ZrO 

was acetone. According to the preliminary experiment 

results, these sorbents are selective and sensitive to volatile 

metabolites of bacteria and inflammation [19]. Also, the 

variation of sorbent mass affects the selectivity and 

sensitivity of volatile organic compounds (VOCs) micro 

weighting [20]. 

Therefore, the main array of sensors consists of: 

Sensors 1, 8 – CNT phases of different masses. 

Sensors 2, 7 – phases of ZrO of different masses. 

Sensor 3 – dicyclohexane-18-Crown-6, DCH-18C6. 

Sensors 4, 5 – HA phases of different masses. 

Sensor 6 – polyethylene glycol succinate, PEGS. 

Additionally, for the analysis of the gas phase over the 

nasal mucus samples, we used an array with polymer polar 

films (additional sensor array), which we previously used in 

our work with other biological samples [21][22], namely 

polyethylene glycol 2000 (PEG-2000), polyoxyethylene 

sorbitan monopalmitate (Tween), t-

octylphenoxypolyethoxyethanol (TX-100), dicyclohexane-

18-crown-6 (DCH-18C6), polyethylene glycol sebacinate 

(PEGSb), bromocresol blue (BCB). These polymeric 

compounds were dissolved in organic solvents according to 

their polarity: PEG-2000, Tween, ТХ-100 – in acetone, 

DCH-18C6, PEGSb - in toluene, BCB – in ethanol. The 

solutions of polymeric sorbents were immediately used to 

form films on the piezoelectric resonator electrodes without 

their pretreatment with ultrasound (step 3). 

2)  The Method of Forming Films on the Surface of the 

Piezoelectric Quartz Resonator 

The films were uniformly deposited to the electrodes of 

PQRs, fat-free with acetone or chloroform, by immersion in 

solutions of sorbents. 

The forming of films on the electrodes of resonators was 

performed using the following procedure: 

Step 1 – the measurement of the initial oscillation 

frequency of the piezoelectric resonator (10 or 14 MHz) F0, 

Hz with an accurate record, for example, 9999280 Hz; 

Step 2 – suspension was prepared in the beaker as 

dissolution of sorbent (0.5 g) in 10 ml of solvent; 

Step 3 – processing in an ultrasonic bath for 15 minutes 

at a power of 90 W; 
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Step 4 – exposure of the quartz piezoelectric resonator in 

suspension for 15 s; 

Step 5 – drying the coating in an oven (40 minutes at a 

temperature from 50 ° C) in the holder vertically; 

Step 6 – the measurement of the oscillation frequency of 

the sensor, calculation of the coating mass (Δm) according 

to the Sauerbrey equation [23]: 

 

                   
  (1)

 
 

where ΔF is the change in the oscillation frequency of the 

quartz plate of the resonator after film deposition and 

removal of an unbound solvent, MHz; 

2.27•10
-6

 – calibration constant of PQR at normal condition, 

cm
2
/g; 

F0 — base oscillation frequency of the PQR, MHz; 

0.2 – the area of electrodes of PQR, cm
2
. 

B.  Characteristic of Portable E-nose 

The portable device for diagnosing the status of humans 

and animals is a miniature case, consisting of two functional 

parts (Fig. 1): head 1 and the protective part of the body 6. 

A microprocessor 2 with terminals for sensor mount 

sockets, a block for fixing and transmitting information 3 to 

the recording device (laptop, tablet, personal computer). The 

sockets are located in cover 4, into which removable sensors 

5 are mounted on the outside, separated from the 

environment by the protective part of the body 6, which is 

tightly attached to the head 1. Optionally e-nose is 

supplemented by an internal gas-permeable gasket 7, which 

separates the body's sensor and free air region of the body 6. 

The protective nozzles of various types 8 from inert 

materials (fluoroplastic) are used depending on the nature of 

the analyzed sample to reduce interfering factors (external 

fluctuation in airflow, temperature, air composition in the 

near-sensor space).  

 

 
Figure 1.   General view of the 3D model of the portable e-nose for 

diagnostics: 1 – head; 2 – microprocessor with terminals for sensor mount 

sockets; 3 – block recording and transmitting information to a recording 

device of any type; 4 – cover; 5 – removable sensors; 6 – protective part of 
the body; 7 – internal gas-permeable gasket; 8 – nozzles; 9 – power supply 

from the electricity; 10 – removable battery. 

The e-nose is powered by either an electronic device via 

a USB cable, either from electricity 9 or a removable battery 

10. The developed portable device is an electronically 

counting frequency meter with 8 channels to measure the 

oscillation frequency of BAW-type PQRs with a base 

oscillation frequency of 5 to 20 MHz with a resolution of 1 

Hz a time interval (step) of 1 second. The electronic 

counting frequency meter is switched on in the network 

(220 V); it warms up for 10-15 minutes. In this case, the 

sensors should be in the device to reduce measurement 

errors. Nevertheless, their subsequent inclusion is also 

possible. It takes about 5-10 minutes to stabilize the baseline 

of the oscillation frequency of the quartz plate.  

To simultaneously record (read) the oscillation 

frequency of each sensor every second for a specific time 

interval (from 1 s to a maximum of 6000 s), the device is 

connected to a computer via USB cable, and other 

connection options are possible (via Wi-Fi, Bluetooth). 

Operating conditions and technical specifications of E-

nose are presented below: 

 Ambient temperature from +15 to +35 ° С. 

 Humidity is up to 98% at temperature +35 °C. 

 The device is powered by an alternating current with 
a voltage of 220 ± 22 V and a frequency of 50 ± 0.5 
Hz. 

 Frequency range of using PQR 4 MHz – 20 MHz. 

 The reference frequency oscillator is 4 MHz. 

 Overall dimensions – 38x120x170 mm. 

 Weight with a cover – 0.40 kg. 

C.  Specification of Software  

The responses are recorded in the instrument software, 
which saves the measurement and converts it into analytical 
information – a change in the oscillation frequency of each 
resonator individually at each measurement moment relative 
to the starting point of measurement (-ΔF, Hz). The total 
output curve is displayed in a set of chronograms for all 
resonators installed in the e-nose (Fig. 2).  

 

 
Figure 2.  E-nose connected with the laptop when measuring the sample of 

nasal mucus. 

 

 

6 

chronograms Indicators of 
sensor operating 
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During the interaction of vapors with the surface of the 
piezoelectric sensors, sorption occurs on the films or 
electrodes, resulting in frequency changes. Individual colors 
reflect a change of the base oscillation frequency in time for 
each of the eight piezoelectric sensors (Fig. 2). 

In the developed software based on chronograms, the 
―visual print‖ is constructed using different algorithms 
depending on the purpose of analysis. The quantitative 
characteristic of ―visual prints‖, therefore, the total amount 
of volatile substances excreted by samples and sorbed by 
piezoelectric sensors, is the area of ―visual print‖ (Sv.p., Hz∙s). 
The ―visual print‖ area is calculated in software as a sum of 
definite integrals of time dependence the signals of sensors 
during measurement (chronograms). 

Additionally, in software, the parameters of sorption 
(A(i/j)) are calculated by equation (2), which can be used for 
the identification of volatile substances in the gas phase over 
samples [24][25] or to describe additional analytical 
information about sample characteristics. 

ji
FFjiA  /)/( ,   (2) 

where ∆Fi(j) are the maximum responses of piezoelectric 
sensors during the sorption of the gaseous phase over the 
biosamples or skin. 

D.  Technique of Measurement  

The gas phases over nasal mucus samples and skin were 
studied with the front input method into the detection cell. 
The open detection cell of the device contacted the forearm 
area (20 cm

2
) of the skin or Petri plate with mucus sample to 

analyze the volatile substances excreted by the biosamples. 
The registration time of the sorption of volatile substances 
excreted by biosamples was 80 s, the registration of 
desorption was 120 s. Thus, the total time of one 
measurement was 200 s. The frontal analyte input method in 
detail is described in [26][27]. 

Preliminary, the electronic nose was trained in the same 
technique of measurement by 45 individual substances of 
normal and pathogenic metabolism: C1-C5 alcohols, ketones, 
C5-C7 cyclic ketones, aldehydes, N-, S-containing aldehydes, 
C1-C5 carboxylic acids; primary, tertiary, cyclic amines, O-
containing amines. 

Analysis of the gas phase above the nasal mucus samples 
using an additional array of sensors with films of polymer 
sorbents was carried out immediately after measurements 
with the main array of sensors with solid-state 
nanostructured films by the same technique. A detailed 
description of the measurement technique of nasal secretion 
samples is provided elsewhere [27]. 

V.  RESULTS AND DISCUSSION 

Examples of using developed sensor device for medical 
applications are provided in this section, including sensor 
data processing algorithms to extract information concerning 
health status.  

A.  Diagnosis of Respiratory Diseases in Calves 

We selected three diagnostic groups of calves based on 
the results of clinical studies, the determination of 

hematological and biochemical markers of inflammation 
(leukocytosis, an increase in the concentration of haptoglobin 
in the blood serum), pathogens of viral and bacterial 
infections accompanied by damage to the respiratory system: 
1 - ―healthy respiratory system‖ (n=4), 2 - ―with signs of 
respiratory disease‖ (n=7), 3 - ―with the subclinical course of 
respiratory diseases‖ (n=6). 

A natural change in the mucus composition taken at a 
weekly interval can reflect only significant changes in the 
condition – for example, a vivid manifestation of the 
inflammatory process. Unlike state-of-the-art approaches to 
diagnosing respiratory diseases by one measurement of 
biosamples [6-8], for the first time, it has been proposed to 
monitor one sample for 5-9 hours with an interval of 2-3 
hours. It allows recording changes in the state at the micro-
level associated with microbiological contamination of the 
sample or its absence. The areas of ―visual prints‖ were 
calculated for all samples of nasal mucus. Early it was shown 
that the values of the ―visual prints‖ area correlate with 
biochemical indicators of inflammation characterizing the 
disease of respiratory organs in calves [28]. 

The results of one-day monitoring of nasal mucus 
samples can be divided into three groups (Fig. 3).  

1) Positive (increasing) dynamics of changes in the value 
of the integral analytical signal of the sensor array (area of 
―visual print‖) - indicates the destruction of nasal mucus and 
production of a large number of volatile compounds, 
including microorganisms metabolites.  

2) The negative (decreasing) dynamics of the change in 
the value of the analytical signal of the sensor array indicates 
the decreasing of volatile substances excreted from nasal 
mucus due to increase of its viscosity by the high level of 
proteins, mucin, which is observed in the acute phase of 
respiratory disease [29]. 

3) The almost constant value of the integral signal from 
the array of sensors, which is observed at the first sign of 
respiratory disease (subclinical course), indicates that the 
excretion of substances at the destruction of nasal mucus and 
the production of metabolites by microorganisms are not so 
active. 

 

 
Figure 3.  Total ―visual prints‖ area of signals of the sensor array in vapors 

of nasal mucus of calves with different diagnoses: 1 –healthy respiratory 
system, 2- with signs of  respiratory disease, 3 - with the subclinical course 

of respiratory disease. 
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When a sample of nasal mucus from an animal with the 
subclinical course of the respiratory disease is taken within 5 
minutes after the first selection, then the time dependence of 
area of ―visual print‖ for this sample will be like for 
conditionally healthy (curve 1, Fig. 3). These facts are in 
good agreement with the data on the formation of local 
protection of the respiratory tract of calves [29].  

The maximum exposure time of nasal mucus samples 
from the moment of sampling to analysis by the array of 
sensors should not exceed 7 hours; with a longer exposure 
time, the differences in the concentration of volatile 
substances between diagnostic groups are disappeared.  

The study of the sorption of the gas phase over nasal 
mucus samples on an additional array of sensors with 
polymer hydrophilic films coatings showed the same trend 
with more significant differences between groups, since 
sensors with polymer films are more sensitive than solid-
state sensors [30], although with a shorter operation time 
[31]. Consequently, during the delayed analysis of nasal 
mucus samples, it was proposed to calculate the ratio of the 
sum of sensor signals (ΣFref.) with hydrophilic polymer 
coatings of the first measurement (1mtesurement) to the one 
carried out after 2 hours for each sample using the equation 
(3): 
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F

F

F
  (3) 

 
The deviation in sensor array responses due to internal 

factors (microelectronic scheme, reproducibility of sensors 
surface) is no more than 5 % [16]. Therefore, if indicator 
ΣFref deviates by more than 15%, the differences in gas 
phases over biosamples are statistically significant. 
Consequently, based on the established trend by one-day 
monitoring of nasal mucus samples, the group ―healthy 
respiratory system‖ – ΣFref. ≤ 0.85, and for the group ―early 
signs of respiratory disease‖ – ΣFref. ≥ 1.15, the values Fref. 
1.00 ± 0.15 is assigned to the ―with the subclinical course of 
respiratory diseases‖ group.  

Table I shows the proposed classification based on the 
value of indicator ΣFref. and actual diagnostic group for the 
17 studied samples. The proposed indicator was used to rank 
additional 4 samples of nasal mucus of calves to check the 
implementation of such classification. These calves were 
also clinically and laboratory tested to determine the 
diagnostic group (in italics at the bottom of Table I). The 
proposed ranking for 4 samples also correlates with the 
established diagnostic group. Hence, samples of nasal mucus 
from calves with or without infections of the upper 
respiratory tract (nasal cavity, trachea, bronchi) can be 
differentiated using the ΣFref.. 

Thus, several measurements of one biosample during the 
day and simple indicator ΣFref. allow clarifying the degree of 
damage respiratory tract in calves associated with the 
contamination sample. 
 

TABLE I.  RELATIVE CHANGE ΣFREF.. IN THE TOTAL AMOUNT OF 

VOLATILE SUBSTANCES IN THE GAS PHASE OVER NASAL MUCUS SAMPLES 

FROM CALVES.  

Sam-

ple 
ΣFref WI 

Results of 

bacteriological, 

mycological, PCR 

investigations of 

nasal mucus 

samples 

CFU

/mla 

Diagnostic 

group 

2675 0.78 3 
E. coli, Ent. 

faecium, yeast-like 
fungi 

800 
1 – healthy 

respiratory 
system 

2664 0.85 2 200 

2444 0.82 2 350 

2442 0.85 3 150 

2 1.26 8 E. coli O142, Ent. 

faecium, Ent. 
faecalis, Pseudom. 

aeruginosa, yeast-

like fungi, 

Adenovirus, 

Mycoplasma bovis 

3500 

2 – with 

signs of 
respiratory 

disease 

3 1.29 8 2400 

2679 1.25 5 600 

2667 1.31 5 1500 

2669 1.40 7 4500 

2670 1.47 8 6000 

2671 1.44 8 5600 

2677 0.96 4 

E. coli O142, Ent. 

faecium, Ent. 

faecalis, yeast-like 
fungi, Adenovirus 

700 3 – with 
the 

subclinical 

course of 
respiratory 

disease 

1 0.98 5 540 

4 1.09 4 200 

5 1.13 4 450 

2666 0.99 4 850 

2668 0.92 4 750 

2672 0.99 4 E. coli, Ent. faecalis 1000 3 

2665 1.37 6 E. coli, Ent. 

faecium, Adenovirus 

3400 2 

2663 1.15 4 2300 3 

2669 1.44 
8 

E. coli, adenovirus, 
yeast-like fungi 

4200 
2 

a - colony forming units (CFU) of mesophilic aerobic and facultative anaerobic microorganisms. 

 
Trends in changes in the composition of the gas phase of 

biosamples during a day were established based on assessing 
changes in proportions of VOC classes in the gas phase over 
samples wi,ref. calculated by the formula (4): 
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where w is a proportion of VOCs calculated via equation (5) 
[32]: 
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where 



8

1i

iF is sum of sensors signals in an array (main or 

additional). 
For samples of nasal mucus from calves from the group 

"healthy respiratory system" in the first 4 hours, changes in 
the proportions of different classes of VOCs in the gas phase 
were observed within 25%. In the next 3-4 hours, the 
proportion of volatile aromatic, cyclic amines increases 
several times and the proportion of aldehydes, ketones, 
organic acids decreases by 30-60% (Table II).  
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TABLE II.  RELATIVE CHANGE IN THE PROPORTION (WI,REF.± 0.08) OF 

INDIVIDUAL CLASSES OF VOCS IN THE GAS PHASE OVER SAMPLES OF NASAL 

MUCUS DURING ONE DAY MONITORING  

τ, 

min 

Diagno

stic 

group 

(sam-

ples) 

Wi,ref; i – sensor coating 

HA
a
 CNT ZrO BCB 

DCH-

18C6 
PEGS 

124 1 
(2675, 

2444, 

2442, 
2664) 

1.30 1.27 1.37 0.74 1.41 1.27 

246 1.19 1.14 1.22 0.79 1.22 1.16 

377 1.01 0.88 1.00 1.14 0.99 1.05 

453 0.53 0.76 2.86 1.39 0.75 1.79 

517 0.69 0.67 0.63 0.91 0.56 0.64 

126 2 - 
(2679, 

2, 3, 

2667, 
2669, 

2670, 

2671) 

1.19 1.03 1.06 0.69 1.08 1.10 

136 1.19 1.09 1.22 0.80 1.22 1.25 

258 1.37 1.39 1.45 0.89 1.45 1.37 

380 1.59 1.49 1.52 0.91 1.45 1.61 

453 1.14 1.08 1.11 2.44 1.09 1.19 

557 0.93 0.98 0.88 0.92 1.02 0.88 

126 3 - 
(2677, 

1, 4, 5, 

2666, 
2668 

0.63 0.57 0.53 0.60 0.63 0.60 

256 1.35 1.15 1.33 0.80 1.41 1.33 

377 1.39 1.25 1.32 1.15 1.25 1.32 

498 1.27 1.15 1.19 1.69 1.23 1.25 

503 0.91 1.03 1.01 0.91 0.85 1.01 
a - Predominantly adsorbed VOC classes on sensor coatings: DCH-18С6 – hydroxyl, 

carboxylic acids; BCB – aromatic, cyclic amines, nitro compounds; PEGS – aromatic compounds, 
oxy-amines; CNT – C1-C5 primary, secondary alkylamines, ammonia; HA – C2-C5 alcohols, acetals, 

branched and cyclic ketones, amines; ZrO – alkylamines, cyclic amines, oxy-amines. 

 

For samples of nasal mucus from calves from the group 
"with signs of respiratory disease", conversely, in the first 2-
3 hours after sampling in its gas phase, the proportion of 
volatile aromatic, cyclic amines, nitro compounds is 
significantly decreased and the proportion of oxy- and 
hydroxyacids is increased, with an increase in the proportion 
of ketones, oxy-compounds in the next 4 hours. For samples 
of nasal mucus from calves from the group "with the 
subclinical course of respiratory diseases", a decrease in the 
proportions of all VOC classes in the gas phase over samples 
is observed in the first 2 hours after sampling. In the next 6 
hours in the gas phase, the proportion of VOCs increases up 
to 35% with the predominance of ketones, acids, amines 
(Table II). Thereby, parameters ΣFref. and wi,ref. can be 
applied for estimating respiratory organ state in animals and 
differentiating the disease on farms. 

B. Characterizing the Some Deviation from Normal Health 

Status by Human Skin Odor 

A forearm zone of skin was chosen to scan the whole 
organism's health status according to information about the 
diagnostic significance of the Zakharyin-Ged zone. The 
primary measurement database contained the responses of 8 
sensors in 200 seconds (1590-1600 signals). 

Based on the analysis of the skin odor of 100 volunteers 
in various states according to their words and the results of 
laboratory tests, a primary algorithm of ―visual print‖ 
construction has been developed for linking the features of 
the forms of ―visual prints‖ with the human condition and 
possible causes of deviation (Table III, Fig. 4).  

"Visual print" is a circular diagram of the sensor signals 
at specific points in the process of sorption and desorption of 
volatile substances from the gas phase over biological 
samples.  

TABLE III.  ALGORITHM FOR CONSTRUCTING ―VISUAL PRINTS‖ OF 

SIGNALS FROM AN ARRAY OF 8 SENSORS FOR ASSESSING THE HEALTH 

STATUS OF PEOPLE 

Name of an algorithm of ―visual 

print‖ construction 

(characteristic) 

Time of recording the sensor 

responses, s / number of sensors 

used to build a ―visual print‖ 

"General state" 

(the most complete information 
about reproductive, digestive 

systems) 

30, 45, 60, 80, 100, 120, 180 / 8 

"Energy" 

(reflects the strength and intensity 
of the metabolome part, which 

shows the ability of the body to 

act) 

110, 120, 130, 140, 150 / 3 

"Endocrine system" 

(reflects malfunctions of the 

endocrine glands, primarily the 
pancreas) 

10 20 30 60 / 4 
Additionally, the parameter is 

calculated: 

γ = ΔF4(60 s)/ΔF4(20 s). 

At γ ≤ 2 pathology occurs 

"Negative" 
(the severity of destructive 

processes in the body) 

20, 30, 170, 180 / 8 
Additionally, parameters are 

calclulated: 

β1 = ΔF4(20 s)/ΔF4(170 s). 

= ΔF4(30 s)/ΔF4(180 s). 

At β1, β2 ≤ 2.5 pathology occurs 

 
Integral analytical signals of the sensor array when 

measuring the volatile metabolome of the forearm skin are 
visualized in the form of 4 ―visual prints‖ (general state, 
energy, endocrine, negative, Table III). These 
multidimensional responses represent a particular, 
differentiated part of the chronograms of the most 
informative sensors, reflecting the sorption features of 
volatile organic substances established in the preliminary 
training experiment. "Visual prints" differ in the set of time 
points of recording the sensor responses (mask) and the 
number of sensors.  

The largest number of points on the "visual print" 
corresponds to the "General state" algorithm - all 8 sensors 
and 7 time points on the chronograms of complete 
measurement (Table III). It reflects the complete information 
about the nature and concentration of volatile substances in 
the gas phase above the skin.  

The "Energy" algorithm includes the desorption time on 
the most sensitive sensors. It estimates the rate of desorption 
of the volatile metabolome of the skin, presumably 
associated with the production of adenosine triphosphoric 
acids and, as a result, production of the energy by the cell.  

The "Endocrine system" algorithm uses only the 
beginning of the sorption of volatile substances, where the 
difference between volatile products of hormone metabolism 
and other substances is maximally manifested.  

The "Negative" algorithm takes into account the initial 
sorption time and the final desorption time of substances, 
allowing the maximum differentiation of heavy compounds 
(cyclic and aromatic amines, ketones), which are associated 
with the development of negative processes (oncology, 
inflammation, tissue and organ damage).  
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Figure 4.  Statistically significant typical changes in the shape of the 

integral signals of the sensor array of the portable e-nose (―General state‖ 

algorithm) for different conditions of one person (for left forearm – the blue 

color and for right –red color). 

Masks and a set of sensors for constructing 
multidimensional visual signals were selected based on the 
results of preliminary training of the array of sensors for 
individual substances – biomarkers of metabolic disorders 
and the disfunction of individual organs, the presence of 
inflammatory processes in the gaseous phase of biosamples 
[33][34][35][36][37][38][39][40][41][42][43][44]. The 
proposed algorithms are different from the traditional 
approach to visualize the sensor signals used in the state-of-
the-art methods [4]. Moreover, such visualization is more 
straightforward and more evident for the user. 

Based on the data obtained for 400 measurements of 
volatile compounds secreted by the forearm zone of skin, the 
geometric characteristics of ―visual prints‖ and their typical 
shape were determined, corresponding to the reference 
boundaries of the norm for different categories of people 
(men, women, adolescents, dependence on the type of central 
nervous system). The geometric shape of the "visual print" is 
characterized by its rays, area, and the ratio of parts relative 

to the line of symmetry (passes through 80s). Changes in the 
geometric shape of typical ―visual prints‖ at different time 
intervals (for example, the first three points) are signs of a 
change in the composition of the volatile metabolome. The 
features of these changes were compared with a verbal 
description of the condition (headache, stress, fatigue, 
hunger, and others), clinical examination and the presence of 
disease symptoms (runny nose, cough), parameters A(i/j) for 
substances. Fig. 4 shows the comparison of ―visual prints‖ 
forms for left and right hands, used for visual assessment of 
descriptive states. As a result, statistically reliable responses 
and ―visual prints‖ forms were determined, which 
correspond to the physically normal functioning of the body 
(norm), stress, tiredness, inflammation, weakness, in total no 
less than 17 states. The deviation of the geometric shape of 
the "visual print" from the typical one is the first sign of a 
change in health state.  

In a normal state, the qualitative and quantitative 
composition of the volatile metabolome on the left and right 
hand practically does not change - the shape and area of the 
―visual print‖ practically do not differ (Table IV, Fig. 4). 
During an extended stay in a warm or cold room, when a 
person can describe his condition as ―warm‖ or ―cold‖, a 
regular increase or decrease in the amount of excreted 
substances occurs, while the shape of the ―visual print‖ does 
not change (Fig. 4). When the body overheats, changes in the 
volatile metabolome are more significant, the shape of the 
"visual print" changes, associated with a more intense 
excretion of VOCs to maintain homeostasis. 
 

TABLE IV.  THE MOST TYPICAL EXAMPLES OF CHANGES IN THE AREA OF 

THE ―VISUAL PRINTS‖ WITH SOME CHANGES IN HEALTH STATUS 

Person’s state 
The trend of changing and the relative 

difference in the parameter Sv.p.,% 

Norm 

Differences between the left and right hands - 

5-10%, for the left more than for the right 

Norm, after eat 
11-30% more for the right hand than for the 

left one 

Norm, easy hunger 
For the right hand less than for the left one by 

11-25% 

Norm, severe hunger 

If the gallbladder is malfunctioning, a 

response increase of 15-20% for the right 

hand is observed due to the excreted of 
propandial 

Cold, temperature for 

a long time 15-20C 

20% (before meals) – 10% (after meals), the 
shape of ―visual prints‖ changes 

Headache, toothache, 

other pain, spasm 
10-35%, the shape of ―visual prints‖ changes 

Increase the air 

temperature up to 26-

30C 

10-30%, at perspiration till 500% 

Virus, malaise without 

fever 
Decrease on the right hand to 38-40% 

Menstruation 
An increase in the side of the working ovary 

by 15-25%. 

Fatigue, heart failure 

The left side is smaller than the right in 

normal to 12-20%, the shape of ―visual 

prints‖ changes 

Bronchitis, 

inflammation 

The difference between left and right 

Zakharyin-Ged zone of bronchi for acute 

bronchitis - 40 %, recovery – up to 15 %, 
healthy lung and bronchi – up to 5 % 

 
 

Norm Norm, heart weakness 

  

Warmly Very hot 

  

Cold Headache, virus, hunger  
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In the presence of pathology and severe symptoms of the 
disease (viral infections, headache, heart weakness, Fig. 4), 
the shape of the ―visual print‖ changes in different ways 
compared to the normal state, which is associated with the 
VOCs of intoxication of the organism. If we normalize for 
one person its average quantitative parameter of the smell 
trace (area of ―visual print‖) by 500 measurements in 
different periods during two years, then the general nature of 
the bias of this indicator will obey the laws presented in 
Table IV. The geometric shape of the ―visual print‖ is strictly 
individual for each person and the calculated parameters 
(A(i/j)) – for health status (Fig. 4, Table V).  

The number of changed parameters and indicators 
depends on the degree of deviation of the health state from 
the norm and correlates with the severity of destructive 
processes during the disease. The shape of ―visual print‖ is 
influenced to a greater extent by the body health, a psycho-
emotional state during measurement, and gender, to a lesser 
extent by age. The reference limits of parameters A(i/j) for 
the degree of deviation from the norm have been established 
for each descriptive state, for instance: the low level of 
tiredness, the middle level of tiredness, the high level of 
tiredness, and the critical level of tiredness. Besides, the 
appearance of individual substances in the descriptive states 
can be evaluated, comparing values of parameters A(i/j) for 
45 substances of normal and pathogenic metabolism with 
those for descriptive states. The ranges of parameters A(i/j) 
for identifying VOC classes and individual compounds are 
described in the works [25][26]. For an array of eight 
sensors, the maximum number of parameters A(i/j) is 28. Of 
these, the values of 21 parameters are statistically significant 
and reliably (according to Pearson's and Student's criteria) 
correlate with changes in clinical and laboratory test results 
or the verbal description of the state by volunteers. Namely, 
four parameters A(i/j) are associated with inflammatory 
processes, 4 – with malfunctions of the gastrointestinal tract 
(spasms of bile streams, slowed metabolism in the liver, 
pancreatitis, ketoacidosis), 3 – with changes in hormones or 
their metabolites (growth hormone, adrenaline, cortisol, sex 
hormones, hypothyroidism). Several parameters reflect 
descriptive conditions, for example, fatigue and its severity 
up to critical exhaustion (Table V). 

For the convenience of deciding the health status of the 
organism, the state sphere is constructed using parameters 
A(i/j) in the software. This program is written in a high-level 
Java language as an Android application, designed to interact 
with the electronic nose device (Fig. 5) and based on 
previous our development [45][46]. Two algorithms have 
been developed to analyze received signals from an array of 
8 sensors. The first allows getting the measurement results 
understandable to any user. Initial processing of the 
measurement results is carried out according to the 
maximum sensor responses. The body's health state decoding 
is displayed on the screen together with a complete set of 
calculated parameters in the form of a sphere (health status 
sphere), where each parameter corresponds to its sector (Fig. 
6). 

TABLE V.  THE VALUE OF SOME PARAMETERS OF SORPTION A(I/J) IN 

VARIOUS STATES 

Para-

meter 

А(i/j) 

The numerical range of parameter values 

Norm Description of the deviation state 

Sector 
color 

green yellow red burgundy 

А(1/5) ˂ 0.75 

0.75 – 0.94 

Stress, 
body 

weakness 

˃ 0.90 
Hormone imbalance 

˃ 0.81 

Stress, 

weakness
, severe 

inflam-

mation 

А(1/7) ≤ 1.90 ˃ 1.9 

˃ 2.3 

Adrenaline, cortisol, 

severe stress 

- 

А(1/2) ˃ 1.15 

0.90 – 1.14 

Inflam-
mation, 

very hot 

˂ 0.9 
Alcohol, ketones 

- 

А(1/4) - - 

˂0.30 
Sharp pain, 

inflammation in the 
organ (depends on 

the projection of 

which organ by 
Zakharyin-Ged zone 

was measured), 

weakness, 
exhaustion 

0.38 – 

0.42 
Risk of 

diabetes, 

weakness
, exhau-

stion of 

the body 

А(2/4) ≤ 0.1 - 

0.25 – 0.30 
Ketones, sugar is 

above normal, 

hormones are very 
unbalanced 

0.16 – 

0.24 

Weak-
ness, 

Exhau-

stion 

А(2/5) ˃ 0.52 0.48 – 0.52 

˂0.48 
Ketones, high level 

of glucose, 

endocrine system 
disorders 

- 

А(2/6) 
0.62 – 

0.73 

0.75 – 1.2 

Weakness 

1.3 – 1.5 
Spasm in the 

gastrointestinal tract, 

pain 

- 

А(3/5) 
5.3 – 
3.2 

3.0 – 1.6 

1.5 – 1.7 Norm after 

meal, inflammation, 

hormones 

- 

А(4/5) 
1.6 – 

3.2 
- 

3.2 – 3.8 Ketones, 

problems with the 
pancreas 

- 

А(4/6) ˂ 4.5 - 

4.8 – 5.2 

Severe 

inflammation, stress, 
exhaustion, ketones 

˃ 6.0 
Stress, 

weakness

, severe 
inflam-

mation 

А(4/8) - - 

0.62 – 0.80 
Problems with 

pancreas or stress 

and inflammation 

- 

А(5/6) - 

1.3-1.5 

Hunger, 
fatigue, 

lack of 

sleep, stress 

1.8-2.2 

Hot, stress 
- 
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Figure 5.  The dialoge windows of program to input of sensor responses 

and save the mesurements. 

The sector's colors are determined by the numerical value 
of parameters in Table V. The comments about the body's 
health state or the volatile substances in the analyzed sample 
are displayed depending on the interval in which the 
calculated parameters fall. The complete data about 
measurements (entered and calculated) are saved to the 
database (on a personal device) (Fig. 5). The more green 
sectors in the health status sphere, the closer it is to norm. 
For instance, in Fig. 7 on the sphere of the state, 4 red and 2 
yellow sectors are noted, which corresponds to many 
deviations from the norm: inflammation, disturbances in the 
functioning of the endocrine glands, a violation in the work 
of the excretory system. The value of parameters A(2/6), 
A(4/8) is in the red zone, which corresponds to the spasm and 
problems with the gastrointestinal tract or inflammation and 
the results of clinical and laboratory tests confirm 
inflammatory process in the digestive and respiratory tracts. 

 

 
Figure 6.  The dialoge windows of program with text and graphical 

information and results of comparison for  two measurent for left and right 

forearm (a) and for average measurement with norm (b) –green sector 

means that values of parameter included in diapazon for norm state, yellow, 
red color – deviation from norm. 

 
Figure 7.  Example of the sphere for human health status on parameter 

A(i/j) in the dialogue window of the software. 

 
In the example in Fig. 8, the presence of inflammation is 

noted, presumably of the gastrointestinal tract by the 
parameters A(2/6), A(4/5), A(4/6), severe exhaustion and 
stress according to parameters A(5/6), A(1/7). Parameter 
A(3/5) reflects the residual processes of food digestion. The 
doctor’s conclusion by the examination of the volunteer with 
the special test was gastritis. According to the survey of this 
volunteer, the study was carried out after a snack due to a 
strong feeling of hunger. Although in the cases of monitored 
diseases, correlations were established between deviations in 
laboratory indicators and parameters of the sensor array, the 
study of the mechanisms of changes in the volatile 
metabolome in the process of biological adaptation in the 
case of specific diseases requires clarification. 

 

 
Figure 8.  Example of the sphere for human health status on parameter 

A(i/j) in the dialogue window of the software. 

 

    

    
a)                                        b) 

 

Name of measurement 

1_5 = 0.77 

stress, weakness 

1_8 = 0.52 

alcohols, aldehydes, hangover 

2_5 = 0.37 
ketones, high level of glucose, endocrine 

system disorders 

Left hand Date, time, name 

of measurement 
Delete 

time, 

name 

of 

measu

remen

t 

Left hand – red 

Right hand - blue 

Area of ―visual print‖ for hands 

Name of measurement and 

description of parameters А(i/j) 

Name of measurement 

1_5 = 2.0 
propylamine 

4_5 = 3.2 
Ketones, problems with pancreas/ N-

containing compounds 

4_6 = 4.5 fatigue 
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Thus, according to the parameters of sensor signals, one 
can easily and quickly obtain comprehensive information 
about the deviation of the health status from the average 
norm.  

The general algorithm for assessing the condition using a 
portable "electronic nose" consists of: 

1) Measurement of the volatile metabolome of the 
forearm skin with an array of 8 sensors. 

2) Processing of sensor chronograms – constructing of 
the "visual prints" and calculation of its area, parameters 
A(i/j). 

3) Comparison of the shape and areas of "visual prints" 
for the left and right hands according to the "General 
condition" algorithm 

4) If there are deviations, we analyze the "visual prints" 
using other algorithms to determine the presumptive reason 
for the deviation. 

5) Deviations identified by other prints are confirmed and 
refined by the parameters A(i/j) in the health status sphere. 

6) If serious deviations are found (the presence of a 
disease, hormonal imbalance, inflammation), it is necessary 
to consult a specialist and take specific laboratory tests. 

At the moment, according to the collected base of 
measurements, the sensitivity and specificity of determining 
descriptive states (fatigue, anxiety, stress, excitement, and 
others) is 98 %, clinical cases of the disease, including 
exacerbation of chronic illness, – up to 80%. The sensitivity 
of determining deviations in some blood test indicators 
(changes in hormonal balance, including during a monthly 
cycle in women, an increase in glucose levels) reaches 
100%. 

Thereby, using portable e-nose for scanning volatilome 
secreted by the skin allows determining the diverse variation 
in health status, including the descriptive states, the presence 
of individual volatile substances at ppm-level. 

VI.  CONCLUSION AND FUTURE WORK 

According to the responses of the electronic nose, when 
monitoring biosamples of nasal mucus from 17 calves during 
5-9 hours, with an interval of 2-3 hours, the changes in the 
qualitative and quantitative composition of biosamples gas 
phase possible to assess atraumatic, on a place. The proposed 
parameter ΣFref. can be used to differentiate the diagnostic 
group of calves, identifying the animals that needed medical 
treatment. 

For the first time, a fundamentally new approach is 
proposed for a quick assessment of the health status of the 
human body as a whole (normal, stress, inflammation) and 
the work of individual systems (reproductive, endocrine, 
digestive), based on the results of an assessment of the 
qualitative and quantitative composition of the gas mixture 
of biomolecules secreted by the skin in the forearm and the 
Zakharyin-Ged zone.  

The correct interpretation and prediction of the status of 
biosamples and a person’s state have been proved by 
different analyses (leukogram, biochemical, microbiological, 
molecular genetic analysis). The algorithms are proposed for 
reading and visualizing signals from an array of sensors 
understandable to any user.  

The time of one analysis of volatile substances excreted 
by the biosamples or skin using portable e-nose, including 
visualization and processing, is up to 5 min that is faster than 
described in works [3][4][5][6], and without any sample 
preparation, unlike other modern research [3][8][9].  

We believe that proposed in this work approach in the 
analysis by sensor array is appropriate for other biosamples, 
such as blood, cervical mucus, exhaled breath condensate, 
and urine. 

In future works, we plan to expand the set of parameters 
when processing sensor chronograms to better specify the 
state of a person and differentiate states corresponding to one 
parameter value, such as stress, inflammation, and 
gastrointestinal problems. Investigation of idiosyncratic 
changes in humans and animals is one of the future work 
tasks. Also, we plan to improve the algorithm for deciding on 
the dominant reason for the deviation from the norm state to 
include it in the sensor data processing program. 
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Abstract - Caregivers face numerous challenges in providing 

care for a wide range of illnesses and health conditions 

associated with communicable diseases or non-communicable 

diseases. Pandemics, ageing populations, environmental health 

concerns, lifestyle changes, and other factors contribute to 

health issues, which lead to a greater demand for caregiving. 

This warrants further research on caregivers’ wellbeing. The 

study reported six need-factor of caregivers, which are the 

needs for regular communications, personal well-being, basic 

healthcare, access to information, coping with change and 

learning about caregiving. This paper explores these 

objectives: 1) To determine perceived stress level of caregiving 

among the caregivers; 2) To determine perceived stress level of 

caregiving among caregivers based on gender, age, duration of 

caregiving, and frequency of using internet for information 

seeking; 3) To determine the relationship of the need-factors of 

caregivers with their perceived stress level. A total of 84 

caregivers responded in a survey by using questionnaire. The 

t-test, analysis of variance, and correlation were used in data 

analysis. Findings reveal a normal distributed perceived stress 

level with a weak relationship with the need for information on 

caregiving. Caregivers should be able to access and acquire 

reliable information about the care guides which would aid in 

the provision and management of care, especially in this 

unprecedented time due to COVID-19.  

 

Keywords- Caregiver; perceived stress; information need; factor 

analysis; care model. 

I.   INTRODUCTION 

The rise of noncommunicable diseases over the years has 
resulted in an increasing disease burden in our society, with 
people suffering from life-limiting chronic illnesses. Their 
debilitating illness necessitates the assistance of caregivers. 
As a result, there is a greater demand for caregivers to 
provide care informally or professionally. Caregivers 
frequently faced with a range of challenging circumstances 
that they must handle while doing their jobs, and stress 
becomes unavoidable for them. In a study published in 
Global Health 2020 Contribution 70025, Koo et al. [1] 
identified six need-factors that facilitate caregivers in 
carrying out their responsibilities and making care decisions. 
The six needs-factors are regular communications, personal 

well-being, basic healthcare, access to information, coping 
with change and learning about caregiving. In this study, the 
authors proceeded to determine if caregivers’ perceived 
stress level of giving care influenced by these factors, 
particularly in a case study of cancer caregivers.  

Caregiver is defined as “someone who performs hands-
on care and/or provides emotional support to patients, such 
as a partner, relative or friend” [6, p. 388]. “Formal 
caregivers typically undergo training and certification and 
may inherently have greater health literacy capacities 
compared to informal caregivers” [26, p. 12]. The term 
“caregivers” used in this study is to encompass both partners 
and family caregivers, who are inherently informal 
caregivers.  

Caregivers to elderly recipients have a significant 
influence on their treatment [17]. If the caregiver is 
depressed or lacks resilience, the care recipient may not be 
able to get the most of care, thus affecting the quality of life 
for both parties. Support is needed for caregivers, such as 
physical, psychological, social, and spiritual [4][20] and 
encompass many decades of care for patients with chronic 
neurological conditions, such as multiple sclerosis, 
Alzheimer’s, Huntington’s disease, stroke, and Parkinson’s 
disease [22]. However, the capacity of informal caregivers to 
source and utilize information for them to perform their tasks 
is not well understood [24]; the roles of family caregivers are 
multifaceted and challenging. Health and social well-being 
have been an issue for the current society, hence care 
services (informal or formal) play an increasing role, and 
therefore the motivation of conducting this study. 

Yuen et al. [26. p. 12] mentioned that “accessing 
information from the internet may entail additional demands 
and capacities compared to traditional health literacy due to 
the factor of competing sources, identifying accurate and 
trustworthy resources, technological and internet literacy, as 
well as access to technology and the internet”. They propose 
future research could examine various strategies in providing 
information to caregivers through eHealth modalities. 
Ribeiro et al. [18] suggested that innovative health education, 
such as mobile learning applications will further expand the 
context of a smart learning ecosystem for cancer education.  
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The objectives of this paper are as follows: 1) to 
determine perceived stress level of caregiving among the 
caregivers; 2) to determine perceived stress level of 
caregiving among caregivers based on gender, age, duration 
of caregiving, and frequency of using internet for 
information seeking; and 3) to determine the relationship of 
the need-factors of caregivers with their perceived stress 
level. 

Section II reports relevant literature based on various 
aspect of caregiving, especially informal ones, and the 
challenges faced by caregivers. Section III reports the 
methods of the study which include the process of data 
reduction analysis using factor analysis. Section IV provides 
analysis and findings for the research questions. Section V is 
discussions based on findings and finally, Section VI is 
conclusion, and future works.   

II. LITERATURE REVIEW  

A. Types of caregiver 

The need of caregiving in society is ever increasing. 
According to WHO’s Global Health Observatory [3] on a 
global scale, the life expectancy of a person is 73.3 years in 
2019. For South-East Asia is 71.4 year; Europe being the 
highest, 78.2. Persons could expect a healthy life of 63.7 
years. According to [3], the gap between healthy and 
unhealthy life is about 9 years, which the populations may 
need care services for that duration.  

Generally, the relationship of informal caregiver and care 
recipient is family members relationships. Reference [7] 
reported that, 5.1% (95% CI = 4.45, 5.87) of adults (from the 
data of National Health and Morbidity Survey 2019 with 
11,160 adults involved, estimated to represent 21.3 million 
adults aged 18 years and above) in Malaysia reported to be 
informal caregivers. [7] provided two levels of caregiving - 
high and low intensity. Those high ones were likely to be 
actively employed and provide longer duration of care 
compared to the low intensity ones. For low intensity 
caregiving, females, those aged 35–59 years, and those with 
long-term condition were more likely to have negative 
effects on health. For high intensity caregiving, caregivers 
aged 60 and over, those received training and those without 
assistance were more likely to have negative effects on 
health [7]; the research team further suggested that 
"caregiving, regardless of intensity, has a significant impact 
on caregivers" (p. 1). To reduce the negative effects of 
caregiving duties, all caregivers need some assistance from 
the supporting environments such as, the community and 
government to support their needs. [8] revealed that the issue 
of social care, particularly the role of informal caregivers and 
their wellbeing were often neglected or missing in the 
discussions. In the UK today, 6.5 million people are 
caregivers, to care for different type of care recipients 
including seriously ill persons. Providing care, especially 
long-term care, can impact on a person’s health, finance, and 
relationships [8]. Many caregivers provide care in long hours 
or many years which affect their wellness. The survey 
conducted by [8] reported that 25% of caregivers 
experienced bad or very bad physical health and 29% of 

them reporting bad or very bad mental health; 81% of all 
caregivers reported to have felt lonely or isolation. Since 
many countries are having a development of an ageing 
population, shrinking of family sizes, and increased of 
women participated in workforce has posted many 
challenges in social care. 

B. Framing caregiving based on triadic model 

There are some models related to caregiving. [10] has 
come up with a triadic model, namely Figure 1, which shows 
the factors influencing the three groups of stakeholders in 
caregiving. This paper highlighted the importance of 
caregiving has only recently been acknowledged by the 
nation, such as, the US, as an important topic to the nation. 

 

 
Figure 1. “A triadic model of caregiving: factors influencing 

the care recipient, family caregiver, and professional caregiver 
team” (Source: [10]). 

 
Figure 1 shows that caregiver’s type/group is identified 

to be either a family caregiver or a professional caregiver. A 
family caregiver could be an immediate or extended family 
member. Care recipients can be inflicted with any illness, 
and at any age or age that requires care from others. 
Caregiving resides in the domain of public health. Figure 1 
shows a care triad within a complex system of variables that 
influence the system of caregiving from a larger 
environment. The triadic is influenced by the complex force 
from societal, political, and scientific issues that shape the 
context of care, such as global disease burden, demographic 
changes, health insurance coverage, and scientific 
discoveries. Care triad deals with a variety of internal as well 
as external variables that facilitate or inhibit the care 
situation, enhancing the chances for success or hindering 
them. More studies should be conducted in understanding 
various factors influencing the wellbeing of caregivers, 
particularly the family caregivers. 
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C. Care model during COVID-19 

Digital technology has transformed the care model in this 
unprecedented challenge time for healthcare systems 
internationally (the whole world) [11]. Caregiving during 
COVID-19 have affected the caregiver’s burden and mental 
health [13]. Subsequently, this affected the parents and 
children relationship. Digital health transformation has been 
the rapid development and implementation of new models of 
care which incorporate digital technology health [11]. The 
forces to shield people from COVID-19 have resulted in an 
increased in information seeking using telemedicine 
consultation approaches, as well as the rapid rollout of digital 
apps, digital education / training, etc. Reference [11] 
concluded that the human costs of COVID-19 will be high 
and long remembered; the change of the use of new ways of 
remote and digital health and sustained these care models 
(extended even for caregiving) will be the future 
developments (p. 2). 

D. Information technology for seamless learning and 

the infodemic phenomenon: A mixed blessing 

The blessing for caregivers is that they are privileged in 
this era to receive healthcare information at their fingertips. 
The idea of a Seamless Learning Model in context of 
caregivers’ informal learning and information seeking 
pursuits, implemented seamlessly via the internet and social 
media, which impacts their public and private learning 
spaces.  Many activities of learning and information seeking, 
especially for caregivers are inherently informal, self-
directed, independent, and critical as they frequently 
influenced by online technologies and social media.   

There are many internet-based information platforms for 
supporting and developing skills in caregiving and social 
care, for example [27][28][29]. It is also recognized as an 
authentic and just-in-time learning (or training), especially 
for caregivers or informal caregivers who need some help 
and guidance. For catering the needs of receiving guidance, 
there are formal caregiving courses or websites created 
caregivers (such as, MOOC courses that promote lifelong 
learning). [14] proposed a Seamless Learning Framework as 
shown in Figure 2. It explains the learning environments or 
dimensions experienced by most of the learners. The 
learning space is no longer defined by a “physical / formal 
class” but by “learning unconstrained by scheduled class 
hours or specific locations” [14, p.156], thus promoting 
seamlessness, with informal learning and information access 
at ones’ fingertips.  

The seamless environment is labeled as “community” 
which comprises different categories of people such as, 
teachers, experts, and learners. The community has access to  
any relevant sources of knowledge through cognitive tools, 
within the dimension of time (anytime), space (anywhere), 
and artefacts (any learning artifacts / contents).  

 

 
 

Figure 2. A Seamless Learning Framework [14]. 

 
This concept can be applied to fulfil the informal learning 

needs of cancer caregivers since caregivers interact with all 
kinds of information and materials seamlessly.  They interact 
with internet support groups or cancer survivors through 
social media, and conduct discovery learning about the 
disease from the cancer journeys shared by others. There are 
also professional cancer learning and sharing materials, 
which can be accessed with ease.  [25] suggested that public 
health information campaigns could be conducted using 
social media. This new means of communication, especially 
for prevention purposes, will complement other methods of 
communication.  

However, according to [2, p. 627], the importance of 
these online media and technologies has not been clearly 
revealed in previous studies, especially on the information-
seeking behavior of family caregivers. Not a blessing part is 
the current infodemic. The Internet and social media are a 
‘mixed blessing’ for the healthcare sector. However, the 
challenge will be to adhere to the legal framework that 
preserves the quality of the healthcare information provided 
on the internet and consume by the caregivers / patients. 
Infodemic challenges have even become a ‘disastrous’ than 
the pandemic itself. According to [15] that “…a global 
epidemic of misinformation—spreading rapidly through 
social media platforms and other outlets—poses a serious 
problem for public health”. Fighting infodemic and 
misinformation is a joint effort. This is because fighting 
every outbreak will be accompanied with tsunami of 
information and misinformation, rumors, etc., and social 
media amplifying it [15].  Users, such as caregivers must 
critically analyze and select information posted on YouTube 
to make effective healthcare decisions. Moreover, diagnostic 
information online is sometimes used to confront doctors 
[12][15].  

Consumption of online healthcare information and 
services is increasing [15] and has empowered caregivers 
(and patients) to enhance their health and digital literacy for 
improved decision-making [9]. Hence, getting more insights 
on the proper way of obtaining useful and informative inputs 
for caregivers is essential. 
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E. Identifying challenges and needs of an informal 

caregiver 

Among the bigger challenges faced in long term 
caregiving are the need to give up their personal life or 
career and becoming a full-time caregiver, this is normally a 
case for Asian culture [16]. Most caregivers will be coming 
from family members who are informal mostly, and conflict 
may happen between them with care recipients or the other 
family members who are not able to empathize the roles and 
feeling of caregivers. Another challenge that they faced, is 
the ‘shrink’ of social life to be just in the circle of family and 
a gradual distant from their career life [16].  

Seattle Cancer Care Alliance (SCCA) [19] listed the 
challenges of caregiving such as, caring for themselves (self-
care), supporting and caring patients emotionally and 
physically, maintaining the home environment for patients, 
gathering information, helping with decision-making on 
cancer care or treatment, arranging patients’ hospital visits 
and patient’s financial support. According to Wingate and 
Lackey cited in [2], family caregivers need knowledge, 
information, or understanding that can be gained through 
education, experience, study, or through explanations by 
qualified specialists. Chen [2] reported a qualitative study 
that discloses the information needs of cancer family 
caregivers are varied along the cancer journey, and they used 
diverse information sources, including healthcare 
professionals, hospital booklets, interpersonal networks, 
besides the internet, mass media, and books - to satisfy their 
needs. Her study found that demographic variables of 
caregivers (such as, gender, age, level of education, 
socioeconomic status, and culture) affected their 
information-seeking behaviors. Girgis et al. [6] measured the 
psychometric properties to capture the multidimensional 
supportive care needs of cancer caregivers. The instrument 
used was given to 547 cancer caregivers. Psychometric 
analyses found four dimensions of need: healthcare service, 
psychological and emotional, work, and social, and 
information. Caregivers with anxiety and depression were 
more likely to report, “at least one unmet moderate or high 
need in comparison to non-anxious participants”; younger 
caregivers faced at least one unmet moderate or high need 
around “psychological and emotional”, and “work and 
social”, as compared to the older participants. Girgis et al. 
[6] suggested the findings can be used to prioritize healthcare 
resources and tailor supportive cancer care service 
accordingly. The model and framework reviewed above 
facilitated the conception of need-factors as reported by [1].  

This study focuses on investigating significant factors 
that correlate to caregivers’ perceived stress levels. The 
contributing constructs provide guidelines on further plans or 
actions to reduce stress among caregivers.  Cancer caregivers 
were chosen as the study's setting due to the rising number of 
cancer patients in Malaysia [21] and the need for improving 
cancer management, which certainly requires greater focus in 
research, such as, on the caregiving aspect. 

III. METHODS 

A survey was conducted in a hospital with two cancer 
specialist clinics run by National Cancer Society Malaysia 
(NCSM), an NGO for cancer awareness and cancer care. 
Permission was granted from NCSM to conduct this study at 
the waiting lounge of the two cancer clinics. The population 
of the study involved all cancer clinics run by NCSM across 
the country. However, only two cancer clinics were 
purposively selected to participate in this study due to their 
strategic location in the center of Kuala Lumpur city. A total 
of 84 participants were involved in this study. Majority of 
them were Malaysian Chinese. This is because the hospital is 
traditionally or historically relevant and popular among 
Malaysian Chinese community.  

A. Instrument 

The instrument of the survey was adapted from [6] to 
study needs of accessing information in the context of 
informal learning environments. Items related to this context 
were added to the instrument. The instrument was then 
reviewed by three experts in wellness and preventive 
medicine (Expert 1), management of a cancer wellness 
center (Expert 2), and healthcare informatics (Expert 3) 
respectively. Items were reviewed; some were dropped and 
merged because of overlapping meaning; some were 
rephrased for the suitability of local caregivers in Malay and 
English. A comprehensive factor analysis was conducted to 
establish the factors. The items were analyzed in a 
comprehensive factor analysis. It involves two stages as 
below. 

1)  Stage one: Extracting factor 
In PCA, the suitability and adequacy of data in terms of 

variability of data were tested based on Kaiser-Mayer-Olkin 
(KMO) measure of sampling adequacy. In this study the 
value of KMO is 0.842 which is greater than 0.7 which 
indicates a very good condition to proceed with the factor 
analysis. In normal practice, value of KMO should be larger 
than 0.5 for achieving condition of satisfactory.   

On the other hand, the Barlett’s Test of Sphericity takes 
consideration of testing of correlations among the variables. 
This value is referred to ensure that there are sufficient 
correlations among the variables. The sufficiency of 
correlations is indicated in the associated probability in the 
chi-square. If the p value of the associated chi-square statistic 
is less than 0.5, it shows the items are sufficiently correlated 
for further analysis in PCA. In this study, the results of 
Barlett’s Test of Sphericity show that value of chi-square is 
2470 with df=703 and p-value < 0.05, indicating that the 
variables were sufficiently correlated to form the specific 
components and factors. 

TABLE 1.  KMO AND BARLETT’S TEST 

Kaiser-Meyer-Olkin Measure of 

Sampling Adequacy. 
.842 

Bartlett's Test of 
Sphericity 

Approx. Chi-Square 2470.094 

Df 703 

Sig. .000 
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An examination of the scree plot of the Eigenvalue 
versus Component has shown a clear “knee point / elbow”, 
that is at the point of component number of 6 (refer to Figure 
3). Other components have lower value of eigenvalue, which 
will not be considered for the next step.  
 

 
 

Figure 3. Scree plot showing the elbow at the point of the 
sixth component at the value of Eigenvalue >= 1. 

The six components which have eigenvalues more than 
one (namely 16.714, 2.483, 2.211, 1.504, 1.270, 1.187 as 
observed in the analysis of the total variance explained by 
components) indicate there are six factors or constructs in the 
extraction process. 
 

2) Stage two: Factor rotation 
The final step of PCA is to examine the factor loadings of 

each item in relation to the first six components. The factor 
loading presents the results of component rotations and 
interpretation of components.  

The factor rotation method used in the analysis is 
Viramax rotation, a method used frequently in social science 
and psychological study. A check on oblique based rotation 
has also produced the similar set of items according to these 
components. In determining the factors from the factor 
loading, the loading of absolutes 0.4 is used as a cut-off 
value. For practical significance, loadings of absolutes0.4 
and above, but less than 0.5 are considered just enough to be 
significant. Loadings above 0.5 indicates highly significant. 
On the other hand, if the factor loading difference between 
two factors across a particular item is less than 0.2, the item 
should be dropped. 

Table 2 is a matrix table showing the rotated components 
and their related items shows the loading value of each item 
which are greater than 0.4 in relation to the six identified 
components in the factor extraction, and other components 
(i.e., Components 7 and 8).  The bold loading values are the 
selected items according to components; items which loading 
values are italicized due to the difference of loading values 
less than 0.2 were discarded (i.e. Item 18, 35, 26, 33 and 32). 
Components 7 and 8 were also not considered for 
interpretation. 

TABLE 2. A MATRIX TABLE SHOWING THE ROTATED 

COMPONENTS AND THEIR RELATED ITEMS WITH 

FACTOR LOADINGS. 

Item # 1 2 3 4 5 6 7 8 Differe
nce of 
two 
factor 
loading
s with 
nearest 
values 

Decision 
on item#  

14 0.819          

13 0.809          

19 0.658          

29 0.641          

20 0.622          

18 0.575    0.433    0.142 
(<0.2) 

Item 18 is 
dropped  

15 0.469          

30  0.769         

27  0.766         

36  0.701         

28  0.679   0.456    0.223 
(>0.2) 

Item 28 is 
maintaine
d 

25  0.638   0.424    0.214 
(>0.2) 

Item 25 is 
maintaine
d 

10  0.611         

35  0.593 0.467      0.126 
(<0.2) 

Item 35 is 
dropped  

26  0.546   0.448    0.098 
(<0.2) 

Item 26 is 
dropped  

9   0.656        

6   0.605        

7   0.54        

33 0.411  0.518   0.426    0.015 
(<0.2) 

Item 33 is 
dropped  

32   0.515  0.486  0.432  0.054 
(<0.2) 

Item 32 is 
dropped  

8   0.476        

11   0.462        

5   0.45        

12   0.44        

3    0.783       

1    0.781       

2    0.706       

4   0.425 0.64     0.215 
(>0.2) 

Item 4 is 
maintaine
d 

24     0.787      

23     0.732      

17     0.506      

37      0.814     

38      0.809     

34      0.594     

21       0.757    

31   0.429    0.444  0.015 
(<0.2) 

Item 31 is 
dropped  

22        0.624   
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16     0.418   0.5 0.082 
(<0.2) 

Item 16 is 
dropped  

Extraction Method: Principal Component Analysis. Rotation Method: Varimax with Kaiser 

Normalization. Rotation converged in 10 iterations.  

Note: The minimum loading score accepted is 0.4, loadings below 0.4 are not shown; items with 

loading difference <0.2 are discarded from further analysis / interpretation. Extraction 

Method: Principal Component Analysis.  Rotation Method: Varimax with Kaiser 

Normalization.  A. Rotation converged in 10 iterations. 

 
The bold items were retained and used for interpreting 

the need factor. In total, there were 29 items to explain six 
(6) components of need factors.  Table 2 is a matrix table 
showing the rotated components and their related items. A 
total of 9 items were discarded, and not included for further 
interpretation of the construct or need factors.  

The internal reliability analyses with the Cronbach’s 
Alpha values for the items emerged for six components / 
factors are stated in column 3 of Table 4: Factors with items 
loaded to the six-factor of needs (Refer to the last page of 
this paper). All factors have the alpha values greater than 0.7 
(α > 0.7), indicating an acceptable internal reliability 
measure for the factors. 

Collectively, none of the factors scored ‘high need’ and 
there is no factor indicating “no need”. The need for 
communication is at the level of ‘moderate’. Other need 
factors such as, personal well-being, basic healthcare, access 
to information, coping with change are between ‘low’ to 
‘moderate need’. The need for learning through online 
information and connection is ‘low’.  

 

B. Results of the Factor Analysis 

The needs-factors are identified as F1-F6 and are detailed 

as follows: 

• Factor 1 (F1): Regular communication for better 

understanding and balance of needs between 

caregivers and person with cancer.  

• Factor 2 (F2): Personal well-being especially on the 

control of emotion, communication, and spiritual 

beliefs mainly on the quest of meaning of life and the 

faith in the healing process. 

•    Factor 3 (F3):  Basic healthcare, counselling, and 

service.  

•    Factor 4 (F4): Access to information related to 

cancer or patient care information and services. 

•    Factor 5 (F5): Coping with change especially the 

change of life routine and perspective on life. 

•    Factor 6 (F6): Learning through online 

information and connection with others on cancer 

care. 
The items were analyzed using factor analysis. Factors on 

the needs of cancer caregivers were then identified in the 
analysis (This part of analysis was reported in [1]). The 
instrument also collected data of profiles, caregiving 
experiences and online activities behavior, caregivers’ 
perceived stress level. The instrument also measures the 
perceived stress level of caregivers according to a scale of 1 - 
10. Respondents were freely to mark their level of stress 
guided by the simple semantic such as, minimal stress, some 
stress and higher stress (in which data is gathered from a 

scale bar from 1 to 10, where 1 represents minimal stress, the 
middle scale represents some stress and 10 represents the 
higher stress (Refer to Figure 4) 

 

 
Figure 4. Scale of perceived stress level. 

C. Procedures 

The caregivers in the waiting lounge were invited to 
participate in the survey. The researcher assistant took turns 
to be in the waiting area for two or three days in a week for 
two months. The data collection process stopped when there 
were very few new caregivers in the waiting area. Caregivers 
who agreed to participate in this study were asked to sign a 
participation consent form. They were briefed that at any 
time, they could freely withdraw from the study. Some 
caregivers were assisted by the researchers to clarify the 
meaning of items. Overall, the total number of usable 
responses was 84 out of 91; seven responses were not 
included due to incompleteness. 

IV. ANALYSIS AND FINDINGS 

Two parts of analysis were conducted, firstly is Part A - 
demographic information and perceived stressed level, and 
Part B - probing caregivers’ profile such as, age, gender, 
duration of caregiving, frequency to be online for accessing 
information, and the six need-factors with perceived stress 
level among the group of caregivers. 

D. Description of the demographic information 

The total participants were 84. More than half were 
females, most of them were Chinese (83%) with their 
religion Buddhism or Taoism, middle income or lower 
(77%), holding diploma and above (59%), aged more than 30 
years old (73%). More than half of them (62%) have been 
caregiving for 6 months and above, mostly the care 
recipients were affected with female related cancer (54%). 
The caregivers were quite active online to look for health 
information and connection with others via online. About 
60% of them were in this category.  

Profile of caregivers, especially their age, gender, 
duration, and frequency of online access to information are 
further examined, whether these variables influence 
caregivers’ stress levels.   

 
RQ1 – What are the caregivers’ stress levels?  

Figure 5 presents the distribution caregivers’ stress 
levels. The bell shape of the distribution depicts the data is 
normally distributed. Further testing of normality is 
conducted by calculating the Z-score.  The Z-score value (as 
shown below) is calculated from the skewness statistic 
(skewness statistic= -0.359) and standard error (standard 
error = -0.269) of it (refer to Table 3). 
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TABLE 3.   STATISTIC AND STANDARD ERROR FOR THE 

CALCULATION OF Z-SCORE 

 
Z-score = skewness statistic/ standard error=  -0.359/-0.269 = -1.386 

 
The Z-score = -1.386 is located between –3.29 and +3.29 

shows a fulfilment of requirement of normality. It is 
indicated the medium sample size (50< n < 300), a threshold 
value of Z score is 3.29 to determine the distribution of data 
is normal. In this case, the null hypothesis (H0: the data is 
not distributed normally) is rejected at alpha level of 0.05. 
Hence, the data is distributed normally. In addition, the data 
satisfies normality since the ratio of standard error (-0.269) 
to its standard error is in between -2 and +2.  

Refer to Figure 5, overall, the caregivers were averagely 
stressed on their caregiving task, with most of them having 
middle stressed level ranging at the mean value of 5.68 (Std. 
Dev. = 1.826). Majority of them have some stress (within the 
range of scale of 4 – 8), i.e., some stress in caregiving. The 
distribution of stress level is showing a normal distribution 
(Figure 5). 
 

 
Figure 5. Histogram of perceived stressed level. 

Scale for perceived level is 1 – 10. * Note: 4 missing values reported. 
 

RQ2: Is there any difference in perceived stress level 
between/among the grouping variables (namely gender, age, 
period of caregiving, frequency of using internet for 
information seeking)? 

Table 4 shows descriptive data for four grouping 
variables.  The t-statistic and F-statistic are referred to 
examine whether the grouping variables has an influence on 
perceived stress level. The findings show that the perceived 
stress level does not shows difference between/ among each 
of the grouping variables (in Table 4) since all the p-values 
of the statistical test (t-test and ANOVA) exceed 0.5. Thus, it 
has sufficient evidence that there are no differences in 
perceived stress level among different groups (gender, age, 
period of caregiving, frequency of using internet for 
information seeking) of caregivers.   
 

TABLE 4. COMPARING DEMOGRAPHIC AND EXPERIENCE 
VARIABLES WITH PERCEIVED STRESS LEVELS 

Grouping Variables Mean (Std. 
Dev.) 

Statistical 
Test  

P value 

Main measure  Perceived 
Stress Level 

  

Gender 
  Male 
  Female 

 
5.94 (1.722) 
5.48(1.894) 

t = 1.122 
(df = 78) 

0.265 (not 
significant) 

Age 
  < 30 
  30-49 
  50-69 
 

 
5.21(1.865) 
6.09(1.505) 
5.50 (2.259) 
 

 
F = 1.734 

0.184 

Duration/Period of 
caregiving 
  <0.5 year 
 
  0.5 year-1 year 
 
  1– 2 year 
 
  >2 year 

 
 
6.04 (1.503 ) 
 
5.43 (2.507) 
 
5.71 (1.978  ) 
 
5.00 (2.000) 

 
 
F = 1.302 

 
 
0.281 

Frequency of using 
internet for information 
seeking:- 
 
Very frequently 
(everyday and almost 
everyday) 
 
Weekly, fortnightly or 
seldom 
 
Never 
 

 
 
 
 
 
5.54 (1.584) 
 
 
5.88 (2.748) 
 
 
6.69 (1.653) 

 
 
 
 
 
F = 1.6695 

 
 
 
 
 
.176 
 

Note: The dependent variable is caregivers’ perceived stress level. 

RQ3: Is there any relationship between caregivers’ need 
factors with their perceived stressed on caregiving? 

Table 5 shows the correlations of Perceived Stressed 
Scale with the six need-factor identified in [1], where the 
bivariate correlation coefficient values are displayed with the 
indication of p-value. The findings show that the need for 
‘access to information’, ‘basic healthcare’ and ‘personal 
wellbeing’ are among the significant factor that correlate 
positively (have positive relationships) with perceived stress 
level since the p-values are less than 0.05. The correlation 
coefficient for the one variable which is the need for 
accessing information is the highest (r=0.341, p-value < 
0.05) among these variables.  Another three need-factor 
(regular communication need, need to cope with change, and 
the need for learning through online information and 
connection) were not correlated with perceived stress.  
 

TABLE 5. CORRELATIONS BETWEEN CAREGIVERS’ NEED 
FACTORS WITH THEIR PERCEIVED STRESS ON 

CAREGIVING 

Need-factor (with 

reference to [1])  

Correlation 

Coefficient, r  

 

 

  

p value  
Sig. (2-tailed) 

 

F1_Communication 0.193 .087 

F2_Personal 

wellbeing 

0.221 .049* 
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F3_Basic 

healthcare 

0.317 .004* 

F4_Access to info 0.341 .004** 

F5_Cope with 

change 

0.179 .112 

F6_Learning 

through online 

0.173 .126 

Correlation of six need-factor with perceived stress; n = 84 

V. DISCUSSION 

The need for basic healthcare, personal wellbeing and 
information access are the three crucial factors which have 
some correlations with caregivers’ perceived stress level. 
The personal wellbeing (in the form of positive feeling, 
counseling, spiritual) has often been neglected in modern 
care model. Personal wellbeing and the access for the basic 
healthcare for caregivers is vital for stress relief and to build 
a more robust and holistic model for patient care system. The 
number of caregivers is increasing due to the unprecedented 
pandemic situations.  

The information seeking behaviors (push and pull for 
information) is now seamlessly a part of the life for 
caregivers. The information areas can be referred to online or 
offline channel. The infodemic viral or fake news are also a 
key challenge for everyone, especially more critical for those 
with low literacy in digital skills and health knowledge. The 
findings have shown that, information access to caregivers 
on appropriate information on healthcare, caregiving, etc. has 
a stronger relationship to perceived stress. This was also 
evidenced in the descriptive findings (mean and standard 
deviation) of the group of caregivers who never access 
information via internet to be higher stress compared to other 
group of users.  

The seamless learning concepts by [14] are adapted to 
suit the needs for caregivers and keeping them informed and 
empowered while at the same time learning to acquire skills 
and knowledge for their caregiving tasks from various 
resources and people. Keeping caregivers well-informed and 
information-literate is vital in this age. In recent years, the 
rapid shift of digital technologies has put a toll on caregivers, 
particularly those who are health-illiterate and would not 
know how and where to acquire information as technology 
advanced. Most information is sought online these days. 
Those who never online due to many reasons (illiterate, no 
access to mobile data or devices, etc.) had reported higher 
stress level. Caregivers should be provided training or 
education on information seeking skills, digital and health 
literacy skills. They will be more empower when dealing 
with the new world of information era.  

The current study and analysis finding is also aligned 
with [6] which reported that, “more caregivers experienced 
unmet needs varied across cancer types for the Health Care 
Service Needs and Information Needs domain.” The unmet 
needs may result uneasiness in caregiving across cancer 
types, and these two factors contributing to some stress. [6] 
further stressed that by experiencing any one of the factors, 
“even if just one unmet need, can be quite distressing”. [2] 
explained that caregiving needs for information is not as 

simple as we thought. There are these information needs 
related to these areas: treatment, dietary, disease specific 
information, homecare, psychological support, health, 
insurance and social welfare and funeral arrangement. These 
categories of information are complex, demanding, and 
unfamiliar to many caregivers, could be unmanaged by just 
one or solely one caregiver.  

Information to guide new family caregivers can be 
provided early by healthcare bodies which can reduce the 
anxiety and uncertainty exhibited by caregivers [2]. 

A. Limitations 

The study has sampling limitations, the caregivers are 
mostly from one ethnicity and the number of respondents is 
less than 85. The convenience sample for this study comes 
from one hospital. The sample of the study are caregivers 
who were selected purposively from cancer clinics in a 
hospital, they were affected by different kinds of cancer. All 
these limitations are acknowledged. Future research is 
proposed to incorporate more participating hospitals and 
caregivers. 

VI.  CONCLUSION AND FUTURE WORK 

Overall, the caregivers involved in this study perceived 
that they have some stress with a few said they have minimal 
stress or higher stress.   

Future directions of this research will consider studying 
on one or two aspects of need factors, especially on the needs 
for information during caregiving by informal caregivers. 
Interaction and communication of family members and 
decision-making processes are all quite relevant or maybe 
different at different stages of caregiving.  

Future research will consider the different duties of 
caregivers and the level of quality of treatment received by 
patients. These variables may influence the requirements of 
needs by caregivers and subsequently affecting the quality of 
care provided by them, especially to their loved ones. [23] 
proposed an urgent need for research directions on the 
impact of COVID-19. Among the highlighted directions are 
the general issues with special considerations, i.e., role of 
technology as the ‘oxygen’ (as vital medium), and the 
importance of contextualization of research. [2] stressed 
about the culture aspect in caregiving; the influence of 
culture in health information studies requires further 
research.  This understanding will move toward better ways 
of living and coping with COVID-19. Although caregiving is 
a routine task, it is however, a very challenging task with 
stress and emotion. Ethnographic method for this research 
area can be used to enhance understanding of the 
information-seeking behavior of family members. 
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Abstract – Big data is the new gold in today’s VUCA 

world. VUCA is a systems-derived acronym used to 

refer to a volatile, uncertain, complex, and ambiguous 

system. Taking a holistic approach in studying and 

examining big data can yield new insights that can 

benefit healthcare practitioners and decision-makers in 

a VUCA system. This study explores advancing the 

method to collect and process Electronic Medical 

Records (EMR), to expand the interest in the use of big 

data in health care. The objective of this study was to 

determine whether the EMR record in LV Prasad Eye 

Institute (LVPEI) in India can contribute to the 

management of patient care, through studying how 

climatic and socio-demographic factors relate to eye 

disorders and visual impairment in the State of 

Telangana, using data merging as the main technique to 

study the data. Our findings highlighted the presence of 

cataract in rural areas and throughout the different 

weather seasons. Men tend to be the most, while home 

makers make the most visit to the hospital.  

 
Keywords –big data; ophthalmology; ocular diseases; artificial 

intelligence. 

I.  INTRODUCTION 

This extended research is based on the critical global 

healthcare issue of examining the demographic and weather 

factors that correlate to the development of eye diseases in 

Telangana, India. A brief presentation of the topic was 

addressed at the Ninth Data Analytics 2020 Conference in 

Nice, France [1]. Responding to the major interests from the 

discussions in Nice, this research includes more statistical 

analysis of the relationship, as well as a detailed explanation 

of the systems-approach method used to study the data. 

India is home to over 8.3 million people with Vision 

Impairment (VI), the highest in the world [4]. Even though, 

in 1976, India became the first country in the world to start a 

national program for control of blindness for the goal to 

reduce blindness prevalence to 0.3 percent by 2020, the 

prevalence of blindness still stands at 1.99 percent, 

according to the National Blindness and Visual Impairment 

Survey, released in October 2019 by the Union Ministry of 

Health and Family [2]. The prevalence of blindness and 

visual impairment is one of the highest in Telangana, a state 

in Southern India, as inferred from survey [2]. The 

significant reasons indicated in the survey were due to 

cataract and refractive error [3].  

All surveys in the country have shown that cataract is 

the most common cause of blindness and all prevention of 

blindness programs have been “cataract-oriented.” 
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However, it has recently been recognized that the visual 

outcome of the cataract surgeries, as well as the training of 

ophthalmologists has been less than ideal.  

This study uses Artificial Intelligence (AI) and machine 

learning techniques to explore a dataset containing 

information on 873,448 patients who visited LV Prasad Eye 

Institute (LVPEI), a multi-tier ophthalmology hospital 

network, based in Hyderabad. The data was extracted from 

Eye Smart, the name given to the hospital’s Electronic 

Medical Record (EMR) and health management system. 

The EMR was then merged with climatic factors to test the 

correlation between climatic variables and ocular diseases 

presented by the patients [4]. Studying risk factors, 

primarily associated with climate and the environment can 

lead to a better understanding of the causes, diagnosis, and 

treatment of several eye diseases [6]. 

In healthcare, ophthalmology deals with the diagnosis 

and treatment of eye disorders. Some known diseases in 

ophthalmology are cataracts, retinal disorders, macular 

degeneration, and others. The relatively rapid and recent 

adoption of EMRs in ophthalmology has been associated 

with the promise that the accumulation of large volumes of 

clinical data would facilitate quality improvement and help 

answer a variety of research questions. Given that EMRs are 

relatively new in most practices and that clinical data are 

inherently more complex than other fields that have been 

altered by the digital revolution, these proposed benefits 

have yet to be realized [5]. 

With the rise of big data, it has now become easier to 

study how culture, race, climate, and other socio-

demographic factors correlate to the spread of ocular 

diseases. This has shed light on recent research in medicine 

and ophthalmology. An investigation has been conducted 

with an aim for the application of AI-based hierarchical 

clustering as a tool to optimize the in total excellence, 

values, and the security for the Adult Spinal Deformity 

Surgery (ADS) [17]. It has been observed that prior to this 

the ADS classification was based on certain radiographic 

parameters which have been correlated with the patient 

related outcomes. But the problems faced immensely by the 

researchers is to separate out the patients and the patterns 

manually that is in turn was based on hundreds of data 

parameters and the process was considered to be practically 

not feasible.  

Therefore, as a methodological approach for every 

probable cluster of patient (N) done on the basis of (M) 

surgery were normalized for two year enhancement and the 

massive rate of complication were computed. Thus, this 

particular study has therefore, highlighted that 

unsubstantiated hierarchical clustering of the patterns of 

findings that helps to initiate the prior operative judgment 

making by formulating a two-year risk benefit grid. In this 

way the novel AI-ASD pattern of classification and 

identification have helped to diminish the risk and overall 

improvement [17]. It should be mentioned that smaller cities 

face a lot of difficulties to maintain the sustainable welfare 

of countries in amalgamation with notable standards of 

living [18].  

In another investigation, the emergency bases of 

hospitalization along with the causes of mortality were 

utilized as the replacements of frailty. The researchers used 

to two different models to assign the deteriorating risk score 

to every subject of the elderly population residing within the 

Municipality of Bologna, Italy [18]. The study design was a 

cohort study with of 58 789 subjects as sample size for 

overall six years with a four-year monitoring period. The 

study findings reported excellent power of discrimination 

along with calibration that demonstrated an excellent 

anticipating ability of the models utilized [18].  

In this respect, another study could also be illustrated 

that had utilized the application of health administrative 

databases along with authenticated algorithms to show a 

correlation in between the residential proximity towards 

foremost roadways along with the prevalence of three major 

neurological diseases like dementia, multiple sclerosis, and 

Parkinson’s disease [19]. This particular study design was 

also a cohort study based on two different populations 

having the age group in the range of 20–50 years with 

sample size of 4.4 million suffering from multiple sclerosis 

and the matured adult groups having the age range of 55–85 

years with sample population size of 2·2 million suffering 

from dementia or other Parkinson’s disease. The researchers 

of the study estimated the associations among the following 

parameters such as the traffic proximity, incidence of 

dementia, Parkinson’s disease, and the multiple sclerosis 

using the model of Cox proportional hazards which would 

also take into consideration of certain individualistic 

contextual parameters such as any injury to brain, diabetes, 

and the local income [19].  

The study demonstrated the successful application of the 

health record databases along with the specialized analytical 

tool for the categorization of patterns of large or big data 

[19]. In today’s world, the relationship based on function in 

between the non-coding RNA (ncRNA) and the varied types 

of human diseases, is considered to be a central task within 

the field of modern research for the formulation of effective 

therapeutic approaches.  

 In Section 1, we discuss the methodology used in the 

study, breaking the sections down to explaining the 

systematic approach used as a framework for studying the 

date, and an explanation into the computer software used, 

Microsoft Power BI, to explain the data merging technique. 

In Section 2, we discuss the analysis and highlight the 

specific statistical tools and methods used to investigate the 

study of several demographic and climatic factors that 

impact upon the individuals in Telangana. Section 3 focuses 

on providing a thorough analysis of the data findings. 

Section 4 highlights key findings and trends, and Section 5 

includes the conclusion and recommendations pertaining to 

the use of big data and data merging in EMR to reveal new 

insights in the study of visual impairment and eye disorders 

in Telangana. 
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II. METHODOLOGY 

A. Systematic-Approach Using the DIKW Pyramid 

 

Data science, a discipline that has been emerging over 

the past few years, centers on analyzing data. Since there is 

no specific definition of data science, we relied on the 

explicit meaning of the term, and therefore decided to work 

on complex data sets and determine a way through which it 

can be evaluated. To make the process simpler, we decided 

to study the data from a holistic approach. Putting a 

framework in place, helped us in creating a plan for 

studying the data to achieve results that can be of use and 

that can identify and analyze patterns in the data sets, which 

can be used for future clinical practices.  

The following Data, Information, Knowledge, and 

Wisdom (DIKW) pyramid framework was chosen as the 

main framework that explains the reasons for transforming 

the data. By transforming the data into information, we 

gained certain knowledge about the topic which then was 

transformed into wisdom that helped us in not only 

conducting the investigation effectively, but also to gain 

effective understanding about the research topic. The 

readers can also rely on this wisdom to gain conceptual 

clarity and understanding of the subject matter.  

 

           The DIKW Pyramid 

 

Figure 1. DIKW Pyramid  

Figure 1 depicts the DIKW Pyramid. Dr. Russel Ackoff, 

wrote that "wisdom is located at the top of a hierarchy of 

types," suggesting that as the highest level of the hierarchy 

of types, wisdom is somehow superior to the types below it. 

Subsequent depictions of the knowledge hierarchy typically 

exclude the understanding level [22]. Ackoff's hierarchy 

does not require that data transform into information, 

information into knowledge, or knowledge into wisdom. 

Instead, he stated that each category is included in the next. 

For example, there can be no wisdom without understanding 

and no understanding without knowledge [22]. Big data 

analytical tools have a strong potential that allows 

healthcare professionals to gander upon the clinical data 

stored within repositories and assist in the process of 

informed making of decisions. Today, especially with the 

COVID-19 situation, the healthcare sector is making use of 

AI for a wide range of findings. 

Social researchers are now expected to possess various 

skills and abilities, in particular, the ability to apply 

qualitative methods. Such researchers are also expected that 

they acknowledge as well as explain their personal 

positioning. This is mainly due to ‘subjectivity’. Every 

person has their own thoughts and opinions; due to this 

reason, another researcher exploring the same topic might 

have a different perspective which will be seen through their 

investigation. Such differences in perceptions and ‘frames 

of mind’ influence the way the study is carried out and 

understood by the readers [24]. As Morison [24] has 

written: “Sociological research is a complex enterprise 

involving a dynamic interplay between personal values, 

theories and practical data gathering skills. Different 

sociologists, looking at the same community but not starting 

from the same theoretical viewpoint, may direct their 

attention to different aspects of the place they are studying 

and come up with extremely contrasting results.” 

B. Data-Merging Using Microsoft Power BI 

 

To gain insight into the climatic and socio-demographic 

factors that correlate to the risk of ocular diseases in the 

State of Telangana, we used multiple approaches utilizing 

AI and statistical software and programming languages, 

including Microsoft Power BI and Python to explore the 

dataset, which contained information on 873,448 patients 

complaining of eye disorder symptoms across multiple 

categories of ocular diseases. Publicly available climatic 

variables were obtained and aligned to the dataset through a 

process called column mutation, and then examined by 

Microsoft Power BI, which heavily relies on visual 

illustrations and statistical storytelling to present findings 

and new insights. It should be noted that Microsoft Power 

BI is considered an assortment of software or apps which all 

together works in amalgamation to transform the unrelated 

sources of data into a visually pattern oriented, continuous 

and dynamic insights. Column mutation, which is the 

merging of datasets, was done through Python, an 

interpreted, object-oriented programming, that codes the 

columns in a language called Syntax. It works out on the 

principle of logical and arithmetic computation. This tool 

has an advantage to handle large and complex datasets.  

The process was however timely given the large volume 

of patients. The process was repeated more than once to 

ensure minimal error in the merging process. Microsoft 

Power BI was then used to model the data in order to obtain 

the visualizations and insights. 
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III. ANALYSIS 

It has proven valuable to first observe which diseases are 

the most prevalent in the different areas of Telangana, and 

what age and gender are most affected to get a full 

understanding of the criticality of the eye disorder epidemic 

and to provide a baseline against which to compare the 

climate and patient demographic variables examined.  

The use of EMRs in generating new insights has been an 

increasing trend in the area of ophthalmology. Research in 

ophthalmology has benefited greatly from the use of EMRs 

in expanding the breadth of knowledge in areas such as 

disease surveillance, health services utilizations and 

outcomes. In addition, the quantity of data available has 

increased, that it is now highly recommended to work on 

data linkage systems in eye research, as such data can offer 

insights into advantages and limitations for future direction 

in eye research [6]. 

The timespan of this dataset is between 2011-2019, a 

total of 8 years. There has been consistency to already 

known information through the analysis, specifically on 

gender and age-related eye conditions. Creative featuring 

techniques have been used to shed the light on the most 

critical variables through trial and error of testing for 

relationship in accordance to eye disease. 

The master dataset or the big data, which was explored 

and analyzed, covered clinical visits are from the year 2011-

2019, and included demographic information of the patient, 

including age, gender, profession, data of visit, district of 

resident, and symptoms and diagnosis of the patient in 

relation to eye disease. To look further into this issue, we 

merged climate variables to the dataset to explore the 

relationship with eye disorders. The AI approach can be of 

varied types namely conventional symbolic AI, 

Computational intelligence, and statistical tools or the 

combination of all of the above. Here in the present 

assignment the Computational intelligence approach has 

been adopted for the analytical purpose [23].  

The climate variables we examined were average 

temperature, minimum temperature, maximum temperature, 

humidity, rainfall, and solar radiation. This data was 

retrieved from the Telangana State Development Planning 

Society in the state of Telangana. The findings that relate to 

temperature and its effect on Cataract in older age was 

consistent in high and low temperatures.  

IV. FINDINGS AND TRENDS 

This section highlights key findings of the study, as well 

as trends in relation to the subject matter as per the 

demographic and climatic variables tested. 

 

A. Gender and Eye Disorders 

 

First, we broke down the data to understand which 

gender in Telangana has a higher rate of risk in developing 

eye diseases. This break- down helped us to understand the 

cultural background of Indian culture among men verses 

women. 

         Gender and Eye Disorders 

 
Figure 2. Clinical Visits by Gender (2011-2019) 

        Figure 2 indicates that between the years 2011-2019, 

53% of the patients were male patients who were seen for 

eye disorders, and 47% were female patients. This finding is 

in line with the gender study that was conducted on 2.3 

million patients of all those who presented to LV Prasad 

Institute from the years 2011-2019 [4]. Globally, one of the 

social determinants of health that has been universally 

identified is gender. In India, health inequalities between 

men and women have played a pivotal role in disease 

development, including eye disorders. With respect to eye 

care, women have been generally cited to have higher rates 

of blindness in India and are less likely to access appropriate 

eye services [7][8]. However, as we can see from the study 

which was focused on Telangana, this is not the case, as 

male patients exceeded female patients, and this could be 

for the reason that Telangana has been ranked as one of the 

top ten innovative and developed states in India according to 

the India Innovation Index 2019 [15] where access to 

healthcare is available and appreciated by both male and 

female.  

India has been one of the countries where efforts to 

strengthen the evidence-base for blindness control has 

received significant attention from policy planners and 

program managers. Over the past four decades, a series of 

population-based blindness and visual impairment surveys 

have been undertaken in India, using different survey 

methods. This included detailed eye examination surveys, as 

well as rapid assessments [8].  

B. Occupation and Clinical Visits  

 

Second, to dig deeper into understanding the culture, we 

studied the occupation of the patients to determine what 

could be posing a high risk in terms of where someone 
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spends the day the most. The study showed that home 

makers, employees in the government and private sectors, 

and students make the top three categories who visited the 

clinic the most. 

 
 

Percentage of Clinical Visits by Occupation  

 

 
 

 

Figure 3. Clinical Visits by Profession (2011-2019) 
 

 Figure 3 depicts this analysis and portrays the top six 

professions taken from the analysis. We can also see that 

workers in Agriculture and manual laborers tend to present 

themselves with eye disorders as well, and that could be to 

the nature of the job, in which they are exposed to certain 

chemicals, dust, and usually work in heated environments. 

Recent estimates from the World Health Organization 

indicate that 90 per cent of all those affected by visual 

impairment live in the poorest countries of the world [9]. 

India is home to one‐fifth of the world's visually impaired 

people and therefore, any strategies to combat avoidable 

blindness must take into account the socio‐economic 

conditions within which people live [9].  

Home makers could also translate to housewives, who 

are at higher-risk of visual disorders, and this is in line with 

a study that was conducted in 2009 on women in Indian 

culture, where it showed that housewives are more likely to 

suffer from heart diseases than working women, and that is 

due to lack of education, lifestyle that is based on 

obesityand cultural myths that do not focus on women’s 

health. Having a similar study related to eye disorders and 

visual impairment, as per the study based on the sample of 

the population from Telangana, the same pattern can be seen 

and it can potentially be from these similar reasons [10]. 

C. Location and Eye Disorders (Older Age 41-70) 

 

Third, we broke down the data to understand the 

location of the patient, and whether there are underlying 

reasons in a specific location for a higher rate of risk to 

developing eye diseases. The study was broken down into 

examining the location by different age groups. 

     Number of Visits by Location (Age 41-70) 

 

Location Number of Visits 
Paloncha 5471 

kothagudam 2930 
kothagudem bazar 2684 

Manuguru 2380 
Bhadrachalam 2287 

Yellandu 1867 
Adilabad 1634 

Tekulapalli 1432 
Burgampahad 1309 

Madhapur 1126 
 

Figure 4. Location and Eye Disorders in Older Age Population 

 

Figure 4 shows the locations that people with eye 

disorders come from and is focused on the older age 

population. Cataract seemed to be the most disease that has 

affected older age in Telangana, which is the clouding of the 

natural human lens. Cataract is a condition known to affect 

older age, and this study revalidates the information. 

 

D. Location and Eye Disorders (Younger Age 11-20) 

 

The second age group that was studied as per the 

relation to the location of the patient was the younger 

population, who we defined from the data as being between 

the ages 11-20. 

 

 

Number of Visits by Location (Age 11-20) 

 

Location Number of Visits 
Paloncha 601 
Madhapur 325 
Adilabad 256 

Bhadrachalam 226 
kothagudam 177 

kothagudem bazar 168 
Nagarkurnool  132 

Manuguru 128 
Gachiowll 127 
Kondapur 116 
Yellandu 116 

 
Figure 5. Location and Eye Disorders in Younger Age Population 
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        Figure 5 shows the location that people with eye 

disorders come from and is focused on the younger age 

population. Astigmatism, which is an irregularity of the 

shape of the cornea was present in younger age population. 

Astigmatism has been linked to being a hereditary condition 

in ophthalmology. 

In both contexts, it appeared to be that eye disorders are 

mostly concentrated in residents from the district of 

Paloncha, and even though this district has a higher literacy 

rate than state average is 77%, 10% higher than that of the 

state average which is at 67%, it has been reported that it 

has been hit with pollution and contaminated water in 2015. 

The state-run thermal power plant installed in 2015 caused 

pollution and health disorders including eye disorders [11]. 

Residents complained of gray water, and doctors in 

Paloncha confirmed that the prolonged exposure to air and 

water pollution has led to higher incidences of respiratory 

diseases, tuberculosis, skin diseases, blurring of vision and 

irritation in the eyes, such as Cataract, Cornea, Anterior 

Segment, Retina, and Glaucoma [11].  

E. Consistent Prevalence of Cataract in Rainfall  

 

Fourth, we broke down the data to understand the 

correlation between the number of visits and rainfall. The 

sample data was huge, and therefore we limited the study to 

understand right-eye diseases, as the classifications in Eye 

Smart were according to right-eye diseases and left-eye 

diseases separately. 

 

 

Number of Visits for Right-Eye Diseases by Cumulative 

Rainfall 

 

Right eye Diseases Cumulative 
Rainfall 

Number of 
Visits 

Cataract 2.11 4126 
Myopia 2.11 8058 

Emmetropia 2.10 15253 
Pseudophakos 2.12 5837 

Presbyopia 2.15 5820 
Senile Cataract 2.05 8134 
Intraocular Lens 2.03 3146 
Hypermetropia 2.13 4164 
Simple Myopia 2.12 7686 
Astigmatism 2.12 4172 

 
Figure 6. Right Eye Diseases in Relation to Rainfall 

 

Figure 6 shows the diseases that affect the right eye the 

most when tested alongside rainfall. Globally, cataract is the 

single most important cause of blindness, and the second 

most common cause of Moderate and Severe Vision 

Impairment (MSVI) according to the Global Burden of 

Disease, Injuries and Risk Factors Study, and it is most 

predominant in Southeast Asia. Cataract contributed to a 

worldwide 33.4% of all blindness and 18.4% of all MSVI. 

Translating the same into actual numbers, cataract caused 

blindness in 10.8 million of overall 32.4 million blind and 

visual impairment in 35.1 million of 191 million visually 

impaired individuals [13]. 

The close relationship between climate, environment and 

the development of Cataract is crucial to understand for 

future preventative measures. In Telangana, it shows that 

Cataract is the disease most prevalent in rainfall.  

F.  Consistent Prevalence of Pterygium in Relation to 

Global Radiation  

 

Fifth, we broke down the data to understand the 

correlation between right-eye diseases and global radiation. 

Similar to the previous study of number of visits and 

rainfall, the sample data was huge, and therefore we limited 

the study to understand right-eye diseases. 

 

 

Right-Eye Diseases as Influenced by Global Radiation 

 

 
 

Figure 7. Right Eye Diseases in Relation to Global Radiation 
 

   Figure 7 shows the diseases that affect the right eye the 

most when tested alongside global radiation. We analyzed 

patients who presented with degeneration symptoms, and 

correlated the diagnosis to climatic factors, such as 

humidity, rainfall, temperature and global radiation. The 

above analysis shows the top 5 most prevalent degeneration 

right-eye diseases as impacted by global radiation. 

Pterygium shows to be most prevalent at over 46% of the 

total global radiation value.  The analysis was done on a 
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patient basis and not a disease basis, as the data showed that 

one patient can develop more than one disease. 

G. Consistent Prevalence of Pterygium in Relation 

to Windspeed  

 

Finally, we broke down the data to understand the 

correlation between right-eye diseases and windspeed. 

Similarly again, the sample data was huge, and therefore we 

limited the study to understand right-eye diseases. 

 

 

Right-Eye Diseases as Influenced by Windspeed 

 

 
 

Figure 8. Right Eye Diseases in Relation to Windspeed 

 

Figure 8 shows the diseases that affect the right eye when 

tested alongside windspeed. The analysis above shows the 

top 5 most prevalent right-eye diseases with degeneration as 

a symptom and how the diseases are influenced by 

maximum windspeed. Presbyopia, Cataract, and Pterygium 

were the most present among patients and concentrated at 

average maximum windspeed of between 10.2 and 10.9. 

As concluded from the research, the healthcare EMR 

system is large and complex, one that does not naturally 

lend itself to easy analysis, design or even understanding. 

Therefore, the complexity and critical nature of the system 

beg for the development and use of good, representative 

models [25]. As per the case study of the research, to 

analyze the data in Eye Smart, an influence diagram was 

created to show the different co-factors that lead to cataract 

according to the findings generated. This was further 

analyzed using a systems- thinking approach, a method that 

allows consideration of the whole rather than individual 

elements of representation of the related co-factors. The 

influence diagram was useful to showcase the summary of 

the findings of the research, as it allows for us to see the 

connection of the variables in a picture format. This format 

of summary is useful for healthcare practitioners, and in the 

case of our study, for ophthalmologists, and decision-

makers, in the field of eye-care management.  

 

 

Influence Diagram - Taking Knowledge to 

Wisdom 

 

Figure 9. Influence Diagram of Cataract Patients and Co-Factors Affecting 
Cataract  

 

Figure 9 depicts the influence diagram of the main study. 

Influence diagrams are closely related to decision trees and 

often used in conjunction with them. An influence diagram 

displays a summary of the information contained in a 

decision tree. It involves four variable types for notation: a 

decision (a rectangle), chance (an oval), objective (a 

hexagon), and function (a rounded rectangle). Influence 

diagrams also use solid lines to denote influence. In the case 

of the influence diagram generated below, this has been 

equivalent to the definition of creating “wisdom” in the 

DIKW pyramid explained earlier in previous chapters. 

Looking at the data analysis holistically creates the ease to 

depict the main causes of the development of cataracts. 

Figure 9 is a drawing of the influence diagram that explains 

the connection of the weather factors in relation to the 

development of the most right-eye disease found in the 

sample population of the study, which is cataract. 

V. CONCLUSION AND FUTURE WORK 

This data analytics study provides an expanded 

exploration of how socio-demographic and climatic factors 

affect the prevalence of visual impairment and eye disorders 

in Telangana. Applying several statistical techniques, 

including pattern recognition, and generating other data 

visualizations, we were able to validate previously identified 

findings about gender’s relation to eye disorders in 

Telangana. We found the tools we used to be very useful for 

a discovery research to better understand the sample set of 

patients and to generate informative and understandable 

visuals.  

      Big data can serve to boost the applicability of clinical 

research studies into real-world scenarios, where population, 

race, and climate create a challenge. It equally provides the 
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opportunity to enable effective and precision medicine by 

performing patient stratification. This is indeed a key task 

toward personalized healthcare. A better use of medical 

resources by means of personalization can lead to well-

managed health services that can overcome the challenges 

of a diverse population where poverty is high. Thus, creative 

featuring and data merging for health management of EMRs 

can have an impact on future clinical research.  

      From a systems perspective, we observe that a patient is 

influenced by several co-factors that result in the 

development of eye disorders, and that is significant in 

studying patient care from a holistic standpoint. AI tools 

create the pathway to merging publicly available data and 

aligning multiple variables as part of the overall influence.  

This technique is widely applied in decision-making and 

outcome assessment for an enhanced healthcare experience, 

in which modeling knowledge and expert experience are 

studied more thoroughly for new pattern recognition. 

However, variables must be minimized in order to capture 

the underlying knowledge, or otherwise patterns will be 

harder to spot. Thus, we attempt to apply this in the future 

with less variables to overcome the challenges in the first 

phase or data merging.  

     We recommend that the authorities spend more time and 

funds on creating awareness to educate individuals and 

families about the visual impairment crisis in Telangana. 

Creation of awareness is one of the most comprehensive 

approaches to sensitize communities concerning the 

consequences of eye disorders, but also one of the avenues 

to equip individuals with knowledge, skills, and correct 

attitudes towards a healthier lifestyle. 

     Besides creation of awareness, this study also 

recommends ophthalmologists’ understanding of all factors 

that influence a disease other than medical history, and to 

look at each patient uniquely in terms of social income, 

cultural upbringing, and offer a more individualistic 

approach in educating a patient from the criticality of self-

care, to help patients deviate away from high risk situations 

that can cause eye disorders, and to find ways from an 

earlier age for more effective preventative results that can 

reduce the number of affected individuals with vision 

impairment in Telangana.  

     Visual impairment has continually exhibited an 

escalating trend in underdeveloped countries over the past 

years, and in India, the burden of visual impairment is high 

in urban and rural areas. Eye-care services should be 

accessible and affordable to individuals in need. Future 

work will be on discovery research on how socio-

demographic and climatic factors correlate to the 

development of other diseases. It is important to mention 

that hardly any investigation had been conducted with the 

application of AI tools to categorize huge data based on 

demographic and weather variables. Therefore, this study 

adds new insights to the field of ophthalmology. 
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Abstract— In this paper we describe a rule-based framework for 

the detection of Health-related Problems of people with 

dementia, developed in the support2LIVE project. The 

framework combines a novel ontology for lifestyle data (steps, 

sleep duration and heart rate measurements) and Health-

related Problem representation, a framework for IoT data 

collection from sensors, a Knowledge Ingestion component that 

links the data through meaningful relationships and a novel set 

of SPARQL Inferencing Notation (SPIN) Rules to infer 

problems from these data. Both the ontology and the rule set are 

designed based on clinical expert knowledge in the field of 

dementia. More specifically, lifestyle data is acquired from 

wearable devices available in the market, making the system 

affordable and convenient. A model based on Semantic Web 

technology, OWL (Web Ontology Language), is used to 

formally represent and integrate sensor measurements, 

promoting interoperability with other models and data 

exchange. SPIN rules offer the benefit of simplicity and 

flexibility as opposed to other rule representations in the 

domain. Our framework handles the incoming IoT data from 

the sensors with the use of suitable APIs and contains a 

Knowledge Ingestion component that transforms the received 

data to semantic knowledge in the form of RDFs. Finally, a 

clinician dashboard visualizes results to allow decision making, 

as shown in proof-of-concept scenarios from real participants in 

the support2LIVE pilots. 

Keywords- Ontology; Event Detection; Semantic Web; SPIN; 

Reasoning; Rule-Based Systems; Dementia. 

I. INTRODUCTION 

As the world population is rapidly aging, people living 
with dementia globally amount to 50 million in 2019 and are 
expected to triple to 150 million by 2050 [2]. Yet there is no 
silver bullet for dementia, such as a pharmacological 
solution. Only holistic and objective information about a 
patient’s health status can drive tailored interventions to 
alleviate the ailments and slow down the progression of the 
disease. However, this imposes a huge burden to informal 
caregivers and healthcare professionals to manually monitor 
lifestyle, and Health-related Problems such as movement, 
sleep and stress. 

Lifestyle sensors are a promising and affordable solution 
to objectively, continuously and affordably monitor patients, 
but a framework to map and extract clinical Health-related 
problems is needed. The acquisition of knowledge from 
continuous and heterogeneous data flows is a prerequisite for 
Internet of Things (IoT) applications [2][3][4]. Semantic 

technologies provide integrated tools and methods for 
representing data and producing new Knowledge from them. 
Smart environments are increasingly encountering in 
healthcare technologies at home in actions that create better 
living conditions for older people by using IoT technologies, 
such as Active and Healthy Ageing (AHA) and Ambient 
Assisted Living (AAL). In this context, human activity 
recognition plays a main role [4], because it could be 
considered as a starting point to facilitate assistance and care 
for people with dementia. Due to the nature of human 
behavior, it is necessary to manage the time and adhere to the 
spatial restrictions.  In doing so, semantic technologies enable 
expressive reasoning over health data, allowing clinical 
decision support to be realized. Ontologies are used to 
describe the context elements of interest (e.g., persons, 
events, activities, location, time), their pertinent logical 
associations [6], as well as the background knowledge 
required to infer additional context information. 

In this paper, we propose a Semantic framework for 
Health-related Problem detection that combines ontologies 
and SPARQL Inferencing Notation (SPIN) Rules [7]. 
Ontologies are used to provide the common vocabulary for 
representing activity related contextual information, whereas 
SPIN rules derive high-level activity interpretations. SPIN is 
used as a standardized declarative language able to address 
the limitations of the standard OWL Semantic Web 
technologies mentioned previously. More specifically, the 
temporal relations among activities are handled by SPARQL 
functions, whereas the derivation of new composite activities 
exploits the native capabilities of SPARQL to update the 
underlying activity model. 

The SPIN language was chosen to implement this system 
because it combines concepts from object-oriented 
languages, query languages, and rule-based systems to 
describe the behavior of objects on the web of data and the 
Internet of Things [8]. In addition, it makes the rules 
accessible and easy to maintain, extend and share. A suitable 
Reasoner tool, such as the SPIN Application Programming 
Interface (API), can extract the extra information generated 
by the rules and reuse it, for example, in executing a 
SPARQL query, thus generating new knowledge. These rules 
apply using SPARQL CONSTRUCT or SPARQL UPDATE 
requests (INSERT and DELETE). SPIN standards also make 
it possible to define such rules in higher level domain specific 
languages, so that rule designers do not have to work directly 
with SPARQL. 
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In [1], we presented our SPIN/SPARQL rules for health 

problem detection and tested them in real data coming from 

sensors. In this paper, we expand our framework to include 

components such as the IoT data collection, which collects 

the data coming from various sensors with the use of APIS, 

the Knowledge Ingestion component, which “translates” the 

collected data to RDF triples and the visualization dashboard, 

which can be used by clinicians to monitor their patients 
The approach is employed in support2LIVE [9], a project 

which aims to integrate wearable devices and smartphone 
apps to support timely assessment and intervention of elders 
in the spectrum of dementia. A proof-of-concept scenario on 
how visualizations of the detected problems aids clinical 
decision making is demonstrated using real-world data from 
the project’s pilot deployments in Thessaloniki, Greece. 

The rest of the paper is organized as follows. Section II 
presents related work in the domain of ontology-based 
reasoning architectures in the Healthcare field. Section III 
describes the proposed System architecture that combines 
OWL ontologies and SPARQL rules in order to derive high-
level activity interpretations. Section IV presents the use case 
scenario that evaluates the proposed architecture. Finally, 
Section V provides our conclusions and proposed future 
work. 

II. RELATED WORK 

In previous related studies, Semantic Web technologies 
have been used to represent knowledge from home healthcare 
systems. Related projects incorporating these technologies 
are KnowSense [10], COSAR [11], ACTIVAGE [12], 
Dem@Care [13], Faber [6], and FallRisk [14]. Table 1 
summarizes the Aim of these Projects and the Methodology 
of semantic technology used respectively. 

 

Table 1 - Related Work 
Project Year Aim Methodology 

KnowSense 2015 

Activity 

Recognition in 

Healthcare 

system 

Description Logic 

Reasoning, (DL) for 

activity detection and 

SPARQL queries to 

extract clinical 

problems 

COSAR 2011 

Activity 

Recognition in 

in context-

aware 

environments 

Ontological reasoning 

is also combined with 

statistics 

ACTIVAGE 2017 

Development 

of Smart Living 

solutions for 

active and 

healthy aging 

Interoperable 

Ontologies, rule-based 

reasoning 

Dem@Care 2015 
Supporting 

independent 

life for elderly 

Interoperable 

Ontologies, Rules, 

Reasoning 

people with 

dementia 

FABER 2015 

Detect 

abnormal 

behaviors for 

medical 

applications 

Simple reasoning on an 

ontology 

FallRisk 2015 

Detect falls of 

elderly in smart 

homes 

Semantic Reasoning 

techniques 

 
KnowSense supports monitoring of the activities of 

elderly people with dementia in controlled and diffused 
environments. Semantic Web technologies, such as OWL 2, 
are widely used in KnowSense in order to display sensor and 
specific application observations, as well as to implement 
solutions for identifying activities and identifying problems 
in everyday life activities (Instrumental Activities of Daily 
Living, IADLs) with the aim of clinical evaluation, in various 
stages of dementia. Description (Logic Reasoning, DL) 
reasoning for activity detection and SPARQL questions are 
used to extract clinical problems. On the other hand, the 
semantic techniques that KnowSense uses cannot be easily 
extended and re-used. 

COSAR provides a solution based on the use of 
ontologies and ontological reasoning combined with 
statistical conclusions. Simple patient activities are identified 
by statistical methods, such as selecting the most likely 
method compared to others. Ontological reasoning is also 
combined with statistics to identify complex activities that 
cannot be apparent only by statistical methods.  

ACTIVAGE is a large-scale pilot project, which aims to 
develop Smart Living solutions that positively affect active 
and healthy aging. The ACTIVAGE IoT Ecosystem Suite 
(AIOTES) project, is a set of techniques, tools and 
methodologies (rule-based reasoning, interoperable 
ontologies, etc.) that increases semantic interoperability at 
different levels between heterogeneous IoT platforms. The 
approach uses different mechanisms of reasoning that can 
improve the understanding of patients' heterogeneous data 
and help generate new knowledge by providing services to 
end users. 

Dem@Care provides a complete system consisting of 
heterogeneous sensors, designed to support independent 
living for the elderly with dementia or similar health 
problems. This approach incorporates a heterogeneous set of 
detection methods and technologies, including video, audio, 
in addition to normal, environmental and other 
measurements. Semantic technologies (e.g., rule-based 
reasoning) are used to process and analyze sensor data 
according to user requirements. This leads to feedback and 
decision support, which is communicated to end users 
through appropriately designed user interfaces. A variety of 
clinical scenarios and environments are supported, from 
short-term trials in hospital settings to long-term monitoring 
and support of daily living at home, for independent living. 
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FABER is a pervasive system designed to detect 

abnormal behaviors for medical applications. It first 

computes events and actions from the available context data 

by using simple reasoning on an ontology. Computed 

boundaries, actions and events are sent to the knowledge-

based inference engine.  
In FallRisk, the main objective is to detect falls of elderly 

in smart homes. It relies on a platform that uses multiple 
learning-based fall detection systems. The results of these 
systems are filtered and put into an ontology that carries the 
context knowledge. The knowledge, including contextual 
information about the user, is then used to refine the fall 
detection. The strength of this approach, besides the 
combination of both techniques, is the compatibility with any 
fall detection technique. However, it solely deals with fall 
detection. 

Τhe above-mentioned systems use semantic rule-based 

mechanisms and provide solutions for activity and event 

recognition based on the use of ontologies and ontological 

reasoning. However, most methods are quite sophisticated 

and complex to express and to maintain due to rich logic 

support. For this reason, the SPIN language was selected for 

this study to create semantic rules. SPIN offers multiple 

advantages [6] [7]. SPIN rules offer the benefit of simplicity 

and flexibility as opposed to other rule representations. 

Moreover, SPIN is based on SPARQL, a well-established 

query language and protocol, which is supported by 

numerous engines and databases. Therefore, SPIN rules can 

be directly executed on the databases and no intermediate 

engines with communication overhead need to be introduced. 

Moreover, it has an object-oriented model that leads to better 

maintainable solutions. Specifically, the SPIN rule engine 

does not have to check all rules at all times, but instead rules 

are checked incrementally when new instances of a certain 

class are inserted (or modified) in the ontology. This leads to 

better rule execution performance. Furthermore, SPIN is a 

more promising de-facto industrial standard for the future of 

combining ontologies and rules, as it builds upon the 

widespread use of SPARQL.  

III. SEMANTIC REASONING APPROACH FOR  

HEALTH-RELATED PROBLEM DETECTION 

This section presents the proposed Semantic System for 

Health-related Problem detection with the aim of recognizing 

the activities of people with dementia through the use of 

different sensors and producing new knowledge by offering 

new services to end users of the system such as doctors, 

health professionals and patients. As shown in Figure 2, the 

raw data are collected by users (i.e., the patients with 

dementia) using various wearable sensors and smart home 

sensors. Afterwards, raw data are modeled on Resource 

Description Framework (RDF) ontologies and stored in the 

Knowledge Database (GraphDB) for the purpose of creating 

the System Knowledge Base. Then, the semantic analysis, 

which will be presented in the next section (Spin Rule 

Engine, Ontology and Rule reasoner, etc.), processes and 

interprets the data, enriching the Knowledge Base of the 

system. 

A. IoT Data Collection 

The data are collected from sensors installed in smart 

homes as well as from wearables. The sensors track the 

activities of the users unobtrusively. In that way, participants 

were able to perform their daily tasks without any external 

interference. Thus, acquiring data that correspond to 

everyday tasks without introducing bias in the behavior of the 

user due to the presence of sensors, our framework would 

simulate the everyday tasks of the participant at the highest 

possible level.  

The data collected through the available sensors can be 

classified into three distinct categories. These categories are:  

1. Activity of the patient/participant 

2. Sleeping behavior  
3. Cardiac activity  

 

As far as the activity of the user is concerned, the 

available sensors can provide measurements listed in Table 

2. 

 

Table 2 - Activity Metrics 

Metric Unit 

Steps Amount of steps 

Calories Amount of calories 

Distance Covered Amount of meters covered 

Elevation Amount of meters in height 

climb 

Sedentary Active State Minutes 

Light Active State Minutes 

Fairly Active State Minutes 

Very Active State Minutes 

 

Regarding the sleep pattern of the user, the data acquired 

provide records and deliver information listed in Table 3. 

 

Table 3 - Sleep Metrics 

Metric Unit 

Duration of sleep Minutes 

Efficiency of sleep Percentage 

Asleep Stage Minutes 

Time to Fall Asleep Minutes 

Awake Stage Minutes in stage 

Light Stage Minutes in stage 

Deep Stage Minutes in stage 

REM Stage Minutes in stage 

Awake Stage Count Count of stage in session 

Light Stage Count Count of stage in session 

Deep Stage Count Count of stage in session 

REM Stage Count Count of stage in session 
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Regarding the cardiac activity of the user, the data 

collected from the available sensors provide the metrics 

shown in  Table 4. 

 

Table 4 - Cardiac Activity Metrics 

Metric Unit 

Heart rate  Beats Per Minute 

Fat Burn Zone Minutes in this Zone 

Cardio Zone Minutes in this Zone 

Peak Zone Minutes in this Zone 

Out of Range Zone Minutes in this Zone 

 

The sensor data are communicated on our databases 

through APIs, in order to be collected and processed properly. 

In that way, the data are grouped together and can be further 

processed in order to have sanity checks run on them, 

assuring the validity of their values before proceeding into 

the next steps. This procedure ensures that the data process 

pipeline produces reliable results in each step. 

 

B. Knowledge Ingestion 

Having acquired all the necessary raw information from 

all the available sensors, it is imperative to translate the raw 

data into meaningful representations. This procedure is called 

Knowledge Ingestion (KI) and is of crucial importance 

because it links the data through meaningful relationships, 

that are human understandable. These representations will act 

as a knowledge base, upon which more sophisticated and 

complicated relations will be built, thus providing semantic 

data logical relationships as well as acting as a logic base for 

further reasoning. 

The translation process from raw information to linked 

data representations, i.e., representations that provide 

“meaning”, is realized through the creation of RDF (Resource 

Description Framework) statements. An RDF statement is 

composed of three elements, often called a triplet. Through 

the use of a well-defined syntax, the relation between two 

different data segments is determined, via the use of a subject, 

a predicate and an object. The subject and the object elements 

represent the two different data segments that are going to be 

linked together, while the predicate element defines robustly 

the relationship between the two. Thus, each RDF Statement 

that is created, by using the proper subject, predicate and 

object, supplies the Knowledge Base (KB) with the correct 

relationship between the provided data. 

 The creation of multiple RDF statements that 

characterize the relationships between the data, leads to an 

extensive graph that describes all the possible relations 

between all the available data. Each data segment is 

represented by a node, and the relationship between two data 

segments (i.e., nodes) is represented by a node-linking line. 

An example of an RDF statement that exists in our 

Knowledge Base is shown in the block of code below.  

 

 

<rdf:Description 

rdf:about="http://www.semanticweb.org/ITI/ontologies/2021/2/CARL 

#Sleep_2020-05-237"><awake_minutes 

xmlns="http://www.semanticweb.org/ITI/ontologies/2021/2/CARL#" 

rdf:datatype="http://www.w3.org/2001/XMLSchema#decimal">9 

</awake_minutes> 

</rdf:Description> 

 

 

The aforementioned example illustrates the way an RDF 

statement is structured in the Knowledge Base.  

This representation, written in an XML format, is robustly 

structured and well-defined, for each of the elements of the 

triplet that constitute an RDF statement. It can be seen from 

the input “Sleep_2020_05-237” that the participant has been 

awake for 9 minutes. The relationship between the subject 

and the object, that is the integer number 9, is defined by the 

predicate “awake_minutes”, that signifies the relationship 

between these two data segments. 

The corresponding graph of the aforementioned statement 

is shown in Figure 1 below. 

 

 
 

Figure 1 - Graph of an RDF statement in our Knowledge 

Base 

 

C. Ontology and Knowledge Base 

The proposed approach is built on top of emerging 

Semantic Web technologies. We started with the definition of 

system ontology for representing different elements of a 

healthcare system.  The goal of the ontology creation is the 

semantic visualization of all concepts related to activity 

recognition in the healthcare system, as well as the ability to 

act as a semantic information integration model derived from 

the system's sensors. A common practice in the development 

of ontologies is the reuse of existing models, so we relied on 

already developed and valid ontologies for developing a part 

of the supporting ontology. The following are an overview of 

the existing entities used: 

● Dem@Care [12]: An ontology to represent 

experimental protocols of diagnostic support and 

dementia diagnosis in a controlled environment. 
● SSN (Semantic Sensor Network) [14]: Contains 

the ontology SOSA (Sensor, Observation, Sampler 

and Actuator). These ontologies describe semantic 

sensors, actuators, sampling and their actions. It is a 

W3C recommendation and OGC application. 
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● SmartHome [15]: This ontology is an extension of 

SSN ontology and focuses on the representation of 

spatial and time aspects of entities included in 

spaces with devices belonging to the smart home 

category. 

 

The system's ontology (Figure 3) is expressed in OWL 2 

(W3C, 2012), which is a representation language commonly 

used in the semantic community for entity development 

shows the hierarchy of entity classes and the hierarchy of its 

properties. Object attributes are relationships that link classes 

together, and data attributes link classes to simple values 

(such as integers, alphanumeric, dates, etc.). 

The main classes of ontology are Device, Event, 

HealthProblem, Person, and Profile. The Device represents 

the devices of the system. Event is a parent class for different 

Event-related classes. It has two subclasses Activity and 

Measurement. Activity contains the information of activities. 

Measurement includes instances, which represent 

information of measurements (Calories, Distance, Floor, 

HeartRate, Movement, Sleep, Steps). The HealthProblem is 

a parent class for different Health Problem - related classes. 

It consists of subclasses HeartProblem, MovementProblem, 

MultiProblem and SleepProblem. The class Person includes 

instances, which represents the type of Person of the system 

(Doctor, Patient). Finally, the class Profile includes 

information from users’ profile (Age, Gender, etc.). 

After adding Semantic Web technologies to the raw data 

and modeling them based on the system ontology, “Semantic 

Data” are stored in a semantic Graph Database, which 

constitutes the Knowledge Base of our system. For this 

purpose, we have chosen GraphDB, an enterprise ready 

Semantic Graph Database, compliant with W3C Standards. 

Semantic Graph Databases (also called RDF triplestores) 

provide the core infrastructure for solutions where modelling 

agility, data integration, relationship exploration and cross-

enterprise data publishing and consumption are important. 

Querying and reasoning are performed over stored RDF 

graphs with SPARQL language.  

 

Table 5 - A Priori Rule Base of the different semantic 

rules that describe the modeled activities 

 

 Variables (number) Rule Problem 

1 Duration in minutes 
Time to fall asleep 

in a day > 180 

Insomnia 

 

2 
Count of sleep 

interruptions 

Number of 

interruptions in a 

day > 10 

Restlessness 

 

3 Duration in minutes 
Sleep total duration 

in a day> 480 

Too much 

sleep 

4 Duration in minutes 
Sleep total duration 

in a day < 300 

Lack of 

sleep 

5 
Duration of “Nap” 

state in minutes 

Asleep in Naps > 

100 in a day 

Increased 

Napping 

6 

Occurrence of “Nap” 

State, Occurance of 

“Night Sleep” state 

Asleep in Naps end 

time < 2 hours from 

Sleep start time 

Nap close to 

bedtime 

 

7 
Time Asleep / Time in 

bed 

Sleep Efficiency < 

85 

Bad Quality 

Sleep 

8 

Step count, 

Heart Rate measure, 

Duration in minutes 

Steps < 50 & Heart 

Rate > 90 (Fat Burn 

Zone) for duration 

> 300 

Stress or 

Pain 

9 Heart Rate measure HR < 60 
Low Heart 

Rate 

10 

Step count, 

Heart Rate measure, 

Duration in minutes 

Steps <1000 & 

Heart Rate < 80 for 

duration > 300 

Inactivity 

11 

Step count, 

Heart Rate measure, 

Duration in minutes 

Steps < 500 & Heart 

Rate < 100 for 

duration > 800 

Lack of 

Movement 

12 Step count Steps < 80 
Lack of 

Exercise 

 

 

 

 
Figure 2 - Architecture of the proposed system 
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D.  Analysis & Interpretation with SPIN 

We used the TopBraid composer [16], a tool for modeling 

and developing semantic data applications, to present the 

SPIN rules. TopBraid allows us to easily develop SPIN rules 

in the form of SPARQL queries, which is more readable than 

regular SPIN syntax. In practice, the following three code 

blocks act as examples in order to present in SPIN language 

three simple semantic rules that were applied to the system 

ontology.  

The following code block shows the implementation of 

SPIN rule for Sleep problem “Lack of Sleep”. Applying this 

rule produces the addition of a new property that represents 

the type of sleep problem “Lack of Sleep” in the objects of 

the ontology (users of a support system). If the patient's sleep 

duration is less than 300 minutes, then it is considered that 

there is a sleep problem (lack of sleep). 

 

SPIN rule for sleep problem “Lack of Sleep”. 

CONSTRUCT { 

?p owl:hasSleepProblem "Lack of Sleep "} 

WHERE { 

    ?p a :Person . 

 ?p :duration ?d. 

 FILTER (?d <300 )} 

 

The following rule in SPARQL and SPIN adds new 

knowledge to the system Ontology. If the sleep duration of 

the patient with dementia is greater than 480 minutes then we 

conclude that there is a sleep problem (too much sleep). 

 

SPIN rule for sleep problem “Too much Sleep”. 

CONSTRUCT { 

?p owl:hasSleepProblem "Too much sleep "} 

WHERE { 

    ?p a :Person . 

 ?p :duration ?d. 

 FILTER (?d >480 )} 

 

The following code block shows the implementation of 

the simple semantic rule “Lack of Exercise”. If the steps of 

the participant with dementia are less than 80 and we 

conclude that there is a lack of exercise. 

 

SPIN rule for problem “Lack of Exercise”. 

CONSTRUCT { 

?p owl:hasProblem "Lack Of Exercise" } 

WHERE {  

?p a :Person . 

 ?p :steps ?st1. 

 FILTER (?st1<80)} 

 

E. Visualization on Clinician Dashboard 

The final step and ultimate purpose of our developed 

Semantics system, is to provide to the clinician experts the 

appropriate tools in order to monitor the patients and allow 

them, through the information that our framework provides, 

to make the proper decision regarding the treatment course of 

each patient. In order to give the clinicians the ability to have 

an overview of the activities or their derived problems, we 

created a visualization dashboard, where all the necessary 

analytical metrics are provided in a coherent, robust and user-

friendly manner. As shown in Figure 4, the information about 

the patient’s activities are depicted through eye-friendly 

tables and charts. Our implementation tried to evade complex 

and tiresome tables with numbers, and translated all the raw 

information into visualizations that are easy to understand. 

     

Figure 3 - Classes of the proposed ontology 
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Figure 4 - Dashboard of Steps, Sleep and Problems generated 



39

International Journal on Advances in Life Sciences, vol 13 no 1 & 2, year 2021, http://www.iariajournals.org/life_sciences/

2021, © Copyright by authors, Published under agreement with IARIA - www.iaria.org

IV. USE CASE 

For the evaluation of the proposed architecture we 
consider the following use case scenario performed on real-
world data from participants recruited in the framework of 
the support2LIVE project. There were two patients with 
Dementia that were measured and evaluated. The duration 
of the first participant is for the full length of October 2020, 
while the measurements for the second participant is 
January 2021. The initial sensor data was modeled by using 
the system ontology and stored in the Knowledge Base. 
Then, the proposed semantic techniques were applied and 
in particular the semantic rules of the system were checked.  

Figure 5 shows the measurement of sleep minutes of 
Patient 1. Likewise, Figure 6 shows the measurement of 
sleep minutes of Patient 2, while Figure 7 presents their 
measurements of steps per day. All data are processed, and 
results are shown, in the form of health-related problems 
that the patient experiences during this time. 

Specifically, as shown in Figure 5 the first patient with 

dementia slept below the limit of 300 minutes (Table 5, 

Rule 4) on October 26. The results of these measurements 

are shown in Figure 8 with the creation and visualization 

of the "Lack of Sleep" problem. In addition, the patient 

slept above the limit set by Rule 3 (Table 5, 480 minutes) 

on October 3, and this resulted in the creation of the 

problem “Too Much Sleep”. This shows on example of 

how highlighting health-related problems from a dataseries 

would help the clinicians to efficiently and effectively 

detect issues that would otherwise take more time and 

examination. 

Regarding the second patient, as shown in Figure 6, the 

user slept below the limit of 300 minutes (Table 5, Rule 4) 

on January 3 and 7. The problems generated by the system 

for these measurements are shown in Figure 9 with the 

creation and visualization of the "Lack of Sleep" problem. 

In addition, the patient slept above the limit set by Rule 3 

(Table 5, 480 minutes) on January 2, and this resulted in 

the creation of the problem “Too Much Sleep”. Similarly 

to the previous case, our framework efficiently detects the 

underlying health-related problems in both activity and 

sleep. 

 
Figure 5 - Patient 1 Sleep 

 
Figure 6 - Patient 2 Sleep 
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Finally, in Figure 7, it is observed that on January 8 and 

20 the patient took a low number of steps. As a result, this 

measurement generates the problem (Rule 11) “Lack of 

Movement”, is shown in Figure 9. 

This example showcases the ability of the system to 

highlight problems of relatively high importance to the 

users. Specifically, this user’s steps are generally low 

everyday, but detected problem occurs and emphasizes 

only on the days of exceptionally low activity (as shown in 

Figure 7 and Figure 9), something that the human eye 

would not that easily and efficiently detect. 

 

 
      

 

 

 
Figure 8 - Patient 1, Problems Generated by the System 

 
Figure 9 - Patient 2, Problems Generated by the System 

 

 
Figure 7 - Patient 2 Steps 



41

International Journal on Advances in Life Sciences, vol 13 no 1 & 2, year 2021, http://www.iariajournals.org/life_sciences/

2021, © Copyright by authors, Published under agreement with IARIA - www.iaria.org

V. CONCLUSION AND FUTURE WORK 

 In this paper, we presented our approach towards the 

definition of a semantic system for Health-related Problem 

detection that combines ontologies and SPIN Rules. 

Architectures related to the proposed framework are listed, 

and the advantages of using the SPIN language to create 

semantic rules are presented. The main purpose of the 

proposed architecture is to generate new knowledge from 

the original raw data, especially recognition of healthcare 

problems for people with dementia. The system is 

validated through a proof-of-concept use case scenario 

where a wearable sensor gathers data from a real 

participant, and the framework extracts the expected 

Health-related Problems. 

 As future work, we plan to evaluate the framework in 

a formal clinical trial with real participants. Participants 

will be recruited in the spectrum of dementia, as well as 

healthy controls, and use the wearables for several months. 

The framework will be used to extract problems and 

clinical experts will evaluate its accuracy, usability and 

usefulness for the disease. In the long run, the system will 

be able to support decision making of the clinicians and 

facilitate them in adjusting non-pharmaceutical 

interventions. 
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Abstract—Deafblindness is a debilitating condition that hinders 

communication, awareness of the surroundings and ultimately 

independent living. Technological advancements in image 

analysis and haptics promise to support patients. Yet, machine-

interpretable representations, interpretation and feedback to 

bridge the gap between perceiving the environment and 

communicating this to the user, are lacking. This paper presents 

a rule-based framework that supports object localization, 

spatial and situational awareness and natural language 

feedback for the deafblind. The framework utilizes ontologies as 

an interoperable data model to represent knowledge about the 

environment and rules to extract object localization, spatial and 

situational awareness as well as to form appropriate natural 

language responses. The rule set is expressed in the SPARQL 

Inferencing Notation (SPIN), which enables simplicity and 

flexibility in rule definition. A dashboard web application 

visualizes the streaming detections perceived from the 

environment and allows real-time queries and responses. A 

proof-of-concept scenario is realized with synthetic data from a 

realistic environment, showing use cases in detecting 

surroundings, locating an object and being aware of a situation 

(e.g., people wearing a facemask as a COVID-19 precautionary 

measure). In the future, the platform will support connection to 

a data exchange message bus to receive detections from image 

analysis and communicate actions towards haptic hardware to 

enable testing by patients. 

Keywords-ontology; rules; natural language; SPIN; situational 

awareness;  spatial awareness; localization; deafblindness. 

I. INTRODUCTION 

      Communication with and between users with 

deafblindness is constrained by the debilitating nature of this 

disability, ranging from congenital to acquired deafblindness, 

including worsening eyesight, hearing or both over time, and, 

ultimately, symptoms of ageing as well. Technology 

promises to facilitate such communication problems with 

advancements in image analysis [2] [3] and haptic technology 

[4] [5]. Yet, applications that integrate a machine-

interpretable understanding of the users’ surroundings and 

give comprehensive feedback to them are limited. 

     This paper presents a framework that provides object 

localization, spatial and situational awareness for the 

deafblind. The framework is based on ontologies to 

interoperable represent context (i.e., the environment, 

surroundings and situations) and rules to interpret, transform 

and formulate appropriate responses to user queries. The 

SPIN rule-engine provides flexible and extendable rule sets 

for finding an object, realizing surroundings in relevance to 

the user and becoming aware of the situation (e.g., people 

wearing facemasks as a precautionary measure against 

COVID-19). While the previous study in [1] presented the 

data model (ontology) and spatial awareness rules, this study 

extends the framework with object localization and 

situational awareness as well as a dashboard for visualizing 

the system’s streaming detections, performing user-defined 

queries in real-time and getting responses. Proof-of-concept 

use cases are realized using this dashboard, demonstrating 

suitable responses inspired by the SUITCEYES project [6], 

to improve the Quality of Life of the deafblind using 

interactive technology. In SUITCEYES, the platform will 

additionally support connection to a message bus to receive 

real detections from cameras and image analytics as well as 

haptics, in order to provide feedback. 

      The rest of the paper is structured as follows: In Section 

II, related work regarding natural language (NL) and spatial 

awareness is presented. In Section III, the architecture of our 

system is introduced, including data collection and storing 

processes, as well as inference methods incorporated. The 

methods used for Spatial Information to Natural Language, 

for Facemask Feedback and for Object Localization can also 

be found in this section. In Section IV, our experiments and 

results produced by using synthetic data are shown, inspired 

by the data received from the SUITCEYES platform. Finally, 

in Section V conclusion and motivation for future work can 

be found. 

II. RELATED WORK 

      An increasing number of Internet of Things (IoT) 
applications are used for healthcare purposes due to their 
ability to support living with various ailments, such as ageing 
and dementia [7] [8] [9]. These types of applications acquire 
knowledge from multiple sources and from continuous and 
heterogeneous data flows [10] [11]. Semantic technologies 
provide comprehensive tools and methods for representing 
knowledge and using inference to produce new knowledge 
from data. IoT environments are increasingly found in home 
healthcare technologies in actions that create better living 
conditions for the elderly, through the use of IoT 
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technologies, such as Active and Healthy Ageing (AHA) and 
Home Ambient Assisted Living (AAL). 
       Furthermore, in the case of deafblind people, the simple 
and accurate representation of their surrounding environment 
is one of the most basic needs for their quality of life. This 
can be achieved by providing the nature of their surroundings 
in natural language. Some of the most relevant work for 
language processing with ontologies are [12] [13]. 
       KnowSense [7] is an activity monitoring system for elder 
people with dementia, deployed in controlled and diffuse 
environments. Semantic Web technologies, such as OWL 2, 
are widely used in KnowSense to display sensor and specific 
application observations, as well as to implement solutions 
for identifying activities and problems in everyday life 
activities (Instrumental activities of daily living, IADLs) with 
the aim of clinical evaluation of various stages of dementia. 
Description Logic (DL) reasoning for activity detection and 
SPARQL questions are used to extract clinical problems. 
     ACTIVAGE [8] is a large-scale pilot project, which aims 
to develop Smart Living solutions that strengthen active and 
healthy aging. The ACTIVAGE IoT Ecosystem Suite 
(AIOTES) project consists of a set of techniques, tools and 
methodologies (rule-based reasoning, interoperable 
ontologies, etc.) that increases semantic interoperability at 
different levels between heterogeneous IoT platforms. The 
approach uses different mechanisms of reasoning that can 
improve the understanding of patients' heterogeneous data 
and help generate new knowledge by providing services to 
end users. 
      Dem@Care [9] is a system based on heterogeneous 
sensors that provides support for independent living for elder 
people with dementia or similar health problems. This 
approach incorporates a heterogeneous set of detection 
methods and technologies, including video, audio, in addition 
to normal, environmental, and other measurements. Semantic 
technologies (e.g., rules-based reasoning) are used to process 
and analyze sensor data according to user requirements. This 
leads to feedback and decision support, which is 
communicated to end users through appropriately designed 
user interfaces. The support includes various clinical 
scenarios, both short (trials in hospital settings) and long term 
(daily living at work), for independent living. 
     Furthermore, semantic mechanisms are created and 
applied that process patients' original data and use it to 
generate new knowledge by offering new services for the 
benefit of end users such as caregivers, health professionals 
and patients. 
     In [14], a system for healthcare in Smart Home 
environments is developed which considers social 
relationship-based contexts to provide a fully personalized 
healthcare service. 
     An ontology-based sensor selection for real-world 
wearable activity recognition is presented in [15], in which 
the use of ontologies is proposed to thoroughly describe the 
wearable sensors available for the activity recognition 
process. This enables the semantic selection of sensors to 
support a continuity of recognition. 

      In [16], an extended version of a linguistic ontology is 
presented that works particularly with space. Language 
regarding space, spatial relationships and actions in space is 
covered and an ontological structure that relates such 
expressions with ontology classes is developed. Finally, 
examples of the ontology’s results based on natural language 
examples are presented. 
      In [17],  a project in which ontologies are part of the 
reasoning process used for information management and for 
the presentation of information is presented. Both accessing 
and presenting information are mediated via natural language 
and the ontologies are coupled with the lexicon used in the 
natural language component. 
      An approach to transform natural language sentences into 
SPARQL is proposed in [18], with the use of background 
knowledge from ontologies and lexicons. The results of this 
approach show that the diagnosis process and the data search 
for a broad range of users is improved. 
     In [19], an evaluation is made on how efficient the 
SPARQL query language is and the SPARQL Inferencing 
Notation (SPIN) when utilized to identify data quality 
problems in Semantic Web data automatically, and within the 
Semantic Web technology stack 
      In the case of deafblind patients, the simple and accurate 
representation of their environment is one of the most 
important needs. In [15], [16] and [17] even though forms of 
natural language processing through ontologies are proposed, 
they do not involve healthcare or wearable sensors. For the 
healthcare related work [4] [5] [6] [8], [13] and [14], the 
natural language presentation of information component is 
absent. 
     Meanwhile, as the COVID-19 pandemic crises developed 
worldwide, in [20], the need for precautionary measures to 
consider and adapt to people with disabilities is emphasized, 
with tailored recommendations. That includes people with 
deafblindness, who find it harder to maintain social 
distancing and assess potential threats in the surroundings. 
      The framework proposed in this paper, combines existing 
approaches to represent data and execute rules using semantic 
technologies for healthcare, but extends them with: 1) a 
representation of the surrounding environment for deafblind 
patients; 2) a set of rules to extract knowledge for object 
localization, situational and spatial awareness and provide 
responses in natural language; 3) a dashboard to visualize 
inputs and outputs and integrate with image and haptic 
technology to enable pilots. Specifically, existing data 
models and rule sets are greatly extended to support the more 
varied toolbox of rules expressed in SPARQL and SPIN 
notation, which are considered to be the state-of-the-art 
notation when it comes to semantic data management. 
Particularly, inspired from the pandemic, situational 
awareness includes rules to respond to whether people are 
wearing a mask or not. 

III. THE PROPOSED FRAMEWORK 

A. Requirements and System Specification 

The requirements for the framework were derived from 

the SUITCEYES project, aiming to improve the Quality of 
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Life of people with deafblindness. As such, the project 

provided both functional and non-functional requirements 

such as the ability to exchange data coming from sensors, 

cameras and image analytics and respond back to haptics in a 

universal JSON format in real-time. 

The “detections” from input devices contain information 

such as which object/person was detected, when the detection 

took place, what sensor made the detection and spatial 

information like where in the user’s field of view is the 

object/person, e.g., left, right, in front of, etc. Finally, the 

measured distance is reported, if the sensor has this 

capability. Additionally, the system should receive and 

respond to queries, like “Where is my book?” and respond in 

natural language, comprehensively, in a manner that the user 

would understand (through translation to haptic devices). 

As such, there is a need for a “brain” of the system, a 

toolbox of methods containing the appropriate rules for 

extracting knowledge from the incoming data, a 

knowledge/data base for storage and the methods for 

handling the overall procedure and the input/output. 

The input that our system receives come from the end-

user who sends queries like “Where is my PC?” to the 

dashboard. After examining the knowledge contained in the 

ontology, they receive the appropriate response, either in a 

natural language message or comprehensive directions and 

pointers, which can later be translated in haptic devices. 

B. Architecture 

     According to the aforementioned requirements, the 

proposed framework was designed using a modular, 

extensible and service-oriented architecture shown on Figure 

1. It consists of the following components: 

 The sensors/synthetic data which provide 

information in the form of detections to be stored in 

the ontology.  

 The Knowledge Ingestion (KI) component of our 

framework is responsible for receiving the incoming 

data from the sensors/synthetic data source and 

make the appropriate transformations (e.g., 

differential population) so that the data are ready to 

be uploaded to the ontology stored in GraphDB. 

 The component that stores all data and rules, and 

executes the queries is the Knowledge Base (KB). 

In our KB the ontology with all the new knowledge 

is stored, in the GraphDB Triple Store database. 

 The Spatial Awareness and Localization (SAL) 

component contains all methods that were 

developed to extract information from the ontology 

and to answer the user queries. These methods are: 

a) the Spatial Information to NL, which answer 

simple queries like: “Where is my laptop?”, b) 

Object Localization (OL), which answer queries 

like “Locate my book” and c) Facemask Feedback, 

which answer queries like: “Is the person next to me 

wearing a facemask?”. 

 A Dashboard implemented as a Web User Interface 

(UI) application, which is responsible for 

visualizing the latest streaming detections as they 

arrive in the KB, and enables users to input queries 

and receive answers. The dashboard is intended for 

researchers and integrators to visualize results 

before integrating with their technology for data 

input (detections) or output (haptic messages). 

 Finally, we use the SPIN rule engine to execute rules 

automatically, each time new data gets uploaded to 

our KB. 

 

C. The Ontology – Data Model 

      As a primary data model, the framework utilizes the 

SUITCEYES ontology [4], presented in [1] and available 

online [24]. The ontology integrates heterogeneous, 

multimodal input from different sensors in a formal and 

semantically enriched basis, thus, user context-related 

 

Figure 1: System Architecture 
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information, that can provide enhanced situational awareness 

and augment the user’s navigation and communication 

capabilities. The ontology already includes representation of 

objects and activities from the Dem@Care ontology [9], 

sensors and sensor observations from the SOSA/SSN 

ontologies [21], persons and social associations from the 

Friend-Of-A-Friend (FOAF) specification [22]. In addition, 

core topological concepts of a building from SEAS (Smart 

Energy Aware Systems) [23] was integrated, which is a 

schema for describing the core topological concepts of a 

building, such as buildings, building spaces and rooms.  

      In this work, concepts and relations are extended to 

support new functionality. Some of the basic classes of the 

SUITCEYES ontology represent objects, spaces and people 

that can be detected as raw data form sensors, such as 

cameras, or processed data, through a visual analysis 

component. For example, some of the objects that can be 

found in the ontology are: computer, laptop, alarm clock, 

mug, table, chair and other everyday objects, while some of 

the spaces include: bedroom, bathroom, living room and 

other spaces that can usually be found in a home 

environment. We extended these concepts further from the 

ontology presented in [1], by adding more classes to the 

ontology that refer to objects, spaces and rooms that could be 

useful to any deafblind user. We also added a Boolean data 

property named “facemask” to the Person entity. 
 

D. Knowledge Ingestion (KI) Component 

      The data containing the detections from sensors or from 

synthetic data arrive in our KI component. Each message that 

arrives represents an image frame that contains information 

about the scene, people and objects detected. An example 

with the kind of data that the KI component receives can be 

seen below: 

{ 

 "image": { 

                 "target": [ 

                               { 

                                "height": 176, 

                                "top": 96, 

                                "type": "person_unknown", 

                                "width": 115, 

                                "left": 407, 

                                "confidence": 0.725, 

                                "distance": 1322.01 

                                 }, 

                                 { 

                                  "height": 134, 

                                  "top": 329, 

                                  "type": "computer", 

                                  "width": 195, 

                                  "left": 123, 

                                  "confidence": 0.597, 

                                  "distance": 1822.01 

                                  } 

                                   ], 

  "timestamp": "2020-02-19T08:18:27.649", 

  "scene_score": 1.0, 

  "width": 640, 

  "scene_type": "office", 

  "height": 480, 

  "name": "19_02_20_08_18_27_649204" 

 } 

      In this example, we can see that an unknown person and 

a computer are detected in an office. We can also acquire 

information about the time of this detection, the distance from 

the source and various information about the position of the 

bounding boxes of the detected entities (height, top, width, 

and left) in pixels. 

       The KI component receives these messages and using a 

simple function prepares them to be stored in our ontology by 

creating a simple INSERT SPARQL query. This query 

contains all the meaningful information about the entities and 

scenes detected. 

       Before executing an INSERT query, another step of data 

transformation is performed. We developed an efficient 

approach to store the incoming data to the ontology. We call 

this approach “differential population” of the ontology, 

which means that instead of populating the ontology with 

every detection data received, a method is applied that checks 

if the incoming detection data is already included in the 

ontology. If true, then only the timestamp of the existing 

detection instance is changed, otherwise we add the new 

detection to the ontology. This algorithm of the differential 

population procedure is presented in Figure 2. 

      By using this technique, we limit the volume of data that 

are inserted in the ontology by only applying a simple check 

each time we receive a detection. This increases efficiency, 

considering that in a home environment the same objects 

could be detected in the same place multiple times (e.g., a TV 

almost never changes place in a home) and that many sensor 

systems continuously send data via their sensors. 

E. Spatial  Awareness and Localization (SAL) 

component 

      The SAL component is responsible for performing all the 

processes using semantic technologies to answer the user 

queries. It contains 3 main methods that answer different type 

of queries. These methods are the following: 

Algorithm: Differential Population 

Input: D (Detection type object) 

 

for each Di stored in ontology do: 

{ 

  If D.detects_object == Di.detects object and 

  D.spatialContext == Di.spatialContext then 

   Di.timestap = D.timestamp 

} 

 End 
Figure 2: Differential Population Algorithm 



46

International Journal on Advances in Life Sciences, vol 13 no 1 & 2, year 2021, http://www.iariajournals.org/life_sciences/

2021, © Copyright by authors, Published under agreement with IARIA - www.iaria.org

 

 

1) Spatial Information to Natural Language:  

In Table 1, we present a list of indicative queries that are 

used in the ontology to provide the user with a natural 

language output regarding spatial information of their 

surroundings. In these queries, variables are used to cover a 

broad number of objects and spatial contexts. This kind of 

inference is achieved by using a set of ontological rules, 

written in SPARQL/SPIN notation, that run on top of the 

ontology, whenever a specific query is triggered by the user. 

Within the context of this scenario, a list of indicative queries 

were created that can dynamically change on specific aspects, 

i.e., to cover different entities of interest, different spatial 

relations (with respect to the distance of position left/right), 

etc. 
Table 1: List of rules and their output 

# Query Nat. Lang. Output 

1 Where is my 

<object >? 

Your <object > is on your < 

right/left spatial context> 

side, <close/far spatial 

context> to/from you. 

2 How many 

<objects> are on 

my <right/left 

spatial context> 

side? 

<# counted> objects, an 

<object1> and an <object 2> 

are on your < right/left 

spatial context > side. 

3 Which <objects> 

are <spatial 

context> to/from 

me? 

An <object1>, <object2> 

and object3> are located 

<spatial context> to/from 

you. 

 

      The variables in the above queries are given a specific 

value, depending on what the user wants to ask. For example, 

the first query can be transformed in natural language to: 

“Where is my laptop” and its output can be: “Your laptop is 

on your right side, close to you”. The implementation of this 

query is presented as an ontological rule written in 

SPARQL/SPIN syntax in Figure 3, using synthetic data, 

which we created, that include various objects and spatial 

contexts. Most of our ontological rules use SPARQL 

CONSTRUCT and DELETE/INSERT commands, in order 

to create new triples in the ontology and thus enrich the 

knowledge stored in the schema.  

      In Figure 4, the implementation of the #3 query is 

presented, which in natural language translates to “Which 

objects are close to me?” which using our synthetic data 

produces the output: “A laptop, a TV and a chair are located 

close to you”. For this query we have skipped the construct 

rule, which is the same as the #1 query. 

2) Facemask Feedback  

      During the COVID-19 pandemic, it would be extremely 

useful for a deafblind user to ask if the person/people next to 

them wear a facemask. For this reason, we developed the 

ontology and implemented a SPIN query to perform this task. 

      From the ontology side, we added a Boolean data 

property to the Person entity called “facemask” which has 

value true if the person is detected wearing a facemask and 

 

Figure 3: SPARQL/SPIN rule for query #1 
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false if not. In Figure 5, we present the facemask data 

property of the Person class. 

      If the query returns a person wearing a facemask, we offer 

this information in the form of an output file with the field 

“facemask: yes/no”. The query fired to return the information 

of whether the person next to the user wears a facemask is 

presented in Figure 6. 

     As its name suggests, the variable “?facemask” will 

contain the Boolean value of whether the person nearest the 

user wears a facemask or not. We order the results in 

descending order regarding to the timestamp, as we want to 

take into account only the most recent detection and in 

ascending order regarding the distance, as the query refers to 

the person nearest to the user. The limit value on the last line 

of the query shown in Figure 6 can be changed to include 

more people wearing a facemask around the user. 

3) Spatial Awareness and Localization (SAL) 

      For the purpose of locating an object, it would be useful 

if our ontology could answer queries of a more continuous 

nature. For example, in the previous iteration, if the user 

asked “Where is my laptop”, they would get a single answer 

containing the laptop’s location if it was found, or the 

information that the laptop was not detected. Then the user 

would have to repeat the query again and again, until the 

object is finally detected, i.e., when the object comes in the 

field of view of the camera that is attached on the user. 

      For this reason, we implemented SPIN/SPARQL queries 

that support SAL. These queries are continuously executed 

and the process ends only when the object that the user is 

searching for is found and it is very close to them, or when 

 

Figure 5: Facemask Data Property 

 

Figure 4: SPARQL/SPIN rule for query #3 



48

International Journal on Advances in Life Sciences, vol 13 no 1 & 2, year 2021, http://www.iariajournals.org/life_sciences/

2021, © Copyright by authors, Published under agreement with IARIA - www.iaria.org

 

 

the user manually stops the search. The process of SAL is 

described below. 

      When the user tries to find a specific object, i.e., when a 

“Locate my <object>” query is received, the system performs 

the SAL procedure. During this procedure, the SPIN rules 

that try to look for this object in the database are fired 

consequently, every second that passes. The information that 

is received from the KB is then stored in an output file to be 

shared with the appropriate component of the system, which 

gives directions to the user. The directions given are based on 

an offset value that our query returns. This value that refers 

to pixels, ranges between -200 to 200 in a 400x400 picture 

that a sensor captures. For example, if the offset value is 100, 

it means that the object is on the right side of the user and the 

directions should guide the user to the right. The process 

stops when the distance variable that our query returns is less 

than 0.3 meters which is the value we assume that the user 

can reach the desired object with their hands. This threshold 

could be changed throughout the development of the system 

to correspond to specific objects, by experimenting with 

different setups and users.  

      In SAL, the information that is sent to the system contains 

the following four kinds of data: 

 Timestamp of the detection that the object was last 

detected. 

 If the object was found in the latest detection, the 

detection field contains the field “detection” which 

holds a Boolean variable with value “True” in the 

response file. If the object is not found in the last 

detection, the value is “False”. 

 Object’s orientation from the user in the form of 

pixel offset in the detection image. For example, if 

the offset is negative 100, the object is located on 

the left of the side of the field of view of the user.  

 Object’s distance from the user in meters. 

      The form of the response output can be seen below: 
{ 

  "timestamp": "2021-05-17T08:42:00",  
  "detection": True,  
 
  "offset": -100,  
  "distance": 2.0 
} 

      The algorithm that performs the SAL procedure is 

presented in Figure 7. 

      The rules that are fired during SAL are presented below. 

Once again, we use SPIN/SPARQL notation to implement 

these rules and the result set is transformed into an output file 

with the appropriate information with the use of a simple 

JAVA function that we created. In Figure 8, we present the 

query fired when the user searches for an entity.  

Algorithm: Spatial Awareness and Localization 

Input: User query in JSON format 

Output: JSON file with object information 

uq = user query 

distance = 1; 

 

While (distance > 0.3 || object != found) 

{ 

  query response = perform query(uq); 

  if (query_response has object detected) 

   object = found; 

  distance = query_response.distance; 

  output = prepare_response_Json(query  

              response); 

} 

 End 

 

Functions: 

   perform_query: sends the query to be executed in our 

GraphDB instance 

   prepare_response_JSON: takes the dataset that the 

query returns and creates the response JSON file 

Figure 6: SAL Algorithm 

 

 

Figure 7: Facemask Feedback Query 

 

 

Figure 8: SAL query for Object Entity search 
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      The variable “?timestamp” contains the timestamp 

information that is needed for the output file. The “?elabel” 

variable contains the string value that describes the object 

entity. For example, the label of a Cup object of the ontology 

is “cup”. This field helps us group some objects in the same 

category, e.g., when the user searches for a mug we assume 

that a cup would also suffice. This is why we have put the 

label “cup” in the Mug objects of the ontology as well, so 

when a query with the rdfs:label “mug” is fired, objects of 

both Mug and Cup classes would be returned. 

      The “?leftright” variable contains the value of the 

sot:positionedInXGrid data property. This value is measured 

as pixels in an integer, where 0 is the center of the picture, 

negative values mean left and positive right from the center. 

The “?leftright” variable gives us the offset value of the 

response. 

       The “?distance” variable, as the name suggests, contains 

the distance of the object to the user. The distance is 

measured in millimeters, which are then translated to meters, 

using a JAVA function. 

      Finally, we use the “ORDER BY desc (?timestamp)”, to 

order them by descending timestamp, and the LIMIT 1 

commands to get only the most recent detection of the 

searched entity. In the event of the entity not found, by using 

once again a JAVA function, we return the Boolean value 

“False” to be contained in the output, otherwise the value is 

“True”. 

      The notion behind this procedure is that when an object 

is detected and it is very close to the user (e.g., <0.3m), the 

user can reach and find the object by touch. This is why our 

loop also checks the distance value of the detection, to decide 

whether to continue or not. 

F. Web User Interface (UI) – Dashboard 

      For visualization purposes, along with making easier the 

process of testing and experimenting with our system, we 

developed a dashboard, which contains the most recent 

information about our KB and visualizes the queries that are 

sent by the user and the answers that they receive from our 

system. The dashboard is presented in Figure 9.  

       The dashboard contains two main components: 

 The Latest Detections table, which visualizes the 

most important information about the latest 

detections stored in the ontology such as detection 

id, scene, object and person detected, sensor that 

made the detection and timestamp of the detection. 

The detections table is updated live with the latest 

detections received from the sensors or, in our case, 

the synthetic data. 

 The Query and Answer component, which in this 

iteration of the dashboard contains 4 of the main 

queries that a user can send to our system. These 

queries are: 1) Where am I now located? 2) Where 

 

Figure 9: Dashboard showing latest detections as they stream into the platform and allowing queries and responses 
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is my <bottle>? 3) Is the person next to me wearing 

a facemask? and 4) Locate my <book>. 

      Note that the entities in <> are parameters, i.e., can be 

changed to include other entities. 

IV. PROOF OF CONCEPT USE CASES 

     Utilizing the system and the ability to visualize data and 

input queries on the dashboard, we performed a set of use 

case scenarios to validate its correctness. The scenarios are 

inspired from the SUITCEYES project. Based on its 

requirements, we constructed a set of synthetic data in the 

form of input messages streaming in the platform and with a 

realistic sequence of objects and people entering, moving and 

leaving the scene, as well as scenes changing, emulating a 

person moving in a room with a wearable camera. The use 

case scenarios are the following: 

i) A developer/integrator wants to test the KB platform 

for receiving detection data from their component connected 

to the message bus 

ii) A developer/integrator wishes to receive natural 

language output from user queries to integrate into their 

haptic system 

iii) A deafblind user wishes to know whether the person 

or people around them wears a facemask 

iv) A deafblind user wishes to find an object and 

navigate to it 

Each of the following subsections presents one scenario 

performed through the system. 

A. Incoming Detection Data stored Visualization 

      For the purpose of visualizing the process of receiving 

data, we developed a simple dashboard interface which 

shows in real time the data stored in the ontology. 

      As we can see in the snapshot presented in Figure 9 from 

the synthetic data we received in the last three detections the 

scene is a living room, the objects detected are a cup, a tv, a 

bottle and a chair, no people were detected and the sensor 

was a camera. Note that this snapshot will be used as our 

basis for the state of the ontology during our queries 

experimentation. 

B. Spatial Information to Natural Language Experiments 

and Results 

      We present the output of the SPARQL/SPIN rule shown 

in Figure 3 by using the Protégé software [25]. In Figure 10, 

we present the object and description returned by the query. 

The description will be used as the output to the user. 

      In Figure 11 and Figure 12, we present the objects 

returned from the query “Which objects are close to me” 

with their spatial context, and the output that the user will 

get as textualDescription. 

      We also use the queries and answer component of the 

dashboard we developed to receive queries and provide 

answers in real time. In Figure 13, we can see the queries 

sent and the answers received from our framework, 

regarding the state of the ontology described in Figure 9. 

      By receiving the expected results regarding our synthetic 

data, we validated the correctness of our queries. 

      We also used the same synthetic data to test the 

differential population procedure. In the example below, we 

have stored in our KB two similar detections: The first 

detection contains a laptop in the living room a detection with 

the same information, arrives from the SUITCEYES system 

with a more recent timestamp. This information, if stored 

twice in the ontology would be duplicated with the exception 

of the different times. In Figure 14, we present what the 

outcome would be without using our differential population 

method, i.e., the storing of 2 similar detections. 

       In Figure 15, the outcome of the same incoming 

detection is presented, but with using the differential 

population procedure. Here, only the first detection is stored, 

with its timestamp field changed to match that of the second, 

incoming detection. 

      This absence of almost identical detections could save a 

lot of space in real applications that continuously receive and 

store data. 

C. Facemask  Feedback experiments and results 

      In this section we present the process that is executed 

when a user asks if the person next to them wears a facemask. 

For this reason, we created synthetic data that contain people 

 

Figure 10: Query output of "Where is my laptop" 

 

 

Figure 11: Objects and their Spatial Context from query#3 

 

 

Figure 12: Query output of "Which objects are close to me" 

 

 

Figure 13: Query and Answer component of the dashboard 

 

 

Figure 14: Detections saved without the differential population 

procedure 

 

 

Figure 15: Detections saved with the differential population 

procedure 

 



51

International Journal on Advances in Life Sciences, vol 13 no 1 & 2, year 2021, http://www.iariajournals.org/life_sciences/

2021, © Copyright by authors, Published under agreement with IARIA - www.iaria.org

 

 

that are either wearing or not wearing a facemask, in various 

distances from the user. The file that contains this synthetic 

data is presented in Figure 16 below. We have named this 

ontology file “synthetic data”, so we use the preface “sd”. 

      We notice that in this detection there are two people 

detected in the kitchen, John and an unknown person. John 

wears a facemask but the unknown person is not. Now, we 

assume that the user sends us a query asking whether the 

person closer to him wears a facemask. This query has been 

presented in Figure 8. Using a simple function, we produce a 

simple response file with the field “facemask” and the value 

“yes”. We present the Query and Answer component of our 

dashboard in Figure 17. 

      We can modify the query and the output according to the 

user’s needs. For example, if the user would like to know 

about the facemask status of all the people in his field of view, 

we can simply omit the LIMIT part of the query presented in 

Figure 6. Then by using another simple function we produce 

the message output shown below. 
{ 

  "person": "John",  
  "facemask": "yes", 
  "person": "Unknown_Person_1",  
  "facemask": "no" 
} 

D. Spatial Awareness and Localization queries experiments 

and results 

      For the purpose of experimenting with SAL queries we 

used a synthetic database that we know would accurately 

represent a series of detections in the SUITCEYES platform. 

Our synthetic data contains rooms and objects in those rooms 

that a user could choose to search for. In Figure 18, we can 

see part of this synthetic database. This part describes a 

detection which contains a living room as the recognized 

scene and a laptop, book and cup as the recognized objects in 

various distances. 

      Now, we are going to present the process that is being 

executed when a SAL query is asked, i.e., “Locate my 

<book>, by showing the queries and responses we receive 

from the GraphDB  database. For this experiment, we receive 

a query from a user searching for his book. Our framework 

initiates SAL process by entering the loop and executing the 

query presented in Figure 19, on our GraphDB stored 

ontology. Note that this query is the query presented in Figure 

8, with only the “?entity” variable changed to contain an 

object of the class Book. 

      The execution of the aforementioned query in 

combination with the function for the message output 

produces as a result the file shown in below: 
{ 

  "timestamp": "2021-06-15T09:40:00",  
  "detection": True,  
  "offset": -13,  
  "distance": 5.6 
}  

 

Figure 16: Latest detection received for facemask query 

 

 

Figure 17: SAL dashboard Facemask Feedback Response 
 

 

Figure 18: Synthetic Database snapshot 
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      We present the Queries and Answer component of our 

dashboard where we verified the correctness of our responses 

in Figure 20.  

      As we can notice, our method reports back the data that 

are stored in our ontology database. As the distance value is 

not lower than 0.3, which we assume is the reaching distance 

for an object, after 1 second of the initial query execution, we 

perform again the same query. As our framework is designed 

to always receive new detections, we receive a detection in 

which the user has gone closer to the object after they receive 

directions based on our initial information. The new state of 

the detections in our ontology can be found in Figure 21. 

      In this latest detection we notice that the distance of the 

book object that the user is searching is decreased to 2.5 

meters. We also notice that the cup object that was detected 

previously has not appeared in this detection, meaning that it 

is not in the field of view of the user. The output that we 

produce for this iteration of the OL procedure is presented 

below: 
{ 

  "timestamp": "2021-06-15T09:40:10",  
  "detection": True,  
  "offset": 33,  
  "distance": 2.5 
} 
      In this output we can see again that we produce the correct 

information for the book object. We can also notice that the 

offset has changed into a positive value that means that the 

object is now on the right side of the field of view of the user. 

Once again, we verify our results using the dashboard in 

Figure 22.  

      The same procedure is repeated until the distance value 

becomes less than 0.3 meters. Then, we assume that the user 

can use his hands to find the object that they look for. 

       If in any time during this procedure the detection value 

becomes “False”, we just re-execute the query until we 

receive a detection which contains the object that the user is 

searching for. 

      Our SAL component is designed to work in combination 

with some module that gives some kind of directions to the 

user so that they can approach the object that they look for. 

V. CONCLUSION AND FUTURE WORK 

      In this paper, we present a framework to support 

deafblind people using a rule-based toolbox of methods for 

object localization, spatial and situational awareness. The 

framework utilizes ontologies for uniform context data 

representation and the SPIN/SPARQL notation to extract 

knowledge and construct natural language responses. A 

dashboard visualizes inputs and outputs streaming over a 

universal message bus message exchange so as to enable 

developers integrate advanced detection methods from 

wearable cameras and user interfaces on haptic devices. The 

framework is validated through use cases scenarios 

showcased on its dashboard. 

     Such systems can greatly improve the quality of life of 

people with deafblindness especially regarding spatial 

awareness, but also situational awareness in the pandemic 

era, when people with disabilities need tailored measures and 

means to recognize their surroundings. Future work, includes 

integration of the framework with real data providers, such as 

sensors, cameras and the visual analysis. Moreover, a pilot 

phase includes deafblind users interacting with the system to 

 

Figure 19: Book SAL query 

 

 

Figure 20: SAL response on dashboard 

 

 

Figure 21: Latest detection received 

 

 

Figure 22: SAL updated response on dashboard 
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validate its acceptance and usefulness and to incrementally 

optimize the system for them. 
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Abstract—Attention-Deficit/Hyperactivity Disorder (ADHD)
presents in children and adolescents as a persistent pattern
of inattention, hyperactivity, and impulsivity that interferes
with their development. Computational studies on ADHD focus
on measures of brain activity of the participants and a few
use standardized cognitive tests or behavioral inventories to
assess objective indicators for diagnosis. The paper presents
a computational proposal in which the combination of two
artificial intelligence methods is used to aid the identification
of diagnostic indicators for ADHD. The proposal is to combine
a neural network of self-organizing maps to group factors from
standardized tests and inventories, and a decision tree to classify
the most relevant factors. The study included 127 children and
adolescents from 6 to 16 years old, 48 with ADHD diagnosis and
79 without ADHD (control group). The most relevant result of
the study was the strong contribution of the Child and Adolescent
Behavior Inventory results in the diagnosis of the disorder with
great performance in prediction when compared to real data and
reliability by Kappa statistics.

Keywords—Self-Organizing Maps (SOM); Decision Tree; Atten-
tion Deficit/Hyperactivity Disorder (ADHD).

I. INTRODUCTION

This work is complementary to and based on the published
article BRAININFO 2021 [1] and according to the Diagnostic
and Statistical Manual of Mental Disorders, 5th edition -
DSM-5 [2]. Attention-Deficit/Hyperactivity Disorder (ADHD)
is a persistent pattern of inattention and/or hyperactivity-
impulsivity that interferes with functioning or development.
The disorder is characterized by inattention involving, for
example, difficulty sustaining attention in tasks or playing
activities, a state in which the mind seems elsewhere, even
in the absence of any obvious distraction, difficulty to follow
through with instructions and failing to finish schoolwork,
often forgetful in daily activities, chores, or duties in the

workplace, losing things, expressing excessive activity or
restlessness, and inability to wait one’s turn, always in ways
that are excessive for one’s age or developmental level. ADHD
has its initial expressions in childhood and usually persists into
adulthood, resulting in impairments in social, academic, and
occupational functioning.

The diagnosis of ADHD is clinical, based on the individual’s
history and expression of symptoms. Because this diagnosis
is often based on reports of symptom severity and because
these symptoms are also part of other clinical conditions,
the diagnostic difficulty is present in the daily lives of the
interdisciplinary teams responsible for the evaluation process
[3] [4]. Because of the complexity of the diagnostic eval-
uation, the American Association of Pediatrics recommends
the use of an algorithm, both for evaluation and treatment of
children and adolescents with ADHD [5]. To support clinical
decision making, neuropsychological, behavioral, and adaptive
functioning assessment procedures have often been used in
conjunction with neurological assessments [6]. Considering
the social importance involved in properly issuing a correct
diagnosis of ADHD, in both children and adolescents, studies
must be proposed that discuss which are the best indicators
of clinical-neurological, neuropsychological, and behavioral-
adaptive diagnostic evaluation when children and adolescents
present with complaints of inattention and hyperactivity. Fur-
thermore, for appropriate assessments and interventions to
be implemented, differential criteria are needed to correctly
characterize and identify attention-deficit/hyperactivity among
children and adolescents. Comprehensive assessments in this
regard allow a better understanding of the complexity of
each case for appropriate guidance, design of the therapeutic
intervention, and evaluation of the need for educational and
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emotional support for patients and families [6].

Computational studies can help professionals in diagnostic
assessments, especially using machine learning algorithms,
Kam et al. [8] used an artificial intelligence algorithm called
decision tree for screening ADHD, by monitoring the school
activities of 153 children using 3-axial actigraph and obtained
results consistent with previous studies. In turn, Lee et al.
[9] analyzed the classification of ADHD in children through
brain activity measurements. In their work, they used a neural
network algorithm called self-organizing maps allowing cate-
gorizing characteristics of children with and without clinical
indicators of ADHD.

Unlike previous proposals presented in the literature, this
work aims to combine two artificial intelligence techniques. In
the first step, standardized test results are grouped by means of
Self-Organizing Maps (SOM) and, in a second step, the groups
with a high level of overlap are analyzed using a decision tree
algorithm. This helps discover which attribute is discriminative
in the diagnosis of children and adolescents with suspected
ADHD.

Besides Section I, that aims to contextualize the work and
present the objective, the work is organized into six parts.
Section II presents the theoretical framework and justifica-
tion of the study. Section III presents the proposed use of
two artificial intelligence algorithms to aid in the diagnosis.
In Section IV, the procedures for developing the study are
described, including the computational development with the
application of two artificial intelligence techniques. In Section
V, the contribution of standardized cognitive tests or behavioral
inventories is described, as well as the proposal to solve the
diagnostic doubt within the self-organizing maps and then
the classification by the decision tree for understanding the
characteristics of the diagnosis of the disorder. Finally, in
Section VI, we present the conclusion and recommendations
for further studies.

II. RELATED WORK

A. Elements of Attention Deficit/Hyperactivity Disorder
(ADHD)

ADHD is part of the group of neurodevelopmental disorders
beginning in childhood, but a substantial proportion of children
with ADHD remain relatively impaired into adulthood [9].
From a cognitive-behavioral point of view, it is characterized
by deficits in several cognitive functions, such as attention, es-
pecially selective, sustained, alternating, and divided attention,
deficits in inhibitory control, processing speed, organization,
ability to inhibit distracting information, deficits in cognitive
flexibility, hyperactivity behaviors, restlessness, and impulsiv-
ity. ADHD affects 5.29% of the world’s child population.
Of this population, 30% up to 70% maintain symptoms into
adulthood [10] [11]. According to DSM-5 [1], ADHD can
be classified according to the predominance of symptomatic

axes as predominantly inattentive, predominantly hyperactive-
impulsive, or combined presentations.

Behavioral patterns are important in the diagnosis of
ADHD. Here are some difficulties related by parents regarding
the children: listening, obeying, following routine rules, often
postponing and forgetting daily activities, following direct
instructions, regulating feelings of frustration, exacerbation of
motor activity, maybe impulsive in changing activities before
they are completed, having difficulty waiting their turn, may
have impairments in social relationships. These behaviors may
contribute to high-stress in family or school environments [12].

The inequality of symptom axes within the predominantly
inattentive subgroup compromises its validity when compared
to the combined subgroup. However, individuals considered
only inattentive, but with a subclinical level of hyperactivity-
impulsivity symptoms (4 or 5 symptoms), have their classi-
fication without intensity of the combined ADHD subtype.
However, there is still little evidence on the qualitative differ-
ence between the subtypes presented, even when inattentive
classification is established to individuals with three or fewer
hyperactivity-impulsivity symptoms [13]. At different stages
of life, ADHD can show itself at about 2:1 in the case of
children and 1.6:1 in adults. This shift in prevalence from
children to adults hypothetically occurs because children and
adolescents can create methods that suppress the disorder as
they develop, making them more functional, and hiding some
difficulties and symptoms [9].

According to the new classification of the A.P.A [2], the
highlights are the changes in the various forms of symptoms,
trying to contextualize the criteria diagnosed throughout the
individual’s life; change in the age of onset of symptoms, from
7 to 12 years of age; change of the term ”subtype” for ”current
presentation”; and removal of autistic spectrum disorders as
excluding factors in the diagnosis.

Children who are usually in the preschool phase may
present high levels of motor activity, attention deficit, and
poor inhibitory control that are behavioral manifestations of
ADHD. However, in clinical cases, they are more significant
and result in considerable impairment, with high accident rates
and poor school performance that can persist into school age
in 60 to 80 percent of cases [14]. Approximately 70% of
school-age children experience worsening in school activities
and impairment in family life and relationships with other chil-
dren. Generally, inattention symptoms relative to hyperactivity
symptoms decelerate with age, i.e., decline slowly between
the passage of the child, adolescent, and adult age stages with
greater persistence [15]. About 33% of children with ADHD
in adulthood no longer have the symptoms, as opposed to
the rest who continue to have the disorder or episodes that
result in loss. Over a prolonged period, adults with ADHD
experience worsening academic and work performances, as
well as increased traffic offenses, motor vehicle accidents, and
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sexual behavior with high risk and the concomitant onset of
various psychiatric illnesses, such as anxiety disorder, mood
disorders, and substance abuse [6].

Genetic factors and environmental conditions contribute
greatly to a complex etiology of ADHD with neurobiological
bases established by research. For example, study conducted
by Williams [16] points to unusual patterns in the central
nervous system of people with ADHD [17]. According to
Carreiro et al. [6], the study of neuropsychological endophe-
notypes is motivated by the etiological complexity and clinical
inhomogeneity of ADHD. Endophenotypes, sometimes called
”intermediate phenotypes”, are inherited and gauged traits that
can be found in the pathway linking a genotype to complex
neuropsychiatric disorders. However, individuals with ADHD
may or may not display different forms of patterns following a
complex cognitive profile and multiple variations, such as loss
or low attentional focus, causing a lack of flexibility, difficulty
dealing with distractors, difficulty with self-regulation, behav-
ioral impulsivity, lack of motor coordination, and shuffling of
mental information due to difficulty with organization. The
signs presented show that the child may have an impairment
in the intellectual development in different areas of the brain
and are shown by playful interactions, by observation, and
by standardization of instruments, becoming fundamental in
measuring the complaints of inattention and hyperactivity [18].

Behavioral patterns are important in diagnosing ADHD,
parents report that children have difficulty listening for inat-
tention when someone speaks directly, obey, and follow rules
and routines, often postpone and forget daily activities, have
difficulty following direct instructions, do not accept frustra-
tion, have an exacerbation of motor activity, may show some
form of impulsivity in an activity before it is completed, are
unable to wait, have impaired social relationships, have high-
stress in the family or school environments. Observation of
several people can increase the accuracy of the diagnosis,
enabling in cases of comorbidities and inconsistent symptoms,
the differentiated possibility of diagnosis. This creates the
need to report in a standardized way, to avoid bias and the
possibility of building a representative behavioral profile for
evaluation. Currently, the psychology literature has several
instruments that are applied to parents and teachers, to extract
as much information as possible from the two environments
of children [18]. These instruments, which are seen in this
work as attributes, have a protocol-based direction to assess
ADHD complaints, and the attributes are analyzed by cognitive
assessment parameters used, such as the Cancel Attention
Test, Trail Making Test, Continuous Performance Test, Wis-
consin Letter Test, Wechsler Abbreviated Intelligence Scale
and Wechsler Intelligence Scale for Children, as well as the
behavior inventories for children and adolescents (CBCL/6-18)
and for teachers (TRF/6-18).

Given the importance of collecting various pieces of infor-
mation in cognitive neuropsychology and behavior analysis,

the treatment and multivariate analysis of the data can help
us obtain relevant information in understanding ADHD com-
plaints, and the artificial intelligence techniques used become
key elements in diagnostic discrimination.

B. Self-Organizing Maps (SOM)

According to Merényi et al. [19], a SOM network provides
clustering and visual representation of data in low dimensions.
This technique preserves the topological structure of the data
in a lattice of neurons. The grid can be defined as a rectangular
or hexagonal grid, as in Figure 1, usually two-dimensional,
in an ordered manner such that the most similar neurons
are grouped with neurons that are close in the grid, and the
opposite is true for less similar neurons that are far apart in
the grid, providing a topological view of the data. All neurons
in the grid must undergo exposure to different realizations of
the input dataset to ensure that the self-organization process
matures. The algorithm then proceeds to choose synaptic
weights initially randomly with small values. Once the grid
has been initialized, we have the presence of three essential
processes used to construct the self-organizing map.

With the need to understand the characteristics of the com-
bined attributes and facing data with non-linear distribution, it
was chosen in this work an unsupervised model, developed by
Kohonen in 1982, called SOM, being especially suitable for
data assimilation because it has visualization properties such as
highlighting [20], but the dataset allowed the use of principal
component analysis or cluster analysis of the data. The goal
of unsupervised methods is to identify clusters in unlabeled
sets of data vectors sharing similarities. This helps to build a
cognitive model that realizes the interrelationship of the data
[21]. As proposed by Kohonen [22], capturing the features
of an input data set, with a nonlinear distribution, is effected
by building a complex neural network around a one- or two-
dimensional grid of neurons. The ordering of the input data
is structured by weight vectors of neurons called prototypes,
and is inspired by neurobiology. They were summarized by
Kohonen [22] and Kubat [23] as follows:

1) Competition: The generalist model can serve to describe
the phenomena of the initial data in a way that collectively or-
ders a complex system, which shows representative statistical
features, even with the fully disordered input space [23].

However, the SOM model is automatically associated with
the nodes of the rectangular or hexagonal grid, Figure 1,
usually two-dimensional, in an ordered fashion and in a way
to which the most similar models join closer nodes in the
grid. The opposite being true for less similar models that are
equidistant, thus this process enables a topological view of the
data [24].



57

International Journal on Advances in Life Sciences, vol 13 no 1 & 2, year 2021, http://www.iariajournals.org/life_sciences/

2021, © Copyright by authors, Published under agreement with IARIA - www.iaria.org

Figure 1. Topological map - rectangular and hexagonal grids

( [25, p.451] )

The synaptic weight vector is calculated for each j neuron of
the grid with the same dimension as the input dataset through
the inner product between the synaptic weight vector and the
input data vector, this function being the basis for choosing the
winning neuron. The maximization of this function has math-
ematical equivalence with the minimization of the Euclidean
distance between the synaptic weight and input data vectors.

X = [x1, x2, ..., xm]T (1)

X is the input vector of the space m transposed.

Wj = [wj1, wj2, ..., wjm]T, j = 1, 2, ..., l (2)

Wj is the synaptic weight vector of each neuron in the grid.
In the competition step, according to Kubat [23], an input
vector is randomly selected along with the synaptic weight
vector of the neuron j, that by making the inner product of
the two vectors, being WT

j X for j = 1, 2,..., l. Transposing
the input vector it is possible to make the selection of the
largest product. The topological neighborhood of the excited
neurons is centered and since maximizing the inner product of
the vectors X and Wj is minimizing their Euclidean distance,
by creating an index i(X) to identify the neuron that best relates
to the input vector X, one can define i(X) by:

i(X) = arg minj

∥∥∥X −Wj

∥∥∥, j = 1, 2, ..., l (3)

i(X) is the index that summarizes the competitive process
between neurons.

This process summarizes the competition between neurons.
Equation (3) shows the i(X) is the goal of this process because
in this step the identity of the neuron i is important and the
neuron that satisfies the condition is called the winning neuron
for the input vector X.

2) Cooperation: The cooperation process starts when the
winning neuron is updated around a topological neighborhood
of the nearest neurons, being similar around a radius r. How-
ever, it is necessary to define the topological neighborhood so
that only adjacent neurons are updated while having a way
that the neighborhood decays smoothly with lateral distance
[23].

Given hj ,i the topological neighborhood centered around
the winning neuron i that contains a set of excited neurons, one
neuron of this set being represented by j and dj ,i the lateral
distance of the excited neuron j by the winning neuron i, then
one can assume that the topological neighborhood. Equation
(4) is a unimodal function of the distance dj ,i, provided it
satisfies the symmetry conditions with respect to the maximum
point with dj ,i=0, and the amplitude decreases with increasing
lateral distance dj ,i [23].

The basis for cooperation between neighboring neurons is
provided by the winner neuron that shows the spatial location
of the topological neighborhood of neurons neighboring the
winner hj ,i(X):

hj ,i(X) = exp
(
−d

2
j,i

2σ2

)
(4)

dj,i is side distance and σ is the effective width of the
topological neighborhood.

Since the topological neighborhood has some dependence
with the lateral distance, as seen in Equation (4), then a one-
dimensional grid dj ,i is an integer equal to |j − i|. However,
when it is two-dimensional it is defined by Equation (5) where
the discrete vector rj is the position of the excited neuron j and
ri is the position of the winning neuron i, both being measured
in the discrete output space. An interesting feature of SOM is
that the size of the topological neighborhood decreases with
time and this is done by having the width σ of Equation (4)
decrease with time [26].

d2j ,i =
∥∥∥rj − ri

∥∥∥2 (5)

σ(n) = σ0 exp
(
− n
τl

)
n = 0, 1, 2, ..., (6)

σ0 is the value of σ when starting the SOM and τl a time
constant. Thus, we have the topological neighborhood defined
as a time variable according to Equation (7):

hj ,i(X)(n) = exp
(
− d2j,i

2σ2(n)

)
n = 0, 1, 2, ..., (7)

So one can conclude that when the time n increases, the
topological neighborhood decreases exponentially, as does the
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width σ(n). This topological neighborhood hj ,i(X)(n) was
used in the study and will be reference from this point on.

3) Adaptation: In the adaptation phase, for the grid to be
self-organizing, the synaptic weight vector Wj of the neuron
j of the grid must be changed relative to the input vector X
[23]. However, there is a problem of saturation of the weights
at the end of the process, but it can be corrected by changing
the Hebbian assumption with a forgetting term g(yi)Wj where
Wj is the synaptic weight of the neuron j and g(yi) is the
positive scalar function of the response yi, the constant term
of the Taylor series expansion of function g(yi) being zero
[23].

Neighboring neurons to the winner increase their discrimi-
nant function values based on the input dataset, and as appro-
priate adjustments applied to their synaptic weights improve a
subsequent input dataset. As Kohonen [22], the Equation (8)
of updating is defined by:

Wj(n+ 1) = Wj(n) + η(n)hj,i(X)(n)(X −Wj(n)) (8)

n equals epoch, η(n) is the learning rate, and hi,j(x)(n) is
the neighborhood function.

According to Kohonen [22] there are two phases in the adap-
tive process: a sorting phase, which organizes the topology of
the weight vectors, and a convergence phase, which adjusts the
feature map, producing a statistical quantization of the input
space. In the sorting phase, the learning rate parameter eta(n)
starts with a value of 0.1 and decreases to a value close to
0.01. The neighborhood function must contain almost all the
neurons of the grid around the winning neuron i with a slow
reduction over time and may require 1000 or more iterations.
In the convergence phase the number of iterations should be
at least 500 times the number of neurons in the lattice, and for
good statistical accuracy, the learning rate parameter eta(n)
should be close to 0.01 and never zero. The neighborhood
function has only the nearest neighbors of the winning neuron,
which can be either one or zero neighboring neurons [23].

The originality of the SOM learning presented in the study
may contribute to improving the diagnosis of ADHD patients
by presenting a set of similar prototypes that represent the
combination of attributes and then using a classification algo-
rithm, such as the decision tree, which directly and quickly
separates patients prone to the disorder. With this, the study
can help health professionals and researchers to develop more
accurate tools and reduce the cost of diagnostic tests that
currently make their application unfeasible in the public health
system.

C. Decision Tree
A decision tree is an Artificial Intelligence algorithm capa-

ble of organizing attributes from a dataset in priority, so that it

can generate a path that leads to a decision for a classificatory
attribute [27] [28]. A decision tree is built using algorithms
that variously split a data set into branch-like segments. These
segments create an inverted decision tree beginning at a root
node at the top of the tree to the leaf at its end. Each object
in the study is reflected in the root node and is a simple, one-
dimensional display in the decision tree view. The name of
the attribute is displayed along with a spread of values that
are contained in the attribute. Its display shows all records
in the dataset, attributes, and their values are viewed on the
analysis object. The development of the decision rule for
forming branches under the root node has, in the extraction
method, a relationship between the object of analysis and one
or more attributes that are used as input attributes to create the
branches or segments, being used to estimate the likely value
of the target, or outcome attribute or dependent attribute [29].

According to Castro [30], the structure of the decision tree
is composed of internal nodes that correspond to an attribute
test, each branch represents the test result, and the classes or
class distributions are represented by the leaf nodes. The start
node represents the root node, and the path from this node to
the leaf node is called the classification rule. The decision tree
construction can be used to classify an unknown class object,
and the estimation is done by testing the attribute values in the
tree and traversing until it reaches the leaf node. In this way,
the result of the decision tree algorithm becomes a process
that is easy to understand and visualize.

The decision tree algorithm as presented by Linoff and
Berry [31] is a hierarchical collection of rules that describes
how to divide a large collection of objects into successively
smaller groups of objects. With each successive split, the
members of the resulting followings become more similar to
each other. For the selection of attributes to be chosen for
division, one can use the information gain (Gain), which is
one of the best-known methods and has as its generating base
the entropy that is a measure of purity [32]. Thus, the gain is
the expected reduction of entropy and has as its main function
the division of attributes in the data set. Shannon entropy, on
the other hand, measures the purity of the dataset [33], being
a measure of the heterogeneity of the input data (S) relative
to its classification (m). The expected value of the entropy of
the attribute E(A) is given by Equation (9) and the expected
information of S is given by Equation (11). Thus, the key
factor is the use of a gain function that allows the attributes
(A) to be compared to select the most relevant one. The chosen
attribute is the one that maximizes the information gain which
is calculated as being [30] [32]:

With nij being the number of objects in class Ci in a subset
Sj , then the expected attribute information can be:
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E(A) =

v∑
j=1

nij + ...+ nmj

n
∗ I(nij , ..., nmj)

=
∑

v∈values(A)

p(Av)Entropy(Av)
(9)

The entropy (Shannon’s) [33] measures the impurity of the
dataset, being a measure of the heterogeneity of the input
dataset (S) relative to its classification (c). The Gain(S,A) is
given by the Equation (10) and the entropy of S is given by the
equation 11. Thus, the key factor is the use of a gain function
that allows the attributes (A) to be compared to select the most
relevant one. The attribute chosen is the one that maximizes
the information gain which is calculated as being [33]:

Gain(S,A) = I(S)− E(A) (10)

S is the input dataset, A is the attributes, and Θ represents
the probability of A multiplied by its entropy.

I(S) = I(C1, C2, ..., Cm) =

m∑
k=1

−pilog2pi (11)

The information Gain is given by the Equation (10) and
represents the expected reduction in entropy when the value
of the attribute A is known, since the process calculates the
gain for each attribute, choosing the attribute with the highest
gain to be tested in the set S. This process creates the division
of objects to form the decision tree, giving rise to the node,
labeling the attribute, and creating branches for each attribute
value.

III. PROPOSED METHOD

The work presents a proposal for an unsupervised learning
model as a method used in the identification of the neurons
of the grid with greater diagnostic doubt of ADHD, that is,
the diagnostic doubt in the neuron shows that it is difficult
for both a machine learning algorithm and an expert to make
a diagnosis. Thus, the paper brings a proposal to apply a
decision tree on the neurons that show overlap to suggest
which attributes are more discriminative. To understand this
overlapping, the entropy (of Shannon) was calculated with
the purpose of measuring the impurity of the neuron with
its dataset, that is, the closer the entropy is to one, the
greater the impurity of the neuron’s dataset. Given this fact, a
combination of SOM with the decision tree algorithm, which is
a supervised model used in data classification to help identify
one or more attributes from standardized assessment tools,
such as cognitive tests and behavioral assessment inventories
were sought. These tools were used to test the learning of
ADHD characteristics.

Figure 2. Segmentation of neurons in the self-organizing map

The objective of this decision tree algorithm was to verify
the accuracy of the model for the confirmation of cases with
ADHD diagnosis by identifying which assessment tools best
contributed to this ADHD confirmation.

Figure 3. Decision tree structure

Then Kappa statistics is applied to measure the agreement
and reliability of the observed diagnostic attributes with the
expected diagnostic attribute, which is the measurement of
the agreement of an expert’s diagnosis compared to the algo-
rithm’s diagnosis. The next section will present the methodol-
ogy developed with the data set and application of the artificial
intelligence algorithms to arrive at the results of the work.

IV. MATERIALS AND METHODS

The study sample consisted of 127 children and adolescents
between 6 and 16 years old, 48 with a clinical diagnosis of
ADHD and 79 from the control group, with no diagnosis of
ADHD. The attributes that make up the neuropsychological
tests and behavioral inventories applied in this study are
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Attention Cancellation Test (TAC), Trail Making Test (TMT),
Wechsler Intelligence Scale for Children (WISC-III), Wechsler
Intelligence Scale for Children (WISC-IV), Wechsler Abbre-
viated Scale of Intelligence (WASI), Child Behavior Checklist
for ages 6-18 (CBCL/6-18) and Teacher’s Report Form for
ages 6-18 (TRF/6-18).

These attributes were normalized by the z-score method
[34] to standardize the different scales of the attributes. The
normalized data property is used to train the network SOM
using the package available in R language [35]. In this library,
the functions somgrid and som are used to parameterize and
train the map, respectively. According to Rubbo [36], the map
size can be described according to Equations (12) and (13),
with n being the number of objects and the constant Cm
varying from [-3,3] to generate different map sizes:

lSOM =
√

n/2 + Cm (12)

Map Size = (lSOM)2 (13)

For the size of the map topology, the dimension 4x4 was
chosen. With this, the hypothesis of the study was to find
neurons with a representative density of objects and with a
significant class distribution.

With the trained map, the analyses made were the density
of objects in each neuron, the distance between neurons, the
quality of adjustment of the neurons, the contribution of the
attributes in the formation of neurons, and the distribution
of the label of each object in each neuron. In addition to
the outputs analyzed, the representativeness of the number
of objects contained in each neuron with the label attribute
was sought in the table generated by the SOM. In this way,
the neurons of greater relevance were identified, that is, with
larger numbers of objects generated by the SOM algorithm.

From this point on, the entropy algorithm (Shannon’s) was
used on each neuron in the network to select the neuron with
the highest class overlap along with the representativeness of
objects that are difficult cases to diagnose. By identifying
neurons with overlapping classes, their objects are selected
from the database generated by the SOM network for training
and validation of the decision tree algorithm. The result of
the decision tree brought a hierarchy of attributes in order of
discrimination for cases of diagnostic doubt, and the validation
of the algorithm shows the performance of the classification.

A. Rating Performance Evaluation

Table I shows the confusion matrix that was used to analyze
the classification performance of the decision tree. The table
indicates the prediction of the positive and negative scenarios,
as well as current true and false scenarios [37]:

• TN is the correct number of negative predictions;
• FP is the number of false positive predictions;
• FN is the number of false negative predictions;
• TP is the correct number of positive predictions.

Table I. Confusion matrix.

Predicted Negative Predicted Positive
Current False TN FP
Current True FN TP

From the confusion matrix, it is possible to measure the
performance of the algorithm by calculating the accuracy, as
follows:

Accuracy = (TP + TN)/(TP + TN + FP + FN) (14)

Error = (FP + FN)/(TP + TN + FP + FN) (15)

B. Kappa Statistics

The measurement of agreement or Kappa coefficient (K)
was used to comparatively measure the ADHD diagnosis of
children submitted to the inventories corresponding to the
disorder by the ADHD diagnosis predicted in the decision
tree. The Kappa coefficient can be calculated with the results
of the confusion matrix by Equation (16) [38], [39]:

kappa = P(O) - P(E)/1 - P(E) (16)

Where P(O) is the observed probability of agreement (sum
of the concordant answers divided by the total); P(E) is the
expected probability of agreement (sum of the expected values
of the concordant answers divided by the total). According to
Silva [38], Kappa is a measure of interobserver agreement
that evaluates the degree of agreement, as well as whether it
is beyond what is expected given chance. It is a maximum
unit value measure that corresponds to the absolute agreement
and values close to zero or negative, indicating no or lack of
agreement between the attributes being judged.

To simplify the methodological description developed in the
study, we present a flowchart that briefly describes the process
through the programming created to obtain the result and can
be seen in Figure 4.
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Figure 4. Dataset modeling flowchart

After this stage, it is possible to better understand the
model’s contribution to the understanding of Attention Deficit
Hyperactivity Disorder, as well as to the diagnostic evaluation
of patients. The next section presents the results obtained in
this work.

V. RESULTS

The training result of the SOM network can be seen in two
different visualizations, depicted in Figures 5 and 6. Figure 5
presents the attributes, common to the trials, graphically dis-
tributed in each neuron. The sizes indicate the contribution that
each attribute has to the formation of the neuron. Note that
neighboring neurons have similarities among the attributes. In
Figure 6, the diagnosis, an attribute that is not used in training
the SOM, is projected on the map, allowing visualization of
which neurons have the overlap of class 1 (group diagnosed
with ADHD) and 2 (control group without ADHD). The
network could not separate the diagnosed cases in neuron 4.

Table II presents for each neuron the percentage of objects
of each class. Neuron 4 is the one with the highest concen-
tration of objects (40%) and overlapping classes in the whole
dataset.

Figure 5. Contribution of the attributes in the formation of the neuron

Figure 6. Scattering of objects diagnostic within neurons

Table II. Comparative diagnosis by the neuron dimension 4X4.

Diagnostic 1 2 Total

neuron

1 3 (6.2%) 1 (1.3%) 4 (3.1%)
2 1 (2.1%) 0 (0.0%) 1 (0.8%)
3 1 (2.1%) 16 (20.3%) 17 (13.4%)
4 16 (33.3%) 35 (44.3%) 51 (40.2%)
6 0 (0.0%) 20 (25.3%) 20 (15.7%)
9 0 (0.0%) 1 (1.3%) 1 (0.8%)

11 2 (4.2%) 1 (1.3%) 3 (2.4%)
12 11 (22.9%) 1 (1.3%) 12 (9.4%)
13 6 (12.5%) 3 (3.8%) 9 (7.1%)
14 2 (4.2%) 1 (1.3%) 3 (2.4%)
15 6 (12.5%) 0 (0.0%) 6 (4.7%)

Total 48 (100.0%) 79 (100.0%) 127 (100.0%)

The result of the decision tree with the data mapped onto
neuron 4 can be seen in Figure 7. The result shows that the
Child Behavior Checklist for ages 6-18 attribute, specifically
the probability of attention problems scale (T-score) [40] [41]
neurons had the highest discrimination.

Figure 7. Decision tree of neuron 4

Finally, Figure 8 allows you to visualize all six attributes
with greater discrimination for complex cases relative to the
integration of clinical evaluation and evaluation using tests for
a confirmation of the diagnosis.

The decision tree is a supervised algorithm, has as response
attribute an estimated of the class attribute and the result can
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Figure 8. Importance of the attributes in neuron 4 by decision tree

be seen in Table III. Based on the confusion matrix generated,
it is observed that of the 35 positive diagnoses for ADHD
collected by applying the inventories, there are 33 positive
diagnoses estimated by the algorithm. Based on the numbers
presented, one can calculate the accuracy of the algorithm,
as well as use the Kappa statistic to measure the agreement
between the observed objects and the estimated objects [39].
The result with the 4x4 grid generated an accuracy of 88%
with a good Kappa reliability of 72%, with the p-value equal
to 2.68e−7.

Table III. Confusion matrix

Predicted Negative Predicted Positive
Current False 12 4
Current True 2 33

The results presented by the SOM and the decision tree
corroborate the three dimensions analyzed and bring a new
perspective to cases of doubt in diagnosing ADHD. However,
the next section will discuss how the study could help through
the mathematical understanding of the interpretation of neu-
rodevelopmental disorder and the possibility of future work
using newly supervised or/and unsupervised computational
approaches to improve on groups with overlapping diagnoses
of ADHD.

VI. CONCLUSION AND FUTURE WORK

Data from the behavioral assessment inventory [6] can
generally be more susceptible to respondent bias because it is
based on the answers of the subject. This bias is less so when
using cognitive tests which are assessment measures applied
directly to the person. Mathematical understanding and model
generation is likely to become more difficult using only behav-
ioral inventories. Since ADHD demands the use of both types
of measures, in this study both tools were used to apply the
decision tree. In the study, it was possible to group the children
with and without ADHD by SOM, which made it possible
to understand from the perspective of each grouping what
was most important in their formation. The self-organizing

map contributed especially to the formation of groups and the
understanding of clusters with class overlapping, which is the
proposal of this work. In this case of overlapping to diagnose
a disorder, the decision tree was used to classify the attributes
that contributed to the formation of the ADHD group. With
this, the predominance of characteristics that helped in the
understanding of ADHD in children and adolescents in the
study was observed.

The application of the decision tree identified six attributes,
namely two of cognitive assessment and four of behavioral
assessment, that showed relevant discrimination to make the
diagnosis. The Child Behavior Checklist for ages 6-18 attribute
the one that showed the highest discriminative power. How-
ever, the incidence of low T-scores on the attention problems
scale and attention deficit scale does not necessarily imply
that the child has ADHD. The results presented showed the
difficulty and complexity of finding indicators that define
ADHD, as already signaled by some authors [6] [7] [9]
[42] [43]. Importantly, the diagnosis of ADHD is a clinical
diagnosis that considers the measurement of behavioral cor-
relates of attentional deficits and indicators of hyperactivity
and impulsivity in more than one environment. With the
Child Behavior Checklist for ages 6-18 attribute being a
parent-reported measure, the validity of these two scales for
identifying ADHD will likely be confirmed. However, when
disregarding the scales, one should consider the evaluations
made with the cognitive tests that directly make cognitive
measurements and are essential to decide the diagnosis of
ADHD. In this study, the tests that contributed the most to
this decision tree were the Attention Cancellation Test (ACT)
and the Trail Making Test (TMT).

The study presented as a relevant factor the case of over-
lapping diagnoses of neurons when using the SOM and,
in conjunction with the decision tree, was able to separate
88% of the cases. This way, future works can collaborate
with the technique addressed in the study through supervised
data procedures. These tools can help in making comparisons
between results of standardized tests aiming to reduce possible
biases of behavioral evaluations based on informants’ reports.
Future studies can test the same decision tree on larger
samples to see if the attributes that showed higher accuracy
are maintained. By doing so, the best indices of cognitive
and behavioral assessment instruments that contribute to the
increased accuracy of ADHD diagnosis may be identified.
Since this study controlled for no comorbidities in the ADHD
group, it is recommended for future studies to use sample
groups with and without ADHD comorbidities from other
psychiatric and neurodevelopmental conditions. This type of
sample may allow the testing of new and more complex
models due to the natural overlap of signs and symptoms
between ADHD and some of these comorbidities.
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Abstract— Human emotion prediction is an important aspect of 
conversational interactions in social robotics. Conversational 
interactions involve a combination of dialogs, facial expressions, 
speech modulation, pose analysis, head gestures, and hand 
gestures in varying lighting conditions and noisy environment 
involving multi-party interaction. Head motions during 
conversational gestures, multi-agent conversations and varying 
lighting conditions cause occlusion of the facial feature-points. 
Popular Convolution Neural Network (CNN) based predictions 
of facial expressions degrade significantly due to occluded 
feature-points during extreme head-movements during 
conversational gestures and multi-agent interaction in real-
world scenarios. In this research, facial symmetry is exploited to 
reduce the loss of discriminatory feature-point information 
during conversational head rotations. CNN-based model is 
augmented with a new rotation invariant symmetry-based 
geometric modeling. The proposed geometric model 
corresponds to Facial Action Units (FAU) for facial expressions. 
Experimental data show hybrid model comprising a CNN-based 
model, and the proposed geometric model outperforms the 
CNN-based model by 8%-20%, depending upon the type of 
facial-expression, beyond partial head rotations. 

Keywords-Artificial Intelligence; conversation; deep neural 
network; emotion analysis; facial expression analysis; facial 
occlusion; facial symmetry; head movement; multimedia. 

I.  INTRODUCTION 
Due to an aging population in the developed world and 

limited workforce, there is a growing need of social robotics 
for elderly care and healthcare [1]-[3]. To show empathy, 
interact, and converse with humans, social robots need to 
understand human emotions and pain in the wild [4]-[9]. 

Predicting emotions in the wild is complex and requires 
multimodal media analysis involving dialogs, voice-
modulation (including timed silence), gestures (including 
postures, gaze, conversational head and hand gestures, and 
haptic gestures), facial expressions, pain and tears [10]-[22]. 
Many desirable human-robot interactions, such as 
conversational gestures, including human warmth and 
affection, frustration, irritation, encouragement, impatience 
and pain shown by a combination of voice-modulation, 
speech-phrases, gestures, facial expressions and haptic touch 
are yet to be achieved [13]. Compared to emotions exhibited 
in dialogs, utterances and gestures, facial expressions are 

exhibited more involuntarily and express a major subset of 
expressed human emotions and acute pain [5]-[7], [10]-[20]. 
 Interpreting facial expressions is context sensitive and 
augmented with other modalities such as speech or scene 
analysis [11], [12], [14]. Facial expressions and their intensity 
vary by gender, age and culture. A subset of facial 
expressions has universally accepted interpretations, and 
current-day research on facial expression analysis of basic 
emotions and pain assumes universally accepted meanings 
[5]-[7], [15]. 

In real-life scenarios, a face continuously moves during a 
conversation based upon 1) conversational gestures, such as 
argumentation, interrogation and denial; 2) intensity of 
emotion; 3) multi-party interactions, changing ambient 
lighting and shadows with head-movements [13]. Head 
rotations stochastically occlude feature-points causing 
information loss hindering accurate facial-expression 
classification as illustrated in Fig. 1. 

In cognitive psychology, two approaches study facial 
expressions: 1) valence and intensity based Plutchik’s eight 
emotion classes and their subcategories; 2) basic six emotions 
(anger, disgust, fear, happiness, sadness, and surprise) 
popularized by Ekman and others [5], [6]. Computational 
recognition of facial expressions is based on analysis of facial 
video modeled by Facial Action Unit System (FACS) [6], 
[15]-[17]. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 1. An example of recognizing facial expression in the wild. [Image 
source: Wikimedia Commons, public domain; Credit: US Navy, Bureau of 
Medicine and Surgery, 1945; Available at: https://commons.wikimedia.org/ 
wiki/File:Navy_nurse_signing_cast_--_WWII.jpg] 
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Many Facial Action Units (FAUs) are also associated with 
acute pain that interferes with emotion analysis [18]-[20]. In 
this paper, we focus on the recognition of facial expressions 
under the assumption that conversing agents do not suffer 
from pain. 

Previous studies are mostly limited to the frontal facial 
view or statically aligned poses using curated databases 
showing nonoccluded facial expressions in proper lighting 
conditions [15], [23]-[36]. Recent augmentation of CNN-
based modeling with Long Short-Term Memory (LSTM), 
transfer learning and multiple feed-forward neural networks 
(FNN) improve the prediction of facial expression during 
head movements [37]. However, the model does not handle 
extreme information loss beyond partial occlusion and does 
not exploit facial symmetry. Experiments with CNN-based 
model show that facial expression prediction drops by 10-20% 
for partial occlusion (less than 45° rotation) and by 30-50% 
beyond 45° rotation as described in section V. 

CNN-based models need to restore occluded 
discriminatory feature-points for beyond the partial occlusion 
in conversational head-gestures, such as emotional 
disagreement, interrogation, argumentation or denial; multi-
party interaction that involves significant occlusion of one part 
of the face. Luckily, even during extreme head-rotations, only 
one side of the face is occluded. Hence, facial symmetry can 
be used to reconstruct the occluded discriminatory feature-
points by estimating the angle of facial rotation and knowing 
the coordinates of their counterparts on the nonoccluded side. 

This research improves facial-expression analysis under 
head-motion by utilizing facial symmetry along the vertical 
major axis [38]-[40]. Prediction uses 1) estimation of the angle 
of facial rotation using nonoccluded feature-points; 2) 
inherent facial symmetry around the vertical axis of the face; 
2) differences between the symmetrical points and the actual 
geometric feature-points from the previous frames. 

The proposed hybrid model integrates CNN-based 
classification for partially occluded space and the symmetry-
based geometric model classification beyond partially 
occluded space. The proposed symmetry-based geometric 
model also provides motion continuity and temporal context 
to the CNN classifier for selecting the nearest static alignment. 

The major contributions in this research are: 
1. Development of a symmetry-based geometric model 

corresponding to Facial Action Units (FAUs) to 
recover discriminative feature-points during 
conversational head-rotations in real-time scenarios; 

2. Augmentation of the CNN-based model with the 
proposed symmetry-based geometric model to 
improve the temporal context and the facial 
expression prediction beyond partial occlusion. 

The overall roadmap is as follows. Section II describes 
background concepts. Section III describes the related work. 
Section IV describes the proposed symmetry-based geometric 
model. Section V describes an overall architecture. Section VI 
describes the implementation and discusses experimental 
results. Section VII discusses the limitations and concludes 
the paper. 

II. BACKGROUND 

A. Facial Muscles and FACS System Correspondence 
A combination of facial muscles expressing facial 

expressions and pain, is shown in Fig. 2. The associated 
muscles and their functions are described in Table I. 
Italicized descriptions in Table I mark the FAUs involved in 
both pain and facial expressions. The compression of muscles 
is externally visible through facial feature-points, as 
illustrated in Fig. 3. A combination of movement of the 
feature-points forms the basis of geometric modeling and 
Facial Action Unit System (FACS). 

Facial expression analysis is based on mapping a subset 
of FAUs to basic facial expressions. Tables II describes the 
FAUs associated with the simulations of the six basic facial 
expressions [6], [15]-[17]. 

B. Facial Feature-points and Symmetry 
There are two types of facial feature-points: fixed points 

and active points. Fixed points act as a reference, and active-
points move during facial-expressions, altering x and z-
coordinates of feature-points [16]. 

 
 
  
  
 
 
 
 
 
 
 
 
 
Figure 2. Facial muscles used in facial-expressions of emotion and pain. 
[Image adopted from Wikimedia Commons, Credit: CNX anatomy 2013] 

 

 

 

 

 

 

 
 
 

Figure 3. Facial feature points with symmetry 
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TABLE I. RELATED FAUS AND ASSOCIATED FACIAL MUSCLES. ‘E’ 
DENOTES EMOTION, AND ‘P’ DENOTES PAIN. THERE IS AN OVERLAP BETWEEN 
TWO SUBSETS. 

FAU Function Facial Muscle Type 
1 inner brow raiser occipitofrontalis E 
2 outer brow raiser occipitofrontalis E 
4 brow lowerer corrugator supercilli E + P 
5 Upper eyelid raiser levator palpebrae superioris E 
6 Cheek raiser Orbicularis oculi, pars orbitali E + P 
7 Lid tightener orbicularis oculii  E + P 
8 Lips towards each other orbicularis oris E 
9 Nose wrinkler levator labii superioris nasi E + P 
10 Upper lip raiser levator labii superioris E + P 
11 Nasolabial deepener zygomaticus minor E 
12 Lip corner puller zygomaticus major E  
14 Dimpler buccinator E 
15 Lip corner depressor depressor anguli inferioris E 
16 Lower lip depressor depressor labii inferioris E 
17 Chin raiser mentalis E 
20 Lip stretcher platysma E + P 
23 Lip tightener orbicularis orbis E 
25 Lips part depressor labii inferioris P 
26 Jaw drop masseter E + P 
27 Mouth stretcher pterygoids, digastric E + P 
41 Lid droop Relaxation of levator palpebrae 

superioris 
E + P 

43 Eyes Closed relaxation of levator palpebrae 
superioris 

P 

 

TABLE II. SIX BASIC FACIAL EXPRESSIONS AND FAUS 

 
Feature-point denotations use ‘e’ for eye; ‘b’ for brow; ‘m’ 

for mouth. A subscript enumerates feature-points for the same 
organ. A superscript denotes left-side by ‘L’; right-side by 
‘R’; top by ‘T’; bottom by ‘B’. 

A face has six major fixed points and 14 major active 
points. Fixed points are two ends of the left and right eyes (

L L R R
1 4 1 4e , e , e , e ); bottom of a nose (nB); middle point 

between two eye-brows above the nose-tip (nT). Active major 
points are: 1) three points on each brow (   L

 1b ,   L
  2b ,   L

  3b ,   R
  1b , 

  R
  2b ,   R

  3b ); 2) two middle points of lips (mT and mB); 3) two 
endpoints of the mouth (mR, mL); 4) two middle points in each 

eye ( 2 3 2 3
L L R Re , e , e , e ). 

Facial features are symmetrical around the vertical axis as 
illustrated in Fig. 3: left-side of the vertical line nTnB is 
symmetrical to the corresponding feature-points on the right-
hand side. This symmetry causes similar changes on both 
sides of a face for most facial-expressions at the muscle level. 

C. Occlusion and Head Movement 
In a real-world situation, the head rotations are observed 

every 5 - 7 degrees [41]. The angle of rotation maps to one of 
the internal states based upon an identifiable resolution in the 
feature-points. Distances between the symmetry-axis and the 
feature-points on the nonoccluded side are used to estimate the 
coordinates of occluded feature-points using facial-symmetry. 

D. Deep Learning Models for Facial Expression Analysis  
Convolution neural network comprises a cascade of 

convolution-layers: convolution filter, Rectified Linear Unit 
(RELU) and subsampler (pooling layer) followed by a fully 
connected feed-forward neural network (FNN) [10], [37], 
[42]. In order to model a continuously moving head, multiple 
FNNs, one for each desired orientation, are used for the 
classification [37]. Due to the large number of angles, the 
classification is approximate, lowering the accuracy. 

Long Short Term Memory (LSTM) is a variation of 
Recurrent Neural Network (RNN) where the previous 
outputs are fed back and gated to regulate the output [43], 
[44]. LSTM significantly reduces the problem of vanishing 
gradient and instability in RNN, and improves long range 
contextual dependency [44]. 

Transfer learning adapts meta-level learning rules to a 
similar but somewhat different domain or task [45]. A 
domain is a pair (ψ, P(X)) where ψ is the feature-space, P(X) 
is the marginal probability-distribution, and X is a feature-
vector (x1, …, xN) ∈ ψ. A task is modeled as a pair (Y, f), 
where Y is a label space {y1, …, yM}, and f is a function that 
maps a feature-value xi in X to a label yj ∈ Y. The differences 
could be in feature-vector, probability distribution, label 
space, or mapping of feature-value to label space. 

For facial-expression recognition, feature-vectors change 
due to angular variations. Thus, the feature-vector has to be 
approximated and modified based upon proximity and 
similarity analysis with input feature-vector values of an 
FNN to reduce classification-error. 

E. Notations 
Line-segments are denoted by two end feature-points or 

their intuitive description. For example, eye-width is denoted 
as EW or L L

1 4e e . Lip-width is denoted by LW or mTmB. Given 
a line-segment LS, magnitudes of the x-axis, y-axis and z-axis 
component are denoted respectively by |LS|X, |LS|Y, and |LS|Z. 
In this paper, parameterization is illustrated using left-side of 
a face. The technique applies also to the right-side of the face. 

III. RELATED WORK 
In recent years, many researchers have suggested 

techniques to handle information loss caused by partial 
occlusion and multiple orientations due to head movements. 
Related work can be classified as: 1) handling occlusion for 
improper lighting conditions, hand-gestures and external 
objects such as eye-glasses, hats, scarfs, and medical masks; 
hand gestures; hair and mustaches; ambient lighting 
conditions; 2) analyzing emotions in the wild; 3) mapping 
motion as a set of fixed alignments; 4) a combination of CNN, 

Basic facial expressions FAU subset 
Surprise 1, 2, 5, 10, 16, 26 
Fear 1, 2, 4, 5, 15, 20, 26 
Disgust 2, 4, 9, 15, 17 
Anger 2, 4, 5, 7, 9 
Happiness 6, 12, 14, 20, 27 
Sadness 4, 8, 11, 15, 23, 41 



68

International Journal on Advances in Life Sciences, vol 13 no 1 & 2, year 2021, http://www.iariajournals.org/life_sciences/

2021, © Copyright by authors, Published under agreement with IARIA - www.iaria.org

LSTM and transfer learning to map continuous motion to the 
corresponding CNN [9], [15], [23]-[31], [36], [37], [46]. 

Most occlusion handling schemes handle occlusion of 
static faces in frontal pose based on the reconstruction of 
small patches of partially occluded parts using the 
corresponding nonoccluded (or global) facial texture [23]-
[31]. The schemes combine information from previous 
images, texture-patterns, or other features from nonoccluded 
space, and dynamic weighting of texture-patterns to 
reconstruct occluded patches using well curated datasets. 

To handle the occlusion caused by external objects, 
researchers have trained hybrid models on occluded and 
nonoccluded samples and used nonoccluded features-space 
as a guidance to predict texture of occluded patches, 
combination of sparse representation and maximum 
likelihood estimation, a combination of Gabor filter and co-
occurrence matrix of local features, a combination of Gabor 
descriptors and deep structure recognition based upon deep 
belief network, a combination of local binary pattern, feature 
histogram, dimension reduction and support vector machine 
(SVM), a fusion of information derived using Weber Local 
Descriptors and histograms of multiple features using SVM, 
combining global and local textures with CNN and attention, 
the use of LSTM auto-encoders and transfer learning, and 
Bayesian networks. These schemes do not analyze occluded 
facial expressions in the wild during conversational head-
motion. 

Zong et al. use a combination of transduction transfer 
learning and linear discriminant analysis to map the trained 
data using curated dataset to the data in the wild [9]. 
However, the scheme does not: 1) handle conversational head 
movements and the resulting occlusion; 2) does not use 
symmetry to recover occluded feature-points. 
 T-H. S. Li et al. integrate CNN with LSTM to provide 
the temporal context required for analyzing facial expression 
during head rotation [37]. They use transfer learning to map 
a position to the corresponding static alignment of CNN for 
improved accuracy. The scheme is limited by the number of 
fixed domains for transfer learning and does not exploit 
symmetry. Besides, LSTM cannot estimate the coordinates of 
the occluded feature-points explicitly. 

These techniques are not suited for extreme loss of 
discriminatory feature-points during extreme head-rotations 
in argumentation, denial or multi-party interactions where a 
significant part of face is occluded for a longer period. 
 The proposed geometric model exploits facial symmetry 
to recover occluded feature-points during extreme head 
rotations [38]-[40]. The correspondence of the line-segments 
joining discriminatory feature-points to Facial Action Units 
(FAUs) relates the proposed hybrid model with Facial Action 
Coding System (FACS) based analysis and CNN-based 
analysis. In addition, the changes in line-segment ratios with 
head-movements provide temporal context even beyond 
partial occlusion. In our scheme, the discriminative feature-
points also support multimodal analysis of head-gestures and 
provide explanation capability. 

IV. PROPOSED SYMMETRY-BASED GEOMETRIC MODEL 
Facial expression analysis requires: 1) removal of the 

distortions caused by camera zooming; 2) removal of the 
distortions in the line-segments caused by head-rotations, and 
3) correspondences of parameters to the changes in FAUs. 

The identification of parameters invariant to head-
rotations requires the use of fixed feature-points that act as a 
reference to measure the changes in orientation and lengths of 
the line-segments with varying facial expressions. 

The motions of active-points that contribute to the facial 
expressions are: 1) vertical and horizontal motion of 

2 2
L L L
1b , b , b  on an eyebrow; 2) vertical motions of { 2 3

L Le , e } 
in the center of an eyelid, 3) vertical and horizontal motions 
of mL (lip-endpoints), and 4) vertical motions of mT, mB and {

1 2
L Lm , m } (lip-midpoints). Fig. 4 shows left side of the face 

with the required feature-points and line-segments used in the 
facial expression classification. 

The line-segments for the facial expression analysis are: 

2 3 3
L L L L L
1 1

B B Bn b , n b , n b , b b , EH ( 2 3
L Le e : eye-height), LH 

(mTmB : lip-height), LW ( 1
L Lm m : lip width), EL ( L L

cm e : lip 
segment to the eye ( L

ce  is the left center of an eye given by 
2 3

2

l le e+  ). The line-segments 2 3 3
L L L L L
1 1

B B Bn b , n b , n b , b b and 

EL have x-magnitudes and z-magnitudes. 
The line-segments LH and EH have z-magnitudes; the 

line-segment LW has x-magnitude. With no rotation and 
zooming, changes in the x-magnitudes and z-magnitudes of 
these line-segments correspond to different facial expressions. 
In an actual scenario, these line-segments vary with head-
rotations and image scaling due to the camera-zooming. These 
line-segments are mapped to parameters invariant to head-
rotations and camera zooming, such that the resulting 
parameters vary with facial expressions only. 

Four line-segments, joining fixed-points, nBnT, 1 4
L Le e , 

1
T Ln e , and 4

T Ln e have been used to derive parameters 
invariant with respect to head rotation. The effect of zooming 
is removed by dividing the z-magnitudes by the magnitude of 
the line-segment nBnT. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 4. Facial feature-vectors 
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To minimize the effect of variation of x-coordinates 
during a head-rotation, the most aligned fixed segments are 
chosen that are affected similarly by the head-rotation 
compared to line-segments involving active points. 

A division of line-segments by the x-magnitude of the 
line-segments involving the nearest fixed-points parallel to the 
same axis minimizes the effect of rotation and preserves the 
changes due to facial expressions. 

The division by the segment 1 4
L Le e provides invariance for 

the eye-brow area. The division by x-magnitude | 1
T Ln e |X 

cancels the effect of head-rotation on the magnitude | L
1

Bn b |X. 
The division by the x-magnitude | 4

T Ln e |X cancels the effect of 
the head-rotation on the magnitude |LW |x. 

A. Frontal Pose Estimation 

The fixed feature-points nose-bottom nB, left inner-eye 1
Le

and right inner-eye 1eR  are used to establish frontal pose (see 
Fig. 3 and Fig. 4). The ratio | 1

T Ln e  | / | 1
T Rn e  | = 1 for the 

frontal-pose, only altering during head-rotation. The overall 
estimate for the frontal pose is given by (1) where ϵ is an 
experimentally derived value slightly greater than zero to 
take care of involuntary and random head-movements. 

1 – ϵ ≤ | nB 𝑒𝑒1
𝐿𝐿| / | nB 𝑒𝑒1

𝑅𝑅| ≤ 1 + ϵ (1) 

Estimation of rotation angles is based on missing 
landmarks on the rotated side of the face. The landmarks nt 

and nb become invisible in the complete occlusion and are 
visible between partial and complete occlusion. For rotation 
to the left or right, the ratio changes beyond 1 ∓ ϵ. 

The proposed line-segments (LH, LW, EL, EH, | 1
Lb 3

Lb |x,  |nB

1
Lb |z, |nB

2
Lb |z, |nB

3
Lb |z, nBnT, EW, |nTnB|) cover all FAUs to express six 

basic emotions, as described in Table II. The overall 
correspondence is summarized in Table III. 

Variations in the line-segment LH reflect tightening or 
opening of lips and mouth, and jaw-drop. It is associated with 
FAU 8 (lips towards each-other), FAU 10 (upper lip-raiser), 
FAU 16 (lower lip-depressor), FAU 17 (chin-raiser), FAU 23 
(lip-tightener), FAU 26 (jaw-drop) and FAU 27 (mouth-
stretcher).  

TABLE III.  LINE-SEGMENTS 

 

Variations in the line-segment LW reflect compression 
and stretching of a mouth. It corresponds to FAUs 6, 12, 14, 
20, 23 and 27. These FAUs are involved in happiness (lip-
corner and cheek-stretching obliquely up), and sadness (lip-
corner stretching obliquely downwards).  

Variations in the z-component |EL|Z (eye-to-lip vertical 
component) measure compression and stretching of cheek 
muscles. The decrease in |EL|Z corresponds to FAU 6 (cheek-
raiser) associated with happiness. The increase in |EL|Z 
corresponds to FAU 15 (lip-corner depression) associated 
with negative emotions fear, disgust and sadness. The change 
in the magnitude of the line-segments EW (eye-width) and 
EH (eye-height) correspond to FAU 7 associated with anger. 
The magnitude |EH| increases during anger due to the raising 
of the upper eyelid and middle eye-brow point. 

Variations in eye-brow length | 1
Lb 3

Lb | (brow compression 
and stretching) correspond to FAU 1 (inner brow raiser), FAU 
2 (upper brow raiser) or 4 (brow lowerer). However, only the 
x-component | 1

Lb 3
Lb |x is used because vertical variations in 

eye-brow are processed by |nB
1
Lb |z, |nB

2
Lb |z and | nB

3
Lb | z. The 

increase in | 1
Lb 3

Lb  |x corresponds to FAU 4 (brow-lowerer) 
associated with negative emotions: fear, disgust, anger, and 
sadness. 

The z-component |nB
1
Lb  |z corresponds to inner-eyebrow 

raising or lowering. The increase in magnitude |nB
1
Lb  |z 

corresponds to FAU 1 associated with surprise. The decrease 
in |nB (1 3)

L
i ib ≤ ≤ |z corresponds to FAUs 4 and 9 associated with 

negative emotions: fear, disgust, sadness, and anger. The 
increase in the magnitude |nB 3

Lb  |z corresponds to FAU 2 
associated with fear. 

B. Normalized Ratios 
In the beginning, the frontal pose is recorded to derive the 

original coordinates of feature-points and the original length 
and orientation of line-segments. The zooming distortion and 
head-rotation distortions in the x-direction are removed from 
the feature-points and the corresponding line-segments. 

Vertical segments |nB 1
Lb |z ,|nB 2

Lb  |z |nB 3
Lb |z, EH and |EL|Z 

are divided by |nBnT| to derive the corresponding normalized 
ratios. Horizontal line-segment |LW|X and | 1

Lb 3
Lb  |X are 

divided by |nT 1
Le | and EW, respectively. The normalized ratios 

are summarized in Table IV. 

C. FAU Correspondence 
 Table V describes conditions by combining the 

normalized ratios across the same or different video-frames 
that are sampled periodically because facial expressions alter 
after few seconds. 

The increase in the ratio RLH corresponds to FAU 10 
(upper lip raiser), FAU 26 (jaw-drop), and FAU 27 (mouth-
stretch). The decrease in the ratio RLH corresponds to FAU 8 
(lips towards each other), FAU 16 (lower lip-depressor), FAU 
17 (chin-raiser), and FAU 23 (lip-tightener). 

Line-ratio Normalized ratio Description 

RLH |LH | / |nBnT| lip height ratio 
RLW |LW |X / |EW| lip-width ratio 
REL |EL|Z / |nBnT| eye-to-lip ratio 
RBW | 1

Lb 3
Lb |X / EW brow-width ratio 

RIBH | nB
1
Lb |Z / |nBnT| inner brow-height ratio 

RMBH | nB
2
Lb |Z / |nBnT| mid-brow height ratio 

ROBH | nB
3
Lb |Z / |nBnT| outer-brow height ratio 

REH |EH| / |nBnT| eye-height ratio 
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The increase in the ratio RLW corresponds to FAU 6 
(cheek-raiser), FAU 12 (lip-corner puller), FAU 15 (lip-
corner depressor), FAU 16 (lower lip-depressor), and FAU 20 
(lip-stretcher). The decrease in the ratio RLW corresponds to 
FAU 23 (lip-tightener). The increase in the ratio REL 
corresponds to FAU 15 (lip-corner depressor); the decrease 
in the ratio REL corresponds to FAU 6 (cheek-raiser). The 
increase in the ratio REH corresponds to FAU 5 (upper lid 
raiser); the decrease in the ratio REH corresponds to the FAU 
7 (lid tightener) or FAU 41 (lip-stoop). The increase in the 
ratio RBW corresponds to FAU 4 (brow-lowerer). 

The increase in the ratio RIBR corresponds to FAU 1 (inner 
eye-brow raiser); the decrease in the ratio RIBR corresponds to 
FAU 4 (brow-lowerer). The increase in the ratio ROBR 
corresponds to FAU 2 (outer eye-brow raiser); the decrease 
in ROBR corresponds to FAU 4 (eye-brow lowerer). 

TABLE IV.  LINE-SEGMENTS AND FAU CORRESPONDENCE 
 

TABLE V.  FAUS AND NORMALIZED RATIO CONDITIONS 

 

A simultaneous decrease in the ratio RLH and an increase 
in the ratio REL correspond to the activation of FAU 16 
(lower-lip depressor). Simultaneous decreases in the ratios 
RLH and REL correspond to the activations of FAU 12 (lip-
corner puller) and FAU 6 (cheek-raiser). Simultaneous 
increases in the ratios REL and REW correspond to FAU 15 (lip-
corner depression). Simultaneous decreases in the ratios RIBR, 
RMBR and ROBR and increase in the ratio RBW corresponds to 
the activation of FAU 4 (eye-brow lowerer). 

V. AN OVERALL ARCHITECTURE 
 The proposed architecture, as illustrated in Fig. 5, 
comprises: 1) preprocessing and denoising module; 2) hybrid 
classifier module; 3) angle-based output selector module.  
 The preprocessing and denoising module denoises the 
data, reduces dimensions of facial images using Locality 
Sensitive Hashing (LSH) and uses Gabor filter to preserve 
directionality in images. 
 The hybrid classifier module comprises: 1) CNN-based 
classifier; 2) the proposed geometric-classifier; 3) facial 
orientation based output selector either from the CNN-based 
classifier or the proposed geometric-classifier. 

There are two types of connectivity: 1) based on data 
flow, as shown by the solid arrows; and 2) time-stamped 
stream of angles emanating from the second submodule of 
the geometric-classifier as shown by the dashed arrows. 
  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 5. An overall architecture 
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The time-stamped angle-stream is used for: 1) selecting 
the output from one of the two classifiers; 2) maintaining 
sequentiality of the derived facial-expression labels coming 
from different classifiers; 3) selecting the optimal FNN in the 
CNN-classifier. Only one FNN is selected at a time based 
upon the value of the time-stamped angle. 
 The symmetry-based geometric-classifier has four 
submodules: 1) feature-point extractor; 2) invariant ratio and 
rotational angle calculator; 3) symmetry-based movement 
calculator; 4) FAU-based classifier. 

Feature-point extractor extracts the visible non-occluded 
feature-points, calculates  and time-stamps the line-segments 
as described in Table IV. The stream of time-stamped line-
segments is passed to the second submodule. 

Invariant ratio and Rotational Angle Calculator 
submodule derives the computable ratio |nB 𝑒𝑒1

𝐿𝐿| / |nB 𝑒𝑒1
𝑅𝑅|, |nT 

𝑒𝑒1
𝐿𝐿| / |nT 𝑒𝑒1

𝑅𝑅|, |nT 𝑒𝑒1
𝐿𝐿| / |nT nB|, |nB 𝑒𝑒1

𝐿𝐿| / |nT nB|, |nT 𝑒𝑒1
𝑅𝑅| / |nT nB|, or 

|nB 𝑒𝑒1
𝑅𝑅 | / |nT nB|, and looks up archived lookup tables to 

estimate the angle of rotation for each time-stamped feature-
vector. This time-stamped angle is transmitted to: 1) FNN 
selector submodule within the CNN-classifier; 2) the third 
submodule of the geometric-classifier; 3) the classifier 
selector module. The submodule also computes the motion 
invariant ratio, as described in Section IV. 

Symmetry-based movement calculator computes the 
normalized ratio conditions, as given in Table V for deriving 
the associated FAU movements. The input to the submodule 
is the motion invariant ratio and time-stamped angle derived 
in the submodule 2 of the classifier. 

FAU-based classifier uses the derived motion of FAUs 
and their association with facial expressions (see Table II in 
Section II) to identify the facial expression [6], [16]. The 
input to the submodule is FAU motions derived in the third 
submodule of the geometric-classifier. 

The CNN-classifier comprises three submodules: 1) three 
layers of cascaded convolution filters; 2) angle-based FNN 
distributor; 3) mutually exclusive FNNs that can recognize a 
facial-expression in one of the static orientations. FNNs are 
optimally trained for specific orientation in the lab conditions 
to improve the performance. 

The choice of three layers in the convolution layer 
cascade and number of FNNs in the CNN-classifier is based 
upon size of the cropped images (56 × 56 pixels) after 
sampling and experimentation to reduce the computational 
overhead while maintaining sufficient accuracy. 

Each FNN corresponds to a static orientation. Adjacent 
orientations are 15° apart instead of optimal 7-8° [41]. In our 
experiment, internal states change every 15° to reduce 
computational overhead. This choice slightly degrades (by 1-
3%) the prediction accuracy for a tradeoff of reduced 
computational overhead. 

Based upon each FNN corresponding to an orientation 
15° apart, there are seven FNNs, one for each orientation (45° 
left rotation, 30° left rotation, 15° left rotation, frontal, 15° 
right rotation, 30° right rotation, 45° right rotation). 

The angle-based distributor selects one of the FNN based 
upon the facial orientation. The angle is received from the 
second submodule of the geometric-classifier module. 

The inputs to these FNNs are: output of CNN module’s 
softmax layer distributed from the angle-based FNN 
distributor. 

The angle-based output selector module selects the 
output from the CNN-classifier or geometric-classifier, 
depending upon the facial orientation. If the angle is less than 
the threshold value (45°), the output from the CNN-classifier  
is taken. For the head rotations greater than 45°, the output 
from the geometric-classifier is taken. 

VI. IMPLEMENTATION AND EXPERIMENTATION 

RaFD dataset was used for measuring the performance of 
the CNN-based model for various static alignments in 
different poses [35], [47]. Compared to other curated facial 
expression databases, RaFD gives comprehensive facial-
expressions for 67 models (for all genders) with multiple 
camera angles and adjustment of lighting conditions [32]-
[34]. We deployed 70% of the data for training, 15% 
validation, and 15% testing. 

For the online video capturing, three frames per second 
were used for the facial expression analysis. The Epochs of 
200 frames were used because the experimental data show 
that the accuracy of the facial expression recognition 
stabilizes around 200 frames. The stabilization of the 200 
frame per second comes from the controlled lab conditions, 
and the hardware that we used for our experiments. The 
number will vary in noisy real environment. 

A. CNN Classifier Implementation 
The implemented CNN-based model is a cascade of three 

hidden layers: conv-32, conv-64 and conv-128, followed by 
a Softmax layer. Each conv-m layer contains m filters to 
extract different orientations. The conv-128 layer provides a 
subclassification of textures. After each convolution layer, 
there is a max-pooling layer for the subsampling of images. 
Each max-pool layer pools a 2 × 2 pixel macroblock. 

After applying the Locality-Sensitive Hashing (LSH) and 
Gabor filter, the processed images are passed to the network 
of convolution layers through the input layer [17]. 

Each cropped image is scaled to 56 × 56 pixels. The data-
size after the conv-32 layer is 56 × 56 × 32 pixels, and the 
output of first max-pooling layer after the conv-32 layer are 
28 × 28 × 32 pixels. The output of the second max-pooling 
layer is 28 × 28 × 64 pixels. The output of the last hidden 
layer is 14 ×14 × 128. The output of the following max 
pooling layer is 7 × 7 × 128 pixels. Extracted features are 
concatenated by adding a fully connected layer at the end. 

B. Result and Data Analysis 
The hybrid model was executed in the wild. We use recall 

metrics to show accuracy of the proposed model because the 
recall gives the overall percentage of true positive. CNN 
model was also executed in wild for the frontal pose and 
compared against the results of RaFD dataset to derive the 
comparative deterioration of the recall. 

In our statistical reporting of data, five occlusion states are 
used: 1) frontal face with no occlusion (|θ| < ϵ); 2) partial left-
side or right-side occlusion (ϵ < rotation < 45°); 3) full left-



72

International Journal on Advances in Life Sciences, vol 13 no 1 & 2, year 2021, http://www.iariajournals.org/life_sciences/

2021, © Copyright by authors, Published under agreement with IARIA - www.iaria.org

side or right-side occlusion (> 45°). Internal states map to one 
of the five states based upon interval inclusion. 

C. Performance Evaluation and Discussion 
The results are summarized in Tables VI, VII, and VIII. 

Tables VI and VIII show the recall values of CNN-model 
with RaFD dataset and the proposed hybrid model in wild, 
respectively. Table VII shows the confusion matrix for CNN 
model for a frontal pose in the wild. 

Table VI illustrates CNN based prediction, even for a 
cured RaFD database, deteriorates quickly due to the 
unavailability of discriminatory feature-points on the 
occluded part of the face. The deterioration varies from 48% 
for sadness to 41% for happiness for complete occlusion. 

Comparison of Tables VII and VIII illustrates that the 
accuracy of facial expression classification deteriorates in the 
wild even for the frontal pose: more for sadness (around 22%) 
and the least for disgust (around 6%). Even neutral face is 
labeled as sad for 10% of the time in the wild. 

TABLE VI.  RECALL IN THE CNN MODEL WITH RADB DATASET 
 

TABLE VII.  CONFUSION MATRIX - CNN MODEL (FRONTAL) IN WILD 
 

TABLE VIII.  RECALL IN THE HYBRID MODEL IN WILD 

 

The reasons for this deterioration are: 1) mixing of facial 
muscles and feature-points for negative facial expressions, 
sadness, fear and anger, in real-time expressions; 2) 
variations in the intensity level of the expressed facial 
expressions in real-time; 3) continuous random head-motions 
during real-time facial-expressions causing noise; 4) uneven 
ambient lighting conditions with shadows obscuring feature-
points; 5) randomly picking the video-frame may not 
correspond to the apex image corresponding to a facial-
expression [46]. 

The facial expressions for the negative emotions: sadness, 
fear, and anger are often confused due to 1) the presence of 
common facial muscles; 2) the mixing of facial expressions 
in real-time; 3) improper temporal labeling during transition 
of a negative facial expression to another; 4) uncontrolled 
thought patterns affecting involuntary facial expressions in 
real-time. Another problem is that CNN is trained using fixed 
alignments, and a head-movement is approximated to one of 
the fixed poses. 

Comparison of the occluded parts in Table VI and Table 
VIII shows that the hybrid model outperforms CNN-based 
prediction even for the curated RaFD dataset for beyond the 
partial occlusion. The improvement is 8% for sadness 
(minimum) to 21% for the happiness (maximum). In a multi-
party interaction, where the change in the line-of-view may 
cause extreme occlusion, the hybrid model provides better 
accuracy and information. 

VII.  CONCLUSION AND FUTURE WORK 
Head-motions during conversational gestures and multi-

agent interactions cause extreme occlusion on one side of 
facial features. Automated feature-extracting and deep 
learning schemes are limited by the facial feature detections. 
Their performance degrades during extreme occlusion due to 
the nonavailability of discriminatory feature-points. Facial 
symmetry reconstructs the occluded discriminatory feature 
points. Combining CNN-based schemes with the proposed 
geometric modeling improves the performance in such a 
scenario by 8% – 21% beyond the partially occluded state. 

The current scheme can be further improved by 
smoothening the derived facial-expression sequence and 
predicting the next facial-expression using Dynamic 
Bayesian Network (DBN), the knowledge of average 
duration of facial-expressions during emotional conversation, 
and sampling more video-frames for near-apex facial 
expressions [46]. 

In this paper, we have assumed that conversational agents 
are not suffering from any acute pain. As described in Section 
II, the facial-expressions for basic emotions and acute pain 
significantly overlap [7], [18]-[20], [48], [49]. Many times 
chronic pain is displaced and expressed as a combination of 
negative emotions, depression and anxiety [48], [49]. Many 
times, negative emotions and pain occur together and are 
inseparable [49]. Such cases can only be resolved by the 
knowledge of the situation, dialog understanding or scene 
analysis to build the needed context. For example, knowledge 
of cause of pain or video analysis of person’s gesture or 
wound detection can provide sufficient context. 

 Right 
complete 
occl. 

Right 
part 
occl. 

Front 
no 
occl. 

Left 
part 
occl. 

Left 
complete 
occl. 

sadness 49% 83% 97% 79% 48% 
disgust 54% 81% 98% 88% 63% 
anger 53% 81% 96% 87% 64% 
fear 51% 86% 95% 81% 55% 
surprise 57% 84% 98% 90% 53% 
happiness 59% 85% 99% 92% 62% 
neutral 54% 82% 95% 79% 51% 

 sad. 
% 

disg. 
% 

ang. 
% 

fear 
% 

sur. 
% 

happ. 
% 

neutral 
 

sadness 74.5 0.1 8.0 12.3 0.9 0.7 3.5 
disgust 0.7 92.4 1.4 1.1 1.3 1.7 1.4 
anger 6.4 2.3 79.3 2.5 1.6 2.4 5.5 
fear 7.2 0.6 6.1 82.3 1.2 0.8 1.8 
surprise 1.8 0.7 2.6 5.2 86.9 1.7 1.1 
happiness 1.4 0.2 2.2 2.5 3.0 87.2 2.5 
neutral 10.2 0.2 4.2 5.7 2.2 3.7 73.8 

 Right 
complete 
occlusion 

Right 
part 
occlusion 

Front 
no 
occlusion 

Left  
part 
occlusion 

Left 
complete 
occlusion 

sadness 57% 68% 75% 69% 59% 
disgust 70% 81% 92% 82% 70% 
anger 73% 75% 79% 77% 76% 
fear 66% 75% 82% 76% 67% 
surprise 71% 74% 87% 76% 75% 
happiness 75% 79% 87% 81% 77% 
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We are currently investigating the DBN on a sequence of 
facial-expressions to smoothen out the errors due to image 
frames missing the apex image for the corresponding facial 
expressions [46]. 
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Abstract - Mobile care professionals are facing a great 

workload and a lack of information exchange with other health 

professionals. Documentation work is often done off-time due 

to minimal time resources. Information and communication 

technology support can bring improvements for home care and 

all stakeholders, but its full potential is not exhausted. This 

project, namely Linked Care, develops information technology 

systems that address practice-oriented challenges, increase 

digital data availability, and reduce the work-related burdens 

of health professionals as well as clients and their support 

systems. Experiences with existing IT-systems, including the 

current existing Austrian Electronic Health Record System, 

serve as a starting point to enable a continuous information 

supply in mobile care within the project. The solution will 

provide interdisciplinary support of relevant participants in 

the care process, offering a new type of responsive user 

interface. Linked Care investigates the end-users’ needs and 

specifies the processes in workshops with local representatives 

and regional administrators. Therefore, the solution allows for 

the exchange and evaluation of care data via standardized 

interfaces throughout Austria while taking the socio-economic, 

regional, and national environments into account. The project 

will create a software portal that can be linked to existing 

systems. The project consortium parties ensure the 

development of the solution as a business model. The generated 

Care Summary creates new possibilities for data exchange 

within the health care sector. In conclusion, Linked Care is the 

digital solution, which needs to be implemented in mobile care 

and support as it enables a precise and rapid communication 

transfer.  

       Keywords - digital documentation; ICT; interdisciplinary 

communication; mobile health and care; digital healthcare. 

I.  INTRODUCTION 

Nurses experience many burdens and challenges in their 
everyday work [1]. Documentation is often described as 
particularly stressful [2]. It is estimated that 30% of nurses’ 
workload (working hours) is used for documentation. This 
time cannot be spent with clients, which in turn can lead to 
nurses finishing documentation work in their free time to 
have more available hours for direct client-based care [3]. 
The dramatically increasing number of people in need of 
care leads to an increase not only in the objectively 
measurable but also in the subjectively experienced care 
effort. As the complexity within the formal and informal care 
support network is increasing, the need for adequate client-
related coordination between the involved parties is also 
growing. Continuous and detailed client documentation is 
the starting point of client related coordination and 
communication. However, the organization of client 
documentation in the care system is not only challenging in 
terms of effort, but it also shows deficiencies and 
complications regarding the information flow and exchange 
between the different formal and informal care 
giving/providing parties. Adequate documentation is 
indispensable for high-quality nursing and medical care, as 
well as interdisciplinary cooperation. Due to the dual 
financing system of medical care, nursing care and 
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homecare, the resulting responsibilities may be different in 
nature and “not necessarily conducive to the efficiency of the 
systems" [4]. Moreover, the lack of interdisciplinary 
exchange is closely related to financial and time constraints: 
only 60% of all mobile care service providers cooperate with 
professional groups outside their services [4]. On the one 
hand, the heterogeneity of the documentation and 
communication systems offered by different providers 
complicates the communication connection/link within the 
different mobile services/software solutions. On the other 
hand, the non-existence of an obligatory uniform solution 
forms a massive barrier to continuous information transfer. 
Sophisticated services, which are necessary to support recent 
technological innovations, have not been provided while 
creating data gaps in all areas of social welfare and health 
care. This causes discontinuance and translation problems 
within software solutions.   

So far, the record validity was and is questionable due to 
existing language barriers between the carer’s first language 
and the available application languages. Comprehensive 
documentation is particularly important. For example, 
specific (target) groups were identified, that are not familiar 
with professional care within their households (e.g., ‘people 
with migration backgrounds’, ‘people with mental 
illnesses’). The reason is the lack of affordability in the 
presence of social disadvantage or the lack of information of 
particularly vulnerable groups, for whom care is mainly 
provided informally or within the family. This example 
points out the need for comprehensive documentation and 
communication that combines several information clusters. 
Therefore, it contributes to a subjectively facilitated situation 
and an objectively increased efficiency [4]. Beyond that, it 
also advocates the improvement of communication and 
interface management based on detailed surveys.  

The aim of this project is to enable technology-based 
cooperation between clients as well as their support system 
and professional caregivers, nursing professionals, doctors, 
therapists, and pharmacies while using an efficient, secure 
and low-threshold digital tool, offering optimal information 
technology (IT) support. 

This paper will provide insight into the Linked Care-
project; starting with the ‘State of the Art’ in Section 2, 
followed by Section 3, ‘Method’, and finally describing the 
‘Results’ as well as the ‘Conclusion and Further Works’ in 
Section 4 and 5. 

II. STATE OF THE ART  

Care network services, such as Linked Care wants to 
provide, currently exist worldwide, but they neither include 
all necessary participants and stakeholders (e.g., ‘medical 
care providers’, ‘pharmacies’, ‘care organizations’) nor do 
they function end-to-end on a digital level. Once integrated 
into one organization, other necessary services such as 
visiting services, home services and nursing care have to be 
organized by the employees [5]. That is their greatest 
detriment, which the Linked Care-solution wants to 
eradicate. 

Most health care professionals in Austria currently work 
with the digital documentation system Mobile Case and Care 

(Mocca) [6] and programs such as Gesellschaft für Software, 
Entwicklung und Datentechnick mbH (GSD Software®) [7] 
and Das Pflegeplanungs- und Dokumentationssystem mit 
ENP® (RECOM®-GriPS) [8], which are linked to one 
another via interfaces. Among the health care organizations 
involved in the Linked Care-project, documentation is still 
being practiced in analogue form while, in some cases, 
programs such as Microsoft Excel and Word are included. 
The use of dual documentation systems (simultaneous use of 
two systems by one organization) is currently also 
ubiquitous. This often results in double documentation, 
which leads to increased workload. 

In the European Union (EU) and the United States of 
America (USA), there have been some digital developments 
in this field. Siemens eHealth Solutions [9] has created an 
electronic health network that brings together clients, care 
teams and medical doctors to exchange relevant data. This 
system was designed for the clinical setting and not for the 
homecare sector. Furthermore, it does not include clients 
involved relatives/support system or therapists. In the USA, 
the My HealtheVet portal [10] is available for Veterans by 
Veterans Health Administration (VHA) to renew 
prescriptions, organize doctor's appointments, contact health 
care teams, and retrieve information.  

Online Care is a US-platform for clients and healthcare 
providers that is oriented towards GPS (or postcode) entries 
and enables corresponding connections. In Europe, cross-
border healthcare data flow is already established, especially 
in the "eHealth Digital Service Infrastructure" [11]. Patient 
Summaries, ePrescriptions and eDispensation, are currently 
being rolled out. The Austrian Electronic Health Record 
System (ELGA, an acronym of Elektronische 
Gesundheitsakte) uses the same IT and technology standards, 
to create a feasible connection. In addition to numerous other 
initiatives, the EU is also striving for an "EU Health Data 
Space" to make available data more accessible for practical 
use within the healthcare system.  

In consideration of all these innovative denouements the 
creative minds behind the project will pick out the best and 
combine them into the solution. At the end of development 
Linked Care will be a software portal that can be linked to 
existing systems (e.g., ‘ELGA’) with “one click”. 

III. METHOD 

The research project started in April 2021 and will last 
until 2025. The project includes five end-user partners 
(‘Akademie für Altersforschung am Haus der 
Barmherzigkeit‘, ‚Johanniter Österreich Ausbildung und 
Forschung gem. GmbH‘, ‚Wiener Rotes Kreuz- Rettungs-, 
Krankentransport-, Pflege- und Betreuungsgesellschaft 
m.b.H.‘, ‚Volkshilfe Gesundheits- und Soziale Dienste 
GmbH‘, and ‚Volkshilfe Wien gemeinnützige Betriebs-
GmbH‘), five technology partners (‚CareCenter Software 
GmbH‘, ‚Loidl-Consulting & IT Services GmbH‘, 
‚Compugroup Medical CGM‘, ‚Österreichische Apotheker-
Verlagsgesellschaft m.b.H‘, and ‚Steszgal 
Informationstechnologie GmbH‘)‚ as well as three scientific 
partners (‚Fachhochschule Technikum Wien‘, ‚Universität 
Wien‘, and ‚ Fachhochschule Campus Wien - Verein zur 
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Förderung des Fachhochschul-, Entwicklungs- und 
Forschungszentrums im Süden Wiens‘, whereby one partner 
is accountable for the information privacy protection 
mechanisms.  

All required technical functionalities of the product will 
be identified and described by the team of developers and the 
potential end-users, while implementing the user-centered 
design approach [12], which is already currently running. To 
achieve these goals, Linked Care will allow for the exchange 
and evaluation of care data (e.g., ‘nursing’, ‘care’, and 
‘therapy’) via standardized interfaces, such as Integrating the 
Healthcare Enterprise (IHE), Health Level 7 (HL7), and Fast 
Healthcare Interoperability Resources  (FHIR) based 
throughout Austria.  

A mixed-method approach, supported by profound 
literature research, is used to identify, and approach the 
target groups in question as well as implement the 
appropriate methods for the various target groups and 
settings. Within the first five months of the project, focus 
group interviews, one-on-one interviews, research diaries, 
and documentary analysis are conducted. These methods 
have been chosen to get an encompassing insight into the 
needs of the end-user. The use of a participatory approach 
[13] enables the involvement of people and groups that are 
difficult to reach (e.g., ‘24-hour care but also very vulnerable 
people’). All research methods are applied low threshold and 
in a culturally sensitive manner. The generated data is 
processed using a qualitative content analysis [14]. 

Additional stakeholders from the regional and national 
environment are involved to find solutions for specific 
challenges. Over the course of the project, goal-oriented, 
cross-disciplinary, and cross-role networks of individuals 
and organizations will be created. Sustaining and continuing 
these networks after the end of the project, represents one of 
the long-term project goals. Experts define acceptance 
factors in all development steps, which are validated several 
times during the project in an iterative manner and therefore, 
influence the development process directly. 

Ethical concerns take a very important part in the 
development of the digital communication system. 
Therefore, ethical reflections are being carried out in the 
areas of care, self-determination, security, justice, privacy, 
participation, and self-image. For example, in terms of 
justice, it is ensured that everyone has equal access to the 
digital documentation, and that especially vulnerable groups 
such as low educational classes are not excluded. Security is 
discussed particularly in terms of IT security, but also in 
terms of the privacy of data. 

IV. RESULTS 

In total 43 one-on-one interviews, as well as five focus 
group interviews including 30 participations, were carried 
out in the summer of 2021 with people/experts from the 
fields of health, business and politics who represent the 
healthcare providers. Additionally, various digital and paper 
forms of nursing documentation are currently being 
analyzed.   

The results of the project Linked Care contribute to the 
expansion and further development of innovative methods in 

data collection and participatory product development. New 
knowledge tools are going to be developed, which will be 
available for further research issues in the field of care and 
support after the end of the project.  

Currently, during the project, data gaps and new (data) 
information regarding the various stakeholders in the care 
sector are identified and collected. On the one hand, this data 
refers to the situation and needs of people in care as well as 
professional caregivers in the informal or formal sector. On 
the other hand, this data refers to the communicative 
interaction between the care and the medical sector. Thus, it 
provides a valuable basis for the development of new 
projects in both, the nursing, and the care sector. 
Furthermore, the newly developed data sets (indicators) will 
enable previously not used possibilities for data exchange in 
the care sector and for the first time allow for a standardized 
data exchange between general medicine practices and 
pharmacies as well as therapists and other stakeholders 
without digital data discontinuity. The comprehensive 
involvement of different service providers in the 
development of the product offers a solid foundation for the 
adoption of the product and ensures a high-quality exchange 
of relevant information. The job satisfaction of those 
working in the health sector may increase due to reduced 
documentation effort(s), duplications, and losses of 
information – leaving more time for the care of the clients 
themselves. 

A. Healthcare Providers – Trends and Opinions 
The results of the one-on-one interviews as well as the 

focus group interviews are currently being analyzed and 

evaluated, whereby first trends can be recorded. 

1) Important interfaces: The clients’ needs should be in 

focus and all health care professionals and providers 

engaged in the caring process of the client should 

intercommunicate, including doctors, nursing assistants, 

hospice, palliative care, etc. (depending on the intensity of 

care).  Communication (also) allows for an exchange of 

information – the lack thereof can create insecurity and fear, 

which can result in further work-related errors. It is of 

utmost importance that health-related information is 

transparent and accessible to all parties involved. Therefore, 

it is essential that duplicate documentation is avoided to 

reduce time and cost resources and minimize the risk of 

errors.  In order to guarantee a transparent information 

transfer and high-quality client medical treatment and care 

hospitals, regional health insurance funds, and pension 

insurance institutions (and many more) are important 

interfaces, and their staff members are hold on to share a 

client’s documents and clinical documentation among each 

other 

2) Opportunities and risks of digitalization in 

healthcare: All interviewed health professionals describe a 

very segmented documentation in the mobile nursing and 

care setting. None of the health professional groups 

mentioned (such as nurses, doctors, therapists) has 
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standardized access to the documentation of the other 

professional groups, even though they work with the same 

clients. This results in a large expenditure of time and 

resources for the collection of relevant information due to 

the non-access to digital documentation. 

Another main finding of the survey is that clients are 

currently not involved in health documentation. This leads 

to dependencies and a great loss of information. A 

considerable challenge is therefore to involve the clients to 

strengthen their autonomy. Maintaining self-determination 

is an essential factor in health care, as the clients 

interviewed repeatedly emphasized. The documentation 

must be designed in such a way that the clients can 

influence it, for example by gaining access to the system 

and being able to grant permissions. 

a) Firstly: Healthcare providers support the expansion 

of digitized information flows in the extramural area, but 

scepticism is omnipresent (regarding its success). Therefore, 

Austria (Linked Care) can learn from other countries, in 

terms of digital media/tools and documentation systems 

(e.g., ‘teleconsultation’, ‘video documentation’).  

b) Secondly: A database needs to be connected to the 

Linked Care-solution, allowing clients to search for reliable 

information.  

c) Thirdly: A digital tool should be added to ensure 

access to caring relatives and all parties involved. Also, a 

stored algorithm could be helpful – e.g., ‘when a blood 

glucose meter is needed in client care, and complementary 

diet advice is required’.  

d) Moreover: Enhanced multidisciplinary access to 

healthcare data can be very helpful in successful therapeutic 

decisions and planning, further scientific research.  On top 

of this, data protection and confidentiality are important 

aspects when it comes to healthcare  

3) Further aspects and possible solutions: All 

interviewed parties describe the relevance of a patient-

related documentation, which has to be available for all 

technical devices, even in offline mode – documentation 

should not be specific to occupational groups. Community 

nurses are an important interface in home care. The 

interviewed parties clarify that this professional group 

should be responsible for the communication between 

various healthcare professionals. The analysis of the 

interviews also display that at this point in time there is 

hardly any systematic terminology stored, which doesn’t 

allow for a presentation of nursing interventions comparably 

OR for effective and efficient comparison of nursing 

interventions.  

      Regarding the usability, the user interface should be 

clear, transparent, and not too complex in use, especially an 

intuitive usability of the digital system would be important. 

The language barrier of healthcare professionals poses a 

challenge – the Linked Care-solution should integrate a 

translation program and/or a digital dictionary.  

B. Healthcare Professionals – Opinion Poll and Survey of 

Interests 

In one-on-one and focus group interviews health 
professionals were asked about their opinion on the existing 
documentation system. They described prospects and their 
wishes regarding an optimal, interdisciplinary documentation 
system. The analysis is currently in progress. Early results 
show that healthcare professionals think that an 
interdisciplinary documentation system should include the 
following points: 

• The digital system should integrate the planning and 
anamnesis, allow medical doctors to sign drug sheets 
and prescriptions digitally, enable physiotherapists 
and occupational therapists to document in the 
digital system, and all necessary parties involved to 
have access to this documentation.    

• In addition, the digital documentation should be easy 
understandable and accessible for clients and caring 
relatives. Furthermore, health-related information 
should be automatically adopted when a 
client/patient is transferred from one to another 
organization. Above of this, risk surveys should be 
included in the digital program 

C. Clients and their Relatives 

The inclusion of affected clients and their 
relatives/support system, ensures the consideration of their 
needs and requirements in the (ongoing) product 
development process. This increases the quality of care 
considerably in two regards: Firstly, the improvement of care 
and nursing on a somatic level is addressed and secondly, the 
consistent participation of clients and their social 
environment also increases the quality of care according to 
the World Health Organization (WHO) comprehensive 
concept of health: Since physical as well as mental and social 
factors are equally included in the documentation process 
and clients themselves can play a decisive role during the 
process, they experience themselves as individuals with the 
power to act, who can influence their environment and living 
conditions. Having the power to act represents a central 
resource for subjective well-being according to the 
salutogenic approach [15].  

The analysis of the one-on-one interviews with this target 
group is currently ongoing. At present, it can be said that 
each individual needs a different form of nursing, care and 
therapy. This should also be considered when it comes to 
healthcare and should be included in the nursing- and care 
process. Communication and a continuous exchange of 
information between the parties involved is particularly 
important – otherwise, the quality of nursing, care and 
therapy would suffer greatly. 

D. Integrability into ELGA 

The interoperability between the project solution and 
general practitioners’ software, pharmacies, and mobile 
services, is novel. The link to ELGA is seminal because it is 
the mainly used electronic health record system in Austria. 
The elaboration and application of indicators in the form of a 
care summary is an essential part of the content-related work 
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and is only possible in a meaningful way by bringing 
different areas closer together. The increase in knowledge is 
possible due to the cooperation of mobile services, economy, 
scientific partners, and those affected.   

V. CONCLUSION AND FUTURE WORKS 

 The Linked Care-project is innovative. For the first time, 
the broad use of information and communication technology 
(ICT) and the strong networking of different organizations 
and stakeholders will make the assessment of practical 
benefits regarding intended functionalities for the mobile 
care services and relevant support system possible. In turn, 
this will also allow for an assessment of a user-need-based 
design of user interfaces. The user-centered design approach, 
which is applied in the whole research process enables this 
plan.  

The mentioned background literature as well as the focus 
group and one-on-one interviews show first significant 
results. These results provide a solid basis for the ongoing 
research within the next four years. 
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Abstract— Medical errors, such as patient misidentification, are 

the reason for around 2.6 million deaths per annum and around 

$42 billion in costs for health organizations in low to middle-

income countries. While wristbands are the most common 

method for identifying patients, they can be easily misplaced 

and may contain missing or inaccurate information as this study 

shows. This may result in wrong medications and surgeries and 

in some instances, even preventable deaths along with liabilities 

for the health organizations. An in-depth literature review is 

conducted in this study and the current methods and process for 

identifying patients are also investigated, accompanied by a 

comparison of existing patient identification solutions, as well as 

issues and concerns about health data protection and privacy. 

Following this, the system requirements are determined 

through a qualitative analysis from a questionnaire distributed 

to different healthcare professionals. Subsequently, the 

effectiveness of biometric technology for patient identification 

through face recognition is examined. The paper finally 

proposes and evaluates a proof of concept with promising 

results for minimizing patient identification errors. 

Keywords-medical errors; health organizations; biometrics; 

patient identification; face recognition. 

 

I.  INTRODUCTION 

Patient misidentification is a recognized worldwide 
problem faced by medical organizations of different types and 
sizes [1]–[3]. It is estimated that around 2.6 million people die 
each year, in just low to middle-income countries, due to 
medical errors [4], including errors of patient identification 
[5]. 9% of 7,600 (684) patient misidentification events 
captured in 181 different health organizations over the span of 
32 months in the US led to patient harm, and in some cases, 
death [9]. Patient identification errors occur on different levels 
throughout the medical field. Various medical wards and units 
have been subject to such errors, including but not limited to, 
maternity wards, oncology centres, Intensive Care Units 
(ICU) and children’s hospitals. In certain situations, such 
misidentification has led to severe consequences, one of 
which is the death of a patient [4][6]. According to the World 
Health Organization [4], between November 2003 and July 
2005, the United Kingdom had 236 reported incidents related 
to missing wristbands or wristbands with incorrect 
information, the United States of America also had more than 
100 similar cases reported from January 2000 to March 2003.  

The National Patient Misidentification Report conducted 
by Ponemon Institute LLC in 2016 in the US [19] highlights 

the primary root causes of patient misidentification. The main 
three reasons include incorrect patient identification at the 
point of registration, time pressure when treating patients, and 
thirdly, lack of employee training and awareness. The report 
also outlines the health organization's financial impact, where 
the denial of claims costs the average healthcare organization 
$1.2 million a year. In a survey conducted by the same 
institute, seventy-six per cent (76%) of the respondents, who 
work in different types of organizations, such as large 
hospitals and small clinics, responded that biometrics at the 
patient registration point could reduce denied claims. 

Patient misidentification may also lead to duplicate 
medical records that are time-consuming for organizations to 
manage and arrange [7]. An increase in insurance fraud for 
intentional misidentification may also be the cause of errors in 
patient identification. The National Health Care Anti-Fraud 
Association of the United States [8] estimates that the 
financial losses due to health care fraud are between 3-10% of 
the annual health care expenditure, which could lead to more 
than $300 billion a year. Moreover, according to the Medical 
Theft Alliance (MIFA), more than 2 million American 
citizens have been victims of medical identity theft, with cases 
rising each year [9]. 

This study analyses the effectiveness of using biometric 
technology for identifying patients by performing a literature 
review in Section II on the current problems caused by patient 
misidentification, followed by elucidating the process of 
identifying patients, current existing identification solutions, 
and the security and privacy issues and concerns regarding 
identifying patients. For the methodology in Section III, a list 
of system requirements is developed after distributing a 
questionnaire to a number of health professionals and 
analysing the responses. Once the requirements are 
documented, a system based on face recognition technology 
is proposed and designed in Section IV followed by its 
evaluation against a dataset in Section V. Finally, the results 
are analysed, and further improvements are suggested in 
Sections VI and VII. 

II. LITERATURE REVIEW 

Despite patient identification errors being preventable, 
many hospitals worldwide do not have patient identification 
systems implemented [13]. The first goal of The Joint 
Commission's National Patient Safety Goals (NPSG) for 2020 
is to improve patient identification accuracy, both in hospitals 
and laboratories. Although the World Health Organization 
(WHO), the Emergency Care Research Institute (ECRI) [10], 
and other authors all promote the use of technology for 
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reducing errors in patient identification [4][10][11]. It was 
found by the same ECRI that technology itself was the actual 
cause in 15% of patient misidentification errors. One of the 
potential barriers to mitigating or reducing patient 
identification errors is the costs associated with implementing 
such solutions [3]. 

The National Patient Misidentification Report conducted 
by Ponemon Institute LLC in 2016 [19] determines the 
primary root causes of patient misidentification. The top three 
reasons included incorrect patient identification at the 
registration point of time, which may consist of placing an 
incorrect wristband, time pressure when treating patients, and 
lack of employee training and awareness. The report also 
outlines the health organisation's financial impact, mainly due 
to denial of claims, costing the average healthcare 
organization $1.2 million a year. Table I shows more detailed 
cost calculations. In a survey conducted by the same institute, 
seventy-six per cent (76%) of the respondents, who work in 
different types of organizations such as large hospitals and 
small clinics, responded that biometrics at the patient 
registration point could reduce denied claims. The report also 
outlined that sixty-nine per cent (69%) of the survey 
respondents spend more than thirty (30) minutes per shift 
contacting medical records or other departments to get critical 
information about their patients. Patient misidentification may 
also lead to duplicate medical records that are time-consuming 
for organizations to manage and fix [13]. It is therefore 
necessary to understand the process for patient identification 
in health organizations to determine any points where patient 
misidentification is likely to occur. 

 

TABLE I.   COST OF FAILED CLAIMS DUE TO PATIENT 

MISIDENTIFICATION 

 
 

A. Patient Identification Process (PIP) 

77% of wrong-patient incidents, identifying the patient 

was not described at all in the incident reports [14]. In a report 

conducted for the Australian Commission on Safety and 

Quality in Health Care [15], patient identification and 

profiling mark the beginning of a patient journey in a hospital 

(Figure 1). The report emphasises on the importance of 

providing the patient with a unique identifier that stays with 

the patient for the rest of the journey and other future journeys 

or visits. The Bay of Plenty District Health Board [16] 

recommends using at least three approved identifiers to 

identify a patient correctly. These include the patient’s name, 

date of birth, and the National Health Index number, with the 

latter depending on the country’s person identification 

system in place. A patient’s bed or room number is not 

considered an approved identifier and should always be 

avoided [16], [17]. A patient's profile would include any 

information that can be used to confirm the patient's identity. 

The Australian Commission’s same report [16] suggests that 

part of this information can be included in the wristband. It 

also recommends that the wristband (or a tag) should link to 

the patient’s health record in the system. 

 

 
 

 

B. Identification Methods 

While patient identification errors can be preventable [10], 

many hospitals worldwide do not have patient identification 

systems implemented [18]. The first goal of The Joint 

Commission's National Patient Safety Goals (NPSG) for 

2020 is to improve patient identification accuracy, both in 

hospitals and laboratories [19]. Although many [10]–[12], 

[17], [18], [20] promote the use of technology for reducing 

errors in patient identification, it was found that technology 

itself was the actual cause in 15% of patient misidentification 

errors [10]. One of the potential barriers for mitigating or 

reducing patient identification errors is the costs associated 

with implementing such solutions [17]. 

 

1) Wristbands 
Full implementation of a barcode-based Electronic 

Positive Patient and Specimen Identification (EPSID) system 
can result in a significant reduction in mislabeled specimens 
over three (3) years [21]. However, other studies identified 
wristbands as one of the leading causes of patient 
misidentification [22], [5]. The main issues are missing or 
wrong information and patients having more than one 
wristband. Implementing a simple wristbands system for 
patient identification is considered a low-cost practice for 
health organizations [23]. Since the simple wristbands with 
handwritten information on them are still prone to human 
error, the use of barcodes [23] or RFID [18] can reduce or 
mitigate patient identification errors. 

Efficacy of a barcode wristband system on the prevention 
of medical errors indicated that the system can reduce some 
medical errors by an estimated 12.22% to 57.4% in different 
hospitals [24], [25], and medication error rate by 56% and by 
47% in neonatal intensive care units [26], [27]. A barcode 
wristband system can help such organizations in saving 

Figure 1.  A patient journey in a hospital [15] 
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roughly $684,000 a year, from just denial of claims [28]. 
There are various standards and specifications for patient 
wristbands [15], [16], [29], [30]. The main specifications of a 
wristband include the size, colour, usability, method of 
identification, and information presentation while allowing 
for integrating technologies such as barcodes on the bands. 

While wristbands are portable, relatively cheap, and 
generally easy to use, multiple problems can arise. One study 
concluded that 1 out of 84,000 barcode scans generated an 
incorrect patient identifier and as many as three (3) incorrect 
patient identifiers were outputted from a barcode [31]. 
Although this is a minimal number, these cases can still be 
fatal for a patient and costly for health organizations. 

 

2) Palm Vein Pattern Recognition 
Palm vein scanning is a widespread method of verifying 

and authenticating a user [32]. Given that each patient’s palm 
vein pattern is unique and very stable over the person’s 
lifetime, it makes this method the most commonly used 
successful technology for identifying people [33]. A palm 
vein scanner uses a near-infrared light wave to capture the 
user’s vein pattern on the palm. In contrast with other 
recognition methods, palm veins have internal features 
making it almost impossible to reproduce with fake palms 
[34].  

The stages of palm print authentication include acquiring 
the palm vein image, enhancement, extraction, matching, and 
authentication [32]. As for developing a palm vein pattern 
image, only specific blood flow patterns are considered for the 
sake of image clarity. The three methods for capturing 
vascular images are X-Rays, Ultrasonic Images (Ultrasound), 
and Infrared Imaging. The latter is the preferred method 
because of its non-invasive contactless, and nonharmful 
technique. While there are two types of Infrared technologies 
that can be used, Far-Infrared and Near-Infrared, the latter is 
used as it is less expensive to operate and is able to capture 
smaller veins, making it adequate for identification. However, 
Far-Infrared technology can capture thermal patterns that are 
unique even to identical twins [35]. 

While taking into consideration the accuracy of the palm 
vein scanning method, it is worth noting that this method is 
more costly when compared to the barcode wristband 
alternative. This is due to its unique software in addition to the 
installation and the implementation of the palm scanners. This 
form of method is also considered to be more intrusive for a 
patient as it may raise palm image storage security concerns. 
However, when compared to the fingerprint or face 
recognition methods, the palm vein scanners are favorable 
within this regard. Another issue worth considering is the 
matter of hygiene as when comparing methods, a noncontact 
method would be ideal, examples of this include barcode 
scanning and face recognition. 

 

3) Ocular-based Identification 
Two types of ocular-based identification technologies 

used to identify a person uniquely are iris and retinal scanning. 
The retina is the thin tissue located at the back of the eyeball, 
containing cells sensitive to light. It is composed of a complex 
structure of capillaries that supply the retina with blood and 

therefore, every person’s retina is unique. Similar to palm vein 
pattern recognition, a retinal scan would map a person’s 
retina's unique patterns. The iris is a thin circular structure 
behind the cornea of the eye, which is responsible for 
controlling the size of the pupils and, therefore, the amount of 
light reaching the retina. The complexity of the retina patterns 
makes it unique for every person. Unlike iris or palm vein 
scanning, retinal scanning uses camera technology with little 
infrared illumination to capture the retina's intricate structures' 
images. 

Iris recognition method would be ideal in a health 
organization environment as it does not require proximity to a 
camera for a successful scan and uses safer low-energy 
infrared lighting. Moreover, retina scan accuracy may be 
affected by certain diseases [36] and iris scanning proved to 
be the most secure patient identification method in UCSD’s 
Moore Cancer Center when implemented [37]. 

 

4) Face Recognition 
Face recognition can be described as determining the 

identity of an individual based on the person's facial features. 
The challenge of facial recognition in its simplest form 
involves comparing two face images and deciphering if they 
are of the same person [38]. A more significant challenge 
arises when faces exhibit changes in appearance due to make-
up, facial hair, and accessories, such as jewellery.  

The process of identifying a face through a face 
recognition system is similar to that of iris recognition. The 
steps involved include acquiring the face image, the face 
detection, recognition, and identification [39]. During the face 
detection phase, an algorithm is used to do corrections, skin 
segmentation, and facial feature extraction from the digital 
face image. One of these algorithms is the Viola-Jones 
Algorithm, which is considered the first-ever real-time face 
detection system [40]. In the next stage of face recognition, 
the modified face image from the previous phase is classified 
to identify the person from a database. Different algorithms, 
which include FeedForward Neural Network (FFNN) [39], 
and Local Binary Pattern (LBP) [41] are used here as well. 

One implementation of facial recognition with Microsoft 
Kinect v2 sensor for patient verification proved to be over 
96% accurate [5]. However, each scan took around thirty (30) 
seconds to complete, a time frame that is unsatisfactory for a 
healthcare environment, but this can be classified as a 
limitation to the technology used, Microsoft Kinect v2, as 
other studies showed promising results in terms of 
performance, with time reduced to 100ms with the same level 
of accuracy [27][28]. 

 

C. Security and Privacy 

The security and privacy areas in patient identification are 
habitually overlooked [29]. Privacy is also a significant 
concern for the patients themselves [46], and implementing a 
biometric system for improving patient identification 
accuracy is known to impose more privacy concerns for the 
patient [47]. 
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1) Health and Data Breaches 
According to a report issued by McAfee [48], a stolen 

health record would generally sell more than financial data on 
the black market. This is mainly because health data does not 
have that many established markets like financial data. 
Another study conducted by Infosec Institute (2015), shows 
that there was a 73% increase in cyberattacks between 2013 
and 2014 targeted to healthcare organizations and that the 
average cost of a stolen health record amounted to $363 on the 
black market compared to $1 - $2 of the stolen credit card 
information. Health data breaches tripled in a year between 
2017 and 2018 and there were over 15 million patient records 
breached in 2018 in the United States [49]. 

One of the most common causes of insider-related 
breaches is family member snooping [49], that is, healthcare 
workers spying on their family members. This cause 
amounted to around 67% of the breach cases, while the second 
most common type of breach was snooping on their co-
workers, amounting to approximately 15% of the violations. 
Insiders, which are the healthcare workers, are also more 
likely to commit another breach after their first violation, as 
51% of the offences are repeated. 

 

2) Privacy 
Storing and processing patients' personal and sensitive 

data calls for strict privacy protection measures to minimize 
patient privacy issues as much as possible. Biometrics privacy 
can be interlinked with personal privacy, given that our 
biometric information can uniquely identify us [50]. Various 
studies address different patient privacy concerns and 
implications [32][36]. In some cases where biometric 
technology is in place, patients refused to be subject to such 
technology due to privacy and confidentiality concerns [12]. 
Some biometric technologies proved to have a high 
acceptability rate, such as face recognition and voice 
recognition [5]. In contrast, others, such as iris and retina 
scanning  [52],  had a lower acceptability rate. Other studies 
however showed that biometric technologies are less or non-
invasive than traditional methods of identification [5]. 

While there are no legislations covering the usage of 
biometric identification systems [53], and yet the right of 
privacy is considered a fundamental human right [54], 
safeguards must be set down for every step, from collection to 
retention of the data collected. Individuals must be given 
rights to access, correct and delete their data [50]. 
Furthermore, individuals should be assigned the ability to opt 
out, so biometric technologies should not be the only 
implementation for identification. 

 

3. Security 
Biometric technologies can help in identifying patients 

accurately and provide the right authorization and 
authentication or verification for accessing and amending 
medical records [38], [55]. The user asserts an identity for 
confirmation, and the biometric system confirms if the 
assertion is genuine. This process is generally used to prevent 
unauthorized access to a system or services. Verification can 

be explained formally using (1), where, given a claimed 
identity 𝐼 and a query feature set 𝑥𝐴, the decision if (𝐼, 𝑥𝐴) 
belongs to the ‘genuine’ or ‘impostor’ class needs to be taken. 
If 𝑥𝐼

𝐸 is the stored template that corresponds to the identity 𝐼, 
𝑥𝐴 is compared with 𝑥𝐼

𝐸 and a score s is matched, which 
measures the similarity between 𝑥𝐴and 𝑥𝐸, and 𝜂 would be a 
predefined threshold. 

 

     (𝐼, 𝑥𝐴 ) ∈ {
𝑔𝑒𝑛𝑢𝑖𝑛𝑒, 𝑖𝑓 𝑠 ≥  𝜂,
 𝑖𝑚𝑝𝑜𝑠𝑡𝑜𝑟, 𝑖𝑓 𝑠 <  𝜂,

             (1) 

 
However, biometric solutions can have their security flaws 

as well [41][42]. The biometric system's integrity is 
determined by its ability to guarantee non-repudiable 
authentication, that is, ensuring that a user who accesses a 
specific resource cannot later deny in using it. There are four 
major classes of security threats to biometric systems [6][26] 
and these are Denial of Service (DoS), Intrusion, Repudiation 
and Function Creep. Although it is much harder for an 
impostor to forge biometric traits than hacking traditional 
passwords, there are studies suggesting the use of multimodal 
biometric systems where multiple types of biometric features 
would be measured and compared, for example, fingerprints 
and face, for better accuracy [43][44]. 

 
The goal of this paper is to provide a proof of concept of 

the most favoured method of biometric patient identification 
determined through the methodology and evaluate its results 
against an already established dataset. Limitations and 
possible improvements are then suggested. 

 

III. METHODOLOGY 

A questionnaire was developed and distributed to 
professional healthcare participants using purposeful 
sampling, and its results are analysed. Consequently, 
requirements are determined, documented and validated using 
a House of Quality matrix and system designs are proposed. 

 

A. Research Instrument 

The questionnaire developed and conducted was sectioned 
into four (4) main sections: 

 

• Background Information - gathering brief, non-
personal information about the stakeholder, including 
their profession, roles, and practical experience. 

• The Problem - capturing the stakeholder’s awareness 
of patient misidentification and its consequences, 
globally and in the organization in which they 
practice in. 

• Their Process of Identifying a Patient in their 
Organization – gathering information about the 
current process that health professionals use to 
identify patients. They were asked to explain the 
process briefly and what identifiers are used and at 
what point. They were also asked of awareness of any 
of the patient identification methods mentioned 
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earlier in this study and which of them are used in 
their organization, if any. Finally, they were asked to 
provide feedback on their current patient 
identification method, and if they think that it can be 
improved and on what aspects, such as accuracy, 
security and cost. 

• The Solution(s) - participants were asked which 
patient identification methods they would implement 
in their organization, how would they prioritize them 
and why. They were also invited to prioritize the 
characteristics and the concerns of a biometric patient 
identification system in terms of security, accuracy, 
and efficiency. 

 

B. Participants 

Participants chosen that successfully answered all the 
questions which were provided to them amounted to nine (9), 
and these were staff nurses (2), an Accident and Emergency 
(A&E) nurse, a doctor, a general practitioner (GP), a urology 
surgeon, physiotherapists (2), and a speech-language 
pathologist. All the participants work in local health 
organizations in Malta. The GP owns, manages, and works in 
a small private healthcare clinic.  The nurses, the doctor, and 
the urology surgeon work in a national hospital, while the 
physiotherapists and the speech-language pathologist work in 
smaller private healthcare organizations. 

 

C. Results Analysis 

All the respondents think that their current patient 
identification system works moderately well (67%) or very 
well (33%) (Fig. 2). Hence, participants were also asked to 
identify the vital positive characteristics of their current 
patient identification system, and these included the cost, 
where 58% rated it as very well, followed by ease of use and 
efficiency (17%), and patient’s comfort in using it, where 30% 
of the participants classified it as very well, as shown in Figure 
1. Security was the least rated, with 33% rating it as just 
slightly well. 25% of the respondents classified security as an 
aspect that needs to be improved in their current system, along 
with accuracy. Moreover, 89% of the participants said that, 
currently, it takes less than 15 seconds to identify a patient, 
with 33% of them stating that it even takes less than 5 seconds. 
Therefore, essential requirements that needed to remain there 
are the system's cost, ease of use, patient’s comfort in using it, 
and efficiency (processing speed). On the other hand, other 
aspects that require improvements are security and accuracy. 

D. Requirements 

One of the most commonly used methods to achieve a 
standard view of the relationship between customer 
requirements and product design is Quality Function 
Deployment (QFD) [60]. QFD is a product development 
methodology that gives importance to the customer's opinions 
throughout the development process. QFD was used in this 
study to determine the list of important requirements for the 
proposed system. Customer importance ratings for system 
requirements were calculated based on the results obtained 

 
from the questionnaire distributed to health professionals in 
the order of Accuracy, Efficiency, Security, Ease of Use, Cost 
and Patient’s Comfort. On the other hand, the requirements 
concluded from the previous section were listed on the other 
side of the matrix. The conditions that scored the highest 
importance ratings were found to be Cost, Use of Secondary 
Identification Methods, Accuracy, Availability, and The Use 
of Alternative Non-Biometric Identification Methods. 

 
With the cost being the topmost essential requirement for 

the customer, any negative correlations related to this 
requirement should be addressed and ideally eliminated as 
soon as possible. Therefore, alternative non-biometric 
identification methods should be kept to a minimum and only 
used in cases where the patient refuses to use other biometric 
methods, for example. Patients will most probably opt for 
these alternative methods if they have trust concerns about the 
system, and hence the importance of Transparency. Each 
customer should be as transparent as possible to the patients 
about the biometric system, ensuring no physical harm will be 
done and securing their data safety while pointing out the 
benefits of such techniques for their own good. We must 
remember that using alternative non-biometric systems may 
negatively impact user training, the effort of operating the 
system, and identification accuracy. 

 

IV. DESIGN 

High-level and low-level designs of the system and 
integration with the possible current systems are proposed. 
Furthermore, designs of the proposed mobile application are 
also portrayed together with data and process flows. Taking 
Systems Theory into perspective, the proposed system would 
have biometric information as an input and after biometric 
processing and communication with the Patient Medical 
Record System (MRS) or Database, outputs the patient 
information. 

For patient identification, the app user needs to be 
authorised and authenticated. The app should display multiple 
authentication choices, including but not limited to Face 

 

Figure 2.  Question results for ranking aspects of the system 
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Recognition, Fingerprint Recognition, or a user account. Data 
collected at this stage is transferred securely to an internal API 
where it is processed. Through in-house or third-party APIs, 
if needed, roles and permissions are determined and set, and 
the user is then allowed to proceed and identify a patient on 
the app. 

Provided the user is authenticated and authorized on the 
mobile application, the user can identify a patient, which has 
already been registered before, that is, the patient’s biometric 
data required for identification has been securely stored on a 
database or service. After the patient has given consent and 
the biometric data is collected, such as a face photo, this data 
is sent through a secure and encrypted channel, such as 
HTTPS, to an internal API, which communicates to third party 
APIs, such as Microsoft Facial Recognition, and handles the 
identification and the fetching of patient information and 
medical records if needed to be sent back to the app so that 
vital patient information can be displayed. 

 
The users can be provided with different options to 

authenticate themselves (Fig. 4a). Viable options include face 
or fingerprint recognition or a user account. 

 

a) Face Recognition - A 

A similar process used to identify patients through face 
biometrics can be used here to identify and authorize a user. 

b) Fingerprint - B 

Most of the modern smartphones are equipped with an 
inbuilt fingerprint sensor. This may be used to authenticate the 
user. However, this may require more development effort to 
implement. 

c) User account - C 

A user account is also another option, although less 
preferred since it is more time-consuming to develop and 
maintain. The integration of Microsoft Azure AD will help in 
improving performance if Microsoft Face Recognition is used 
for patient identification. 

 

Figure 3 shows the proposed flow of the mobile 
application used to identify patients by their face. Adopting 
two identifiers for identifying a patient, as suggested by the 
WHO [2], the first stage includes scanning the barcode or QR 
code printed on the wristband wearing the patient. The app 
should immediately display the camera preview after 
successful authentication, for the user to scan the barcode 
(Fig. 4b). The barcode should be recognised very quickly, and 
the Patient Identifier stored on the barcode or QR code is 
captured by the app. Once a barcode or QR code is 
successfully captured, the user should be prompted to capture 
the patient’s biometric data. For this study, the method of face 
recognition using Microsoft Face Recognition is showcased. 
Therefore, the user is asked to take a photo of the patient’s 
face, as straightforward as possible. The user should confirm 
the image taken for the identification process to initiate. 

Upon identification completion, if succeeded, the user is 
prompted with a pop-up dialog asking to confirm the 
identification details, to ensure the identification and update 
biometrics or to scan again (Fig. 4c). Updating biometrics 
would send the last patient’s face photo to Microsoft Face 
Recognition API and is added to the patient’s list of faces for 
AI training. 

 

 
 
 

 
 

V. EVALUATION 

The primary identification method of face recognition is 
implemented using Microsoft Cognitive Services and their 
Face API [61]. There are various reasons for opting for 
Microsoft Cognitive Services, and these reasons all cohere 
with the system requirements established earlier. Evaluation 
of the proposed system was divided into three stages: 

 

A. Applicability 

Microsoft Face API is a seamless, secure and an easy to 
integrate and operate API for face detection, emotion 
recognition, and identification. Microsoft Face API can be 
utilised in different scenarios, such as user authentication and 
counting people in a crowd. 

 

 

Figure 4. Proposed app system designs. a – Authentication, b – 

Barcode/QR code scanning, c – Identification confirmation 

Figure 3. High-Level Authorisation Flow 
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1) Face Detection 
Face Detection can detect up to 100 faces in an image 

along with different attributes such as age, position, smile, 
emotion, facial hair, makeup and occlusions, such as masks 
and bandanas when a photo or image URL is passed as a 
parameter. No images are stored, but only the landmarks are 
stored, which cannot be used on their own to identify a person. 

 

2) Face Recognition 
Face Identification compares face landmarks previously 

stored on the API from adding faces to a person in a person 
group or large person group to an input image face landmarks. 
The API returns a confidence level (1-10) for the user to 
decide if the prediction is up to the user’s expectations or not. 
The API also accepts a confidence threshold as a parameter to 
filter out results based on the user’s preference for confidence. 
For example, in identifying patients, a confidence level below 
80% (0.8) might not be acceptable, and therefore, a confidence 
threshold of 0.8 or greater should be passed. 

 

3) Security 
One of the most critical concerns addressed by health 

professionals in the questionnaire conducted for this study is 
the system's security. Microsoft ensures security by firstly not 
storing any actual face images on their servers, and secondly 
by encrypting any data stored using FIPS 140-2 compliant 
256-bit AES encryption. FIPS 140-2 is a U.S. Government 
computer security standard used to approve cryptographic 
modules [62]. 
 

4) Cost 
As for the cost of usage, the standard version allows for up 

to 10 transactions per second, with €0.506 per 1,000 
transactions for 5 to 10 million transactions and €0.338 per 
1,000 transactions for transactions amounting to more than 
100 million. As for storage, €0.009 per 1,000 faces per month 
is charged. A transaction constitutes an API call, apart from 
the training calls where a transaction counts for every 1,000 
images trained. Table II shows a detailed pricing scheme for 
Microsoft Face API. 

 
 

TABLE II.  MICROSOFT FACE API PRICING 

Version Transactions Price 

Free 20 per minute 30,000 transactions free 
per month 

Standard 10 per second 

0-1M transactions - 
€0.844* 

1M-5M transactions - 
€0.675* 

5M-100M transactions - 
€0.506* 

100M+ transactions - 
€0.338* 

€0.009 per 1,000 faces 
stored per month 

 

5) Limitations 
Like all other face recognition methods, there are some 

limitations that may hinder the system's accuracy. Various 
face occlusions, such as masks and makeup, or face injuries 
and ageing, may prevent face recognition algorithms from 
detecting or identifying a face. While many face recognition 
technologies cater for occlusions measurement when 
detecting a face, face masks during the COVID-19 pandemic 
impacted face recognition algorithms' overall accuracy [63]. 
Such a situation requires the need for alternative identification 
methods, such as retina recognition, to be available in the 
system. 

 

 

 

 

B. Accuracy Evaluation 

A dataset of multiple faces was used to evaluate a person's 
identification accuracy through Microsoft Face API. The 
dataset was introduced in an another study [64] to provide 
more diversity than the existing publicly available datasets 
regarding lighting, age, and ethnicity. The dataset consists of 
3755 faces, totalling to 276 participants in all. Each participant 
has at least eight (8) face photos, each from a different angle 
or different lighting (Fig. 5, Fig. 6). 

The image filenames have the form of i000qa-fn.jpg, 
where: 

• i is the prefix of all files,  
• 000 is the subject identification number,  
• q is the lighting type, ranging from q to z,  
• a is the camera angle, ranging from a to e,  
• f  for female or m for male,  
• n for no glasses or g for with glasses. 

 
This naming convention was used as wildcards in code 

during the evaluation process, as explained later on in this sub-
chapter. This dataset was chosen to be used in this study as it 
fits nicely into healthcare scenarios for identifying different 
patients. 

 

 

Figure 6. Angles of the camera from which the photos were taken [63] 

Figure 5. Face image under different lighting conditions 



87

International Journal on Advances in Life Sciences, vol 13 no 1 & 2, year 2021, http://www.iariajournals.org/life_sciences/

2021, © Copyright by authors, Published under agreement with IARIA - www.iaria.org

The following ‘setup’ process was adopted to evaluate the 
identification accuracy of Microsoft Face API: 

1. A large person group with a name ‘test’ was created, 
and the returned largePersonGroupId was stored, to be used 
later to identify a face. 

2. For each of the subjects in the dataset: 
a. The subject was added to the large person group just 

created, and the identification number was used as the name 
(for example ‘000’). 

b. The face was added to the person using the first 
image file of the subject. 
3. After all subjects are added, the large person group 
was trained by calling the train API endpoint. 
 

Once all the subjects in the dataset were registered, the 
following identification process was conducted for each 
participant: 

• The face was detected, and the faceId returned was 
stored. 

• The face is identified, passing the faceId in the request 
body and the largePersonGroupId captured earlier 
when creating the group. If identified, a list of 
potential candidates should be returned, each with a 
personId and a confidence level. 

• The person was identified and confirmed by getting 
the person in the large person group by the personId 
captured in the previous step. The person name and 
the file identification number were compared, and if 
these matched, identification was successful. 

 
Figure 7 portraits the identification evaluation flow. 
 

 

C. Performance Evaluation 

The second stage of evaluation ensures that the second 
most crucial requirement established, efficiency is maintained 
throughout the identification process. For this, a simple 
mobile application was developed, simulating a patient's 
identification using two identifiers, a barcode and a face. Once 
this is done, the app prompts the user to take a photo of a face, 
and this is sent to Microsoft Face API upon confirmation for 
identification. Both the barcode key and the person identified 
from the API are compared, and if matched, a call to a 
database is made to fetch the records of the patient. The whole 
process was timed for efficiency evaluation. 

 
 

 
 
 

  

 

VI. RESULTS AND DISCUSSION 

The results of the previously explained evaluation 
processes are analysed and discussed in detail. There are 
specific scenarios where the system performed very well, but 
there are others in which accuracy was challenged, and 
possible improvements are suggested for these cases. 

 

A. Accuracy of Face Recognition 

There were eight (8) types of datasets that were used to 
assess the accuracy of the proposed system (Fig. 7). These will 
be referenced as a, b, c, d, e and qa, rb, sb. a – e represent the 
different angles of the camera from which the photo was 
taken, while q, r and s represent the amount of light exposed 
to the face, with s > r  > q. 

The thresholds used for evaluating the accuracy of the 
system ranged from 0.97 to 0.92. Anything above the 
threshold of 0.97 resulted in less than 80% accuracy, which is 
not considered safe enough for such a critical system. On the 
other hand, any threshold below 0.92 always resulted in 100% 
accuracy in all scenarios tested. 

  

 

Figure 7. Identification Evaluation Flowchart 
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1) Case 1 – Camera Angles 
In the first case, the first set of faces qa, that is, photos 

taken from in front of the person (a) and with lighting set q, 
was added to the API and trained. After that, all the other 
photos from the remaining angles were tested for 
identification against different thresholds. 

As seen in Table III, the accuracy results obtained by 
training just qa were always above 88% for 276 photos. It can 
be noted that angles b and c resulted in less accuracy than 
angles d and e. Therefore, side angles seem to be less accurate 
than front angles. Angles c and d provided the same accuracy 
results, while angle d proved to be the best angle for obtaining 
accurate results. 

TABLE III.  CASE 1 RESULTS 

 
 

2) Case 2 – Lighting 
In the second case, with trained set qa, all the other 

remaining photos with r and s lighting exposed to them were 
tested for identification with different thresholds. 

In this case, accuracy suffered much more when different 
lighting was used on the person’s face. As shown in Table IV, 
the accuracy went down to 43.96% and 39.56% from 88.04 
and above 99% from the previous case. This indicates that 
lighting has a significant effect on identifying a person from 
their face, and a less threshold of 0.92 compared to 0.94 had 
to be used for achieving 100% accuracy on the 91 photos 
tested. Lighting set r performed better than set s significantly. 
Significant changes were also noted when the threshold was 
changed each time by 0.01, with accuracy changes of more 
than 30% in some cases. 

Since this case resulted in low accuracy results in some 
scenarios, set ra was added to the API and trained, and set sb 
was tested again. The same angle of the previously trained set 
was used (a) for consistency. This was done to note the 
difference in accuracy and the effectiveness of training. Table 
IV shows the accuracy results of set rb when tested, while sets 
qa and ra are trained already. 

Accuracy improved significantly for set sb when ra was 
added and then trained. With 0.97 as the threshold, accuracy 
improved by more than 24% and by more than 17% for the 
0.96 threshold (Table V). This shows that dataset training 
provided by Microsoft Face API does improve identification 
accuracy. 

 

B. Integration Efficiency Test 

For this case, a simple mobile application was developed 
to showcase the use of the proposed system by the users. The 
app communicates with a custom developed API hosted on 
Microsoft Azure, which then communicates to Microsoft Face 
API and a database with records of patients, also hosted on 
Microsoft Azure. The process took between 5 to 7 seconds 
when timed in code, with full-bar Wi-Fi connectivity, to detect 
and identify the face through the API, and to get the patient’s 
allergies and conditions list from a sample database. This 
result coheres with the efficiency requirement established 
earlier for identification to take not more than 15 seconds and 
ideally not more than 5 seconds. 

 

TABLE IV.  CASE 2 RESULTS 

 

TABLE V.  CASE 3 RESULTS 

 
 

VII. CONCLUSION AND FUTURE WORK 

We recognise that patient misidentification is a known 
global problem in various healthcare organizations, and it can 
lead to further complications to the patients and the 
organizations themselves. While biometric technology is 
applied in multiple sectors, such as authentication and 
security, payroll, and banking, there are fewer studies on the 
application of biometric technology for positive patient 
identification. This study conducted a questionnaire among 
different health professionals to determine the top concerns 
for implementing a biometric system in healthcare. These 
included security, accuracy, cost, and patient cooperation. 
While most of the participants were aware of some of the 
biometric methods for patient identification, none of them has 
ever made use of any of them but would consider in doing so, 
given a better accuracy rate and robust security. The 
quantitative analysis obtained from the questionnaire helped 
in determining and prioritising the proposed system 
requirements, although a further study can be conducted with 
a more extensive questionnaire and more participants. 

For the proof of concept, this study evaluated the 
implementation of face recognition biometric technology for 
identifying patients, as this was the most preferred biometric 
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method chosen by the questionnaire participants. Microsoft 
Face API was used as the third-party provider for identifying 
faces, and the proposed system was evaluated against its 
accuracy and efficiency, among other requirements 
determined. While results were promising with over 80% 
accuracy in most cases, this technology seemed to lack in 
identifying faces with occlusions, such as different lighting. 
When more than one face photo from different angles and 
different lighting are registered and trained, accuracy was 
improved significantly.  

As for future works, the system needs to be evaluated 
against a larger dataset with a larger variety of face occlusions 
to mimic real-case scenarios in health organizations. Further 
studies on the security aspects of the system are also important 
to be conducted to minimise the risks of malicious attacks on 
the system and gain more confidence from the system users. 
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Abstract— More than 50 million adults living in the United 
States suffer from disordered sleep. Yet few safe, effective, 
drug-free interventions are available. In this 30-day open-
label home study, participants (n=25) reporting poor sleep 
were recruited to test a novel wearable mechanical 
stimulation device. The device is designed to modulate the 
interoceptive network by producing gentle, slow mechanical 
stimulation. After using the device each night before bed for 
30 days, significant improvements in sleep quality were 
reported. Additionally, participants reported improvements 
across multiple dimensions of interoception as measured by 
the Multidimensional Assessment for Interoceptive 
Awareness. On average, participants (n=22) reported a 43% 
improvement in the overall quality of their sleep, measured 
by the Pittsburgh Sleep Quality Index. Participants (n=15) 
contacted 3 to 7 months after completing the study, 
maintained improvements in sleep quality and interoceptive 
regulation. These findings indicate that mechanical 
stimulation may offer an effective, safe, non-drug alternative 
to improving sleep via interoceptive regulation and suggest a 
novel approach to treatment. [1] 

Keywords-sleep; neurostimulation; interoception; affect; c-
tactile afferents. 

I.  INTRODUCTION 
The term ‘interoception,’ coined in 1906, initially 

described the total afferent input of the viscera to the brain 
[2]. The concept was mostly dormant until decades later 
when it evolved and expanded to include all afferent 
signaling to the central nervous system [3]. Most responses 
to interoceptive signals are understood to be autonomic, 
rarely rising to the level of consciousness (e.g., retracting a 
hand back when touching something hot), while others 
only indirectly reach awareness (e.g., filtration action of 
the kidneys only requires a response to the urge to void) 
[4]. Interoceptive signals such as those associated with 
emotion, can be mistakenly regarded as instinctual or 
autonomic; however, they are generally learned habits that 
remain malleable [5][6].  

Methods to assess interoceptive capacity in individuals 
(e.g., heart rate detection tasks) have been developed, as 
well as self-report measures to assess various aspects of 
interoception [7][8][9]. Lower interoceptive awareness 
(i.e., lack of response to interoceptive signals) and 
dysregulated interoception (i.e., misinterpretation of the 
interoceptive signals) are associated with impaired 

decision making, poor sleep quality, increased psychiatric 
disorders, and reduced empathy [10] [11]. With that 
considered, dysregulated interoception is often recognized 
as a common feature of many affective and somatic 
disorder and their symptoms, prompting researchers to 
investigate neural bases of interoception [12]. Studies have 
shown that areas in the brain such as the anterior insula (IA) 
and anterior cingulate cortex (ACC), which are essential 
for processing emotion, affect, and behavior, are also 
proving to be fundamental in interoceptive processing 
[17][18]. Multiple studies suggest that modulating activity 
in these areas through practices such as mindfulness and 
meditation, appear to improve interoception [19][20][21]. 
Similarly, the same practices reduce symptomology among 
many affective and somatic disorders [22][23][24].  

Disciplines of the mind and/or body, such as 
meditation, or yoga, or physical exercise, can improve 
interoceptive regulation because these activities stimulate 
the same areas of the brain as those dedicated to specific 
inputs from the periphery [12][13][15][22]. That specific 
interoceptive network is comprised of C-tactile afferent 
(CTAs) nerves [25]. CTAs are dermal mechanoreceptors, 
found only in hairy skin of mammals. They respond to a 
narrow range of slow, light touch stimuli, such as the kind 
of touch seen between a parent and child, the comforting 
caress of a partner, the grooming of baboons, and similar 
social behaviors [26]. This type of touch, called affective 
touch, also modulates areas of the brain involved in 
interoception, emotional regulation, and related 
functioning [27][28]. In turn, affective touch is associated 
with reduced stress, increased relaxation, a sense of 
belonging, and increased empathy [29][30][31].  

1) Interoception and Sleep 
Interoceptive signals such as those relating to 

temperature or pain, have been found to significantly 
impact sleep. For example, there is strong evidence in 
support of the relationship between internal body 
temperature and sleep regulation, where studies have 
shown that environmental temperature can alter sleep 
regulation [11] [32]. Similarly, as interoception includes 
processing nociceptive information, the present literature 
reveals a strong relationship between pain and sleep [11] 
[33]. Evidence of the relationship between pain and sleep 
is often observed in clinical populations such as chronic 
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pain patients, where one study found that 53% of chronic 
pain patients reported also suffering from insomnia as well, 
compared to only 3% of the healthy population [34]. As 
discussed earlier, dysregulated interoceptive processing 
can produce a wide range of symptoms, often overlapping 
in different clinical populations, which may explain the 
relationship seen among disorders of sleep and chronic 
pain, as well as with disorders of affect 
[5][10][35][36][37].  

Neuroscience research, both electroencephalogram 
(EEG) and functional magnetic resonance imaging (fMRI) 
research, has provided evidence that cortical regions play a 
role in particular aspects of sleep, help regulate sleep-wake 
patterns, and are similar to those prominent in regulating 
the interoceptive system of interest here [38]. The ACC, a 
brain region found to stimulate wakefulness, AI, and 
orbitofrontal cortex have all been studied for their roles in 
insomnia disorder, a highly prevalent sleep disorder 
associated with impaired functioning during waking hours 
[38][39][40][41]. For instance, functional neuroimaging 
studies have found that those with insomnia have an 
increased insula coactivation with cortical networks 
associated with salience and arousal, such as the ACC, 
when compared to healthy controls [38][42]. Interestingly, 
these same brain regions are also recognized for their 
involvement in interoceptive processing and affect [10]. 
Insomnia disorder has also been associated with 
heightened interoceptive awareness, see [11] for review. 
When interoception is dysregulated, heightened 
interoceptive awareness may lead to a hyperawareness of 
physiological states that becomes disruptive to sleep, 
especially when falling asleep or staying asleep, as 
discussed earlier.  

The relationship between interoception and sleep 
quality has been observed in a study investigating the 
relationship between components of subjective sleep 
quality, measured by the Pittsburgh Sleep Quality Index 
(PSQI), and dimensions of interoception, measured by the 
Multidimensional Assessment for Interoceptive 
Awareness (MAIA-II) [43]. In that sample of young adults 
(n=545), ages 18 to 25 years old, 90% were considerably 
poor sleepers, measured by Global PSQI scores., Poor 
sleep quality, was found to be significantly negatively 
correlated with dimensions of interoception including non-
distracting and trusting, with the strong effect sizes [43]. 
These results suggest that those who experience better 
quality sleep may be more adept at recognizing sensations 
such as pain and discomfort, and more trusting of the 
internal bodily information regarding various 
physiological states, which is consistent with previous 
work investigating sleep and pain tolerance, as well as 
subjective hunger [43]. Overall, these findings provide 
evidence that there is a relationship between perceivably 
improved sleep and improved interoception. Therefore, 
considering the overlap of brain regions and cortical 
networks involved in both interoceptive processing and 

sleep, as well as the relationship between interoception, 
disordered sleep, and subjective sleep quality, one may 
argue that interoceptive processes are salient to at least 
some sleep disturbances. 

2) Impact of Disordered Sleep 
Disordered sleep, including insomnia, obstructive sleep 

apnea, and hypersomnia, impacts between 50 and 70 
million Americans each year and an estimated 83.6 million 
U.S. adults get below the recommended 7 hours of sleep 
per night [44][45]. Roughly 15% of the U.S. population 
report insomnia related symptoms, and a quarter of the 
population are dissatisfied with their sleep. One study 
found that one in five adult females in Australia experience 
chronic insomnia, and one in seven experience obstructive 
sleep apnea [46]. 

The prevalence of disordered sleep can have a profound 
impact on both societal and individual levels. For example, 
insufficient and low-quality sleep decreases workplace 
productivity, increases the risk of motor vehicle accidents, 
and elevates the number of risk-factors for health 
outcomes. Poor-quality sleep and sleep deprivation have 
also been linked to metabolic dysfunction, cognitive 
impairment, alterations in neuroendocrine function and 
affective dysregulation [47][48]. Additionally, disordered 
sleep has been linked to a reduced quality of life and 
increases in anxiety related disorders [49]. 

In the primary care setting, patients complaining of 
sleep dysfunction have become a common occurrence and 
many people around the country have turned to available 
treatments. The most common agents of treatment include 
prescription drugs, such as benzodiazepines and 
antidepressants, and over the counter options, such as 
antihistamines and melatonin [50]. Between 1998 and 2006 
the number of Americans reliant on sleep aid prescriptions 
tripled and roughly 4% of the adult population reported use 
of a prescription sleep aid [44]. A review of 35 studies 
relating to the effectiveness of melatonin found that most 
of the studies were inconclusive and melatonin was rarely 
superior to placebo [51]. Several of the reviewed studies 
gave weak recommendations for the use of melatonin 
among healthy volunteers or those with a history of 
insomnia due to melatonin’s lack of effectiveness in 
initiating sleep or improving the quality of sleep [51]. 
Prescription drug such as. benzodiazepines leave users 
with a “hungover” feeling and often result in daytime 
drowsiness, impaired memory, difficulty concentrating, 
lack of coordination, amnesia, dizziness, and many other 
side effects that impact day-to-day activities [52]. Other 
prescription options, such as antidepressants, can lead to 
increases in suicidal ideation and mania [49]. The lack of 
reliable treatment options suggests a need for an alternative 
approach to a significant public health issue. 

Considering the apparent relationship between sleep 
and interoception, as well as the research showing how 
practices that improve interoception (e.g., mindfulness, 
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yoga, and extreme sports/intense exercise), can also 
improve affective and somatic symptomology, we 
hypothesized that improving interoception will also 
improve sleep [22][23][24][53]. To do so, we developed a 
mechanical stimulation technology targeting CTAs (low 
intensity and low frequency (~5-15Hz) stimulation) [54]. 
This technology offers a non-invasive means of activating 
the affective touch pathway by targeting specific 
mechanoreceptors in the skin, and in turn, modulating 
interoceptive processing [1]. The objective of this research 
was to assess the effects, if any, of a device designed to 
improve interoceptive regulation via CTAs on symptoms 
of sleep disorder measured by the Pittsburgh Sleep Quality 
Index (PSQI) [55]. 

The rest of this paper is organized as follows. Section 
II details the nature of our novel approach to improve sleep 
through regulating interoception. Section III outlines the 
study method, including a description of the participant 
sample and eligibility criteria, the device technology, and 
measures used to assess sleep quality and interoceptive 
characteristics. Section IV details all study procedures, 
including a statement of ethics, participant eligibility 
screening, participant responsibilities, and visit 
procedures. Section V contains the detailed results of the 
present study and Section VI closes out the paper with the 
conclusion and a discussion of future work.  

II. STATE OF THE ART 
Most sleep interventions, aside from known drug or 

comorbid causes, treat sleep as a primary disorder. Our 
interest, as in other work, is to approach sleep disturbances 
as a manifestation of dysregulated interoception and others 
have done preliminary work looking at that pathway [32] 
[43] [56]. While some interventions for sleep, such as 
mindfulness, are also known to improve interoceptive 
regulation [53], few interventions appear to make the 
explicit connection, with at least one exception [57]. More 
specifically, no study, to our knowledge, explicitly 
approaches sleep as a function of dysregulated 
interoception and further, none use mechanical stimulation 
of the affective touch pathway to improve interoceptive 
regulation. 

III. STUDY METHOD 
This section details the overall method for the 30-day 

study, including the recruitment of qualifying participants 
and exclusion criteria, description of our novel mechanical 
stimulation device, and the measures used to assess sleep 
quality and characteristics of interoception. 

A. Participants 
Participants for this trial included healthy adults (mean 

age=34) with self-reported poor sleep. The subject 
population included a distribution of female (n=13) and 
male (n=9) participants. Poor sleep was measured using the 
PSQI (Global Score >10) [55].  

Exclusion criteria included the use of sleep 
medication, current psychiatric disorder, a skin condition 
that may be exacerbated with device use, a metal implant 
in the head/neck region and finally if participants were 
pregnant or breastfeeding. These exclusion criteria aimed 
to control for any comorbid psychopathology and for any 
variance arising from interactions with other drugs.  

B. Mechanical Stimulation Device 
A simple headband with small piezoelectric actuators 

at the distal ends, seen in Figure 1 (a), was developed to 
deliver short bursts of very low intensity, low frequency 
mechanical stimulation, targeting CTAs associated with 
the affective touch pathway. The actuators were positioned 
behind the ears, on the mastoid, for convenience. The 
specific wave form was derived from a combination of 
empirical study (changes in alpha power pre/post 
stimulation in in-lab studies over 2 years) and known 
response characteristics of the CTA mechanoreceptors 
(low intensity, low frequency ~10 Hz). 

C. Measures 
The subsections below describe the measures used to 

assess sleep, including both behavioral and subjective 
measures, as well a subjective measure to assess various 
aspects of interoception. 

1) Behavioral Sleep  
A daily sleep diary with a 1- item sleep rating scale was 

used to track sleep quality throughout subject’s 
participation in the study.  

A Garmin Vivosmart 4 (https://buy.garmin.com/en-
US/US/p/605739) watch was used to measure sleep 
duration during the study. The Garmin watch uses a wrist-
based Pulse Ox sensor to measure sleep activity. Although 
the watch reports detailed sleep stages as well, that was 
excluded from this study due to the lack of reliability in 
those assessments [58][unpublished internal testing].  

2) Subjective Sleep 
Changes in sleep quality were assessed via PSQI and a 

1-Item Sleep Quality Rating Scale. The Pittsburgh Sleep 
Quality Index (PSQI) is a self-report measure assessing 
sleep quality and disturbances over a 1-month timeframe. 
It is an 18-item questionnaire with seven component scores 
(range 0–3) that result in a global sleep quality score (range 
0–21). Scores of five or greater indicate a probable sleep 
disorder [55]. The seven component measures include 
subjective sleep quality (PSQI_C1), sleep latency 
(PSQI_C2), sleep duration (PSQI_C3), habitual sleep 
efficiency (PSQI_C4), sleep disturbances (PSQI_C5), use 
of sleep medication (PSQI_C6) and daytime drowsiness 
(PSQI_C7).  

The 1-Item Sleep Quality Rating Scale is a self-report 
measure utilizing a scale of 1 to 5, where 1 represents little 
to no sleep at all, and 5 represents great sleep (no problems 
falling or staying asleep).  
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An exit interview was conducted by a study coordinator 
at the end of the study to assess the usability of the device. 

3) Affective/Interoception Characteristics 
The Multidimensional Assessment of Interoceptive 

Accuracy (MAIA) is a 32-item self-reported measure of 
interoception (scale of 0 Never – 5 Always) that tracks 
changes in interoceptive awareness across eight 
dimensions [7]. The eight dimensions are Noticing 
(MAIA_MN), Not-Distracting (MAIA_MND), Not-
Worrying (MAIA_MNW), Attention Regulation 
(MAIA_MAR), Emotional Awareness (MAIA_MER), 
Self-Regulation (MAIA_MSR), Body Listening 
(MAIA_MBL), and Trust (MAIA_MT). 

IV. STUDY PROCEDURE 
Subjects were enrolled in the sleep protocol for 30 days 

and instructed to use the device at home at least once a day, 
within one hour of their regular bedtime. Written informed 
consent was obtained from all participants. During 
enrollment, subjects were provided with device 
instructions, device calibration and their first stimulation 
session. A subset of participants (n=13) wore a wrist device 
to track sleep (Garmin VivoSmart 4). Subjects were 
compensated up to $300 at the end of the study in the form 
of a gift card. Refer to Figure 1 (b) below for a visualization 
of the 30-day study protocol. All study procedures were 
reviewed and approved by Solutions IRB (#: 
FWA00021831) [59].  

A. Screening 
Participants were recruited for the study via digital ads 

on Facebook, as well as flyers posted around the 
community. Interested subjects were then screened for the 
use of sleep medication, and participants that did not use 
any sleep medication were then invited to fill out an 
application via Google Forms. All applications were 
reviewed and those subjects meeting the inclusion criteria 
(n=39) were invited to schedule their enrollment 
appointments, of whom 25 participants (14 females, 11 
males) were enrolled into the study, displayed in Figure 2. 

B. Study Visits 
Eligible participants were enrolled via a written 

informed consent in the lab. They completed a set of 
baseline questionnaires, which included demographic 
information, subjective sleep measures and interoception 
measures. Upon completion of these assessments, all 
participants were instructed on device use and went 
through calibration to find the lowest level at which they 
could perceive the stimulation. Participants then had their 
first 20-minute stimulation session in the lab to ensure 
proper training and use of the device. Participants in the 
cohort with the Garmin sleep tracker were given additional 
instruction. 

Participants returned to the lab after 30 days of home 
use for the final assessment of sleep and interoception 
measures and an exit interview was conducted with a study 
coordinator to discuss usability of the device. 

 
 

Figure 2: (a) Mechanical Dermal Stimulation Device Prototype (b) 30-Day Study Protocol. 

 

 
 

Figure 1: Participant Recruitment and Screening Procedure. 
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C. Protocol 
All participants were instructed to use the stimulation 

device for 30 days at home within one hour of their regular 
bedtime. Participants received a text message each 
morning with a link to fill in their daily sleep diary via 
Google Forms. Participants in the Garmin tracker cohort 
were asked to wear the Garmin watch each day and night 
during the 30-day study, and data from the watch was 
collected at the end of the study. 
D. Analysis 
     Data analysis was performed on MATLAB and 
Microsoft Excel. Due to the small sample size of the study, 
t tests were conducted, and p values (with a 95% 
confidence interval) are reported as outcome measures in 
the following section.  

V. RESULTS 
This section outlines the detailed results of the 30-day 

study, including descriptive characteristics of the 
participant sample, observed changes in sleep quality via 
self-report measures and a wearable sleep tracking device, 
as well as changes in aspects of interoception. 

A. Descriptive Characteristics of Participants 
In the sample of 25 participants, 3 were excluded from 

the primary analysis due to lack of compliance with the 30-
day study protocol (i.e., device usage, completing the 
study). More specifically, those that used the device less 
than 33% of the time (based on usage 1x/day for 30 days) 
were considered noncompliant and removed from analysis. 
The results discussed in this section will be reported as 
mean ± standard deviation. The characteristics of the 
sample of compliant participants (n=22) are displayed in 
Table 1. In short, the sample (n=22) included 13 females 
and 9 males with ages ranging from 24 to 60 years old 
(34.27 ± 9.64). 

B. Sleep Characteristics 
After using the MDS device before bed for 30 days, 

86% of participants (n=22) reported an overall 
improvement in sleep, measured by Global PSQI scores 
seen in Figure 3 (a), where lower scores indicate 
improvement in symptoms. Global PSQI scores improved 
significantly by 43% on average (Pre: 9.77 ± 3.04, Post: 
5.18 ± 2.58, p=0.00), displayed in Table 2. In terms of 
individual characteristics of sleep measured by the PSQI 
(PSQI component scores), we observed significant 
improvements in Subjective Sleep Quality (p=0.00), Sleep 
Latency (p=0.00), Sleep Disturbances (p=0.04), and 
Daytime Drowsiness (p=0.00), shown in Table 2. On 
average, Subjective Sleep Quality improved by 67% (Pre: 
2.0 ± 0.53, Post: 0.64 ± 0.58), Sleep Latency improved by 
51% (Pre: 1.32 ± 0.48, Post: 1.05 ± 0.38), Sleep 
Disturbances improved by 14% (Pre: 1.86 ± 0.89, Post: 
0.86 ± 0.64) and Daytime Drowsiness improved by 45% 

(Pre: 1.86 ± 0.89, Post: 0.86 ± 0.64), seen in Figure 3 (a). 
Similarly, we saw significant improvements in sleep 
quality ratings after 30 days of device use (p=0.00), 
displayed in Table 2. On average, sleep quality ratings 
increased by 45% (Pre: 3.09 ± 0.53, Post: 0.64 ± 0.58), 
shown in Figure 3 (b) (c), where higher scores indicate 
better sleep quality.  

Sleep hours were assessed via a commercial wrist 
Photoplethysmography (PPG) device (Garmin VivoSmart 
4) for a subset of compliant participants (n=13). This PPG 
device was chosen as it was most reliable for sleep time 
based on earlier studies, where we found that no devices to 
our knowledge appeared to accurately measure sleep 
stages, nor is PPG a suitable substitute for a hypnogram. 
After 30 days of using the MDS device, sleep hours 
increased by 65 minutes on average (Pre: 6.60 ± 0.29, Post: 
7.45 ± 0.45), shown in Figure 3 (d).  

Table 1: Compliant Study Sample Demographics 
 

   
   

Table 2: Compliant Study Sample Results 
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C. Affective/Interoception Characteristics 
After 30 days of using the MDS device, on average 

participants (n=22) reported an overall improvement in 
interoception, measured by the MAIA, displayed in Table 
2. Most notably, participants improved in the following 
dimensions of interoception: Noticing (Pre: 3.34 ± 0.79, 
Post: 3.8 ± 0.84), Not Worrying (Pre: 2.61 ± 1.45, Post: 
2.62 ± 1.16), Attention Regulation (Pre: 2.69 ± 0.91, Post: 
2.98 ± 0.96), Body Listening (Pre: 2.47 ± 1.07, Post: 3.02 
± 1.16), and Trusting (Pre: 3 ± 1.42, Post: 3.23 ± 1.04), 
shown in Figure 3 (e).  

D. Follow Up Results 
Approximately 3 to 7 months following the 30-day 

study, a subgroup of compliant participants (n=15) 
completed follow-up assessments. The follow-up sample 
(n=15) included 8 females and 7 males, with ages ranging 
from 24 to 44 years old (31.73 ± 5.71), shown in Table 3. 

Despite discontinued use of the MDS device for 3 to 7 
months, participants (n=15) maintained some 
improvements in sleep from their 30-day study 
participation. When compared to baseline scores, 
participants reported significant improvements in overall 
sleep quality (p=0.03), represented by Global PSQI scores 
displayed in Table 4. On average, Global PSQI scores at 
follow up improved by 26% when compared to baseline 
(Pre: 9.93 ± 3.15, Post: 5.4 ± 2.8, Follow Up: 7.07 ± 3.75), 
where lower scores represent improved sleep, displayed in 
Figure 4(a). Apart from Global PSQI scores, significant 
improvements were also found in Subjective Sleep Quality 
(p=0.04), and Sleep Duration (p=0.00) when comparing 
follow-up PSQI component scores to baseline, displayed in 
Table 4. On average, Subjective Sleep Quality improved 
by 22% (Pre: 2.07 ± 0.59, Post: 0.67 ± 0.62, Follow Up: 
1.53 ± 0.74) and Sleep Duration improved by 53% (Pre: 
1.27 ± 1.16, Post: 0.93 ± 1.03, Follow Up: 0.2± 0.41), and 
although not significant, Daytime Drowsiness improved by 
22% (Pre: 2.07 ± 0.88, Post: 0.87 ± 0.64, Follow Up: 1.47± 
1.13), shown in Figure 4(a). Similarly, on a scale of 1 to 
10, where higher scores indicate better sleep, sleep quality 
ratings did not return to baseline, shown in Table 4. On 
average, participants (n=15) reported an improvement in 
sleep by 12% at follow up when compared to baseline (Pre: 
3.07 ± 0.8, Post: 4.33 ± 0.62, Follow Up: 3.27± 0.96), 
displayed in Figure 4(b).  

Overall, the improvements reported in interoception 
following 30 days of MDS device use were maintained 
following cessation of the MDS device for 3 to 7 months, 
shown in Table 4. Most notably, participants (n=15) 
maintained an improvement in not distracting, attentional 
regulation, self-regulation, body listening, and trusting 
dimensions of interoception, measured by the MAIA. On 
average, participants reported a 28% improvement in Not 
Distracting (Pre: 2.36 ± 1.16, Post: 2.13 ± 1.19, Follow Up: 
2.41 ± 1.05), 20% improvement in Attentional Regulation 
(Pre: 2.7 ± 0.86, Post: 3.22 ± 0.99, Follow Up: 2.96 ± 1.03), 

a 28% improvement in Self-Regulation (Pre: 2.83 ± 1.18, 
Post: 3.03 ± 1.28, Follow Up: 3.03 ± 1.23), a 38% 
improvement in Body Listening (Pre: 2.53 ± 1.15, Post: 
2.98 ± 1.16, Follow Up: 3.08 ± 0.57), and 32% 
improvement in Trusting (Pre: 2.89 ± 1.45, Post: 3.09 ± 
1.07, Follow Up: 3.17 ± 1.23), displayed in Figure 4(c).    

 

 

VI. CONCLUSION AND FUTURE WORK 
To our knowledge, this is the first human study to 

evaluate mechanical stimulation of the affective touch 
pathway in a sleep-disordered population. Although the 
trial is small, open-label, and used early prototypes, the 
results were significant, and participants benefited from the 
use of the MDS device [1]. Overall sleep quality, 
represented by Global PSQI scores, significantly improved 
after using the MDS device for 30 days. Participants 
reported falling asleep faster, experiencing fewer sleep 
disturbances, and experiencing less daytime drowsiness. 
Participants also reported an overall improvement in 

Table 3: Follow Up Sample Demographics 
 

 

Table 4: Follow Up Results 
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aspects of interoception. These findings suggest that 
mechanical stimulation of CTAs can lead to improvements 
in sleep.  There is a need for further research to better 
understand the relationship between sleep, sleep disorders 
and interoception, and more robust clinical trials to assess 
the effects of mechanical stimulation on sleep and other 
symptoms of dysregulated interoception.  

A confirmatory Randomized Control Trial (RCT) is 
underway to address limitations such as sample size and 
inclusion of a control group, which will be completed in 
late 2021. 

An abundance of sleep research has provided evidence 
suggesting that impaired sleep has potentially serious 
implications on a wide variety of health conditions 
involving cardiovascular, immune, endocrine, and nervous 
systems [43]. Even in healthy populations, insufficient and 
disordered sleep can still have profound impacts on health. 
For example, in a sample of healthy adolescents, sleep 
deprivation was found to induce mood deficits [60]. These 
findings are supported by how the same brain structures 
recognized for their roles in interoception and regulating 
mood and emotion, such as the insula, have also shown 
evidence to be sensitive to sleep-dependent modulation 
[2][61] [62]. Clinically diagnosed sleep disorders, 
especially Insomnia Disorder, are commonly comorbid to 
other conditions like chronic pain, as well as affective 
disorders, all of which have been associated with 
dysregulated interoception [11]. The relationship between 
chronic pain and subjective sleep quality is well-
established, where those reporting poor sleep quality also 
report an increased level of pain, and vice-versa [11] [43] 
[63]. In a sample of patients with affective disorders, 
including anxiety and major depression, those who 
reported poor sleep quality via PSQI, performed worse on 
a measure of interoception (heart-rate discrimination task), 
representing a reduction in interoceptive accuracy when 
compared to healthy controls [56]. With consideration of 
the above research findings regarding the relationship 
between sleep and various health conditions, disorders, and 
physiological processing, it is worth investigating what 
may be the underlying connection: dysregulated 
interoception. 

In this pilot trial of sleep-disordered subjects, regular 
use of the mechanical dermal stimulation device appears to 
have produced significant improvements in sleep and 
related areas. What is of potential interest to others in the 
nascent field of affective touch therapeutics is that the 
proposed underlying mechanism of action is not 
particularly salient to sleep. The intervention is not 
designed to specifically and differentially affect sleep. The 
intent is to improve interoceptive regulation. In the course 
of our work, we have used other markers of interoception, 
like stress, fear, depression, and anxiety, as outcome 
measures.  In general, we find that improving interoceptive 
regulation in some domain is correlated with 
improvements in the specific feature of interest. 

It should be the case that improving interoceptive 
regulation would lead to improvements in function in 
multiple domains as interoception is a key driver of 
emotional responses. The current, dominant psychiatric 
and even lay nosology around distress has a variety of 
classifications based on symptoms and complaints. A 
nosology based on mechanisms of action, such as 
dysregulated interoception, collapse many of the older 
‘symptom-based’ nosology into that singular category. 
Although much of the therapeutic ‘infrastructure’ in 
psychiatry and psychology is rooted in the distinctiveness 
of disorders, practitioners recognize that, in the clinic, there 
is vast overlap among disorders and many comorbidities 
[10]. As we continue to work in developing therapeutic 
interventions around interoceptive regulation, we will 
continue to report using the existing symptom-based 
nosology, but always tie that back into the larger goal of 
improving interoceptive regulation. Future work that can 
help tie many currently disparate disorders (anxiety, eating 
disorders, sleep disturbances, etc.) to a common 
mechanism will help forge more common treatment 
methodologies and measures of improvement. 
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Figure 3: (a) Average PSQI Scores (b) Average Sleep Quality Rating Scores (c) Average Daily Sleep Quality Ratings (d) Average Sleep Duration 

measured via Garmin (n=13) (e) Average MAIA Scores. 
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Figure 4: (a) Follow Up Sample PSQI Scores (b) Follow Up Sample Sleep Quality Ratings (c) Follow Up Sample MAIA Scores. 
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Abstract— With the spread of Head-Mounted Displays (HMDs), 

various simulations have been conducted using Mixed Reality 

(MR) environments that merge virtual objects in a physical 

space. Our Three-Dimensional (3D) perception may change as 

opportunities to have more virtual 3D experiences in such an 

environment increase. The relationship between differences in 

depth perception and changes in 3D gaze behavior would be of 

interest, but such detailed analysis is yet to be conducted. In this 

study, we developed an Optical See-Through Head-Mounted 

Display (OST-HMD) and experimentally evaluated the effect of 

an MR environment on 3D gaze measurement. Our experiments 

showed that the relative size of the 3D visual targets and the 

surrounding depth cues had no effect on the accuracy of the 3D 

gaze. However, it is important to consider the building of a 

polynomial for projecting the 3D gaze, and there is room for 

improvement in the polynomial. We have successfully measured 

the scanpath of 3D gaze on a visual target approaching from 200 

cm. This result suggests that our OST-HMD can measure 3D 

gaze in the personal space, defined by Cutting (1997) as a space 

up to 1.5 m from the viewer. 

Keywords-3D gaze estimation; Optical See-Through Head-

Mounted Display; depth perception; Mixed Reality. 

I.  INTRODUCTION 

Three-Dimensional (3D) visualization of medical images 
of the human body and their interactive manipulation have 
been expected to be utilized in the medical field for safe 
surgery through preoperative scenario planning. In the past 
decade, the hardware for processing 3D information has 
improved dramatically, enabling more accurate tracking of the 
perspective and input of the user. In addition, Augmented 
Reality (AR) and Mixed Reality (MR) environments, which 
integrate the virtual world with the real world, have made it 
possible to manipulate 3D contents naturally. However, 3D 
contents in these environments may cause operation errors if 
the contents are perceived incorrectly. Studies on accurate 
projection of these contents in real environments are still in 
progress. 

Problems related to the position, scale, and posture of 3D 
contents in virtual and real environments require not only 
verification based on subjective depth perception, but also 
objective analysis based on the 3D gaze information of 
viewers. We studied the relationship between each 
environment and 3D gaze information by measuring vergence 
eye movement-based 3D gaze to 3D visual targets in both 
environments [1]. However, there was no significant 

difference in the measured 3D gaze between the environments 
with and without depth cues.  

There are nine sources of information for perceiving 
depth: binocular disparity, convergence, occlusion, relative 
size, height in the visual field, relative density, aerial 
perspective, accommodation, and motion parallax [2]. The 
first two pieces of information are binocular cues, which 
perceive depth from the disparity caused by the disparity 
between the eyes, and the remaining are monocular cues 
caused by the relative position of the observer and the object. 
Cutting (1997) argued that the effect of depth cues on distance 
estimation depends on the perceptual areas regarding the 
observer's position: personal space (~1.5m), action space 
(1.5m to 30m), and vista space (from 30m) [3]. Many studies 
on the relationship between vergence and perceived distance 
have experimented with visual targets of up to 2m [4]-[6]. 

Binocular disparity-based visual targets are necessary to 
measure 3D gaze information. Head-Mounted Displays 
(HMDs) are often used to present these visual targets. HMDs 
can be classified into two categories: Video See-Through 
Head-Mounted Display (VST-HMD) and Optical See-
Through Head-Mounted Display (OST-HMD). The former 
projects a 3D object superimposed on a video image of the 
real world, while the latter projects a 3D object projected on a 
half-mirror superimposed on the real world. The viewable 
area in VST-HMD depends on the Field of View (FoV) of the 
scene camera and the display. In contrast, OST-HMD 
transparently displays 3D objects on the viewer's FoV, making 
it suitable for manipulating 3D virtual objects over real objects 
simultaneously. OST-HMDs are also relatively less 
susceptible to the VR sickness that occurs with devices that 
cover the field of view such as the VST-HMD [7][8]. Hence, 
the adoption of OST-HMD is under positive consideration in 
the medical field [9]. 

3D gaze can be measured by analyzing the relationship 
between the position of an object and the eye's vergence angle 
when looking at that object [10]-[13]. Öney et al. (2020) used 
binocular eye tracking of the Microsoft HoloLens to measure 
3D gaze in visual search tasks for 3D objects located within 
1.25m to 5m from the subject in an MR environment. Their 
experiments, however, showed a significantly larger 
measurement error of more than 1 m when the focused object 
was only 3.5 m away from the viewer [14]. Kato et al. (2018) 
confirmed the effect of adding patterns to visual targets used 
in gaze calibration to improve the accuracy of 3D gaze 
measurement [15]. 
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In this study, we measure 3D gaze in an MR environment 
to evaluate the effects of the relative size of the 3D visual 
target and the surrounding physical environment as a cue for 
3D perception on the accuracy of the 3D gaze, and to 
characterize the scan path of 3D gaze for stationary and 
moving visual targets. For this study, a 3D eye tracker using 
OST-HMD intended for MR was developed. 

The rest of this paper is organized as follows. Section II 
describes the calculation of 3D gaze based on eye vergence. 
Section III describes the 3D eye tracker based on OST-HMD 
developed for this study. Section IV explains our experiments. 
Section V describes the results. Finally, Section VI presents 
our conclusion. 

II. 3D GAZE MEASUREMENT BASED ON EYE VERGENCE 

The calculation of the 3D gaze depends on the relative 
positions of the two eyes to a given visual target. Vergence 

angle is the angle between the line-of-sight of the two eyes. 
The change in vergence angle occurs when the target is moved 
at a certain distance from the observer. Figure 1 shows the 
basic binocular geometry. A and B are the disparity distance 
between eye centers and the distance from the visual target to 
the observer, respectively. A 3D gaze point (xg, yg, zg) can be 
calculated from each line-of-sight, (PitchL, YawL) and (PitchR, 
YawR). The pitch and yaw angles describe angles between the 
X axis and Y axis, respectively. 

In a binocular eye tracker, the eye cameras are used to 
determine the lines of sight of the two eyes, but in many cases, 
the cameras are placed below the eyes to avoid interfering 
with the field of view. Due to the placement of these cameras, 
the calculated pitch and yaw angles of the eyes differ from the 
angles as viewed from the front. Therefore, to obtain the 3D 
gaze from the eye tracker, the position of the visual target (x, 
y, z) must be calibrated using the line-of-sight of both eyes 
(PitchL, YawL, PitchR, YawR). Polynomials are generally used 
for gaze calibration. Figure 2 shows the relationship between 
the binocular cameras and the estimated pitch and yaw angles. 
These relationships can be solved by the following nonlinear 
multiple regression equations. 

𝑥 = 𝑓(𝑃𝑖𝑡𝑐ℎ𝐿, 𝑌𝑎𝑤𝐿, 𝑃𝑖𝑡𝑐ℎ𝑅, 𝑌𝑎𝑤𝑅) + 𝛼 (1) 

𝑦 = 𝑔(𝑃𝑖𝑡𝑐ℎ𝐿, 𝑌𝑎𝑤𝐿, 𝑃𝑖𝑡𝑐ℎ𝑅, 𝑌𝑎𝑤𝑅) + 𝛽 (2) 

𝑧 = ℎ(𝑃𝑖𝑡𝑐ℎ𝐿, 𝑌𝑎𝑤𝐿 , 𝑃𝑖𝑡𝑐ℎ𝑅, 𝑌𝑎𝑤𝑅) + 𝛾 (3) 

Here, 𝑓, 𝑔, ℎ  are composite functions of line-of-sight. 𝛼, 𝛽, 𝛾 
are the residuals of each equation. 

III. OUR 3D EYE TRACKER BASED ON OST-HMD 

A variety of OST-HMDs are available on the market. In 
this study, we adopted the Moverio (BT-30E, EPSON) to 
build our OST-HMD 3D eye tracker in MR environment. 
This device can display images from a PC, making it easy to 
provide users with 3D visual stimulation. Three simultaneous 
USB camera modules (KYT-U030-3NF, KAYETON) were 
used to capture both eyes and the viewer's scene. These 

  

Figure 1. The basic binocular geometry Figure 3. Our 3D eye tracker used in this study. 
 

A

Left eye Right eye

B

 

Figure 2. The relationship between the binocular cameras and the 

estimated the line-of-sight. 

Z

X

Y

Z

Y

Left eye

Right eye

X

Right eye camera

Left eye camera



106

International Journal on Advances in Life Sciences, vol 13 no 1 & 2, year 2021, http://www.iariajournals.org/life_sciences/

2021, © Copyright by authors, Published under agreement with IARIA - www.iaria.org

cameras operate at 60 Hz allowing tracking of eye 
movements at a rate comparable to low- to mid-end eye 
trackers, such as the Tobii Pro Nano. For tracking the pupil, 
we installed a 940nm high-pass filter (FUJIFILM IR-94) in 
the lens of the camera that captures the eyeball to block 
visible light while allowing infrared light to pass through. 
Figure 3 shows our OST-HMD 3D eye tracker. Each camera 
mount is made with a 3D printer. openFrameworks v0.11.0, 
an open-source C++ toolkit, was used to visualize the virtual 
targets and record the measurement data. We used Pupil 
Capture (Pupil Labs), an open-source eye tracking platform, 
to calculate the line-of-sight of each eye from the estimated 
eyeball center [16]. The line-of-sight data measured by the 
Pupil Capture is sent to openFrameworks using ZeroMQ, an 
asynchronous messaging library, and 3D gaze is calculated 
based on the relationship between the visual targets and the 
line-of-sight data. 

The visual targets used for the measurements were 
created by generating binocular disparity to guide the 
vergence. The interpupillary distance was fixed at 6.3cm, 
which is the average interpupillary distance for Japanese [17].  

A. MR Environments 

In this study, two MR environments were established as 
shown in Figure 4. An environment with depth cues is a room 
with a table and chairs and shelves with various objects within 
the observer's FoV. On the other hand, an environment 

without depth cues is a room where a projector screen is 
placed in the observer's FoV. The viewer wearing OST-HMD 
is seated 250cm away from the shelf and screen projector to 
perceive a virtual screen equivalent to 40 inches. The lighting 
in the room is fluorescent with a color temperature of 5500K. 
The brightness of the room is approximately 150lx. 

B. 3D Gaze Estimation 

The polynomials in equations (1)-(3) are calculated using 
the positions of multiple visual targets and the line-of-sight 
of both eyes when gazing at those targets. Let (𝜃𝑙 , 𝜃𝑟) represent 
pitch angles and (𝜑𝑙 , 𝜑𝑟) represent yaw angles of the line-of-
sight, respectively. Two types of polynomials were 
constructed for this study as follows.  

1. Type I: polynomial used by Kato and Prima (2021) [1] 

This polynomial achieves an average 3D gaze accuracy 
of less than 25cm, about four times better than the results 
presented by Öney et al. (2020) [14]. 

𝐺𝑥 = 𝑎1𝜃𝑟
2 +  𝑎2𝜑𝑟

2 +  𝑎3𝜃𝑙
2 +  𝑎4𝜑𝑙

2 +  

𝑎5𝜃𝑟𝜑𝑟 +  𝑎6𝜃𝑙𝜑𝑙  +  𝑎7𝜃𝑟𝜃𝑙 +  𝑎8𝜃𝑟𝜑𝑙  +  𝑎9𝜃𝑙𝜑𝑟  +  𝑎10𝜑𝑟𝜑𝑙 + 

 𝑎11𝜃𝑟 +  𝑎12𝜑𝑟 +  𝑎13𝜃𝑙 +  𝑎14𝜑𝑙  +  𝑎15 
(4) 

𝐺𝑦 = 𝑏1𝜃𝑟
2 +  𝑏2𝜑𝑟

2 +  𝑏3𝜃𝑙
2 +  𝑏4𝜑𝑙

2 +  

𝑏5𝜃𝑟𝜑𝑟 +  𝑏6𝜃𝑙𝜑𝑙  +  𝑏7𝜃𝑟𝜃𝑙 +  𝑏8𝜃𝑟𝜑𝑙  +  𝑏9𝜃𝑙𝜑𝑟  +  𝑏10𝜑𝑟𝜑𝑙 + 

 𝑏11𝜃𝑟 +  𝑏12𝜑𝑟 +  𝑏13𝜃𝑙 +  𝑏14𝜑𝑙  +  𝑏15 
(5) 

𝐺𝑧 = 𝑐1𝜃𝑟
2 +  𝑐2𝜑𝑟

2 +  𝑐3𝜃𝑙
2 +  𝑐4𝜑𝑙

2 +  

𝑐5𝜃𝑟𝜑𝑟 +  𝑐6𝜃𝑙𝜑𝑙  +  𝑐7𝜃𝑟𝜃𝑙 +  𝑐8𝜃𝑟𝜑𝑙  +  𝑐9𝜃𝑙𝜑𝑟  +  𝑐10𝜑𝑟𝜑𝑙 + 

 𝑐11𝜃𝑟 +  𝑐12𝜑𝑟 +  𝑐13𝜃𝑙 +  𝑐14𝜑𝑙  +  𝑐15. 

(6) 

  

(a) A room with depth cues. (b) A room without depth cues. 

Figure 4. The physical environment for the experiments in this study. 
 

  

(a) Visual target with a 2° viewing angle in size regardless of 

distance. 

(b) A fixed-size visual target. 

Figure 5. Two types of visual targets used in this study. 

 

50cm 200cm

2

50cm 200cm

0.5 2



107

International Journal on Advances in Life Sciences, vol 13 no 1 & 2, year 2021, http://www.iariajournals.org/life_sciences/

2021, © Copyright by authors, Published under agreement with IARIA - www.iaria.org

Coefficients (𝑎1~𝑎15, 𝑏1~𝑏15, 𝑐1~𝑐15)  are calculated by the 
least-squares method based on the correspondence between 
the pitch and yaw angles (𝜃𝑙 , 𝜃𝑟 , 𝜑𝑙 , 𝜑𝑟)  of each eye and the 
position of the gazing target. 

2. Type II: polynomial with constrained pitch angles. 

The range of vertical eye movements is shorter than the 
range of horizontal eye movements. Therefore, we consider 
it necessary to minimize the effect of vertical eye movements 
in the x- and y-axes of the 3D gaze. For this purpose, we 
introduce θrl as the average of the pitch angles of both eyes. 

𝑥 = 𝑎1𝜑𝑟
2 + 𝑎2𝜑𝑙

2 + 𝑎3𝜑𝑟𝜑𝑙 + 𝑎4𝜑𝑟 + 𝑎5𝜑𝑙 + 𝑎6 (7) 

𝑦 = 𝑏1𝜃𝑟𝑙
2 + 𝑏2𝜑𝑟

2 + 𝑏3𝜑𝑙
2 + 

𝑏4𝜃𝑟𝑙𝜑𝑟 + 𝑏5𝜃𝑟𝑙𝜑𝑙 + 𝑏6𝜑𝑟𝜑𝑙 + 

𝑏7𝜃𝑟𝑙 + 𝑏8𝜑𝑟 + 𝑏9𝜑𝑙  +  𝑏10 

 

 

(8) 

𝑧 = 𝑐1𝜑𝑟
2 + 𝑐2𝜑𝑙

2 + 𝑐3𝜑𝑟𝜑𝑙 + 𝑐4𝜑𝑟 + 𝑐5𝜑𝑙 + 𝑐6 (9) 

Coefficients (𝑎1~𝑎6, 𝑏1~𝑏10, 𝑐1~𝑐6)  are calculated by the 
least-squares method. 

IV. EXPERIMENT 

The following steps are taken to characterize the scan path 
of 3D gaze for stationary and moving visual targets as well as 
to evaluate the impact of the relative size of the 3D visual 
target and the surrounding physical environment on the 
accuracy of 3D gaze. The subject wears the OST-HMD and 
is seated 250cm away from a shelf, an environment with 
depth cues, and a screen projector, which is without depth 
cues. 

Step 1. Adjust parameters such as blob thresholds and pre-
defined pupil sizes to improve pupil detection in the 
Pupil Capture software program. 

Step 2. Present the subject with 36 stationary 3D visual 
targets placed in a virtual space and measure the line 
of sight. Each target is presented continuously for 3 
seconds. 

Step 3. Perform a Two-Dimensional (2D) eye calibration 
before constructing the polynomial for 3D gaze 
estimation. After a successful 2D calibration within 
2°, display the other 12 stationary visual targets to the 
subject. If the 2D calibration fails, return to step 1. 

Step 4. Ask the subject to track a single visual target 
approaching from 200cm to 50cm in virtual space. 
Here, the 200cm was determined in consideration 

 

 
 

 

 
 

Figure 6. Locations of the visual targets for eye calibration. Figure 8. Path of the moving visual targets. 

 

 

 
 

Figure 7. Locations of the stationary visual targets. 
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that the effective range of vergence is within 2m [3]. 
A total of 11 moving visual targets coming from 
different directions are displayed. Each target will 
take 5 seconds to travel. To give subjects a time to 
prepare for gazing, each target was paused for one 
second at the beginning and end of its movement. 

During Step 2 and Step 3, line-of-sight of both eyes are 
recorded for 1 second while gazing at the target without 
blinking. A red dot blinks in the center of the target during 
the recording. In Step 5, all line-of-sight of both eyes are 
recorded during the appearance of the target. Post-processing 
is performed to remove the data when a blink occurs. 

Figure 5 shows two types of visual targets in this study. 
The first type adjusts its size to appear consistently 2° 
regardless of distance, while the second type keeps the size 
constant. As a result, the second type of visual target is 
observed to change its size from 2° in diameter at 50cm to 0.5° 
at 200cm. 

A. Visual Targets for the Eye Calibration 

Vertical virtual planes are generated at 50cm intervals 
from 50cm to 200cm where nine visual targets are placed on 
each plane. These visual targets were placed at 5° horizontally 
and 2.5° vertically. Figure 6 shows the locations of the visual 
targets in each plane. The vector connecting the n-th target in 
each plane intersects the position of the viewpoint. 

B. Stationary Visual Targets 

Like the visual target for the eye calibration, three 
stationary vertical virtual planes are generated at 50cm 
intervals from 75cm to 175cm. Four visual targets are placed 
on each side, for a total of 12 targets. These visual targets were 
placed at 2.5° horizontally and 1.25° vertically. Figure 7 
shows the locations of the visual targets in each plane. 

C. Moving Visual Targets 

11 moving visual targets are designed to start moving 
from a 200cm virtual plane and stop at a 50cm virtual plane. 
Figure 8 shows the locations of the start and stop locations of 
the visual targets. These visual targets were placed at 3° 
horizontally and 2.5° vertically. The dotted lines represent the 
trajectories of the moving targets. 

V. RESULTS 

Five subjects (male, mean age 23.6) participated in the 
experiment. They were tested for visual acuity using a 
Landolt ring to confirm that their vision achieved 1.0 or better. 

They were also asked to fill out a questionnaire to confirm 
that they had no health concerns. However, one of the 
subjects was not able to track the moving visual targets 
correctly, so there were no results of gazing at targets only 
for that subject. 

A. Pre-processing 

The data with a pupil detection confidence of less than 
60% was excluded to avoid the inclusion of various noises in 
the gaze data. This is done using the features of the Pupil 
Capture software. 

B. Measurement Accuracy 

Accuracies for the 3D gaze measurement is measured by 

𝐴𝑐𝑐 =  √
1

𝑛
∑ (𝑇𝑥𝑖 − 𝐺𝑥𝑖)2 + (𝑇𝑦𝑖 − 𝐺𝑦𝑖)

2
+ (𝑇𝑧𝑖 −  𝐺𝑧𝑖)2𝑛

𝑖=1 . (10) 

Here, 𝑛 is the number of targets used for the measurement, 
𝑇𝑥𝑖 , 𝑇𝑦𝑖 , 𝑇𝑧𝑖  and 𝐺𝑥𝑖 , 𝐺𝑦𝑖 , 𝐺𝑧𝑖  are the coordinates of the 𝑖 -th 

target and the associated eye-gaze points projected by 
polynomials (Type I or Type II) described in Section III. 

TABLE I. THE ACCURACIES OF 3D GAZE IN ENVIRONMENTS WITH AND WITHOUT DEPTH CUES, AND WITH AND WITHOUT 

ADJUSTMENTS OF VISUAL TARGETS (𝑐𝑚) 

Subject 
With depth cues Without depth cues 

Fixed-size Adaptively-adjusted size Fixed-size Adaptively-adjusted size 
Type I Type II Type I Type II Type I Type II Type I Type II 

1 18.65 28.50 21.49 25.79 11.06 25.78 11.25 19.88 
2 19.23 24.84 20.27 30.36 21.98 28.71 26.80 32.31 

3 13.22 20.29 7.52 10.28 20.22 22.53 12.79 16.61 

4 19.00 25.46 22.22 26.03 11.90 13.64   9.91 15.86 
5 16.15 21.00 18.36 30.77 25.38 35.41 12.85 18.74 

Mean 17.25 24.02 17.97 24.65 18.11 25.21 14.72 20.68 

Std. Dev.     2.295     3.026     5.385     7.480     5.669     7.181     6.137     5.992 

 

TABLE II. ERRORS OF THE 3D GAZE TO THE STATIONARY 

VISUAL TARGETS PROJECTED BY TYPE I AND II 

POLYNOMIALS (𝑐𝑚) 

 Type 1 Type 2 

1 29.65 12.35 

2 28.96 30.77 
3 52.87 47.27 

4 22.84 21.62 

5 26.23 22.41 
6 35.81 22.40 

7 24.53 18.62 

8 12.11 10.49 
9 34.56 27.50 

10 44.84 41.59 

11 36.94 25.03 
12 27.47 18.41 

13 22.73 19.45 

14 16.31 11.62 
15 71.34 26.74 

16 21.96 22.77 

17 27.45 20.87 

18 23.41 26.82 

19 28.14 31.42 

20 37.24 41.26 

Mean 32.11 26.88 
Std. Dev.     9.846   11.744 
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TABLE III. ACCURACIES OF THE 3D GAZE TO THE MOVING VISUAL TARGETS  (𝑐𝑚) 

Subject 
With depth cues Without depth cues 

Fixed-size Adaptively-adjusted size Fixed-size Adaptively-adjusted size 
Type I Type II Type I Type II Type I Type II Type I Type II 

1 33.49 18.31 89.35   17.77 25.87 16.51 43.50 19.34 
3 43.13 29.55 15.42   16.33 16.26 14.57     124.74 39.83 

4 21.37 28.30 73.70   40.16 24.32 26.48 49.82 56.04 

5 27.91 24.36 33.07   26.98      365.92 25.96 99.56 25.68 

Mean 31.48 25.13 52.89   25.31      108.09 20.88 79.41 35.22 

Std. Dev.     7.980     4.376   29.830       9.500      148.900     5.388   34.008     14.123 

 

  

(a) 3D gaze in environments with depth cues and with 

adjustments of visual targets. 
(b) 3D gaze in environments with depth cues and without 

adjustments of visual targets. 

  

(c) 3D gaze in environments without depth cues and with 

adjustments of visual targets. 
(d) 3D gaze in environments without depth cues and without 

adjustments of visual targets. 

Figure 9. Distribution of 3D gaze to stationary visual targets projected by Type I 
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Table I shows the accuracies of gaze estimation in 
environments with and without depth cues, and with and 
without adjustments of the visual targets. Overall, the 
accuracy of the 3D gaze calculated by the Type I polynomial 
is superior regardless of the environments or the visual targets. 
To confirm what affects the accuracy of 3D gaze, we 
performed a 2 × 2 × 2, depth cue × target adjustment × 
polynomial type, three-way analysis of variance on these 
results. The main effect was found for polynomial type (F (1, 
32) = 10.949, p = 0.002), supporting the result that Type I 
polynomials are better at computing 3D gaze.  

Using the polynomial equations of Type I and Type II 
obtained from the eye calibration, we visualized the 
distribution of the 3D gaze to stationary visual targets. Figures 
9 and 10 show the distribution of the 3D gaze projected by 
Type I and Type II, respectively. The red lines indicate the 
relationships between the positions of the projected 3D gaze 
(red dots) of all subjects and the visual targets (black dots). A 
longer line segment means a larger error of the 3D gaze. In 
contrast to the eye calibration results, overall, the errors in the 
3D gaze projected by Type II are smaller, regardless of the 
environment or visual target. Table II shows errors of the 3D 

  

(a) 3D gaze in environments with depth cues and with adjustments 
of visual targets. 

(b) 3D gaze in environments with depth cues and without 
adjustments of visual targets. 

  

(c) 3D gaze in environments without depth cues and with 

adjustments of visual targets. 
(d) 3D gaze in environments without depth cues and without 

adjustments of visual targets. 

Figure 10. Distribution of 3D gaze to stationary visual targets projected by Type II 
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gaze projected by Type I and II polynomials. Significant 
differences were found when the accuracy of the 3D gaze 
obtained by each polynomial was analyzed by t-test, 
indicating that Type II can project the 3D gaze with higher 
accuracy (t(19) = 2.640, p = 0.016). Type I polynomials have 
a total of 45 coefficients, while Type II polynomials have only 
22. Generally, the higher the number of coefficients produced 
the better the fitting. This applies to the 3D gaze to the visual 
targets for the gaze calibration. However, this is not inherently 
the accuracy of the 3D gaze as fitting of the polynomial to 
other visual targets is not guaranteed. Therefore, better results 
for 3D Gaze against the stationary visual targets projected 
using Type II polynomials are acceptable. 

Table III shows the accuracies of the 3D gaze to the 
moving visual targets. Subject #2 was not able to correctly 
track the moving visual target hence the results for this subject 
were excluded. Two-way analysis of variance on these results 
revealed that no effects were found in both depth cue (F (1, 
12) = 0.285, p = .603) and visual target adjustment (F (1, 12) 
=1.873, p = .196).  

Figure 11 shows the scanpath of the 3D gaze of users #1 
and #3 to moving visual targets (without adjustment) in an 
environment with depth cues. The scanpath of subject #1 
extends to 1.5m in each direction of the visual target, while 
the scanpath of subject #3 extends to 2m. This result implies 
that our OST-HMD can measure 3D gaze in the personal 
space defined by Cutting (1997) [3]. Figures 12 and 13 show 
the scan path in Figure 11, grouped by height, and displayed 
from the top viewpoint. Observation of these scan paths shows 
that they are curved at locations close to the viewers.  

Our experiments showed that the relative size of the 3D 
visual targets and the surrounding depth cues had no effect on 
the accuracy of the 3D gaze. However, it is important to 

consider the building of a polynomial for projecting the 3D 
gaze, and there is room for improvement in the polynomial.  

VI. CONCLUSION 

In this study, we conducted 3D gaze measurements in MR 
environments and confirmed that the relative size of the 3D 
visual targets and the surrounding physical environments did 
not affect the accuracy of the 3D gaze. Two types of 
polynomials were used to estimate the 3D gaze: the 
polynomial used by Kato and Prima (2021) and a newly 
constructed polynomial that constrains the pitch angle of the 
line-of-sight. The former is composed of 45 coefficients, 
while the latter has only 22 coefficients. Our experiments 
showed that we achieved higher accuracy in estimating the 3D 
gaze by using the polynomial consisting of these 22 
coefficients. Using higher order polynomials may provide 
better eye calibration accuracy, but the accuracy achieved by 
this may not be inherently accurate. 

We were concerned about the effect on the user's 3D 
perception in 3D visualization and interactive manipulation of 
medical images in the MR environment, however, we were 
unable to find these concerns in our current experimental 
results. 
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Figure 13. Top view of scanpath of the 3D gaze of users #3 to moving visual targets (without adjustments of visual target) in an environment 

with depth cues. 
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Figure 12. Top view of scanpath of the 3D gaze of users #1 to moving visual targets (without adjustments of visual target) in an environment 
with depth cues. 
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Abstract—Human pose estimation has been used to perform 
human motion analysis in widespread applications. Three-
dimensional (3D) human pose estimation from single image has 
attracted much attention because of its ease of measurement. 
Methods of this approach have become more accurate with the 
introduction of deep neural networks. Most of these methods are 
trained to estimate the body joints of the whole human body. 
However, when a part of the body joints is obscured by the 
presence of other objects or the camera position and angle, the 
estimation accuracy of the overall body joints may be degraded. 
In this study, we attempt to experimentally construct a 3D 
human pose estimation model for partial body joints to 
accurately estimate the pose of a partially human body that can 
be visibly measured. To evaluate the performance of the 
proposed model, we construct a neural network model that 
estimates only the 3D position of the visible upper body joints, 
assuming that only those joints are visible. Our evaluations 
showed that the partial body joint model was more accurate in 
estimating the posture from frontal human images. However, 
there was no significant difference in the accuracy between our 
model and previous pose estimation model when the posture was 
estimated from images of people taken from extreme angles. 
Finally, we attempt to extend our model to a system for detecting 
deterioration in sitting postures to verify the effectiveness of the 
model. 

Keywords-3D human pose estimation; partial body joint; RGB-D 
camera; computer vision; sitting posture. 

I.  INTRODUCTION 
Human pose estimation is a task that uses computer vision 

technology to estimate the location of body joints of a human 
body from a given image. Over the past five years, research in 
human pose estimation has shifted from 2D to 3D. 3D human 
pose estimation has attracted a significant interest from the 
scientific community. The technique has made significant 
progress by introducing methods based on deep learning. 
However, it still has some problems, such as depth 
ambiguities and lack of in-the-wild datasets. This study 
extends our previous work on the influence of occlusion on 
3D human pose estimation [1].  

3D human pose estimation has been applied in a wide range 
of fields including human-computer interaction, games, sports 
performance analyses, and other motion analyses [2][3]. Liu 
et al. (2013) extracted skeletal information of seven basic 
human actions using Microsoft Kinect v1 and classified them 
using k-means clustering and Hidden Markov Models 
(HMMs) [4]. Ono et al. (2021) used Microsoft Azure Kinect 

[5] to measure the hand movements of pharmacists to monitor 
drug picking operations in pharmacies [6]. Their method uses 
finger landmark detection with MediaPipe [7] for more 
accurate detection of the picking tasks. 3D human pose 
estimation has also been used for a motion analysis to evaluate 
the effectiveness of rehabilitation. Prima et al. (2019) 
demonstrated the usability of 3D human pose estimation using 
a vision camera for measuring the range of motion of joints to 
promote self-rehabilitation by patients [8]. Their experiments 
show that the resulting 3D human pose estimated from a single 
image is more advantageous for estimating semi-occluded 
body joint locations than those estimated by a depth sensor. 

3D human pose estimation methods can be broadly 
classified into two categories: a method using multiple 
cameras and a method using a single camera. Methods using 
multiple cameras are advantageous for depth measurement 
and occlusion avoidance. Ziegler et al. (2006) proposed a 
method to track an articulated upper body using four stereo 
cameras [9]. A point cloud of the synthesized body model was 
fitted to the measured 3D data using an iterative closest point 
(ICP) registration algorithm. Nakano et al. (2020) estimated 
the 2D human pose from images by OpenPose library [10] and 
estimated the 3D human pose based on triangulation of these 
2D body joints [11]. However, these methods suffered from 
the difficulty of camera calibration. In contrast, 3D human 
pose estimation from a single camera is based on an estimation 

 
Figure 1.  Body joints used in this study. 9 joints were used for the 

upper-body model, and 17 joints for the whole-body model. 
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method that uses 3D human pose datasets. Chen and Ramanan 
(2017) proposed a method to generate 3D human poses using 
a 3D human pose library consisting of pairs of 2D and 3D 
human poses [12]. Their results suggest that such a simple 
baseline should be used as a benchmark for future work in 3D 
human pose estimation. Martinez et al. (2017) constructed a 
relatively simple deep neural network that converts 2D human 
pose data to 3D human pose data [13]. Moon et al. (2019) used 
the correlation between 2D and 3D human poses to estimate 
the position and posture of the human body in real 
environment [14]. However, since the 3D human pose 
estimation from a single camera assumes that the whole-body 
joints are completely visible in the input image, if any part of 
the body joints is hidden, the estimation accuracy for the 
whole-body joints may be degraded.  

Methods for 3D human pose estimation considering 
occlusion have been proposed. Vosoughi et al. (2018) 
proposed a deep Convolutional Neural Network (CNN) that 
regresses 3D human pose from an RGB image and a CNN that 
detects the presence of human body joints from an RGB image 
[15]. Sárándi et al. (2018) evaluated the robustness for 
occlusion in 3D human pose estimation using Human3.6M 
dataset [16] with synthetic occlusions [17]. However, these 
methods have been evaluated using only existing datasets, and 
have not been tested for the accuracy of 3D human pose 
estimation in the case where occlusion is caused in real world. 
In addition, these methods have not been tested for the case 
where self-occlusion occurs.  

This study attempts to experimentally construct a partial 3D 
human pose estimation model to accurately estimate only the 
visible body joints of the human body even if some joints of 
the human body are hidden by other objects or self-occlusion. 
To verify the effectiveness of the model, we constructed a 
model that estimates only the body joints of the upper body 
and verified the estimation accuracy of the model using a 
modified Human3.6M dataset and two datasets originally 
created using RGB-D cameras. In addition, we developed a 
system for detecting deterioration in sitting posture using the 
model and verify the usability of the system. 

This paper is organized as follows. Section II describes the 
methodology of constructing the 3D human pose estimation 
model for partial body joints and three human pose datasets to 
verify the estimation accuracy of the model. In Section III, we 
present our evaluation results evaluated using these datasets. 
Section IV describes how to construct a posture deterioration 
detection system using the model and verify the usability of 
the system. Finally, Section V summarizes the results of this 
study. 

II. METHODOLOGY 
In this study, we attempt to experimentally construct a 

partial 3D human pose estimation model to accurately 
estimate only visible body joints of the human body, even if 
some of them are hidden. Our model is constructed by 
improving the existing 3D human posture estimation model 
[13]. Figure 1 shows the nine upper body joints of the human 
body to be estimated by the partial 3D human pose estimation 
model in this study.  

To evaluate the performance of our model, we compare its 
estimation accuracy with that of a whole-body joints model 

 
Figure 3.  Calculation of Head and Neck points (red dots) using  

OpenPose face landmarks (black dots) in the sitting posture  
datasets. 
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Figure 2. 2D and 3D human pose estimation using an Intel RealSense D435 to build the sitting posture dataset in this study. 
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[13] using three different 3D human pose datasets. For 
convenience, the model of the body joints of the whole body 
is referred to as the “whole-body model” and the model of 
only the body joints of the upper body as the “upper-body 
model”. The evaluation involves the following procedures. 
First, we simulate a scene in which only the upper body is 
visible using the Human3.6M dataset to evaluate the 
estimation accuracy of each model. Second, in order to 
evaluate the estimation accuracy of the 3D human pose of the 
upper body in the real world, two 3D human pose datasets, 
such as sitting postures and high-angle captured standing 
postures are constructed independently using RGB-D cameras. 

A. Building a Partial 3D Human Pose Estimation Model 
To train the upper-body model, we use the Human3.6M 

dataset. The dataset consists of 3.6 million 3D human poses 
and their corresponding images measured by 11 professional 
actors (5 females and 6 males) in 17 different daily activities.  
We adopted the method of Martinez et al. [13] to build the 
upper-body model. This method uses a relatively simple deep 
feed-forward neural network to efficiently estimate the 3D 
human pose of the whole body. Following Martinez et al., the 
model is trained from the measurement data of subjects 1, 5, 
6, 7 and 8, and validated from the measurement data of 
subjects 9 and 11. The neural network receives the 2D human 
pose as input, and the input data is extended to 1024 
dimensions by the fully connected layers. The weights of all 
the layers are initialized using the method of He et al. (2015) 
[18]. After that, the network performs batch normalization, 
Rectified Linear Unit (ReLU), dropout rate of 0.5, and a 

residual connection. The model is trained for 200 epochs with 
a learning rate of 0.001 and a batch size of 64. 

B. Building Human Pose Datasets Using RGB-D cameras  
We create two 3D human pose datasets, as ground truth 

data, using RGB-D cameras in real-world situations where 
only the upper body is visible due to the presence of other 
objects or due to the extreme capture angle and evaluate the 
performance of models using these datasets. RGB images and 
depth data of the participants in their postures are recorded. 

1. Sitting Posture Dataset 
An Intel RealSense D435 [19] was used to measure the 

sitting posture. The resolution of the RGB-D camera is 
640×480px and the number of Frame Per Second (FPS) is 30. 
Figure 2 shows the procedure for generating human pose data 
in the sitting posture dataset. Participants were asked to sit 1m 
from the device and move their hands and bodies.  

The procedure for generating 3D human pose data in a 
sitting posture is shown as follows. First, using the Intel 
RealSense D435 SDK, we calculated the depth value 
corresponding to each pixel of the measured RGB image. 
Then OpenPose library was used to estimate the 2D body 
joints from RGB images as shown in Figure 2. We also 
calculated head and neck points using OpenPose facial 
landmarks. Figure 3 shows calculations of these points. First, 
we calculated the 2D vector from nose to the midpoint of both 
eyes. Then the head point was obtained by extending this 
vector upward by three times its length. Similarly, the neck 
point was obtained by extending this vector downward by 

 
Figure 4. 2D and 3D human pose estimations using a Microsoft Azure Kinect to build the high-angle captured standing posture dataset in this study. 
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twice its length. The corresponding 3D body joints might not 
be measured accurately due to missing depth values. In such 
a case, the Hampel filter [20] was applied to the time-series 
values to interpolate the concerned joints by computing the 
Median Absolute Deviation (MAD) over a specified range of 
analysis targets. For this study, the window size was set to 30. 
These 3D body joints are treated as ground truth data. 

2. High-Angle Captured Standing Posture Dataset 
To evaluate the estimation accuracy of the upper body 

model when the human body is measured from extreme angles, 
the motion of a worker picking drugs was captured from the 
ceiling. A Microsoft Azure Kinect was used to capture the 
motion of a worker. 2D body joints are estimated by 
OpenPose library from RGB images. In the standing posture 
dataset, the head point was obtained as the midpoint of both 
ears. The neck point was the midpoint of nose and neck 
estimated by OpenPose library. 3D body joints were measured 

using the Software Development Kit (SDK) of the Azure 
Kinect Body Tracking. The head point was derived from the 
midpoint of both ears and the neck point was derived from the 
midpoint of the nose and neck measured by the Azure Kinect 
SDK. 

Figure 4 shows the procedure for generating human pose 
data in the standing posture dataset. Two dispensing cabinets 
were used to simulate the drug-picking environment. These 
cabinets can hold 63 shelves (7 rows by 9 columns). These 
cabinets were placed side-by-side at a height of 85.5 cm from 
the floor, and the Microsoft Azure Kinect was placed 92 cm 
above the dispensing cabinet. The resolution of the color 
camera is 1920×1080px and the angle of view is 90°×59°. 
The depth sensor has a resolution of 512×512px and the angle 
of view is 120°×120°. 

The procedure for generating the dataset of the standing 
human posture is as follows. First, the subject stands in front 
of two dispensing cabinets and manipulates the shelves 

 
Figure 5. The process of evaluating the estimation accuracy of the upper-body model and the whole-body model in this study. 
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TABLE I.  THE ESTIMATION ACCURACY OF THE UPPER-BODY MODEL AND THE WHOLE-BODY MODEL FOR THREE HUMAN POSE DATASETS. 

No. Joints 
Human3.6M [cm] Sitting Posture [cm] High-Angle Captured 

Standing Posture [cm] 

Whole-Body Upper-Body Whole-Body Upper-Body Whole-Body Upper-Body 

1 Thorax 16.3 5.0 11.4 7.5 8.8 9.6 

2 Neck 3.8 2.7 18.2 14.5 16.3 11.2 

3 Head 8.1 4.6 9.7 12.2 19.6 12.4 

4 Left Shoulder 8.1 3.7 10.4 9.1 6.9 10.5 

5 Left Elbow 9.1 4.5 10.3 9.2 14.2 11.8 

6 Left Wrist 10.9 7.0 14.9 10.8 14.2 14.1 

7 Right Shoulder 7.3 3.5 10.8 11.3 4.7 8.1 

8 Right Elbow 9.0 4.7 10.3 10.9 12.3 11.0 

9 Right Wrist 10.6 7.0 15.8 11.1 17.7 19.0 

Mean (M) 9.24 4.74 12.42 10.73 12.74 11.97 

Standard Deviation (SD) 3.363 1.464 3.064 2.009 5.038 3.132 
 



118

International Journal on Advances in Life Sciences, vol 13 no 1 & 2, year 2021, http://www.iariajournals.org/life_sciences/

2021, © Copyright by authors, Published under agreement with IARIA - www.iaria.org

indicated by the experimenter. This operation is a series of 
movements from pulling out the target shelf to putting it back. 
The subject should operate the shelves on the left side with the 
left hand and the shelves on the right side with the right hand. 
After this series of operations, the subject returns to the initial 
standing position. The subject repeats the above procedure 
until all the shelves have been manipulated. 

C. Evaluation 
Using the Human3.6M, the sitting posture dataset, and the 

standing posture dataset, we evaluate the estimation accuracy 
of the upper-body model against the whole-body model. 
Figure 5 shows the process of evaluating the estimation 
accuracy of these models in this study. 3D human pose of the 
upper body is estimated using the 2D body joints from each 
dataset. For the upper-body model, all these body joints of the 
upper body were used, but for the whole-body model, the 
coordinates of the body joints corresponding to the lower body 
were set to (0,0). Finally, the error between the 3D human 
pose estimated by each model and the corresponding ground 
truth was calculated. 

In this study, Procrustes Analysis, a shape-preserving 
Euclidean transform, is used to evaluate the differences in the 
pose data. This analysis eliminates the variation in movement, 
rotation, and scaling between the pose data while preserving 
the shape. 

III. RESULT 
We evaluated the difference in estimation accuracy 

between the whole-body model and the upper-body model 
using the 3D human pose datasets.  For this evaluation, we 
randomly selected 548,800 human poses from the 
Human3.6M datasets, which were not used for training and 
validation of these models. For the sitting posture datasets, we 
generated 7,350 3D human pose from a subject using the Intel 
RealSense D435. For the standing posture dataset, we 
randomly selected 10,000 3D human pose from five subject's 
picking movement data. 

Table 1 shows the estimation accuracy of the upper-body 
model and the whole-body model for the Human3.6M dataset, 
the sitting posture dataset, and the standing posture dataset. In 
the Human3.6M dataset, the error from the upper-body model 
was significantly smaller than that from the whole-body 
model (M = 9.24, SD = 3.363, t(8) = 4.91, p < 0.001), resulting 
in an improvement of about 4.5cm in estimation accuracy. 
Likewise, for the sitting posture dataset, the upper-body model 
improved the estimation accuracy by about 2 cm compared to 
the whole-body model (M = 12.4, SD = 3.064, t(8) = 1.98, p < 
0.05). However, the error of the upper-body model was larger 
than that of the whole-body model at some body joints, such 
as head and right shoulder. The reason for this may be due to 
the accuracy of the constructed ground truth data. Finally, for 

  
Figure 6. Examples of a 3D human pose estimated by the upper-body model on the standing posture dataset. 
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the standing posture dataset, the upper-body model improved 
the estimation accuracy by 0.8cm compared to the whole-
body model, but the difference was not significant (M = 12.7, 
SD = 5.038, t(8) = 0.63, p > 0.05). 

Figure 6 shows examples of a 3D human pose estimated 
by the upper-body model on the standing posture dataset. The 
top row shows an example where the estimation error is small 
for all joints of the upper body. The average error for the body 
joints of the upper body is 7.6 cm. However, the error is 
particularly large for the wrist joint. This reason for this error 
may be that the upper-body model is not sufficiently trained 
to estimate the body joints of the human body measured by 
the high-angle camera. The bottom row shows an example 
where the estimation error is large for all joints of the upper 
body. In this example, because the body joints estimated by 
the upper-body model differed significantly from the ground 
truth, the errors are particularly large for the left elbow and the 
right wrist joints. The dotted box in the figure indicates the 
body joint with large estimation error in each example. 

IV. DETECTION OF DETERIORATION IN SITTING POSTURES 
Workers tend to unconsciously hunch over while seated at 

a desk or other workstation. Such a posture may cause 
physical health problems because it puts a burden on the 
shoulders and hips. Techniques using pressure sensors [21] 
[22] and IMU sensors [23] have been proposed to detect such 
an improper posture. However, these techniques require these 
sensors to be attached to a human body or a chair. 

In this study, we attempt to extend an upper-body model 
to a posture deterioration detection system to solve these 
problems. This system estimates the 3D human pose of a 
person using an upper-body model from RGB images 
measured by a web camera. The system then detects the 
deterioration of posture based on the body angle calculated 
from the estimated 3D human pose. In addition to the body 
joints of the upper body shown in Figure 1, the upper-body 
model estimates the Spine and the Pelvis. Our system detects 
deterioration in sitting posture without contact and encourages 
improvement in posture. 

 
Figure 7. The illustration of the posture deterioration detection system using the upper-body model. 
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A. Posture Deterioration Detection System 
Figure 7 shows a schematic diagram of the posture 

deterioration detection system using the upper-body model. 
First, we use a web camera to capture the frontal view of a 
worker at a desk. Next, the 2D body joints of the worker is 
estimated from the RGB images using the OpenPose library. 

Then, we estimate the 3D human pose of the upper-body from 
these body joints using the upper-body model. Finally, we 
detect the deterioration of the posture based on the calculation 
of the body angle calculated using the estimated 3D body 
joints. 

  
(a-1) IMU Measurement (a-2) The proposed system 

(a) Subject A 

  
(b-1) IMU Measurement (b-2) The proposed system 

(b) Subject B 

Figure 11. The changes in the body angle of two subjects measured by the proposed system and the IMU during raising movement. 
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(b-1) The IMU measurement (b-2) The proposed system 

(b) Subject B 

Figure 10. The changes in the body angle of two subjects measured by the proposed system and the IMU during forward leaning movement. 
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Our system focuses on the changes in the body angles 
formed by neck, spine, and pelvis to detect the deterioration 
of the posture. In this system, the user decides the upper and 
lower limits of the body angle to be used for judging the 
deterioration of posture. When the body angle measured by 
the system exceeds the threshold value, the system detects the 
posture as a deteriorated posture. 

B. Evaluation of Posture Deterioration Detection System  
To evaluate the usability of the posture deterioration 

detection system, we evaluate the system from two 
perspectives: whether the system can measure the change in 
body angle appropriately and whether the system can properly 
detect a deteriorated posture based on the threshold value set 
from the measured change in body angle. 

For this evaluation, we assume that the system is used 
during desk work and detects posture deterioration in the 
sitting posture. We use a 57cm×43.5cm display and place it 
on a desk. The web camera is Buffalo BSW200MBK. This 
camera is placed at the center of the upper part of the display 
to measure the subject from the front. The angle of view of the 
camera is 120°×67°, the resolution is 640×480px, and the 
frame rate is set to 30FPS. 

To evaluate the angle of the subject's body, an Inertial 
Measurement Unit (IMU) is used as reference data. We use 
the Adafruit BNO05 (100Hz) IMU, which is attached to the 
back of the subject's neck. Figure 8 shows the placement of 
the web camera and the IMU. Five subjects participated in this 
evaluation. 

The procedure for evaluating the posture deterioration 
detection system is as follows. Figure 9 shows the two 

 
  

(a-1) The 2D pose (a-2) The predicted 3D pose (a-3) The body angle 

(a) Ideal Posture 

 
  

(b-1) The 2D pose (b-2) The predicted 3D pose (b-3) The body angle 

(b) Forward Leaning Movement 

 
  

(c-1) The 2D pose (c-2) The predicted 3D pose (c-3) The body angle 

(c) Raising Movement 

Figure 12. The working example of our system. 
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motions measured in this evaluation. First, the subject is 
seated 70cm from the web camera. At this point, the subject is 
instructed to put his hands on the desk, raise his head, and 
straighten his back. We refer to this posture as the ideal 
posture. Next, the subject takes 5 seconds from the ideal 
posture to tilt the upper body forward at a certain speed. After 
that, the subject returns to the ideal posture at a certain speed 
for 5 seconds. This series of motions is performed twice. In 
this evaluation, we refer to the movement from the ideal 
posture to the forward leaning posture as the forward leaning 
movement. In addition, we refer the movement from the 
forward leaning posture to the ideal posture as the rising 
movement. The body angle is measured by the web camera 
and the IMU. Finally, we calculate the correlation between the 
changes in the body angles measured by the web camera and 
the IMU.  

The correlation coefficients of the body angle changes 
measured by the web camera and the IMU were 0.933 on 
average. Figures 10 and 11 show the changes in the body angle 
measured by the web camera and the IMU during forward 
leaning and rising movements. Figure 12 shows the working 
example of our system. As shown in Figure 12(b), when the 
worker's head moves forward and the posture becomes 
hunched, the body angle changes significantly. The dotted line 
in the figure indicates an empirical threshold that indicates the 
acceptable range of an appropriate sitting posture. When the 
seating posture deteriorates, the measured angle does not fall 
within this range.  

V. CONCLUSION AND FUTURE WORK 
The purpose of this study is to accurately estimate the body 

joints of the human body that can be measured if a part of body 
joints is hidden due to the presence of other objects or the 
position and angle of the vision camera. For this purpose, we 
developed a partial 3D human pose estimation model that 
estimates the upper body joints, assuming that only the upper 
body is visible. We evaluated the performance of the model 
using three different 3D human pose datasets to examine the 
estimation accuracy of the model. And we also attempted to 
extend the model to a system for detecting deterioration in 
sitting posture. 

To verify the estimation accuracy of the model, we 
evaluated the estimation accuracy of the model against the 
whole-body model using three different 3D human pose 
datasets. At first, we conducted an evaluation using the 
Human3.6M dataset. Next, we constructed two datasets 
independently using RGB-D cameras and evaluated the 
estimation accuracy of both models to confirm the estimation 
results of 3D human pose with occlusion in the real world. The 
first dataset is a sitting posture dataset, which was constructed 
to evaluate the pose of the human body when occlusion by 
other objects occurs. The second dataset is a high-angle 
captured standing posture dataset. This dataset was 
constructed to evaluate the estimation accuracy of the pose of 
a human body measured by a camera from extreme angles. 
The results show that the proposed model can estimate the 3D 
human pose more accurately from frontal human images than 
the whole-body model. However, when the human body was 
measured from extreme angles, there was no significant 

difference in the estimation accuracy between the two models. 
The reason for this is that the model did not learn sufficiently 
about the pose of the 3D human body from extreme angles. 

We attempted to extend the partial 3D human pose 
estimation model to a posture deterioration detection system 
for sitting posture in order to promote the improvement of the 
sitting posture. In this system, the posture of the person is 
measured using a web camera, and the pose of the upper body 
is estimated by the model. The system then calculates the body 
angle to detect the deterioration of the posture. We confirmed 
that the system can measure changes in the body angle and is 
effective in detecting posture deterioration in a sitting posture. 
In addition, the system has the advantage of being able to 
detect posture deterioration without contact using only a 
widely used web camera. 

In the future, we will construct other partial body joint 
models, such as the left half of the body and the lower half of 
the body and verify the estimation accuracy for each model. 
In addition, we will study the improvement of the model to 
increase the accuracy of human pose estimation from extreme 
measurement angles. Furthermore, we will improve the 
reliability of posture deterioration detection to build a more 
practical posture deterioration detection system. 

REFERENCES 
[1] O.D.A. Prima and K. Hosogoe, “3D Human Pose Estimation 

of a Partial Body from a Single Image and Its Application in 
the Detection of Deterioration in Sitting Postures,” The 
Thirteenth International Conference on eHealth, Telemedicine, 
and Social Medicine, eTELEMED2021, pp. 1-5, 2021. 

[2] N. Sarafianos, B. Boteanu, B. Ionescu, and I. A. Kakadiaris, 
“3D Human Pose Estimation: A Review of the Literature and 
Analysis of Covariates,” Computer Vision and Image 
Understanding, vol. 152, pp. 1-20, Nov. 2016, doi: 
10.1016/j.cviu.2016.09.002. 

[3] J. Wang et al., “Deep 3D human pose estimation: A review,” 
Computer Vision and Image Understanding, vol. 210, pp. 1-21, 
Sept. 2021, doi: 10.1016/j.cviu.2021.103225. 

[4] T. Liu, Y. Song, Y. Gu, and A. Li, “Human Action Recognition 
Based on Depth Images from Microsoft Kinect,” 2013 Fourth 
Global Congress on Intelligent Systems, vol. 1, pp. 200-204, 
2013, doi: 10.1109/GCIS.2013.38. 

[5] Microsoft Azure, “Azure Kinect DK,” 
https://azure.microsoft.com/en-us/services/kinect-dk/ 
[retrieved: Nov, 2021] 

[6] Y. Ono and O.D.A. Prima, “Assessment of Drug Picking 
Activity using RGB-D Camera,” The Fourteenth International 
Conference on Advances in Computer-Human Interactions, 
ACHI 2021, pp. 6-11, 2021. 

[7] F. Zhang et al., “MediaPipe hands: on-device real-time hand 
tracking,” CVPR Workshop on Computer Vision for 
Augmented and Virtual Reality, pp. 1-5, Jun. 2020, 
arXiv:2006.10214. 

[8] O.D.A. Prima et al., “Evaluation of Joint Range of Motion 
Measured by Vision Cameras,” International Journal on 
Advances in Life Sciences, 11, 3 & 4, pp. 128-137, 2019. 

[9] J. Ziegler, K. Nickel, and R. Stiefelhagen, “Tracking of the 
Articulated Upper Body on Multi-View Stereo Image 
Sequences,” Proceedings of the 2006 IEEE Computer Society 
Conference on Computer Vision and Pattern Recognition 
(CVPR’06), pp. 1-8, 2006, doi: 10.1109/CVPR.2006.313. 

[10] Z. Cao, G. Hidalgo, T. Simon, S. Wei, and Y. Shikh, 
“OpenPose: Realtime Multi-Person 2D Pose Estimation using 



123

International Journal on Advances in Life Sciences, vol 13 no 1 & 2, year 2021, http://www.iariajournals.org/life_sciences/

2021, © Copyright by authors, Published under agreement with IARIA - www.iaria.org

Part Affinity Fields,” arXiv preprint, pp. 1-14, 2018, 
arXiv:1812.08008v2. 

[11] N. Nakano et al., “Evaluation of 3D Markerless Motion 
Capture Accuracy Using OpenPose With Multiple Video 
Cameras,” Front. Sports Act. Living, May. 2020, doi: 
10.3389/fspor.2020.00050. 

[12] C. Chen and D. Ramanan, “3D Human Pose Estimation = 2D 
Pose Estimation + Matching,”  Proceedings of the IEEE 
Conference on Computer Vision and Pattern Recognition 
(CVPR), pp. 7035-7043, 2017. 

[13] J. Martinez, R. Hossain, J. Romero, and J. J. Little, “A Simple 
Yet Effective Baseline for 3d Human Pose Estimation,” arXiv 
preprin, pp. 1-10, 2017, arXiv:1705.03098. 

[14] G. Moon, J. Y. Chang, and K. M. Lee, “Camera distance-aware 
top-down approach for 3d multi-person pose estimation from a 
single RGB-image,” pp. 1-15, Aug. 2019. 

[15] S. Vosoughi and M. A. Amer, “Deep 3D Human Pose 
Estimation Under Partial Body Presence,” 2018 25th IEEE 
International Conference on Image Processing (ICIP), Oct. 
2018, doi: 10.1109/ICIP.2018.8451031. 

[16] C. Ionescu, D. Papava, V. Olaru, and C. Sminchisescu, 
“Human3.6M: Large Scale Datasets and Predictive Methods 
for 3D Human Sensing in Natural Environments,” IEEE 
Transaction on Pattern Analysis and Machine Intelligence, 36, 
7, pp. 1325-1339, Dec. 2014, doi: 10.1109/TPAMI.2013.248. 

[17] I. Sárándi, T. Linder, K. O. Arras, and B. Leibe, “How Robust 
is 3D Human Pose Estimation to Occlusion?,” IEEE/RSJ 

International Conference on Intelligent Robots and Systems, 
pp. 1-5, Aug. 2018, arXiv:1808.09316. 

[18] K. He, X. Zhang, S. Ren, and J. Sun, “Delving Deep into 
Rectifiers: Surpassing Human-Level Performance on Imagenet 
Classification,” Proceedings of the IEEE International 
Conference on Computer Vision, pp. 1026-1034, 2015. 

[19] Intel Corporation, “Intel RealSense Depth Camera D435,” 
https://www.intelrealsense.com/depth-camera-d435/ 
[retrieved: Nov, 2021] 

[20] F. Hampel, “The Influence Curve and Its Role in Robust 
Estimation,” Journal of the American Statistical Association, 
Vol. 69, pp. 383-393, Jun. 1974, doi: 10.2307/2285666. 

[21] B. Mutlu, A. Krause, J. Forlizzi, C. Guestrin, and J. Hodgins, 
“Robust, Low-cost, Non-intrusive Sensing and Recognition of 
Seated Postures,” Proceedings of the 20th annual ACM 
symposium on User interface software and technology, pp. 
149-158, Oct. 2007, doi: 10.1145/1294211.1294237. 

[22] L. Martins et al., “Intelligent Chair Sensor – Classification and 
Correction of Sitting Posture,” XIII Mediterranean Conference 
on Medical and Biological Engineering and Computing 2013, 
pp. 1489-1492, 2014, doi: 10.1007/978-3-319-00846-2_368. 

[23] A. Petropoulos, D. Sikeridis, and T. Antonakopoulos, “SPoMo: 
IMU-based Real-time Sitting Posture Monitoring,” 2017 IEEE 
7th International Conference on Consumer Electronics, pp. 5-9, 
Sept. 2017, doi: 10.1109/ICCE-Berlin.2017.8210574. 

 



124

International Journal on Advances in Life Sciences, vol 13 no 1 & 2, year 2021, http://www.iariajournals.org/life_sciences/

2021, © Copyright by authors, Published under agreement with IARIA - www.iaria.org

Prediction of Authors’ Personality Types and Traits in Modern Greek Essays 

Using Stylometric Features  

 

Gagiatsou Sofia 

Department of Linguistics, School of Philosophy 

National and Kapodistrian University of Athens  

Athens, Greece  

e-mail: sgagiats@phil.uoa.gr 

Markopoulos Georgios 

Department of Linguistics, School of Philosophy 

National and Kapodistrian University of Athens  

Athens, Greece  

e-mail: gmarkop@phil.uoa.gr 

Mikros George 

College of Humanities and Social Sciences 

Hamad Bin Khalifa University 

Doha, Qatar 

e-mail: gmikros@hbku.edu.qa

 
Abstract—We present a study focused on the prediction of the 

author's personality based on natural language processing 

techniques applied to essays written in Modern Greek by high-

school students. Each writer has been profiled by filling in two 

personality questionnaires, one based on the typology of Carl 

Jung and the other based on the Model of Five Factors. In 

addition, personality prediction is being discussed under the 

general research framework of author profiling by examining 

the effectiveness of several stylometric features to predict 

students’ personality types. The feature set we employed was a 

combination of the word and sentence length, the most frequent 

part-of-speech tags, most frequent character/word bigrams and 

trigrams, most frequent words, as well as hapax/dis legomena. 

Since personality prediction represents a complex 

multidimensional research problem, we applied various 

machine learning algorithms to optimize our model’s 

performance after extracting the stylometric features. We 

compared nine machine learning algorithms and ranked them 

according to their cross-validated accuracy. The best results in 

predicting the Jung’s Typology types were obtained by the 

Naive Bayes algorithm. In contrast, for the prediction of 

personality features based on the Five Factors Model, the 

Generalized Linear Model (Binomial method) algorithm 

prevailed. According to the personality classification based on 

the Jung Typology Test, the author’s personality prediction 

accuracy reached 80.7% on Extraversion, 79.9% on Intuition, 

68.8% on Feeling, 75.7% on Judging, according to the 

personality classification. In the Big Five personality 

classification, the prediction accuracy reached 85.9% on 

Openness, 71.2% on Conscientiousness, 67.6% on Extraversion, 

70.2% on Agreeableness, and 65.6% on Neuroticism. The 

reported results show a competitive approach to the personality 

prediction problem. Furthermore, our research revealed new 

combinations of stylometric features and corresponding 

computational techniques, giving interesting and satisfying 

solutions to the author’s personality prediction problem for 

Modern Greek.  

Keywords-Author profiling; stylometry; Personality 

prediction; Jung Typology Test; Big Five model; corpus 

processing; computational stylistics; machine learning.  

I.  INTRODUCTION 

Authorship identification represents one of the emerging 

text mining fields at the intersection of Machine Learning, 

Information Retrieval, and Natural Language Processing. 

Under the stylometric framework, the author's identity is a 

multidimensional construct based mainly on writing patterns 

scattered across multiple linguistic levels and expressed 

quantitatively. The specific research domain splits into three 

subdomains: attributing a text to a particular author among a 

finite set of authors (Authorship Attribution), attributing a text 

to an author that does not belong to a closed group 

(Authorship Verification), and specifying the author’s 

metadata such as demographic and psychological traits of the 

author (Authorship Profiling), including gender, age, 

personality [1], etc. 

Language as a communication mechanism denotes the 

diversity of every individual. Therefore, the quantitative study 

of linguistic features can lead to predictions regarding the 

individual's character. The subject of Computational 

Personality Prediction (CPP) through natural language 

processing techniques constitutes a relatively new research 

field with many applications.  

One critical application domain of this field is Forensic 

Linguistics. Criminals can be identified by the way they write. 

Moreover, conclusions can be drawn regarding their 

personalities and the way they think. The example of 

identifying students' personality that carry guns and 

participate in school shootings is typical [2]. CPP can 

highlight their psychological traits, which can be exploited in 

successfully identifying potential perpetrators.  
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Apart from the apparent contribution provided in 

Behavioural Psychology by connecting personality traits to 

human behaviour, CPP can also function in many other fields. 

For instance, companies utilize personality analysis of 

users/consumers in the marketing domain to adopt effective 

recruitment techniques and customer service techniques. Even 

in human resources management, predicting the personality 

can affect or facilitate the selection and determine the 

eligibility of candidates for a particular job. Moreover, based 

on the user’s personality, dialogic systems can be customized 

and brought closer to users’ temperament making interaction 

more effective and satisfying. 

Another vital analysis domain where automatic 

personality prediction is used is education. For example, by 

analyzing students’ writings, talented students or students 

with difficulties could be recognized and thus receive adaptive 

teaching, addressing the appropriate cognitive level for each 

group.  

One of the most crucial issues in CPP research is 

developing appropriate linguistic resources enriched with the 

author’s personality metadata. Unfortunately, these resources 

are challenging to create due to the increased level of manual 

interaction with the authors and the various privacy and 

ethical considerations linked with administering psychometric 

questionnaires to many individuals. 

 Another issue is that most Natural Language Processing 

(NLP) tools specialized in psychometric text profiling support 

only English. Therefore, research in other languages should 

be done by developing specialized dictionaries and other 

supporting linguistics resources from scratch (see, for 

example, the case of Linguistic Inquiry and Word Count-

LIWC [3]).  

To cover the above-mentioned research gaps, we 

performed the first CPP study in Modern Greek focused on 

high-school students. For this reason, we developed a model 

for predicting students' personality based on Jung’s taxonomy 

and the model of Big-Five factor markers by analyzing their 

term-essays and applying various machine learning methods 

to rich document representation based on several stylometric 

features.  

The rest of this paper is organized as follows. In Section II 

we provide an overview of previous work on personality 

prediction. Section III describes our researching methods. In 

Section IV we present the research results. We summarize our 

findings and discuss future work in Section V. 

II. LITERATURE REVIEW  

This section presents the two personality questionnaires 

used to profile the writers (Carl Jung’s and Isabel Briggs 

Myers’ Personality Type Questionnaire and Big-Five 

Personality Test). Then, we review the findings of studies in 

the field of CPP from the text.  

A. Carl Jung’s and Isabel Briggs Myers’ Personality 

Type Questionnaire 

Research in the field of personality prediction uses Carl 

Jung’s and Isabel Briggs Myers’ personality type theory 

[4][5] or the Five-factor Model of Personality [6], which are 

the two most utilized personality models, to profile the 

participating authors. Therefore, the literature review 

presented in this section is referred to associated research, 

which involves the above-mentioned personality 

questionnaires since our students have been profiled with 

these tests.    

According to Jung's theory of psychological types [4], 

people can be characterized by 

• their preference of general attitude as Extraverted (E) 

or Introverted (I), which signifies the source and direction of 

a person’s energy expression. 

• their preference of one of the two functions of 

perception as Sensing (S) or Intuitive (N) represents how 

someone perceives information.  

• their preference of one of the two functions of 

judging as Thinking (T) or Feeling (F), which describes how 

a person processes information. 

• their orientation to the outer world as Judging (J) or 

Perceiving (P), which reflects how a person implements the 

information he/she has processed.  

The Jung Typology Test classifies psychological 

personality differences in four dichotomies that yield 16 

different combinations or personality types. Each personality 

type can be assigned a 4-letter acronym of the corresponding 

combination of preferences: ESTJ, ISTJ, ENTJ, INTJ, ESTP, 

ISTP, ENTP, INTP, ESFJ, ISFJ, ENFJ, INFJ, ESFP, ISFP, 

ENFP, INFP.   

B. Big-Five Personality Test 

One of the most widely accepted personality theories in 

psychology is the Five-Factor model. According to the Five-

Factor Model of Personality, most human personality traits 

can be boiled down to five broad dimensions of personality, 

regardless of language or culture. There has been much 

research on how people describe others, and five major 

dimensions of human personality emerged. They are often 

referred to as the OCEAN model of personality because of 

the acronym from the names of the five dimensions. 

Openness to Experiences, Conscientiousness, Extraversion, 

Agreeableness, and Neuroticism are the five most essential 

personality traits [7]. More specifically: 

• Openness to Experience 

High scorers tend to be original, creative, curious, complex; 

Low scorers tend to be conventional, down to earth, have 

narrow interests, be uncreative.  

• Conscientiousness 

High scorers tend to be reliable, well-organized, self-

disciplined, careful; Low scorers tend to be disorganized, 

undependable, negligent. 

• Extraversion 
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High scorers tend to be sociable, friendly, fun-loving, 

talkative; Low scorers tend to be introverted, reserved, 

inhibited, quiet. 

• Agreeableness 

High scorers tend to be good-natured, sympathetic, forgiving, 

courteous; Low scorers tend to be critical, rude, harsh, 

callous. 

• Neuroticism 

High scorers tend to be nervous, high-strung, insecure, 

worrying; Low scorers tend to be calm, relaxed, secure, 

hardy.   

C. Personality and Language 

The way a person uses language as a communication code 

reveals much information for his/her personality. The 

selection of specific morphological, syntactic structures and 

lexical choices can indicate his/her age, gender, social class, 

and feelings. Moreover, we can understand whether the 

speaker or author of a text is extraverted, emotional, or 

distant. So, a critical element that needs to be examined is the 

relationship between personality and language.   

In general, the dominant opinion is that personality affects 

and directs our behavior, thoughts, feelings, interpersonal 

relationships, and of course, language production. People 

speak and write in different ways, even if they want to 

express the same content. The language user chooses the 

appropriate level of speech depending on the specific 

instance of linguistic communication, thus shaping a 

personalized way of speaking or writing. Researchers in this 

field support that every human has a characteristic way of 

using the language, i.e., a kind of authorial fingerprint [8]. 

Since the idiolect is constructed through the selective use of 

specific linguistic elements and their differentiated usage 

frequency, we can infer that also a correlation between 

personality traits and language features, such as lexical 

categories, n-grams is evident.  

The above is confirmed by current research; [9] supported 

that language reveals each person's temperament and 

investigates how it is linked with his/her linguistic 

individuality. [10] emphasizes that all linguistic levels 

(phonology, morphology, syntax, semantics, pragmatics) 

affect the message recipient. Research shows that personality 

traits impact each person’s language production [11]. [12] 

points out that personality is projected through language, but 

that personality may also become perceivable to the recipient 

through language. Moreover, he mentions that different 

personality traits affect different levels of language 

production. [13] talks about the psychological aspect of 

language and focus on the choice of words by the language 

user as an indicative element of its character. Social 

psychologists have pointed out that the use of words, 

intonation, accent, and other language elements reveal their 

social, financial, and psychological position [14].   

Although we perceive the importance of the connection 

between language and personality traits of the speaker or the 

author, the field has not been studied sufficiently, as most 

research focuses on verbal speech and the trait of 

Extraversion. According to [15], this is due to paralinguistic 

elements of the verbal speech, such as accent and intonation, 

as well as the fact that speech between family members and 

friends from a sociolinguistic point of view offers more 

useful linguistic data, since it is more spontaneous. Finally, 

Extraversion as a trait is more easily recognizable in 

somebody’s speech, and therefore in combination with the 

above, research has focused on identifying the language 

features denoting this speaker’s personality trait; as a result, 

it has been studied more than the other traits, both in the Five-

Factor model as well as in Jung’s typology. Finally, the 

dominant language in written data is English; this makes the 

comparative study of findings in other languages more 

difficult.   

Our research attempts to cover the void in this field by 

creating specialized corpora and utilizing natural language 

processing techniques in order to research all types and all 

traits of both personality theories, and thus showing that the 

relation between language and personality can be determined 

computationally.  

D. Personality Research from Text 

We briefly present previous research that involves either 

Jung Typology Test or Big-Five Personality Test in the 

author’s personality prediction task from the text.  

1) Jung Typology Test 

One of the first studies related to the author's personality 

prediction problem [16] defined the research problem as a 

text categorization task. They developed a corpus consisted 

of essays written in Dutch by 145 students (BA level). By 

selecting syntactic features and training machine learning 

algorithms, the experiments in personality prediction 

suggested that the personality dimensions Introverted-

Extraverted and Intuitive-Sensing) can be predicted 

accurately.   

CPP studies have also expanded to social media texts with 

an emphasis on Twitter. A study for predicting Twitter users’ 

personality type [17] showed that the classifier's performance 

on training data was quite good. Still, the classifier failed to 

achieve satisfying results for the test data. Another study [18] 

describes a logistic regression classifier's training process to 

predict each of the four dimensions of Jung Typology. Their 

results showed that linguistic features are the most predictive 

features. Although they successfully distinguished between 

the personality dimensions Introverted-Extraverted and 

Feeling-Thinking, the other two dimensions were hard to 

predict.  

In a study of a multilingual corpus of tweets [19], based on 

six languages (Dutch, German, French, Italian, Portuguese, 

and Spanish), the researchers extracted the most frequent 

word and character n-grams. Their results confirmed the 

findings of the previous work in that particular personality 

distinctions could be predicted from social media data with 

success. In another study focused on tweets [20], the 

researchers used a Naive Bayes classifier achieving 80% 
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accuracy for Introverted-Extraverted and 60% for the other 

dimensions.  

CPP has also being applied to languages with a different 

graphemic organization compared to Western languages. For 

example, in [21], researchers investigate the personality 

prediction of Twitter users in Japanese and conclude that the 

textual information of user behaviors is more valuable than 

the users’ cooccurrence behavior information such as the 

likes. In this study, the problem of author personality 

prediction was treated as a set of binary classification tasks 

using Support Vector Machines.  

2) Big-Five Personality Test 

Another study [22], which also treated personality 

prediction as a classification problem, has been conducted 

using student essays data. The corpus consisted of essays 

written by 198 psychology undergraduates over twenty 

minutes expressing thoughts and feelings. Each writer has 

been profiled by filling in a questionnaire testing the “Big 

Five” personality dimensions. The researchers focused on 

two of the Big Five traits, Extraversion and Neuroticism. 

Style and content features were extracted, and they concluded 

that style features provide a significant amount of 

information about personality.  

 In [23], authors developed classification, regression, and 

ranking models to recognize Big Five personality traits. They 

extracted a set of linguistic and psycholinguistic features 

from essays written by 2,479 psychology students, who were 

told to write whatever came through their minds for 20 

minutes. The LIWC lexicon provided 88 word categories 

with syntactic and semantic information, while the Medical 

Research Council (MRC) Psycholinguistic Database [24] 

was used to extract 14 features. These features were used to 

train machine learning algorithms. The LIWC features 

outperformed the MRC features for every trait, and the LIWC 

features on their own always perform slightly better than the 

full feature set. 

Using a publicly available dataset [11] consisting of 

essays, the authors of [25] developed a personality prediction 

model. They used psycholinguistic indices and language 

embeddings as features. Their results showed that language 

embeddings consistently outperform conventional 

psycholinguistic features. 

In recent years, CPP studies have focused on corpora of 

social network data written in English and other languages. 

One of the most successful research initiatives in this area is 

the Author Profiling Task organised at PAN 2015. The 

specific task aimed to identify Twitter users' personality traits 

considering multilingual data (English, Spanish, Italian, and 

Dutch) [26].  

III. CORPUS 

To test our research hypothesis, that is, whether it is 

possible to detect personality traits of the authors of written 

Modern Greek texts, it is necessary to have a corpus of 

Modern Greek texts and at the same time to connect each 

author of these texts to a psychological profile. Due to the 

lack of such material, the first step was to collect primary 

textual data from native speakers of Modern Greek. In 

particular, the corpus that we developed consists of essays of 

198 high school students and comprises 250.000 words in 

total. It is balanced in size (number of words per student) and 

students’ demographics (gender and age).   

The participating students of three different high schools 

were asked to write three essays to achieve our goal of 

collecting at least 1,000 words from each student. The task 

was voluntary, lasted three school years, and the writing was 

held in the classroom. The experiment was repeated three 

times at different periods. The authors had to write 

spontaneously and continuously for 60 minutes an essay. The 

volunteers were many more than 198, but their data have been 

ignored because they did not provide in their linguistic 

production the required text size. The mean length of the 

essays was 1,255 words. The topics, which were not given in 

advance, were related to the benefits of art, the role of school 

in raising environmental awareness, and fighting against 

child labor. Finally, since the provided texts were 

handwritten, we had to digitize them by manually typing all 

of them.  

IV. METHODOLOGY  

The following section describes the approach used to 

predict the personality types of students.  

A. Approach 

In the literature, two approaches stand out for an automatic 

author's personality prediction. In a bottom-up approach, 

personality labels are predicted from linguistic features that 

are being extracted from the corpora used using standard NLP 

document representations (e.g., Bag-of-Words - BoW models, 

etc.) [27]-[29]. In a top-down approach, instead, specialized 

dictionaries with custom entries are used to check the potential 

correlation with personality traits [30]-[32]. Both approaches 

have advantages, as well as restrictions. Therefore, modern 

techniques are oriented towards hybrid methods that combine 

the use of a dictionary with extended document 

representations trained on machine learning algorithms to 

exploit the best from both approaches, i.e., speed and 

precision, respectively. In this study, we followed the bottom-

up approach, which among other benefits explained above, is 

also language-independent. 

B. Feature extraction 

The features used in our research can be considered part 

of a broader feature set characterized as stylometric, i.e., 

models quantitatively the text’s style. The linguistic features 

that have been used previously as stylometric indices are 

numerous. They increase continuously and belong to the 

whole range of linguistic levels. Stylometric features are 

compact, information-rich signaling linguistic devices. They 

are correlated with many different textual functions and carry 

multilevel information related to both the author’s identity and 

his/her metadata.  In CPP, stylometric features can unchain the 
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hidden link between linguistic production and its correlation 

with specific personality types. This is because our personality 

traits are defining and be defined by our socio-cognitive and 

psychological conditions. In that sense, aspects of our 

linguistic behavior reflect these personality traits indirectly 

and amplify them using identity perceptions. 

We processed the corpus with natural language processing 

tools during the pre-processing phase, i.e., tokenizer, 

lemmatizer, and POS tagger. The output (Figure 1) of the 

preprocessing phase (matrix of stylometric features) was 

submitted to the data mining platform Rapidminer [33]. The 

text preprocessing pipeline was initially applied to the original 

texts of the students. However, we observed that various 

language errors were scattered across all linguistic levels and 

inserted significant bias in the modeling process negatively 

affecting the prediction results. Therefore, the essays were 

corrected manually without loss of information on the 

morphosyntactic level.  

Figure 1.        Output of the preprocessing phase.  

 

We designed and ran multiple experiments in order to 

extract and quantify many different subsets of stylometric 

features from the corpus. We extracted the most frequent 

character bigrams and trigrams, words bigrams, and trigrams, 

mean word and sentence length, the occurrence frequency of 

content and functional words, the most and less frequent 

words, the occurrence frequency of parts of speech, as well as 

hapax and dis legomena. These features have been proven 

effective in the field of authorship attribution [34] and gender 

identification [35], and we tested them for author personality 

prediction as well. A list of the stylometric features extracted 

from the textual data is reported in Table I.  

C. Classification Algorithms  

In this project, the problem of predicting the personality 

type and personality traits was treated as a binary 

classification task among the four dimensions of personality, 

Extraversion-Introversion, Sensing-iNtuition, Thinking-

Feeling, and Judging-Perceiving and on the other hand, the 

Five Factors of personality, Openness to Experience, 

Conscientiousness, Extraversion, Agreeableness, and 

Neuroticism. The extracted stylometric features matched the 

texts whose authors clearly belonged to a positive or negative 

category to have a valid prediction. 

TABLE I.  STYLOMETRIC FEATURES EXTRACTED FROM CORPUS 

1. Frequency of 

Verbs  

13. Frequency of 

Active Voice Verbs   

25. Functional 

Density 

2. Frequency of 

Nouns   

14. Frequency of 

Passive Voice Verbs    

26. Average Word 

Length 

3. Frequency of 

Adjectives    

15. Percentage of all 

Stop Words 

27. Average Sentence 

Length 

4. Frequency of 

Articles   

16. Percentage of Top 

Most Frequent Tokens 

28. Percentage of Top 

Most Frequent Word 

Bigrams 

5. Frequency of 

Pronouns   

17. Percentage of Top 

Most Frequent Non 

Stop Words 

29. Percentage of Top 

Most Frequent Word 

Trigrams 

6. Frequency of 

Adverbs   

18. Percentage of 

Bottom Least Frequent 

Tokens 

30. Percentage of Top 

Most Frequent 

Character Bigrams 

7. Frequency of 

Prepositions   

19. Percentage of 

Bottom Least Frequent 

Non Stop Words  

31. Percentage of Top 

Most Frequent 

Character Trigrams 

8. Frequency of 

Conjunctions   

20. Number of Single 

Non Stop Words per 

all Words Occurrences 

32. Percentage of 100 

Most Frequent Words 

9. Frequency of 

Personal Pronouns    

21. Percentage of 

Tokens Appearing 

Once 

33. Percentage of 100 

Most Frequent Word 

Bigrams 

10. Frequency of 

Coordinative 

Conjunctions   

22. Percentage of 

Tokens Appearing 

Twice  

34. Percentage of 100 

Most Frequent 

Character Bigrams 

11. Frequency of 

Subordinative 

Conjunctions   

23. Ratio of Twice 

over Once Appearing 

Tokens 

35. Percentage of 100 

Most Frequent 

Character Trigrams 

12. Frequency of 

Personal And 

Possessive 

Pronouns  

24. Percentage of all 

Non Stop Words    
 

 

Since personality detection presents a complex 

classification task, we decided to use several different 

machine learning algorithms to find the best approach in terms 

of model performance. We compared nine machine learning 

methods, i.e., Naive Bayes, Generalized Linear Model 

(Binomial Method), Logistic Regression, Fast Large Margin, 

Deep Learning, Decision Trees, Random Forest, Gradient 

Boosted Trees, Support Vector Machines, and we ranked 

them according to their cross-validated accuracy (10-fold). 

We evaluated the machine learning algorithms in terms of 

their predictive ability using the students' essays as training 

data. Their personality type and traits had been defined before 

using the appropriate psychometric questionnaires.  

V. RESULTS  

This section presents the results of the procedure that we 

followed to automatically classify the students’ essays based 

on the personality type and personality traits defined by the 

personality questionnaires they filled in. From the nine 

algorithms trained in the textual data, we present the 

evaluation metrics of the most effective algorithm (Table II 

and Table III) along with the corresponding weights that 
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positively affected the prediction of the personality type and 

traits depending on the psychological theory used.  

A. Jung Typology Test 

Regarding the prediction of all personality types of Jung’s 

typology, the algorithm with the best results was Naive 

Bayes. The accuracy rate revealed a range from 68.8% to 

80.7%, with an average of 76.5%. Extraversion type was 

predicted with 80.7%, the Intuition type with 79.9%, the 

Feeling with 68.8%, and the Judging type with 75.7% [36]. 

A more detailed list of evaluation metrics (accuracy, 

precision, and recall) is reported in Table II. 

TABLE II.  NAIVE BAYES MODEL PERFORMANCE 

 

The remaining algorithms that were trained in the corpus 

produced the following results in terms of classification 

accuracy: Regarding the Extraversion type, the Generalized 

Linear Model (Binomial Method), Logistic Regression, Fast 

Large Margin, Deep Learning, Decision Trees, Random 

Forest and Gradient Boosted Trees algorithms have the same 

percentage of accuracy being 80.0%, and the Support Vector 

Machine algorithm has 79.0%. The Intuition type was 

predicted with 75.0% by Gradient Boosted Trees algorithm, 

with 71.9% by Deep Learning and 71.7% by  Generalized 

Linear Model (Binomial Method) and Logistic Regression. 

For the Feeling type, the Decision Tree algorithm exhibits the 

second-best performance with 63.2%. Random Forest is in 

the third position with 63.1%. The next best result was 63% 

using Gradient Boosted Trees. The algorithms with the best 

performance for the Judging type were Support Vector 

Machine, Fast Large Margin, and Deep Learning with 

calculated accuracies of 71.1%, 71.0%, and 70.3%, 

respectively.  

The study aimed to classify the essays of the students in 

personality types by using stylometric indices. Therefore, we 

had to check whether and which of these features are the most 

useful and contribute to the prediction accuracy of the 

algorithm. For this reason, we extracted the weights from the 

Naive Bayes model that measure the importance of each 

stylometric feature to the classification decisions of the 

algorithm for each personality type separately.  
For Extraversion (Figure 2), verb types in active voice had 

a significant impact. In addition, the mean length of the 
sentence in words of all sentences, the words that occur only 
twice in one text, the most frequent content words, and finally, 
the personal pronouns complete the list with the five most 
important stylometric features. 

Figure 2.        Weights for Extraversion. 
 

 Figure 3 depicts the prediction ability of the stylometric 

features for Intuition used by the algorithm. The word's mean 

length in characters had the most significant impact. The 

features that follow are the most frequent trigrams of 

characters, the hapax legomena, the personal pronouns, the 

content words, the most frequent word bigrams, the rarest 

words, the most frequent word trigrams, and all content words. 

 

               Figure 3.        Weights for Intuition. 

 

The stylometric features that affected the result of the 

classification of the essays in terms of Feeling are the verbs, 

the adjectives, the most frequent content words, the personal 

and the possessive pronouns, the nouns, and the adverbs 

(Figure 4).  

 Figure 4.        Weights for Feeling.  

 

Finally, in Figure 5, the eight stylometric features that 

contributed to the prediction of the Judging type were in 

descending order: The most common word trigrams, the most 

common word bigrams, the mean length of the sentence in 

words, the most common character bigrams and the most 

common character trigrams with the same percentage, the 

Personality 
Type 

Naive Bayes Classifier 

Accuracy Precision Recall 

Extraversion 80.7% 80.5% 100% 

Intuition 79.9% 81.3% 92.6% 

Feeling 68.8% 67.7% 96.7% 

Judging 75.7% 76.2% 95.2% 
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personal and possessive pronouns, the articles, and the mean 

length of the word in characters. 
 

B. Big-Five Personality Test 

Regarding the prediction of all Big Five personality traits, 
the algorithm with the best results was the Generalized Linear 
Model (Binomial Method). The accuracy rate revealed a 
range from 65.6%% to 85.9%, with an average of 72.1%. 
Openness to Experience was predicted with 85.9%, 
Conscientiousness with 71.2%, Extraversion with 67.6%, 
Agreeableness with 70.2%, and the trait of Neuroticism with 
65.6% [36]. It clearly emerges that Openness to Experience 
is the easiest trait that can be predicted from the textual data, 
followed by Conscientiousness and Agreeableness. Table III 
reports a more detailed list of evaluation metrics (accuracy, 
precision, and recall).  

TABLE III.  GENERALIZED LINEAR MODEL PERFORMANCE (BINOMIAL 

METHOD) 

 

In terms of classification accuracy, the next best 

algorithms trained in the corpus produced the following 

results: Regarding Openness to Experience, Logistic 

Regression achieved 85.2%, Fast Large Margin, Decision 

Tree, Random Forest and Support Vector Machine 81.4% 

and Deep Learning 80.4%. The algorithms with the best 

performance for the trait of Conscientiousness were Naive 

Bayes, Gradient Boosted Trees, and Random Forest with 

calculated accuracies of 61.8%, 57.2%, and 56.0%, 

respectively. Extraversion was predicted with 65.1% by Fast 

Large Margin algorithm, 60.0% by Decision Tree and 

Random Forest, and 57.5% Deep Learning and Support 

Vector Machine. For Agreeableness, Random Forest 

algorithm exhibits the second-best performance with 69.1%, 

Deep Learning, Decision Tree, Gradient Boosted Trees, and 

Support Vector Machine being in the third position with 

62.1%. The algorithms with the best performance for the trait 

of Neuroticism were Deep Learning, Naive Bayes, and 

Logistic Regression with calculated accuracies of 59.2%, 

58.0%, and 57.6%, respectively.        

In the following paragraphs, we present the weights we 

extracted from the Generalized Linear Model (Binomial 

Method) that measure the importance of each stylometric 

feature to the classification decisions of the algorithm for 

each personality trait separately with the aim to classify the 

essays of the students in personality traits by using 

stylometric indices. Therefore, we had to check whether and 

which of these features are the most useful and contribute to 

the prediction accuracy of the algorithm.   
For Openness to Experience (Figure 6), the use of 

personal pronouns had a significant impact. In addition, the 
use of verbs, dis legomena, adjectives, prepositions, pronouns, 
articles, subordinative conjunctions, nouns, conjunctions, 
adverbs, and coordinative conjunctions complete the list with 
the twelve most important stylometric features.  

 

    Figure 6.        Weights for Openness to Experience 

 

The stylometric features that contributed to the prediction 

of Conscientiousness were in descending order: functional 

density, non stop words, stop words, dis legomena, ratio of 

twice over once appearing tokens, the top most frequent 

tokens, the average word length, the top most frequent word 

bigrams, the hapax legomena, subordinative conjunctions, the 

bottom least frequent tokens, and the bottom least frequent 

non stop words  (Figure 7).  

Figure 8 depicts the prediction ability of the stylometric 

features for Extraversion used by the algorithm. The average 

sentence length had the most significant impact. The features 

that follow are ratio of twice over once appearing tokens, 

personal and possessive pronouns, the top most frequent word 

bigrams, adverbs, the bottom least frequent non stop words, 

conjunctions, prepositions, and dis legomena.  

The stylometric features that affected the result of the 

classification of the essays in terms of Agreeableness are the 

verbs, ratio of twice over once appearing tokens, dis 

legomena, the use of verb types in active voice, personal and 

possessive pronouns, the top most frequent word bigrams, the 

average word length in characters, the average sentence length 

Personality Trait 

Generalized Linear Model (Binomial 
Method) 

Accuracy Precision Recall 

Openness 85.9% 85.4% 100% 

Conscientiousness 71.2% 68.6% 80.0% 

Extraversion 67.6% 66.7% 86.7% 

Agreeableness 70.2% 67.9% 98.7% 

Neuroticism 65.6% 64.8% 71.9% 

Figure 5.        Weights for Judging.  
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in words, prepositions, the top most frequent tokens, and the 

top most frequent character trigrams (Figure 9).  

     

Figure 7.        Weights for Conscientiousness 
 

   Figure 8.        Weights for Extraversion  

 

  Figure 9.        Weights for Agreeableness 

 
Finally, in Figure 10, the stylometric features that 

contributed to the prediction of Neuroticism are many of the 

100 most frequent character trigrams, which were extracted 

from the whole corpus in contrast to the other features 

extracted from the subcorpora depending on the personality 

trait. Additionally, personality prediction was affected by 

subordinative conjunctions, adverbs, nouns, and the top most 

frequent word trigrams. 

Figure 10.        Weights for Neuroticism 
 

It is evident that the most important features extracted 

from the model vary considerably for each personality type 

and trait. Therefore, we can infer that each type and trait is 

based on a different combination of linguistic features and 

these subsets are different between the different personality 

types and traits.  

It also becomes clear that the predictive accuracy of the 

proposed classification model is high compared to the existing 

literature on the field of personality prediction. Regarding 

Jung’s Typology Test, we got an average accuracy of 76.5%, 
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compared to the 68.62% reported for Dutch [8]. On the other 

hand, research on textual data from essays using the Big Five 

model achieved an average accuracy of 60.6% [25], while we 

got 72.2%. The other studies mentioned [9]-[13][26] 

implemented machine learning techniques in textual data that 

were retrieved from social media. Therefore, their results can’t 

be directly compared since they involve research with textual 

data from adults written under different circumstances and in 

a different language. 

VI. CONCLUSION AND FUTURE WORK 

To summarize, in this paper, we presented the results of 

our research in the field of personality prediction. We applied 

CPP for the first time in texts written by high-school students, 

making our dataset unique. Our results confirmed our initial 

research hypothesis that stylometric features could be used as 

reliable prediction indices for the author’s psychological 

profile.  

It is essential, of course, to emphasize that in the research 

field in which this research belongs, there are no reference 

data measuring and comparing the performance of different 

personality traits prediction methods objectively. None of the 

existing research uses comparable methods that have been 

applied to identical or comparable sets of textual data in the 

same language. Therefore, the percentages of accuracy from 

literature involve research with textual data, but not those of 

students but those of adults, written under other 

circumstances and in a different language; and, of course, 

with other features, not always stylometric.   

Our findings further support the latent link of personality 

traits with a wide array of linguistic behaviour aspects. 

Different personality types correlate with different 

stylometric features that belong to different linguistic levels. 

Therefore, the personality prediction through text demands a 

highly dynamic feature set to capture the widest possible 

spectrum of linguistic structures.  

A basic target for continuing the research work in CPP is 

the investigation of new traits but also testing more 

stylometric features. In this study, we utilized only linguistic 

stylometric features. In this direction, future research will 

employ experimentation with new linguistic features or 

features already examined in the literature, such as content 

features, psycholinguistic, and syntactic features. We plan to 

localize well-known psychometric lexicons in Modern Greek 

(e.g., LIWC) and use them to complement our feature sets. In 

addition, we need to select features depending on the corpus, 

as, for instance, a person writes differently in a school essay 

and differently on social media.    

We have ascertained the need to develop high-volume 

representative data since this constitutes a prerequisite for 

any relevant research. We need to create specialized corpora 

of Greek education texts by means of the used algorithmic 

methods, as well as the respective reference corpora to review 

the performance of the methods. Moreover, we plan to 

increase the size of the used corpus with additional students’ 

essays. To draw more reliable conclusions, the growth of the 

corpus needs to ensure a balance between textual genres and 

different personality profiles. To achieve this, the corpus 

could be enriched with essays of different topics and textual 

genres and sufficient data for every psychological type.  
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Abstract—Quantifying tissue permeability is a central task in
assessing pathophysiology of intestinal epithelia. A common
and convenient approach for this task is to determine electric
properties like resistance and capacitance of the epithelial tissue
by applying impedance spectroscopy. While the measurement
technique itself is well-established, analysis tools and strategies
are still subject to ongoing research in epithelial physiology.
Estimations of electric parameters are known to be particularly
imprecise for models where apical and basolateral sides of the
tissue differ significantly from each other. One-sided application
of substances such as Nystatin play an important role here,
as they alter membrane conductivity on one side of the tissue
while leaving other properties unchanged. Here, we present a
novel method that considers two functional states of the cells,
namely before and after apical addition of the substance Nystatin.
To this end, an extensive dataset modeled after the epithelial
cell lines HT-29/B6, IPEC-J2, and MDCK I was synthesized.
In a broad study, we show that considering features from two
distinct tissue states leads to significantly better regressions
by decision trees, random forests, and multilayer perceptrons.
Therein, we extend previous work in order to progress from a
two-path to a more revealing three-path model of electric tissue
properties. Parameters of a corresponding equivalent circuit
could be determined with less than five percent deviation from
the known target value on average. In a post-processing step,
predictions by independent machine learning regressions are
employed to initialize a least squares parameter fitting, where
the associated impedance spectrum is aligned with the originally
observed spectrum, reducing the residual sum of squares by 99%
on average.

Keywords–Physiology; Epithelia; Impedance Spectroscopy; Ma-
chine Learning; Least Squares; Neural Networks; Random Forests.

I. Introduction
Epithelia play a crucial role in animal and human bodies. They
are tissues that form barriers between different compartments
of an organism as well as between the organism and the
environment. Stratified epithelia, such as the skin, consist of
multiple cell layers, whereas simple epithelia (e.g., intestinal,
kidney, lung, or glandular epithelia) consist of a single cell
layer that is attached to the basal lamina, a matrix of extra-
cellular proteins. The results presented here extend previous
work aiming at modeling electric properties of these simple
epithelia [1] and reflects properties of animal and human colon,
intestinal and kidney tissue.

Fully differentiated epithelial cells are polarized, i.e., the
basolateral plasma membrane attached to the basal lamina

or facing the neighboring cells functionally differs from the
opposite, apical plasma membrane (facing the external en-
vironment or the lumen of body cavities). Both, apical and
basolateral membranes contain a multitude of different ion
channels, carriers and pumps (for review see, e.g., [2][3]) and
their apical/basolateral compartmentalization is a prerequisite
for vectorial transepithelial transport. Apical and basolateral
membranes are separated by the tight junction (TJ). TJs are a
meshwork of protein strands that consist of integral membrane
proteins. These proteins bind to their counterparts within the
same plasma membrane as well as within the plasma mem-
brane of the neighboring cells and thus serve two functions:

1) Fence function. TJs act as a diffusion barrier for
proteins within the plasma membrane and prevent
membrane proteins from diffusing from the apical to
the basolateral membrane compartment.

2) Gate function. TJs limit and regulate the passage
of water and solutes between cells, i.e., along the
paracellular pathway [4].

Since their discovery in the 1990s, members of the TJ-
associated MARVEL proteins (TAMP), including, e.g., oc-
cludin or tricellulin [5][6] and the claudin protein family [7]
have been recognized to be the main constituents of this
paracellular barrier. Claudins are of special structural relevance
as they are able to spontaneously assemble into a meshwork
of TJ-like strands at the contact areas with neighboring,
even when overexpressed in non-epithelial cells [8]. As a
consequence, many members of the claudin protein family
strengthen the barrier function of the TJ, as they seal off the
paracellular cleft. However, some claudins (e.g., claudin-2, -
10, -15, -17) were found to act as paracellular cation or anion
channels within these TJ strands [9].

The barrier strength of an epithelium can be quantified
by measuring the transepithelial resistance (TER). TER is the
sum of the resistances of the subepithelial connective tissues
(subepithelial resistance, Rsub) and the epithelial resistance
(Repi). The latter, again, consists of two major resistances: the
resistance of the transcellular pathway (Rtrans) and the resis-
tance of the paracellular pathway (Rpara), which are connected
in parallel. Thus, alterations in TER may reflect alterations in
any of these three components:

T ER = Rsub + Repi = Rsub +
Rtrans · Rpara

Rtrans + Rpara (1)
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Figure 1. Overview of the presented approach for pairwise analysis of epithelial impedance spectra. The main machine learning tasks
(preprocessing, feature selection, supervised learning) are preceeded by data synthesis and followed by a least squares-based postprocessing.

Activation or inactivation of ion channels in the apical
or basolateral membrane alters the corresponding membrane
conductivities or membrane resistances Rap and Rbl, respec-
tively. Any change in Rap and Rbl also affects Rtrans and
thereby ultimately alters TER. A prominent example is the
over-stimulation of cAMP-regulated Cl− channels in the api-
cal membrane of enterocytes, e.g., through activation of the
adenylate cyclase by toxins such as cholera toxin, toxins from
enterotoxigenic Escherichia coli (ETEC) or by substances such
as caffeine or theophylline. The resulting secretion of Cl− into
the gut lumen is accompanied by osmotic water flux and hence
leads to secretory diarrhea.

Alterations in the paracellular barrier of the intestine may
be caused by an upregulation of channel-forming TJ proteins or
a downregulation of barrier-forming TJ proteins. Both result
in a back-leakage of electrolytes and consequently of water
into the gut lumen and thus to leak-flux diarrhea (leaky
gut syndrome). Dysregulation of TJ proteins is observed in
inflammatory diseases, such as chronic inflammatory bowel
diseases (Crohn’s disease; ulcerative colitis), immune-related
diseases (e.g., celiac disease) or in protozoal, bacterial or viral
infection (for review see, e.g., [10][11]). Thus, a hall-mark of
secretory as well as of leak flux diarrhea is a reduction in
TER. Therefore, alterations in TER of a tissue may be due to
alterations in the transcellular or the paracellular pathway (or
both) and a detailed knowledge of the underlying processes is
crucial for an understanding and treatment of these diseases.

Alterations in Rsub are observed in many inflammatory
diseases that cause increased proliferation of subepithelial cells
and thus a thickening of the subepithelial tissue. The resulting
increase in Rsub is of experimental, not of physiological
relevance: in the experiment, TER is increased, suggesting
an increase in barrier function. In situ, however, capillaries
traverse the subepithelium so that the distance between the
capillaries and the basolateral membrane of the epithelium re-
mains unaltered. Thus, the observed increase in TER does not
affect the barrier function of the epithelium. Exact knowledge
of Rsub is thus necessary to correctly assess alterations in Repi.

Many different cell culture models are established to study
regulatory aspects of epithelial barrier functions and to inves-
tigate the effects of over-expression or knockdown of TJ com-
ponents. Among the most widely studied epithelial cell lines
are human colonic Caco-2, T84, HT-29/B6; human bronchial
16HBE14o-; porcine jejunum IPEC-J2; porcine kidney LLC-
PK1; canine kidney MDCK; mouse kidney IMCD-3; mouse

mammary HC11. These cell lines fully differentiate into tight
cell monolayers when grown on filter supports, as judged by
their transepithelial resistances of several hundreds or even
thousands of Ω·cm2. As in tissue, TER is the sum of Repi

and Rsub. While Repi, again, consists of Rtrans and Rpara, Rsub

in the cell culture system is the resistance of the filter support
on which the cells are grown and thus constant.

In order to describe, explain and understand epithelial func-
tionality, a variety of computational models has been developed
for this tissue. To this end, we have established a machine
learning-based approach for quantifying electrical properties
of epithelia. In particular, we could not only improve estimates
for Repi [1], but also the one for the epithelial capacity
Cepi [12]. Based on an early proof-of-concept study [13], we
here introduce an improved, systematic and reliable approach
to quantify transcellular properties discerned into apical and
basolateral resistances (Rap, Rbl) and capacitances (Cap, Cbl).
The key concept to achieve this is to model machine learning
training data, not for individual impedance measurements but
a combination of two measurements during distinct tissues
states. Moreover, we introduce an additional post-processing
step to further improve parameter quantifications. Figure 1
shows an overview of the approach.

The rest of the paper is organized as follows. First, the cur-
rent state of research is presented (Section II). In the following
sections, a new method for the determination of physiological
properties of epithelia is introduced. Figure 1 shows this
method as a block diagram. The basis is a data synthesis where
impedance spectra are synthesized using an equivalent circuit
as a cell model (Section III). From previous estimates of physi-
ological properties, epithelial tissues are modeled under control
conditions as well as after the addition of Nystatin. From
these, two impedance spectra are generated for each sample.
In a preprocessing step, new statistical features are constructed
from this pair of spectra. Supervised learning is then used to
train the prediction of circuit parameters (Section IV). In this
step, only a single parameter of the cell model is determined
at a time. By combining the individual parameter values,
a complete prediction of the model parameters is obtained.
Using the originally observed spectra from the data set, the
circuit parameters are further optimized in a least squares
post-processing (Section V). In a comprehensive study, this
method is applied to the three cell lines HT-29/B6, IPEC-J2
and MDCK I. Subsequently, the results of the evaluation are
discussed (Section VI) and summarized (Section VII).
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Figure 2. a) Schematic drawing of a simple epithelium. b) A resistor-capacitor (RC) circuit reflects general properties of the epithelium. c) A
RC circuit with a parallel resistor reflects the paracellular pathway. d) A 2-RC circuit reflects apical and basolateral membrane properties.

II. State of the Art

Over the last century, a variety of techniques has been es-
tablished to assess the functionality of epithelia. The most
common way to determine tissue permeability is a direct
measurement of fluxes, e.g., by using radioactive isotopes or
labeled substances. Alternatively, the permeabilities of the two
major extracellular ion species, Na+ and Cl−, are determined
by measuring tissue conductance or its reciprocal, resistance,
e.g., by using ”chopstick electrodes” or Ussing chambers [14].
Both techniques, however, simply measure TER and are not
able to discriminate between any partial resistances (cf. Eq.
(1)).

In contrast to DC resistance measurements, impedance
spectroscopy measurements allow us to distinguish between
Rsub and Repi. Further, impedances reflect not only conductive
but also capacitive properties and allow to derive the epithelial
capacitance, which directly depends on the epithelial surface
area [12]. Impedance spectroscopy uses the fact that the
plasma membrane of epithelial cells acts as a capacitor (Cepi)
that causes a phase shift between current and voltage under
alternate current (AC) conditions. Cepi is short-circuited by
Repi, resulting in a time constant τ = Repi · Cepi. With Repi

of different cell types and tissues varying between about 10
and 10.000 Ωcm2 and Cepi values of about 1 to 10 µF/cm2, τ
ranges between 10−5 and 10−1 s. In terms of angular frequency
(ω = 1/τ) this is equal to a range from 10 Hz to 100 kHz.
During a typical experiment, up to 50 different frequencies
covering this range are used to obtain impedance values |Z|
and corresponding phase angles φ [15].

Impedance spectroscopy was already used during the first
half of the 20th century [16][17], and gained popularity in
epithelial research since the 1970s (see e.g., [18][19][20][21]).
To analyze samples, an equivalent electric circuit of appro-
priate complexity is modeled [22]. The simplest circuit that
incorporates Repi is a resistor-capacitor (RC) circuit (Fig-
ure 2b). In a previous publication, the evaluation of impedance
spectra based on this equivalent circuit was dubbed one-path
impedance spectroscopy (1PI) to distinguish it from the more
recently developed two-path impedance spectroscopy (2PI,
[23][13]) that additionally allows the separation of the two
major transepithelial transport pathways (trans- and paracel-
lular). In 2PI, a circuit with an RC subcircuit and a resistor
in parallel is used to represent the physiological polarity of

epithelial cells (Figure 2c). In both cases, the subepithelium
can be represented by an additional resistor in series.

In theory, Rsub and Repi can be derived by physical relation-
ships. In particular, limω→∞<(Z) = Rsub and limω→0<(Z) =
Rsub + Repi can be exploited for this task. In previous work,
we have demonstrated that traditional ways to estimate Repi

from these relations, like circle fits or visual extrapolation from
Nyquist diagrams [22], can lead to serious errors in the analysis
of epithelial characteristics [13]. This holds true, in particular,
where spectra deviate from a semicircular shape. We have also
demonstrated that estimations can be improved by applying
machine learning techniques on complex-valued impedances
of error-prone [13] or on extracted features of ideal impedance
spectra, respectively [24]. For Repi, e.g., we achieved less
than ten percent deviation from the known target value on
average with outliers, however, exhibiting significantly larger
maximum deviations [24]. Recently, we have tested a novel
approach to quantify electric properties of epithelia based on
extracted features of error-prone impedance spectra [25].

Cepi is established by the transepithelial pathway or the
hydrophobic part of the lipid bilayers of its cell membranes,
respectively. Under the AC conditions induced by impedance
measurements, charging and discharging of the epithelial ca-
pacitor depends on frequency. At very high frequencies the
impedance of the capacitor approaches zero [26]. In previous
work, we have shown that this physical relation can be used
to approximate Cepi from the cartesian representation of an
impedance spectrum [12]. The main advantage of this is the
minimal requirements for additional equipment. Alternative
methods employ square pulses and the analysis of resulting
output transients [17][27] or very brief pulses or simultane-
ously imposing different sine waves and using Fourier analysis
[28][29]. Currently, however, estimations of Cepi by machine
learning are less precise than those by more complex and more
time-consuming methods [12].

The term machine learning generally comprises a variety
of algorithms that are characterized by learning a function
from given samples. Depending on the employment or non-
employment of target values for each sample, these algorithms
are either regarded as supervised or unsupervised learning
algorithms [30]. To this end, quantification of epithelial prop-
erties is a supervised learning task. Among the most widely
used supervised machine learning techniques are neural net-
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Figure 3. Overlay of two impedance measurements of modeled HT29B6 at 42 frequencies using different representations. Colors indicate functional condition
before (l) and after (n) Nystatin addition. a) Nyquist representation: impedance in algebraic form (<(Z), =(Z)) b) impedance in polar form (r(Z), φ(Y)) c)

admittance in algebraic form (<(Y), =(Y)) (Nyquist representation) d) admittance in polar form (r(Y), φ(Y)).

works, which are biologically motivated, and random forests,
which are statistically motivated. Neural networks model the
characteristics of biological neurons as mathematical functions
[31] and have been proven to be universal approximators [32].
Random Forests are based on the concept of decision trees
[33] and exploit the mathematical effects of induced variability
among a large number of decision trees [34].

As a routine preprocessing task, many machine learning
applications employ an extraction and/or selection of input fea-
tures. While feature extraction typically aims at transforming
or increasing existing features [35], feature selection can be
considered as an algorithmic dimension reduction process. Fea-
ture selection techniques are typically either purely statistically
motivated filter approaches or so-called wrapper approaches
that make use of supervised learning algorithms [36]. Well-
known wrapper approaches are, e.g., Sequential Forward Se-
lection or Recursive Feature Elimination [37]. Apart from these
general strategies, embedded feature selection approaches are
known as effective strategies as they are implemented directly
into supervised learning algorithms [36]. Random Forests are
prominent example for embedded feature selection [34].

To achieve reliable predictions, machine learning requires
large amounts of training data. As measurements are typically
only available in small numbers (n ≤ 1.000), employing
this approach to epithelial analysis requires modeling realistic
impedance data. Therefore, we have established a modeling
methodology, which is based on an equivalent electric circuit
reflecting epithelial polarity (Figure 2d). This includes not only
parameter ranges for circuit components and a mathematical
model of setup-specific data scatter, but also an algorithmic

approach to compare modeled and measured data [13][25].
Detailed and realistic models have been developed for three
epithelial cell lines under various conditions [1]: the human
colon carcinoma cell line HT-29/B6, the porcine jejunum cell
line IPEC-J2, and the canine kidney cell line MDCK I.

Figure 3a shows an example of the impedance spectrum
of a modeled HT29B6 cell culture under control conditions
and after apical addition of Nystatin. Note, how the shapes
of the two curves differ: Whereas under control conditions
an approximately semicircular curve is seen, the shape after
addition of Nystatin can be described as two overlapping
semicircles representing the two cell membrane sides. This
is due to the reduction of the apical membrane resistance Rap

which leads to a difference in the time constants of the apical
membrane τap and basolateral membrane τbl. As an indicator
of the curve shape, previous work has predicted the τ ratio q,
where impedance spectra can be considered semicircular for
q < 5 and non-semicircular for q > 5 [38].

In addition to the use of Cartesian coordinates, i.e., the
algebraic form, other forms of representation can be considered
for the analysis of impedance measurements. Therefore, polar
coordinates of impedance have been calculated in previous
studies to predict epithelial properties using machine learning
(e.g., in [39][12][1]). In addition to impedance, its complex
inverse, the admittance, can also be considered, which can
also be represented in coordinates and polar form. In the case
of admittance, in particular, there is a lack of more detailed
research on how well it can be used for machine-learning-
based analyses. Figure 3 shows the four representations and
the influence of an apical addition of Nystatin.
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III. Modeling Impedance Spectra
For the present study, an extensive dataset was synthesized
that mimics impedance measurements on the three cell lines
HT-29/B6, IPEC-J2, and MDCK I. The data is freely available
online at [40]. For each sample, two different functional states
are considered together: control conditions and application
of Nystatin. By the modeling procedures described in the
following, we produced 150,000 samples per cell line and
tissue condition (cf. Table I). As described in the following, the
modeling process comprised assumptions about an underlying
equivalent electric circuit for both functional states as well
as calculating impedances for given frequencies and modeling
equipment-specific measurements biases.

TABLE I. SAMPLE SIZES FOR MODELED EPITHELIAL CELL LINES
AND THEIR FUNCTIONAL CONDITIONS.

Condition HT-29/B6 IPEC-J2 MDCK I
Control 150.000 150.000 150.000
Nystatin 150.000 150.000 150.000

A. Modeling Impedance Spectra
For all three modeled cell lines, an equivalent circuit consisting
of two RC subcircuits a (Ra, Ca) and b (Rb, Cb) located in
series, a resistor in parallel (Rp) and a concluding resistor
in series (Rs) is assumed.(cf. Figure 2). In accordance with
Kirchhoff’s laws, the corresponding impedance Z at an an-
gular frequency ω can be derived from the complex-valued
impedance of the circuit components:

Z(ω) =
Rp(Ra + Rb) + iω[Rp(Raτb + Rbτa)]

Ra + Rb + Rp(1 − ω2τaτb) + iω[Rp(τa + τb) + Raτb + Rbτa]
+ Rs (2)

where i =
√
−1, and τa = RaCa and τb = RbCb.

In the measurements to be modeled, ten frequencies per
decade are used. Based on a lowest frequency f1 of 1.3 Hz,
higher frequencies fi with 1 < i ≤ n = 42 are multiples by a
factor of 100.1 (∼1.26). Note, that the value of f1 is a chosen
to a avoid obtaining multiples of 50 Hz (mains frequency) and
that for application with Eq. (2), ωi = 2π/ fi is calculated.

From calculations, n=42 complex-valued impedances
(Z0, . . . ,Zn−1) are obtained. Real and imaginary parts of a
spectrum can be regarded as separate feature sets S<(Z) and
S =(Z):

S<(Z) = {<(Z0), . . . ,<(Zn−1)} (3)
S =(Z) = {=(Z0), . . . ,=(Zn−1)} (4)

As an alternative representation, these complex values were
transformed to polar coordinates, i.e., to phase angle φ and
magnitude r. This results in two alternative sets S φ and S r:

S φ(Z) = {φ(Z0), ..., φ(Zn−1)} (5)
S r(Z) = {r(Z0), ..., r(Zn−1)} (6)

Furthermore, the admittances Yi = Z−1
i , i.e., the complex

reciprocals of the impedances, were computed for the whole
spectrum. Feature sets S<(Y), S =(Y) correspond to their real and
imaginary parts.

S<(Y) = {<(Y0), . . . ,<(Yn−1)} (7)
S =(Y) = {=(Y0), . . . ,=(Yn−1)} (8)

As for the impedance, the polar form of the admittance was
derived from the algebraic coordinates which leads to feature
sets S φ(Y), S r(Y)

S φ(Y) = {φ(Y0), ..., φ(Yn−1)} (9)
S r(Y) = {r(Y0), ..., r(Yn−1)} (10)

Thus, we obtain four different representations of a spectral
impedance measurement, which can be seen in Figure 3.

B. Modeling Data Scatter
Further, we model and apply synthetic data scatter reflecting
deviations from the theoretical impedance value caused by
the electrophysiological measurement setup. This scatter is
modeled based on relative deviations of the real part < and
imaginary part = of measured impedances from theoretical
values. For a given impedance Z at frequency f = ω/2π,
the relative deviation σ of <(Z) is approximated as second-
order Fourier series (n=2) and relative deviation of =(Z) is
approximated as fourth-order polynomial function (n=4):

σ<( f ) = a0 +

n∑
i=1

ai · cos(nw f ) + bi · sin(nw f ) (11)

σ=( f ) = a0 +

n∑
i=1

ai · f i (12)

where coefficients w, a0, a1, b1, a2, b2 or a0, a1, a2, a3
and a4 were determined by function fitting. a0 is modeled as
dependent on RT . For further details on the data scatter model,
see [13] or [41].

For all synthetic samples used in the following, complex
impedances are calculated according to the model parame-
ters. Subsequently, data scatter is added, and finally, polar
impedances and admittances are calculated from the scattered
complex impedances.

Note, that for the imaginary parts of the impedance, the
modeled scatter can lead to positive values at measurement
points that were already close to zero (cf. Figure 3a). This in
turn leads to negative imaginary parts of the admittance (cf.
Figure 3c). This modeling agrees with our observations from
laboratory practice, although in theory such values should not
occur (cf. Eq. (2)).

C. Sampling Cell Lines for Control Conditions
While IPEC-J2 and MDCK I cells typically show relatively
high Repi values under physiological conditions, for HT-29/B6
cells relatively low values are measured. Based on this, as well
as on further published measurement results, parameter ranges
of the components of the equivalent circuit had been defined in
previous work [25]. An overview of the parameter ranges for
the synthesis is shown in Table II. In an early synthesis phase,
samples with biologically implausible values were obtained.
Under the control conditions it is therefore presumed that
Rap > Rbl applies to all cell lines and 1

4 <
Rpara

Rtrans < 4 applies to
HT-29/B6 and MDCK I.

From the observation that impedance spectra from epithelia
usually show a symmetric semi-circular shape under control
conditions, it can be concluded that apical and basolateral
polarity outbalance each other [22]. In other words, the τ ratio
q is expected to be close to 1. Therefore, impedance spectra,
whose equivalent circuits have a τ-ratio greater than five, were
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TABLE II. MODELED PARAMETER RANGES FOR CELL LINES
UNDER CONTROL CONDITIONS

Parameter HT-29/B6 IPEC-J2 MDCK I unit
min max min max min max

Rsub 8 30 8 50 8 25 Ω · cm2

Repi 150 1498 900 8567 100 4495 Ω · cm2

Rpara 152 30000 944 15000 102 10000 Ω · cm2

Rtrans 151 20000 3000 20000 101 15000 Ω · cm2

Rap 1 19500 2500 19000 10 14500 Ω · cm2

Cepi 1.0 5.5 0.7 2.0 0.8 3.3 µF/cm2

Cap 1.3 8.1 1.1 3.3 0.9 5.7 µF/cm2

Cbl 5.0 86.2 1.5 9.3 2.9 9.5 µF/cm2

filtered out. Visual inspection confirmed that this yields only
impedance spectra with an almost semicircular shape.

The obtained dataset shows different distributions of the
equivalent circuit parameters for the three cell lines, as can be
seen in Figure 4. For example, it is clear that for HT-29/B6
modeling, as in reality, significantly smaller values for Repi

occur than for MDCK I and IPEC-J2 (cf. Figure 4a). Note,
that for HT-29/B6 higher capacitances occur, especially on
the basolateral side (cf. Figure 4d). MDCK I have on average
slightly smaller resistances than IPEC-J2 (cf. Figure 4a-c), but
slightly larger capacitances (cf. Figure 4d).

D. Modeling Nystatin
For estimating apical and basolateral cell membrane properties,
a one-sided addition of the substance Nystatin has been used,
as it increases the conductance on one side of the tissue without
noticeably changing the conductance on the other side [42]. For
the equivalent circuit, the apical application of Nystatin means
a decrease of the apical resistance Rap. To model the applica-
tion of the drug to our cells, the Nystatin factor dnyst ∈ [0; 1]
is introduced. The apical resistance after Nystatin application
Rap

2 is calculated according to the following formula:

Rap
2 = Rap · dnyst (13)

Note, that the stronger the effect of Nystatin, the lower dnyst.
In reality, the effect of Nystatin depends on the amount of
substance added and the time between application and mea-
surement. The reduction of the apical resistance also results in
a reduced transcellular resistance Rtrans

2 , epithelial resistance
Repi

2 and apical time constant τap
2 .

In laboratory practice, Nystatin is applied until two distin-
guishable semicircles are visible in the Nyquist representation.
In this study this procedure is modeled as a multi-step Nys-
tatin application. For a series of k Nystatin applications, the
Nystatin factor is calculated from the product of the individual
applications.

dnyst =

k∏
i=1

di
nyst (14)

Note, that di
nyst = 1.0 means no change and a value of

0 means complete removal of apical resistance. Therefore, at
each step, a random, uniformly distributed value is chosen from
the interval [0.2; 0.8] before updating the apical resistance Rap

2 .
This is repeated until a τ ratio above five is reached, ensuring
two distinguishable semicircles in the Nyquist representation.
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TABLE III. INPUT FEATURE SETS COMPRISING IMPEDANCE SPECTRA AND STATISTICAL FEATURES.

Feature Set Definition Approach Size Quality Form Functional States Ratios and Differences∗

I1
⊥(Z) S ∗

<(Z) × S ∗
=(Z) 1 106 Impedance algebraic Control –

I1
∠(Z) S ∗φ(Z) × S ∗r(Z) 1 106 Impedance polar Control –

I1
⊥(Y) S ∗

<(Y) × S ∗
=(Y) 1 106 Admittance algebraic Control –

I1
∠(Y) S ∗φ(Y) × S ∗r(Y) 1 106 Admittance polar Control –

I2
⊥(Z) I1

⊥(Z) × N∗
<(Z) × N∗

=(Z) 2 212 Impedance algebraic Control + Nystatin Affected –

I2
∠(Z) I1

∠(Z) × N∗φ(Z) × N∗r(Z) 2 212 Impedance polar Control + Nystatin Affected –

I2
⊥(Y) I1

⊥(Y) × N∗
<(Y) × N∗

=(Y) 2 212 Admittance algebraic Control + Nystatin Affected –

I2
∠(Y) I1

∠(Y) × N∗φ(Y) × N∗r(Y) 2 212 Admittance polar Control + Nystatin Affected –

I3
⊥(Z) I2

⊥(Z) × D∗
<(Z) × D∗

=(Z) × R∗
<(Z) × R∗

=(Z) 3 318 Impedance algebraic Control + Nystatin Affected included

I3
∠(Z) I2

∠(Z) × D∗φ(Z) × D∗r(Z) × R∗φ(Z) × R′∗r(Z) 3 318 Impedance polar Control + Nystatin Affected included

I3
⊥(Y) I2

⊥(Y) × D∗
<(Y) × D∗

=(Y) × R∗
<(Y) × R′∗

=(Y) 3 318 Admittance algebraic Control + Nystatin Affected included

I3
∠(Y) I2

∠(Y) × D∗φ(Y) × D∗r(Y) × R∗φ(Y) × R′∗r(Y) 3 318 Admittance polar Control + Nystatin Affected included

*as calculated in section III-E

Figure 4 shows the distributions of equivalent circuit parame-
ters for all cell lines after modeling Nystatin in this manner.

After updating the circuit parameters, new impedance
spectra were calculated based on the modified equivalent
circuit. Thus, for each sample, we obtain two impedance
spectra at two different functional states. As for the state under
control conditions, the feature sets for the state after Nystatin
application were computed according to the formulas 3-10, but
are denoted as Nκ in the following.

E. Extracted Features

New feature sets can be constructed by considering the
impedance spectra before and after Nystatin application. In
order to describe the change of spectra due to the application
of Nystatin, differences and ratios of the measuring points were
calculated for all representations, resulting in the feature sets
Dκ and Rκ.

Dκ = {n − s | n ∈ Nκ ∧ s ∈ S κ ∧ ω(n) = ω(s)} (15)
Rκ = {n/s | n ∈ Nκ ∧ s ∈ S κ ∧ ω(n) = ω(s)} (16)

where κ ∈
{
<(Z),=(Z), φ(Z), r(Z),<(Y),=(Y), φ(Y), r(Y)

}
and

ω(x) is the angular frequency for the measurement of x.

Previous work has shown that the use of additional statisti-
cal features can lead to an improved determination of epithelial
properties [1]. According to this principle, 11 statistical proper-
ties were selected (cf. Table IV). The function stat : R42 → R11

returns these statistical features for a given feature set. For all
previously defined feature sets S κ, Nκ, Dκ, and Rκ, the inclusion
of statistical features results in new feature sets S ∗κ , N∗κ , D∗κ ,
and R∗κ .

S ∗κ = S κ × stat (S κ) (17)
N∗κ = Nκ × stat (Nκ) (18)
D∗κ = Dκ × stat (Dκ) (19)
R∗κ = Rκ × stat (Rκ) (20)

where κ ∈
{
<(Z),=(Z), φ(Z), r(Z),<(Y),=(Y), φ(Y), r(Y)

}

TABLE IV. STATISTICAL PROPERTIES FOR FEATURE SET S i.

Feature Definition
with x j ∈ S i and n = #(S i)

Description

min(S i) {x : x ≤ x j ∀ x j ∈ S i} Minimum

P10(S i) xb0.1·n+1c 10th Percentile

P25(S i) xb0.25·n+1c 1st Quartile

med(S i)


x( n+1

2 ), if n odd

1
2 (x( n

2 ) + x( n
2 +1)), if n even

2nd Quartile (Median)

P75(S i) xb0.75·n+1c 3th Quartile

P90(S i) xb0.9·n+1c 90th Percentile

max(S i) {x : x ≥ x j ∀ x j ∈ S i} Maximum

x̄(S i) 1
n
∑n

j=1 x j Arithmetic mean

s(S i)
√

s2(S i) Standard deviation

s2(S i) 1
n−1

∑n
j=1(x j − x̄(S i))2 Variance

RMM(S i) med(S i) − x̄(S i)
Distance between median and
arithmetic mean

F. Comparison with Measured Data
As outlined (cf. Table I), modeling the cell lines HT-29/B6,
IPEC-J2 and MDCK I under two distinct conditions, six mod-
eling scenarios were considered. For all six scenarios, modeled
impedance spectra were compared to measured spectra. As
true values can not be known for measured parameters, an
indirect approach needs to be chosen that involves differences
between estimations. Such an indirect approach has been
proposed [13] and optimized [1] by us in previous work:
Each parameter is estimated by three alternative techniques,
normalized and resulting estimation differences were plotted
in a two-dimensional diagram for modeled and measured data,
respectively. If data points from measured spectra lie within
the area covered by the data obtained from model spectra,
it is assumed that the modeling reflects realistic epithelial
properties. By calculating hexagonal bins for both diagrams,
the overlap or similarity was quantified. For further details on
the calculation and quantification of similarity, see [41].
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IV. Quantifying Electric Properties byMachine Learning
This section describes how physiological properties of epithelia
can be determined by applying machine learning techniques
on impedance measurements. In particular, we investigate how
much the predictions of the equivalent circuit parameters can
be improved by a two-state consideration. First, necessary
preprocessing and feature selection steps are described. In
the main step, parameters of the tissue-equivalent electric
circuit model are determined by separate regression models
(cf. Figure 1). Therein, the known parameter values from the
modeled impedance data set are used for supervised learning
and subsequent evaluation.

A. Preprocessing and Feature Selection
As described in the previous section, varying input feature
sets were formed from the cell measurements under control
conditions and their statistical properties. In particular, dif-
ferent qualities and forms of measurements were considered
and combined. In general, this approach is analogous to our
previous work [1].

In addition to features from control conditions data, the
pair of spectra, i.e., before and after Nystatin application, and
statistical properties were used to extract features. The last
approach results from combining the features from the second
approach and the differences and ratios of the measurement
points under the two states as described before. For each of
the three approaches, the four representations of impedance
measurements were used.

All in all, this results in 12 input feature sets, which can
be seen in Table III. To determine which features are suitable
for estimating the physiological properties of epithelia, the
feature sets were evaluated by assessing the results of various
supervised learning procedures.

To evaluate the feature sets and learning methods, the
absolute percentage error APE is calculated for all test samples
from the target value t and its prediction t̂:

APE(t, t̂) =
|t̂ − t|

t
(21)

Samples from each cell line were randomized and stan-
dardized by removing the mean and scaling to unit variance.
Subsequently, the dataset was divided to obtain a training set
of 100,000 and a test set of 50,000 samples.

B. Supervised Learning
While the general approach aims to determine several cir-
cuit parameters, individual circuit parameters were determined
instead of multiple regression. With twelve feature sets, six
targets, and three machine learning models, the total number
of trained models is 216 per cell line. For the whole study,
648 models were trained.

This approach allowed to choose the best model and input
feature set for each parameter. Thus, the values of Rsub, Rpara,
Rap, Rbl, Cap, Cbl under control conditions were determined.
To quantify the effect of Nystatin addition, dnyst was also
determined, which was then used to calculate Rap

2 using the
prediction of Rap.

Previous work has shown that machine learning methods,
such as random forests and multilayer perceptrons, provide
more accurate estimates than traditional methods such as circle

fit [12][1]. On this basis, three machine learning regression
methods of varying complexity were used for this work:

• Decision Tree (DT). This simple regressor serves as
a baseline regression method. The depth of the tree is
not limited and two samples are sufficient to split an
inner node. The best split is always chosen based on
the mean squared error.

• Random Forest (RF.) The statistically motivated
regressor was employed using an ensemble of 500
decision trees. As with single decision tree regression,
the random forest trees are not limited in-depth and
a split requires at least two samples. The best split is
chosen based on the mean squared error.

• Multilayer Perceptron (MLP). This biologically
inspired neural network regressor was used
with the seven-layers network architecture
[m, 256, 128, 64, 32, 16, 1], where m denotes the
dimensionality of the input vector. Thus, the number
of input neurons depends on the input feature
set. Rectified linear units (ReLU) are used as the
activation function. For training, the Adam optimizer
of Kingma et al. was used [43]. This is a variant
of the stochastic gradient descent method with
backpropagation and adaptive learning rate. The
initial learning rate was 0.001. In addition, an L2
regularization term with an α of 0.0001 was used.
200 samples were combined to a mini-batch.

Focussing on selecting effective feature sets, extensive
optimization of hyperparameters was omitted for the regression
methods at this point, although these were chosen based on
experience from past work. For all supervised learning tasks,
machine learning methods were used as provided by the
Python library scikit-learn [44].

C. Results
By comparing prediction results from the 648 trained machine
learning models, we identified feature sets best suited for
the given task of determining Rap, Rbl, etc (Table V). The
underlying assumption was that prediction accuracies will
differ depending on the input feature set and the machine
learning model used.

From all 648 trained models, we show results for the best
162 models in Table V. For all target variables, regression
models were considered that estimate with a MAPE of less
than 5%. For every single approach and target, the feature
set that leads to the minimum MAPE value was selected. The
arithmetic mean over the APE values of all test samples MAPE
is a relative metric independent of actual target values and
ranges. It is particularly well suited as a measure to compare
the prediction accuracies among different target variables.

For all cell lines, targets, and machine learning models, the
feature sets of the second approach perform better than the
first approach (cf. Table V). This is especially evident in the
estimation of apical and basolateral features. In many cases,
the MAPE can further be reduced by adding extra features
using the third approach. For example, in predicting Cbl for
IPEC-J2, the first approach achieves a MAPE of 18.7%, while
the MAPE for the second approach is 2.5% and 2.0% for the
third approach (cf. Table V).
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TABLE V. MAPE FOR PREDICTING EPITHELIAL PROPERTIES [±%].

a) Estimation of Cap

Cell Line Ap-
proach

Feature
Set

DT RF MLP

HT29B6 1 I1
⊥(Y) 8.43 7.01 6.90

2 I2
∠(Z) 2.88 1.84 0.66

3 I3
⊥(Y) 2.60 1.64 0.67

IPECJ2 1 I1
⊥(Y) 9.77 8.13 7.73

2 I2
⊥(Y) 3.82 2.79 1.02

3 I3
⊥(Y) 2.85 1.92 1.31

MDCKI 1 I1
⊥(Y) 5.58 4.79 5.84

2 I2
⊥(Y) 2.87 2.10 0.93

3 I3
⊥(Y) 2.24 1.50 0.77

b) Estimation of Cbl

Cell Line Ap-
proach

Feature
Set

DT RF MLP

HT29B6 1 I1
⊥(Y) 45.13 40.73 33.33

2 I2
⊥(Z) 9.25 5.56 1.65

3 I3
⊥(Z) 8.76 5.44 2.02

IPECJ2 1 I1
⊥(Y) 24.53 20.49 18.70

2 I2
⊥(Z) 8.37 5.62 2.53

3 I3
⊥(Y) 5.71 3.72 2.00

MDCKI 1 I1
⊥(Y) 12.86 11.09 11.53

2 I2
⊥(Z) 6.66 4.38 1.85

3 I3
⊥(Y) 5.55 3.49 1.09

c) Estimation of Rsub

Cell Line Ap-
proach

Feature
Set

DT RF MLP

HT29B6 1 I1
⊥(Z) 3.24 2.22 1.42

2 I2
⊥(Z) 2.65 1.76 1.31

3 I3
⊥(Z) 2.67 1.78 1.27

IPECJ2 1 I1
⊥(Z) 3.75 2.56 2.05

2 I2
⊥(Z) 3.02 1.96 1.32

3 I3
⊥(Z) 3.06 1.98 2.66

MDCKI 1 I1
⊥(Z) 4.88 3.36 2.49

2 I2
⊥(Z) 3.90 2.60 2.45

3 I3
⊥(Z) 3.95 2.62 2.49

d) Estimation of Rap

Cell Line Ap-
proach

Feature
Set

DT RF MLP

HT29B6 1 I1
⊥(Y) 20.73 17.03 13.43

2 I2
⊥(Z) 6.03 6.43 2.58

3 I3
⊥(Z) 4.46 4.76 2.21

IPECJ2 1 I1
⊥(Y) 37.64 31.55 22.92

2 I2
⊥(Y) 22.60 18.73 4.85

3 I3
⊥(Y) 16.45 15.11 4.25

MDCKI 1 I1
⊥(Y) 31.11 24.39 19.74

2 I2
⊥(Z) 10.48 10.28 2.93

3 I3
⊥(Z) 8.78 8.59 3.04

e) Estimation of Rbl

Cell Line Ap-
proach

Feature
Set

DT RF MLP

HT29B6 1 I1
⊥(Y) 50.96 44.06 34.81

2 I2
⊥(Z) 5.54 5.26 2.34

3 I3
⊥(Z) 3.06 2.98 1.99

IPECJ2 1 I1
⊥(Y) 44.87 36.85 25.07

2 I2
⊥(Z) 10.35 8.19 4.90

3 I3
⊥(Y) 6.04 5.26 3.56

MDCKI 1 I1
⊥(Y) 35.08 27.51 22.66

2 I2
⊥(Z) 6.66 5.59 1.93

3 I3
∠(Y) 4.42 3.78 1.78

f) Estimation of Rpara

Cell Line Ap-
proach

Feature
Set

DT RF MLP

HT29B6 1 I1
⊥(Z) 7.25 6.95 5.43

2 I2
⊥(Z) 2.57 2.59 0.75

3 I3
⊥(Z) 2.07 2.03 1.07

IPECJ2 1 I1
⊥(Y) 17.36 13.82 9.76

2 I2
⊥(Z) 7.81 6.84 3.38

3 I3
⊥(Z) 6.94 5.90 4.26

MDCKI 1 I1
⊥(Y) 16.08 13.02 9.57

2 I2
⊥(Z) 5.67 4.93 2.16

3 I3
⊥(Z) 5.00 4.17 1.36

TABLE VI. SELECTED ROBUST FEATURE SETS

Target HT-29/B6 IPEC-J2 MDCK I

Feature Set Model Feature Set Model Feature Set Model

Cap I2
⊥(Y) MLP I2

∠(Z) MLP I2
∠(Z) MLP

Cbl I2
∠(Y) MLP I2

∠(Z) MLP I2
∠(Z) MLP

Rsub I2
⊥(Z) MLP I2

⊥(Z) MLP I2
∠(Z) MLP

Rap I2
∠(Z) RF I2

⊥(Y) MLP I3
∠(Y) RF

Rbl I2
∠(Y) MLP I2

⊥(Y) MLP I3
∠(Y) RF

Rpara I2
⊥(Y) RF I2

∠(Y) MLP I3
⊥(Y) RF

Rap
2 I2

∠(Z) MLP I3
⊥(Y) RF I2

∠(Y) MLP

Among the machine learning models, the MLPs lead to the
smallest MAPE values. In comparison to the baseline method
of the decision tree, however, the random forest also yielded
an improvement of the estimates in the vast majority of cases.

D. Outlier and Robust Feature Sets
Even though it could be shown that machine learning may
yield a very accurate determination of epithelial properties, in
a few cases very high relative deviations occur. In practice,
however, even a few extreme outliers may be more harmful
than lower average accuracies. To this end, an approach that
avoids extreme outliers is favorable and a reliable method is
needed that provides useful estimates even in the worst cases.

Therefore, in an alternative approach, feature sets and
machine learning models were selected for which the smallest
relative deviations (i.e., APE values) occur in the worst case
within the test samples. These alternative feature sets for all

TABLE VII. ABSOLUTE PERCENTAGE ERROR FOR MACHINE
LEARNING WITH ROBUST FEATURE SETS

HT-29/B6 IPEC-J2 MDCK I

mean med P95% max mean med P95% max mean med P95% max

Cap 0.7 0.5 1.8 9.1 1.3 0.9 3.7 20.0 0.8 0.7 2.2 12.0

Cbl 1.2 0.9 3.4 35.9 2.1 1.6 5.9 34.2 1.3 1.0 3.4 31.9

Rsub 1.3 1.0 3.7 9.9 1.3 0.9 4.1 20.0 2.3 1.7 6.4 20.7

Rap 8.8 4.8 30.5 91.6 4.8 2.5 15.5 303.0 8.6 3.4 36.6 176.9

Rbl 1.5 1.0 4.1 38.2 3.3 2.1 10.5 99.8 3.8 1.8 14.6 56.5

Rpara 4.7 3.7 13.6 29.2 3.3 1.9 10.6 115.4 6.9 4.3 23.1 67.5

Rap
2 10.2 6.4 32.7 152.8 14.9 7.9 52.4 320.4 11.8 7.8 36.4 215.2

cell lines and target variables are displayed in Table VI and
referred to as robust feature sets in the following.

Table VII shows the resulting distribution of the absolute
percentage error for the selected robust feature sets. Cap,
e.g., may be determined for HT-29/B6, IPEC-J2, and MDCK
I with a worst-case deviation of 20%. For 11 out of 21
models, maximum APE values are less than 50 percent. For
five models, maximum APE values are less than 25 percent.
It can be seen, though, that even with robust feature sets,
very high maximum deviations may still occur for individual
target variables. For example, the determination of Rap of
IPEC-J2 has an average deviation of 4.8%, but in the worst
case a deviation of 303.0% (cf. Table VII). As percentiles
(P95%) indicate, however, such high prediction errors occur
very rarely.



143

International Journal on Advances in Life Sciences, vol 13 no 1 & 2, year 2021, http://www.iariajournals.org/life_sciences/

2021, © Copyright by authors, Published under agreement with IARIA - www.iaria.org

V. Postprocessing using Least Squares Approach
After completing the previous step, all components of an
assumed equivalent electric circuit are determined by machine
learning with the respective accuracy (section IV). Having
obtained estimates for all circuit parameters, however, one also
obtains the possibility of synthesizing impedance spectra for
the given values of the circuit parameters. This is the basis for
the postprocessing step that we propose here.

Analogously to the generation of training data (section III),
the determined parameter values are used to model two syn-
thetic impedance spectra for control conditions and Nystatin
application. Both newly synthesized spectra are then compared
to the originally observed spectra. The least-squares method
is then employed to adjust the parameter values so that the
synthesized pair of spectra matches the original.

A. Approach
Using the machine learning predictions, a new pair of
impedance spectra Ẑ = (Ẑ1, . . . , Ẑ84)> is calculated using
equation 2. Note, that one does not necessarily obtain an
equivalent circuit whose corresponding pair of spectra matches
the original observed pair of spectra Z = (Z1, ...,Z84)>, as
described in the next Chapter. The Residual Sum of Squares
(RSS) is a suitable measure for this purpose, which is calcu-
lated according to the following formula:

RSS(Z, Ẑ) =

84∑
i=1

(Zi − Ẑi)2 (22)

It is desirable that the predicted equivalent circuit exhibit
similar electrical behavior to the measured cell, i.e., have a
minimum RSS. For this purpose, the nonlinear least-squares
curve fit method from the Python library SciPy was ap-
plied [45]. The Trust Region Reflective variant was chosen
because of its capability to specify upper and lower bounds for
each parameter when calling the method. The predictions of
the machine learning models with Robust Feature Sets serve as
initial values for the optimization from which a local minimum
of the RSS is searched for. The bounds from Table II were used
and the measurement points were weighted with the standard
deviations from the error modeling of section III-B.

Note, that both improvement and deterioration of the values
are possible. In previous attempts, no improvement of Rsub

could be achieved. For this reason and because the predictions
of the machine learning models were already sufficiently good,
Rsub was fixed to its initial value.

B. Results
We first present results on how well the RSS could be min-

imized by the least-squares approach. Secondly, we evaluate
relative deviations (APE) of the equivalent circuit parameters.

1) Reduction of the Residual Sum of Squares: For all test
samples, the solver was able to obtain parameter values with
a lower RSS compared to the initial values of the machine
learning. For all cell lines, the average reduction of RSS by
optimization is greater than 99%. (cf. Figure 5). An example
of a pair of impedance spectra before and after post-processing
is shown in Figure 6. Looking at the 84 complex measuring
points, the average RSME could be reduced from 20.2 Ω · cm2

to 2.0 Ω · cm2 for HT-29/B6, from 67.6 Ω · cm2 to 2.6 Ω · cm2

for IPEC-J2 and from 61.1 Ω ·cm2 to 2.5 Ω ·cm2 for MDCK I.
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Figure 5. Residual Sum of Squares (RSS) of predicted impedance
spectra pair before and after least-squares postprocessing as box

plots with arithmetic mean ( ) and whiskers showing the 10th and
90th percentiles.

2) Circuit parameters: Table VIII shows a detailed
overview of derived APE values after least-squares
postprocessing. Note, that the deviations for Rsub do not
change because the parameter was fixed during execution. For
the targets Rap

2 , Rpara and Rap, a significant improvement is
observed for all cell lines. The largest improvement is seen for
Rap

2 , where, for example, for MDCK I the MAPE is reduced
from 11.8% to 0.4% and also the maximum APE is 99.7%
instead of 215.2%. It becomes clear that post-processing
delivers better results especially when good initial values
are already available, whereas hardly any improvements can
be found for the worst-case samples with maximum APE.
This can be seen in the statistical distribution of APE, where,
for example, for Cbl the median improves for all cell lines,
whereas the maximum APE increases. The median APE
worsens in only one case, namely in the determination of Rbl

for HT/29-B6 by 0.1%. Otherwise, clear improvements can
be observed.

TABLE VIII. ABSOLUTE PERCENTAGE ERROR AFTER
POSTPROCESSING

HT-29/B6 IPEC-J2 MDCK I

mean med P95% max mean med P95% max mean med P95% max

Cap 0.3 0.2 1.0 9.5 0.3 0.1 1.0 17.7 0.3 0.1 1.2 18.3

Cbl 1.3 0.8 4.2 45.1 0.6 0.2 2.4 50.7 0.7 0.2 2.7 44.3

Rsub 1.3 1.0 3.7 9.9 1.3 0.9 4.1 20.0 2.3 1.7 6.4 20.7

Rap 4.2 1.8 17.2 76.2 3.0 0.7 12.0 309.7 3.4 0.8 14.6 343.1

Rbl 2.2 1.1 7.9 36.6 1.3 0.3 5.3 98.8 1.4 0.3 6.4 94.3

Rpara 1.7 0.7 6.7 38.3 1.0 0.3 3.6 84.5 1.7 0.4 6.9 120.5

Rap
2 0.9 0.5 3.1 99.6 0.4 0.2 1.2 212.9 0.4 0.3 1.2 99.7
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TABLE IX. FEATURE SUBSET IMPORTANCE FOR PREDICTIONS WITH RANDOM FOREST AND I3
⊥(Y)

Features Cbl Rbl Rpara Rsub

HT-29/B6 IPEC-J2 MDCK I HT-29/B6 IPEC-J2 MDCK I HT-29/B6 IPEC-J2 MDCK I HT-29/B6 IPEC-J2 MDCK I

S<(Y) × S=(Y) 1.3 1.6 2.8 2.5 0.7 3.1 78.6 68.6 73.1 0.2 0.2 1.6
N<(Y) × N=(Y) 6.5 4.8 24.5 5.3 1.4 4.7 1.2 1.3 3.2 0.2 0.2 0.6
D<(Y) × D=(Y) 42.9 35.0 23.3 69.4 87.7 78.9 1.9 2.5 4.1 0.1 0.1 0.4
R<(Y) × R=(Y) 26.5 5.6 7.3 7.6 3.4 2.1 4.4 5.1 11.1 0.1 0.1 0.4

stat
(
S<(Y)

)
× stat

(
S=(Y)

)
2.3 2.0 1.4 1.3 2.0 1.7 10.2 19.5 3.2 93.3 88.3 10.4

stat
(
N<(Y)

)
× stat

(
N=(Y)

)
1.3 47.9 37.6 1.5 0.3 1.3 0.4 0.5 0.8 6.0 11.1 86.3

stat
(
D<(Y)

)
× stat

(
D=(Y)

)
8.5 1.8 1.4 9.6 1.7 6.5 0.7 0.6 1.0 0.0 0.0 0.2

stat
(
R<(Y)

)
× stat

(
R=(Y)

)
10.8 1.3 1.7 2.8 2.8 1.8 2.7 1.9 3.5 0.0 0.0 0.2

VI. Discussion
A. Relevance for Biomedical Applications
Impedance spectroscopic techniques are increasingly gaining
importance in biomedical applications like monitoring the
growth of cultured epithelial and endothelial cells (e.g., retinal
pigment epithelium, gastrointestinal tract cells, pulmonary
cells, blood-brain-barrier models [46][47]), or alterations of
barrier function during pharmacological studies [48][49][46].
Furthermore, impedance spectroscopy is the only technique
that allows functional distinction between epithelial and subep-
ithelial properties of ex vivo tissue, such as intestinal biopsies
of patients with suspected barrier impairment.

Reliable, automated determination of epithelial properties
is becoming increasingly important, as, during the past decade,
impedance spectroscopy of epithelia has started to move from
pure basic research or investigations on biopsies to clini-
cal applications in patients. Several groups have developed
various endoscopic devices that allow in vivo impedance
measurements, e.g., in the GI tract of critically ill patients
that may develop mucosal ischemia [50] or in the esophagus
from patients suffering from gastroesophageal reflux disease
[51][52][53].

If the technique is to be used on a routine basis, however,
reliable automatization for the evaluation of impedance spectra
is indispensable. On one hand, manual evaluation of impedance
spectra to extract the physiologically relevant parameters re-
quires extensive user training and is time-consuming, as in-
dividual spectra need to be fitted by complex equations [24].
On the other hand, currently available systems usually only
record Rtrans (i.e., the sum of the subepithelial and epithelial
resistance) or even only relative alterations in Rtrans over the
time-course of an experiment, as estimation of absolute Rtrans

values is too error-prone [54][46].

B. Combined Consideration of Two-State Measurements
The accurate determination of apical and basolateral properties
with one-path impedance spectroscopy has been considered
an unsolved problem in clinical physiology. In this study,
we have been able to demonstrate that this issue can be
solved by observing the cell under two different conditions, or
states, namely before and after the apical addition of Nystatin.
It became clear that machine learning techniques are well
suited to process pairs of impedance spectra, with a significant
improvement compared to determination based on a single

measurement under control conditions alone (see Table V).
First attempts to construct new features from two different
spectra were successful and showed that this step improves
the determination of epithelial properties by machine learning.

C. Feature Extraction

From the results shown in section IV, we can draw some pre-
liminary conclusions regarding the usefulness of the extracted
features and feature sets.

1) Representations: In the context of this study, none of
the selected representations showed to be consistently superior.
However, among the regression models with the smallest
MAPE, algebraic forms of impedance and admittance are
noticeably more frequent than polar forms (cf. Table V). The
average improvement of the MAPE by the right choice of
representation is about 0.9 percentage points. Therefore, we
assume that the representation does not play a major role in
the method presented here.

2) Feature Importance: Scikit-learn’s Random Tree Re-
gressor provides the output of feature importances. The value
of feature importance lies in the interval [0; 1] and is the larger,
the greater the influence on the regression. Notice that the sum
of all feature importances of an input feature set is equal to 1.
The input feature set can be divided into subsets and compared
to each other by summing the individual importances. Table IX
shows the feature subset importances for the random forest
regressions of Cbl, Rbl, Rpara and Rsub using I3

⊥(Y) as input.

3) Statistical Features: The extraction of statistical fea-
tures has worked well in previous work related to epithelial
impedance analysis, which is why the approach was retained
for this work [1]. The benefit of using statistical features varies
for different targets. In Table IX, e.g., it can clearly be seen that
the statistical features are of high importance in predicting Rsub

and Cbl through random forest. This is particularly evident in
the prediction of Rsub. Here, with a summed feature importance
of ≥ 97%, decisions are made almost entirely based on the
statistical features. For Cbl of IPEC-J2 and MDCK I, the
statistical features in I3

⊥(Y) obtain high importance and could
contribute to a 0.9 − 1.9 percentage point improvement in
prediction (cf. Table Vb). Because of the ease of calculation
and the possible positive effect on prediction, the use of
descriptive statistics for feature extraction in the analysis of
impedance spectra can be further recommended.
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a) Impedance Spectra under Control Conditions
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b) Impedance Spectra after Nystatin Addition

Figure 6. Pair of impedance spectra before and after Nystatin addition: Original measurement from data set (l), pair of spectra derived from Machine Learning
predictions (6), pair of spectra derived from predictions after least-squares postprocessing (6)

4) Differences and Ratios: The frequency-wise calculation
of the differences and ratios from the pairs of spectra is a
completely new approach resulting from the two-state consid-
eration. Looking at the feature importance from Table IX, it
becomes very clear that the features extracted in this way work
very well for transcellular targets such as Cbl and Rbl with an
feature importance between 31% and 91%. On the other hand,
for the quantities that do not belong to the transcellular route,
i.e., Rpara and Rsub, this approach is of little use. Differences
and ratios not only yielded high feature importance for random
forests but were also able to contribute to a 1.8−2.8 percentage
point improvement in prediction (see Table Ve). Additionally,
more complex features could be extracted from the two-state
consideration to further improve prediction.

D. Machine Learning and Least-Squares Optimization
In this work, machine learning methods following statistical
and neuro-inspired paradigms were used for the pairwise anal-
ysis of epithelial impedance spectra. In particular, the MAPE
values from Table V show that with the right combination of
feature set and machine learning model, very good predictions
of all sought targets are possible. With a maximum training
time of a regression model of a few hours on a 4-core CPU,
the overall training period was acceptable despite the large
sample size. Therefore, no further time measurements were
taken during training. A drawback of the presented study is
the brute-force approach in the search for optimal feature sets.
Here, an elaborated search for optimal feature sets would have
saved training effort, for example in the unprofitable use of
different impedance representations.

This computational study was able to show the promising
influence of least-squares postprocessing for machine-learning-
based analysis. Figure 6 shows the original impedance spectra
of a measurement from the data set and the spectra derived
from the machine learning predictions with and without least-
squares optimization. It can be seen that the machine learning
predictions without least-squares optimization may result in
impedance spectra that are significantly different from the
measured ones. In this respect, posterior optimization using
a least-squares approach has been shown to be a suitable
approach to better align a predicted pair of curves to the
observed ones. The greatest empirical evidence represents
the average reduction of the RSS by more than 99% for all

cell lines (see Figure 5). Due to the much better alignment,
the equivalent circuit obtained after optimization is much
better suited to describe the electrical behavior of the cell.
Moreover, with the help of the least-squares optimization, an
improvement in the predictions of Rpara, Rap and Rap

2 by several
percentage points could be achieved.

Least-squares methods, as used in our postprocessing, usu-
ally require suitable initial values from which a local minimum
is found. The choice of suitable initial values for optimization
problems is a frequent topic in various disciplines [55][56].
In the field of epithelial impedance spectroscopy, the use of
randomly chosen initial values may lead to poor convergence
behavior. Manual initialization by an expert, on the other hand,
offers no possibility of automation. The presented method
could fill this gap by using machine learning to find suitable
initial values in an automated way. Accordingly, e.g., in the
field of crystal lattice determination, machine learning tech-
niques have recently been used to find suitable initial values
for subsequent optimization [57].

E. Limitations

A notable limitation of the presented method is the occurrence
of highly increased prediction errors in a few cases, especially
for Rap with a maximal relative deviation of more than 300%
for MDCK I and IPEC-J2 (see Table VIII). Because the apical
resistance decreases after apical addition of Nystatin, Rap is
the only parameter that changes during the experimental setup,
while the others remain the same. For a reliable approximation
of Rap, basolateral addition of Nystatin might be useful to keep
Rap constant during both measurements.

Looking at the absolute percentage error plotted against
the Nystatin factor dnyst, we see for all targets and cell lines
that the highly increased prediction errors occur only for
dnyst < 0.4. In Figure 7, this can be seen for Rap, Rbl, and
Rpara as examples. Note, that in the given experimental setup,
the amount of Nystatin added can freely be chosen. Based
on this, we filtered and re-evaluated the test data set for
samples with dnyst ≥ 0.4 (see Table X). For the reduced test
data set, the overall performance of the proposed method is
significantly better with a maximum APE of 36.5%. However,
the assumption dnyst ≥ 0.4 is not applicable to the general
case, because smaller dnyst values, derived from a substantial
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Figure 7. Absolute percentage error plotted against the Nystatin factor dnyst .

addition of Nystatin, are often required to distinguish apical
and basolateral membranes in the impedance curve.

As the presented method to determine electric properties of
epithelia involves modeled impedance spectra, applicability is
naturally depending on the modeling and sampling of the data.
The previously modeled data that is used here is in good ac-
cordance with data obtained from measurements on epithelial
tissue [25]. While a variety of cell lines and functional states
is considered in our work, results and estimations obtained
here are still limited to the specific scenarios modeled. Also,
characteristics of the training and test data influence charac-
teristics of estimation methods. For example, the precision of
supervised learning methods tends to decrease if the number of
samples decreases. To this end, e.g., the distribution of target
values needs to be considered (cf. Figure 4).

VII. Conclusions and FutureWork
While impedance spectroscopy is a convenient measurement
technique, quantifying the electric bipolarity of epithelial tissue
with traditional approaches is challenging. For some parame-
ters, it may not only be error-prone, but practically impossible
with reasonable efforts. In this computational study, we have
shown that this aim may be achieved with good results by
combining machine learning regression with a least squares-
based postprocessing step. Key concepts were the combination
of measurements obtained under two different tissue conditions
as well as a systematic feature extraction approach. Due to
detailed and realistic modeling, we suggest this approach is
valid for the epithelial cell lines HT-29/B6, IPEC-J2 and
MDCK I under control conditions, as well as under the
influence of Nystatin and EGTA.

All in all, the method outlined and evaluated in the present
study represents a significant progress in order to achieve a
routine evaluation of impedance spectra obtained in a clinical
measurement setting. Several challenges are envisioned, how-
ever, that need to be adressed in future work:

1) Compared to impedance spectra recorded from cul-
tured cell layers, data obtained from patients will be
subject to a considerably larger scatter within one
impedance spectrum, as electrical shielding is limited.

2) There will be a substantial variability between indi-
vidual spectra, due to variation in the positioning of
the electrodes.

3) Larger artifacts have to be recognized, e.g., caused
by movements of the patient.

4) In contrast to the GI tract, esophageal epithelia are
stratified. Thus, valid equivalent circuits for stratified
epithelia have to be developed and tested, before data
can be modeled accurately.

A promising strategy is to solve these open questions in
our current approach would be the application of generative
machine learning methods, which are designed to rebuild
characteristics of given training data. Although techniques such
as Generative Adversarial Networks (GAN) were originally
designed to mimic image data [58], we see much potential
in employing them to model spectral data. In future work,
we will therefore investigate the usage of such state-of-the-art
generative machine learning methods for advanced and highly
automated modeling of impedance spectra.

Appendix
A. Prediction for samples with dnyst ≥ 0.4
In the discussion section, we have pointed out some notable
effects of the Nystatin application on the reliability of pre-
dictions. As can be seen in Figure 7, high prediction errors
occur exclusively in samples with a small Nystatin factor dnyst.
Therefore, the test samples were filtered by dnyst ≥ 0.4 and
re-evaluated. From the original 50,000 samples, we obtained
reduced data sets with 11043 Samples for HT29B6, 3526 for
IPECJ-2, and 2448 for MDCK I. The results of the evaluation
are shown in Table X.

TABLE X. ABSOLUTE PERCENTAGE ERROR AFTER
POSTPROCESSING FOR SAMPLES WITH dnyst ≥ 0.4

HT-29/B6 IPEC-J2 MDCK I

mean med P95% max mean med P95% max mean med P95% max

Cap 0.2 0.1 0.5 4.7 0.2 0.1 0.6 4.6 0.1 0.1 0.4 2.4

Cbl 1.4 1.0 4.2 45.1 0.8 0.4 2.7 21.2 0.6 0.4 1.7 9.7

Rsub 1.4 1.0 3.9 8.3 1.5 1.0 4.5 18.2 2.3 1.7 6.9 14.9

Rap 1.8 1.0 6.0 36.5 0.6 0.3 2.2 13.0 0.4 0.3 1.4 8.1

Rbl 2.4 1.4 7.8 33.0 1.0 0.5 3.7 25.1 0.8 0.5 2.5 17.6

Rpara 0.9 0.5 2.9 15.0 0.2 0.2 0.7 2.5 0.3 0.2 0.9 3.1

Rap
2 1.0 0.6 3.6 17.3 0.3 0.2 1.2 8.8 0.2 0.2 0.7 5.0
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