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Abstract—“Learning by doing” in Higher Education in tech-
nical disciplines is mostly realized by hands-on labs. It chal-
lenges the exploratory aptitude and curiosity of a person. But,
exploratory learning is hindered by technical situations that
are not easy to establish and to verify. Technical skills are,
however, mandatory for employees in this area. On the other
side, theoretical concepts are often compromised by commercial
products. The challenge is to contrast and reconcile theory with
practice. Another challenge is to implement a self-assessment
and grading scheme that keeps up with the scalability of e-
learning courses. In addition, it should allow the use of different
commercial products in the labs and still grade the assignment
results automatically in a uniform way. In two European Union
funded projects we designed, implemented, and evaluated a
unique e-learning reference model, which realizes a modularized
teaching concept that provides easily reproducible virtual hands-
on labs. The novelty of the approach is to use software products of
industrial relevance to compare with theory and to contrast dif-
ferent implementations. In a sample case study, we demonstrate
the automated assessment for the creative database modeling
and design task. Pilot applications in several European countries
demonstrated that the participants gained highly sustainable
competences that improved their attractiveness for employment.

Keywords—learning by doing, virtual laboratory, hands-on lab,
e-learning concept, self-assessment, e-grading.

I. INTRODUCTION

Effective knowledge transfer at Higher Education (HE)
institutions and Vocational Educational Training (VET) should
be tailored to the needs of its clients. VET, in contrary to
HE, comprises of all non-academic professional education and
training provided either by state or private organizations, e.g.,
in-company training. It is characterized by teaching practical
skills that are needed in the daily work of employees, e.g.,
learning how to use a specific software product like a relational
database product or how to normalize a relation.

Employees are highly motivated to acquire new skills but
are often hindered to follow a scheduled training program.
Students face a denser curriculum due to the Bologna process
with a high degree of optional courses whose schedules and
prerequisites are not aligned. Therefore, it is essential to
provide self study courses with small module sizes to enable
the participants to learn in their spare time at their own pace.
In addition, in financially difficult times, knowledge transfer
should be highly scalable in terms of costs. E-learning offers
this capability but has the difficulty of keeping motivation high

and to impart in-depth knowledge. Another challenge is the
automated assessment of higher level understanding, a key
requirement for large scale on-line courses. In engineering
disciplines, e-learning has to deal with skills how to use
commercial software or other technical devices.

As consequence, e-learning has to solve a multidimensional
problem. Laux et al. [1] identified and presented at ICIW 2012
the following problem dimensions:

• content granularity

• theory level

• technology

• pedagogy

• assessment

• competence level

This leads to the following challenges. The learning content
needs to be sliced into “digestible” portions while keeping
the necessary context. Technological reality has to match and
sometimes contrast with the theoretical underpinning. Techno-
logical aspects in Information and Communication Technology
(ICT) are of particular importance to empower students and
employees for a competitive labor market. Aiming for techno-
logical competence will stimulate the secondary motivation of
the learners.

In our case study, which extends the results of [1], we focus
on one of the most important areas in ICT competency for
information management professionals: database management
systems (DBMS). Databases are now the underlying framework
of information systems that have fundamentally changed the
way organizations and individuals structure and handle infor-
mation.

Two crucial competences within the database domain are,
how to structure efficiently a database and how to correctly
process the data. For example, in the case of a banking ap-
plication the database has to process the financial transactions
correctly and reliably under any circumstances. This requires a
sound understanding of the theory of transaction management
and practical skills of software products at the same time. Such
a highly specialized knowledge cannot be only theoretically
taught neither could it be trained only by examples like a
cookbook.
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A second example is the database design, where profound
understanding of the database model and the business domain
is necessary in order to create a database structure that is
efficient, resilient, and flexible for future change. It requires
a clear view of the important entities of the business and
its requirements, but also leaves room for abstraction and
individual viewpoints. This makes the assessment of a data
model difficult and subjective.

Both examples are scenarios for our e-learning concept
with hands-on labs where we demonstrate how to teach effec-
tively theory combined with hands-on labs for practical skills
and problem solving competence.

A. Structure of the Paper

With the following overview on related work in cognitive
science the context for our learning theory will be settled. In
Section II, we point out the pedagogical requirements, the
modularization constraints dictated by the learning objects
and the tension between industry demands and long term
knowledge for the students. This clarification is used in Section
III as criterion for developing a unique reference model for the
example learning object database systems.

With the help of Bloom’s Taxonomy, we identify different
knowledge levels in Section IV and show how to assess the
higher levels of understanding.

Section V describes the supporting technology, in particu-
lar, the environment for the hands-on labs. We evaluate the e-
learning reference model and discuss our findings during pilot
runs of the learning modules in Section VI. The paper ends
with a conclusion and ideas for future work.

B. Related Work

E-learning is a promising research subject and there is
an abundance of publications on the foundation of on-line
learning (e.g., [2][3][4][5][6]) as well as on its problems. For
instance, the decreasing motivation was described by Prenzel
[7] and Paechter et al. [8]. This is also confirmed by our own
experience with e-learning.

According to constructivism [9] the learner generates
knowledge by individual experience (radical constructivism
[10]) or by social interaction within a cultural context (so-
cial constructivism [3]). As consequence, knowledge should
be acquired by the learner in authentic situations that keep
motivation high [11]. Connolly and Begg [12] report similar
experiences and recommend teaching database analysis and
design in a problem based environment.

Communication with fellow students and team work are
also factors that support learning motivation [5]. This makes a
communication and collaboration tool an indispensable ingre-
dient of an e-learning system.

Multimedia support through e-learning systems is an en-
abler for flexible and scalable HE and VET, but is no guarantee
for a successful on-line course. Critical voices raised the
issue of superficial and routine knowledge that may easily be
transferred. This knowledge refers to the cognitive domains
one (remember), two (understand), and three (apply) of the
revised Bloom’s taxonomy [4].

In this taxonomy, Bloom [13] and Anderson [4] distinguish
six cognitive levels

1) remember
2) understand
3) apply
4) analyze
5) evaluate
6) create.

For a deeper understanding the learner should acquire the
higher cognitive levels. But, profound insights (analysis, syn-
thesis/creation, and evaluation in Bloom’s categories) are dif-
ficult to convey with a computer based learning environment
as the study conducted by Spannagel [14] reveals. Krathwohl
[15] gives a concise comparison of the original and revised
taxonomy also stressing that the new taxonomy has four di-
mensions - factual, conceptual, procedural, and meta-cognitive
knowledge.

The first three cognitive levels include the substance of
subcategories of knowledge in the original framework. New
is the meta-cognitive knowledge, which provides a distinction
between knowledge and cognition in general as well as aware-
ness of and knowledge about one’s own cognition. This was
not widely recognized at the time the original scheme was
developed but is now of “increasing significance as researchers
continue to demonstrate the importance of students being made
aware of their meta-cognitive activity, and then using this
knowledge to appropriately adapt the ways in which they think
and operate” [15].

The Bloom/Anderson knowledge taxonomy was chosen
because it structures knowledge according to the level of
understanding and it fits well into the evaluation of skills-
related learning. It is possible to distinguishes between the
ongoing formative assessment (giving feedback about the stu-
dent’s performance or the assessment of educational materials
during the course) and the summative assessment (evaluation at
the end of the instructional cycle). So far, there are a couple of
articles regarding e-learning assessment. Richards and DeVries
[16] use the formative evaluation to dynamically monitor
the learning activities in order to improve its course design.
Their work focuses on the instructional design methodology
and uses embedded questionnaires for the feedback. Velan,
Jones, McNeil and Kumar [17] show in detail, how continuous
online formative assessments helped medical science students
to achieve better grades.

Experiences with summative assessment are reported by
Chew, Jones and Blackey [18]. They introduced a range of of
online assessment tools, such as electronic submission, partial
tutor-intervention or a complete end-to-end computer-assisted
assessment, at their university. As result from their experiences
they recommend seven practices to follow and eleven to
avoid. All these practices concentrate around organizational or
technical aspects and how to gain a positive attitude towards
e-learning and e-assessment. The real assessment work and
feedback was based on closed questions that cover only the
lower levels of understanding.

An approach for automatic marking of short essays from
graduate students in computer science is described by Thomas,
Haley, deRoeck and Petre [19]. They use a technique called
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Latent Semantic Analysis (LSA) to infer meaning from a
natural language text. This type of association analysis was
used for marking free-form short essays. LSA produced -
depending on the question - between 83% and 66% similar
marks to an experienced human marker. For only one question
out of six a significant statistical correlation was found.

A more promising result was achieved be Higgins and
Bligh [20] when they applied computer based formative as-
sessment in a diagram based domain. Compared to LSA this
is understandable as the rules for diagram based models are
far simpler and more precise by definition than a natural
language. In their setting they assigned to a self programmed
diagramming tool an explanation and feedback text for every
diagramming rule. It was possible to add composite rules or
features tailored for a specific task and context. From this
approach raises a problem based on the fact, that each feature is
assessed exactly once. It turned out that “several equally valid
model solutions with slightly differing, mutually exclusive,
features” [20] could not be assessed appropriately.

In our paper we will use state of the art products, like
Oracle SQL Developer, MS SQL Management Studio, or Aqua
Data Studio Entity Relationship Modeler. We do not want to
insist on a preset model solution. The e-assessment process
should allow to assess innovative, original and unexpected
design solutions.

Problem based learning helps students to keep motivation
high. But it seems difficult to ensure that theory and the
necessary abstraction are drawn from an example. There are
concepts that try to overcome these problems with the use
of multimedia technology [6]. Blended learning, for example,
tries to combine classroom learning with e-learning [2, chap.
10 and 29]. Classroom teaching can provide for theory and
the e-learning session practice the knowledge in the form of
exercises or experiments. We apply this technique for our
virtual laboratory workshops described in Subsection III-C.
This hybrid learning does not ensure sustainable and deep
understanding, but, a well thought concept may help to convey
deep insights as Astleitner and Wiesner [5] point out.

Our concept aims further: it contrasts and reconciles theory
with the reality of commercial software products. This is
important because software professionals and experts need the
competence to verify the real behavior of a database system for
instance and compare it with the theory. As a consequence real
products are necessary as training tools and for assessment. No
learning concept, so far, has tried to deal with the peculiarities
of commercial graphical modeling products and provide an
automated assessment of the resulting model.

II. PROBLEM DESCRIPTION AND CONTRIBUTION

The goal is to provide a highly modularized e-learning
environment for the specific theoretical and practical needs
of HE and VET in the domain of ICT. For the proof of
concept we have chosen the material produced during two
EU funded projects: DBTech Pro (funded by the Leonardo
da Vinci Programme) and its successor DBTech EXT (funded
by the EU Lifelong Learning Programme).

The first project, DBTech Pro (http://myy.haaga-helia.fi/
∼dbms/dbtechnet/project2002-05 en.HTML), started with a

survey to find out the needs of ICT-industry with regard to
database technology competencies. We identified important
knowledge areas of database systems and syllabi for course
units. Based on these findings a framework and syllabus for
the essential knowledge areas was developed, covering the
related database standards, specifications, technology trends
and understanding of the mainstream DBMS products. Course
modules, including laboratory exercises, were developed and
pilot courses executed in all five partner countries (Finland,
Greece, Germany, Spain, and United Kingdom). The experi-
ences from the pilot tests have been evaluated by students and
experts.

The successor project DBTech EXT (http:
//myy.haaga-helia.fi/∼dbms/dbtechnet/DBTechExtDescr.pdf)
was formed by 7 universities, 3 VET institutes, and 1 industry
representative. It extended the work from the previous
project with a learning reference model with knowledge
taxonomy and laboratory environment described in Section
III. The model integrates instructional, active, and constructive
learning concepts, which are applied as appropriate by the
learning subject. Focus was on the in-depth knowledge with
hands-on labs for learning by doing and verifying theories
based on e-learning technology. Example topics have been
database design, transaction processing, and data mining.
Again, all courses and hands-on labs have been evaluated by
the participants and teaching experts. More information about
both projects may be found at http://www.dbtechnet.org.

From a pedagogical view, we identify the following re-
quirements for a successful on-line course:

• self controlled learning

• authentic problem oriented learning

• most importantly, cooperative learning

• self assessment

• feedback and evaluation

Self controlled learning is important because of the above
mentioned time constraints and with regard to different precog-
nition of the learners. For a high motivation it is necessary to
pose authentic real world problems and to let the learners solve
them as a team [12]. This requires state-of-the-art software as
used in industry.

Cooperative learning has two positive effects, one for the
learner and one for the teacher, as follows. Communication
among the students and working in groups keep motivation
high and yield better learning results. It strengthen personal
confidence of the learner through the positive feedback from
the team. From the teacher’s view the communication provides
feedback on the effectiveness of the teaching and exercise
material. The assessment of solutions for real-world problems
is easier to justify and the acceptance from the students is more
likely. In addition, communication among students reduces
teacher intervention.

Employers demand key competences and skills that are
predominately conveyed by cooperative learning:

• ability to solve real world tasks (problem solving)

• knowledge about state-of-the-art technology
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Fig. 1. Learning modules and its emphasis on target groups

• social skills, so called soft skills

Employees and students have increasing interest in learning
skills that give a fast and easy to see return on their learn-
ing investment in form of directly applicable knowledge at
their working place. This validates the first two requirements.
Problem solving is a daily task at every workplace. Software
problems most often can only be tackled successfully with
state-of-the-art knowledge about technology. Social skills are
indispensable for highly demanding ICT jobs [21] that involve
cooperation and collaboration of many people.

In addition to the requirements mentioned above, the
teaching units (modules), which we want to create, need to
comply with the taxonomy of that domain, which defines how
to decompose the content along the aspects:

• competence level

• subject area

• technology

Decomposing the content along the competence level pro-
vides different degrees of detail in line with target compe-
tencies and work profile. Students of HE institutions prefer
a different learning concept than in VET courses. The latter
have a tighter time schedule with less time for reflection of
theoretical issues than HE students.

So, apart from the challenging content we tried to address
all of the above requirements by dividing the learning content
so that it can be combined and composed in multiple ways.
Depending on the target learning group we produced different
learning modules with specific consideration of the above
described aspects. Figure 1 visualizes the emphasis of different
target learning groups. For example, a module for professional
training typically focuses on technology with a high level of
competence and skills. Higher education curricula are less
concerned about technology but concentrate on the subject
theory. In contrast, professional self study needs to take special
care of the didactic aspects as this is crucial for enabling self
study and keeping the motivation high.

A. Contribution

The contribution of this paper consists of an integrated
learning model for e-learning addressing the needs and con-

straints of HE and VET. For each learning unit the most appro-
priate learning theory was applied. Furthermore, the framework
solves the problem of content modularization. Exemplary e-
learning material that was used in multiple pilot runs proved
the usefulness of this approach and resulted into more sustain-
able knowledge compared to traditional university teaching.
The main advantage lies in the practical skills acquired using
real DBMS products in the hands-on labs. The necessary lab
environments are easy reproducible and provide full control of
license restrictions. A major achievement of our approach is
that we are able to assess automatically truly original and in-
novative data models produced by mainstream modeling tools.
This is demonstrated with a commercial graphical Entity-
Relationship diagramming and modeling tool.

III. THE REFERENCE MODEL

The reference model applies several learning concepts
reflecting the different aspects and challenges presented in the
previous section. The interrelation of these requirements make
it difficult to optimize the learning concept. For better under-
standing we treat the dimensions content, lab environment, and
project work separately and discuss the global optimization in
Subsection III-E at the end of this section.

A. Knowledge Taxonomy

It is common to define a syllabus for the learning content.
Structuring the syllabus results in a knowledge taxonomy of
the teaching domain. From this structure we are able to de-
duce pre-requisites, identify learning elements, and designate
learning outcomes. Structuring the teaching domain along the
knowledge levels defined by Bloom [13] and Anderson [4]
helped us to modularize the content according to knowledge
depth and to provide teaching units for different target groups.

As an example, Figure 2 shows an extract of the DBTech
database taxonomy [22] depicting the comprehension levels.
Based on this layering we were able to deduce pre-requisites
for every learning unit. For instance the unit data modeling
(see Silberschatz et al. [23]) requires knowledge about the
relational, hierarchical, and network model.

The knowledge levels are exemplified with the transaction
management. On the lowest comprehension level it is sufficient
to recall that transaction management coordinates transactions
in a way that no undesired results may occur including the
enduring protection of transaction results. For the second level
the learner understands what this protection and coordination
means in terms of the ACID1 properties [24] and for level three
the learner knows how to apply this knowledge. So far, it is
not necessary to know how these properties are achieved by
the transaction management. For the higher knowledge levels
non functional aspects such as performance of different im-
plementations of the ACID properties and its approximations
are important. In order to analyze two concurrency mecha-
nisms it is necessary to know their conceptual differences.
Implementation knowledge is helpful to evaluate different
mechanisms in terms of performance. For level six (create),
the highest knowledge level of the Bloom/Anderson taxonomy,
the learner needs a creative idea beside some experience in the
implementation of a transaction management system.

1ACID stands for the characteristic properties of a transaction: Atomic,
Consistent, Isolated, and Durable
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Fig. 2. Mapping of DBTech Database Taxonomy to other CS curricula (partial view) [22], sheet 2

B. Virtual Laboratory

The most important component of our e-learning model is
the “learning by doing”. The concept of “learning by doing”
became known in pedagogy through the work of Comenius
[25]. From the perspective of developmental biology learning
by doing is known even from animals [26] and experimenting
(the systematic learning by doing) is fundamental in the
development of the homo sapiens [27][28].

The psychomotoric learning keeps motivation high and
supports a high degree of practical skills needed by companies.
Moreover, the endurance of knowledge is much better and
profound than without hands-on labs. Small, practical exer-
cises and experimenting prepares the way for problem based
learning.

In the case of ICT we have to deal with sophisticated,
interdependent software systems like database management
systems, application servers, data warehousing, On-Line An-
alytical Processing (OLAP) systems, or business intelligence
suites. A student would need excessive time to install and set
up the lab environment. This is unfeasible, considering only the
risk that the system might be (unconsciously) misconfigured.

Another obstacle could be the different hard- and software
equipment that might impede the installation of a certain
product. But a realistic scenario consists of a suite of software
products that must be configured in such a way that the
programs can work together. For instance, an ERM-Modeling
tool should produce a schema output that can be executed
on the target database. The application server needs to co-
operate with the database system and the web server. The
only technical solution that actually works without problems
is the virtualization technology. It provides a lab environment
independent of the physical computer, which can be copied
across the Internet to the learners’ computers. Even if a student

accidentally damages the virtual system he can reset it to its
original state. He is also able to save his results in a snapshot
and continue later or at a different computer. There exist virtual
image capturing and playing software that is freely available.

C. Virtual Laboratory Workshops

The technological complexity of the Virtual Laboratory
makes it necessary to provide detailed, step-by-step tutorials
for experimenting. The step-by-step tutorial is illustrated by
screen-shots or from some complex procedures exist video
sequences (animated screens). With this support the students
can work through the lab experiments and design tasks without
instructor intervention. Review questions allow the students
to check their understanding and quizzes and open problems
motivate for further investigations.

In order to make the learning more effective, we decided
to use blended learning techniques and gather students for live
workshops using the virtual laboratory. One trainer for about
10 students was sufficient to answer questions or to provide
help with the virtual lab environment. Blended learning turned
out to be effective for larger assignments or project work.

Between workshop sessions and for remote participants
Skype telephone and remote assistance via web conferencing
tools have been available. This allowed interactive help directly
with the laboratory environment. The teacher could take over
the students screen and demonstrate how to overcome a
blocking situation.

The students had to submit their deliverables electronically
via the e-learning platform for grading. The e-learning sys-
tem was also heavily used as a discussion board, for self-
assessment (see Section IV), and for feedback from students.
The feedback was used to improve the presentation of the
learning modules.
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D. Project Work

While teaching theory in a didactic way and practicing or
verifying the transferred knowledge in hands-on labs there is
no guarantee that the students really acquire a problem solving
competence. It is necessary to combine different knowledge
pieces, then abstract and apply them as a whole. This systemic
knowledge gap can be easily seen when students know about
the ACID properties [24] of a transaction, but cannot relate a
real world problem like the concurrent on-line reservation of
flights with the concurrency issue. In the lab, such situations
can be explored with real products and it is possible to test
the behavior of the software in case of concurrent clients.

Moreover, students might be skilled in technological as-
pects of application servers but do not realize the danger of
a compromised transaction due to technological tricks like
pooled connections or disconnected components.

To ensure problem solving competences beyond technical
issues students have to develop their ability to work in teams,
manage tasks, organize releases and orchestrate different ver-
sions. All this knowledge can be learned from real world
projects.

E. E-Learning Model

We believe it is best to decide from the learning content,
which learning concept will be best suited for a specific
content. The e-learning model we present integrates different
learning concepts (see Issing [2]):

• Learning as behavioral modification for practical skills
and verification of the theory

• Learning as active information processing using as-
similation and accommodation processes to build a
mental model of the theory

• Learning as construction of knowledge used for prob-
lem based learning as in project work

All these concepts are used in an integrative way in order to
get the most effective results in terms of applicable knowledge
and profound cognition that enable abstraction and problem
solving to a large extent.

The design of the e-learning model (see Figure 3) starts
with structuring the learning area guided by a taxonomy.
The area is partitioned with a minimum of dependencies and
each chunk of learning content is represented in a theory
unit together with examples and demonstrations. Hands-on
experiments help the students to verify and reflect the theory.
At the same time they memorize situations and learn the
necessary skills that help them to produce a solution for a
related problem.

Examples and demonstrations explain the theory, making it
easier to understand and familiarize with the concepts. Hands-
on experiments motivate and stimulate students to reflect
the theory. Examples provide the students with analogous
situations that can be applied and abstracted in the project
work.

The concrete real world problem forces the students to
abstract from examples and construct a model of the problem

Fig. 3. E-Learning Model Overview

world in order to find a solution. Assessment of knowledge,
skills, and solutions is driven by the expected competences that
the learner should gain.

The interrelation of all these elements provided in a virtual
lab environment with theory units, examples, and experiments
are as shown in Figure 3. The global optimization task for the
teacher is to select the learning objects, demos, examples, and
experiments that lead to knowledge and skills necessary for
solving the authentic real world problem and to put together
all aspects in balance with the target learning group.

IV. ASSESSMENT

Knowledge levels 1 - 2 of Bloom’s Taxonomy [13][4] seem
easy to assess with multiple choice questions. Level 3 could
be checked with a cloze test. The cloze text should refer to
application knowledge that requires students to fill the gaps
in the text with words such that the text gives meaningful
instructions for a task. In case of programming language skills
the assessment of level 3 knowledge could be automated by
running the submitted source code against a compiler and
executing the result. This is what we usually do when we assess
and grade the students’ knowledge of SQL. This procedure
has the potential for self-assessment. The student enters the
SQL-Query into a database system. Then, parser and syntax
checker verify that the query is syntactically correct. If there
is a syntax error, the student gets feedback in the form of a
descriptive error message. When there is no syntax error the
query is executed and the output can be compared with the
expected result.

If the e-learning system supports a programming in-
terface to the database system, then the assessment can
be automated. This approach is used by SQL Train-
ing Programs like SQLZoo (http://sqlzoo.net/) by Andrew
Cumming [29], SQL Tutor (http://www.cosc.canterbury.ac.nz/
tanja.mitrovic/sql-tutor.html) by Antonija Mitrovic [30], the
GNU SQLTutor (http://sqltutor.fsv.cvut.cz/cgi-bin/sqltutor), or
SQL Trainer (http://www.inf-classic.fh-reutlingen.de/bisic) by
Tomislav Bisic (Bachelor Thesis, Reutlingen University, 2008).

There are proven techniques how to grade the results taking
into account guessing and “exclusion reasoning” [31]. For
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Fig. 4. Interrelation of knowledge levels to problem solving (constructivism)
and assessment

instance the use of the correct aggregate functions in SQL
should only count if the appropriate grouping is chosen for the
query. For an unnecessary complex solution a penalty could
be applied as those solutions tend to be pure guesses or the
result of copying solutions from a similar task.

Much more challenging to assess are creative tasks and
real project work. Here we have to assess artifacts that are
the result of an analysis, or an evaluation, which flows into
a creative process that eventually leads to a new solution.
Especially design tasks like a data model, an application
design, or a software architecture model are of this sort and
cannot be measured only by the degree of fulfillment of the
requirements. Further, important design criteria like simplicity,
homogeneity, elegance, and structure of the solution are hard
to put into a metric scale. Figure 4 shows the interrelation
between knowledge levels and constructivist learning applied
to problem solving with the focus on database design.

The approach by Kulkarni and Klemmer [32] includes
detailed rubrics for the assessment. They break down the
problem to a smaller granularity, but the main problem how
to compare and assess different creative solutions in a repro-
ducible way remains unsolved in our opinion. In their paper
they provide rubrics and use a mix of students’ self-assessment
and assessment by the teacher. The example guidelines they
give contain sentences like “The storyboards are hard to follow
...” or “The storyboards reasonably address the point of view
...” or “The storyboards are easy to follow ...”. Our experience
with these general type of rubric leads to a rather individual
assessment result. What is “easy to follow” for one grader
seems “hard to follow” for another. It mainly depends on the
knowledge background of the grader and his ability to put
himself into the position of the submitting student.

Kulm [31] recommends involving students in the construc-
tion of a scoring rubric. This not only helps to get a higher
acceptance of the assessment but also makes the learning goals
more transparent. Nevertheless, Ross et al. [33] argue that the
students might not pay attention to the rubric if it is too general
or to task-specific. If it is too general, it will fail to indicate
what is essential in order to assess an artifact or a result. If
it is to specific, it is too complicated for the students to use
and it will hide the learning objectives or, it will lead to a
non-adequate assessment of innovative solutions [33].

We have tried to reproduce the grading concept. But even
when the rubrics where created together with the students,
there was always a potential for disagreement whether a
criteria was “reasonably addressed” or not and whether it
“was easy to follow” or not. When we came up with criteria
that were objectively measurable like: “Is it possible to query
for a customer?” and “Does the query for a non-existent
customer produce the message customer not found?”. The
number of criteria exploded and our impression was that a
genuine innovative solution could not be foreseen and hence
no appropriate question rubrics could be formulated in detail.

Fortunately, in the domain of database modeling the sit-
uation is not that hopeless because the data modeling task
is underpinned and guided by a sound theory and a formal
model. The data modeling task is given in form of a narrative
description of the situation. The goal is to first produce a
conceptual model, say an Entity-Relationship Model (ERM),
and then transform the model to a normalized Relational Model
(RM). Finally an SQL Schema will be produced for a specific
database product that can be executed to create a database.

Figure 4 shows how different factors influence the assess-
ment of database modeling.

The first step (1) from reading the task description to un-
derstanding what data will be necessary and need to be stored
in the database is the most crucial. Sometimes, textbooks
recommend identifying nouns and verbs which give hints what
objects (nouns) to store and how they interrelate (expressed by
the verbs). This works only partially as the description contains
also activities and procedures that are applied to the data. The
procedures are described by sentences using nouns and verbs,
but neither of these are stored in the database, except possibly
for their results. Therefore, some nouns and verbs have to be
ignored, but others manifest itself as data in a database.

(2) The structure of the data depends on how the scenario is
perceived. As an example take the address of a person. When
we deal with that person as a customer, the address will be
some property of the person. If the scenario is at the land
registry office, the address of a lot is an entity of its own and
the owner is only a property of the lot. In other cases it might
be appropriate to have something in between like using the
determining dependency between ZIP code and city.

(3) The outcome of the conceptual data model depends
largely on the view of the task. This makes automatic assess-
ment and grading of such a model difficult. Nevertheless, if two
conceptual models with the same semantics are transformed
to relational structures and normalized they will converge to
the same normalized relational model. This proposition is
supported by transformation rules, structural design patterns
[23, chap. 7], and the relational normalization theory [34].
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(4) Instead of manual assessing the conceptual data model
(the ERM in our case), our idea was to rather assess and
grade the transformed and normalized data model. In order
to transform the model automatically to a relational model
we used algorithms that applied heuristics, like transformation
rules and design patterns. The normalization is done by a
program that uses the semantics, i.e., functional dependencies,
of the conceptual model. In the following subsection, we give
some examples for how to transform different relationship
types into relations.

A. One-to-many Relationship

One-to-many resp. many-to-one relationships are ubiqui-
tous. This is also the reason, why there exists a number
of synonyms for it, such as master-detail, body-feet, trunk-
rootage, trunk-branches, one-level hierarchy. They may be used
to model any kind of hierarchy: folder-files, house-rooms,
order-items, bill of materials, collections, document structure,
drainage system, etc. The structure could be expressed as ERM
in various ways.

As an example, Figure 5 shows one-to-many (1:*) relation-
ships in UML-notation that represent the same situation. All
three model a customer order. Model (a) models the order in
one single entity using user-defined data types (UDT) for the
customer and details attributes. The Details attribute is a list of
order details. Model (b) shows two entity types, OrderHead
and OrderDetail. The OrderHead uses the a customer type
UDT and OrderDetail are components of OrderHead. The
third model (c) uses three entity types, one for the customer
and two for the order. The relationships between Customer
and OrderHead (places) as well as between OrderHead and
OrderDetail (contains) are one-to-many. OrderDetail -a weak
entity- depends on OrderHead.

If each model is transformed in a canonical way [23,
chap. 7] into a relational model the result is similar to the
ERM model (c) with foreign keys added to OrderDetail and
OrderHead to represent the relationships orders and contains.
In the case of ERM (a) the complex list data type of attribute
Details is transformed to a separate relation connected by
a 1:* relationship to the original Order relation. The UDTs
used in model (a) and (b) need to be broken up into atomic
data types in order to bring the relations into the first normal
form. The result is shown as Bachman-diagram in Figure 6.
If the model is further normalized to the third normal form
(3NF) the relation OrderDetail will be broken up because
of the functional dependency (FD) of description and price
from itemId. This FD should be deduced from the scenario
description.

B. Many-to-many Relationship

Another important structural pattern is the many-to-many
relationship. The participation of employees in different
projects is a good example for this pattern. An employee
can work in many projects and a project will usually be
worked on many employees. The worked hours shall be
recorded per employee and project. This situation is modeled
in the classical Chen-Notation in Figure 7. The entities can
be directly transformed to relations. As the relational model
can basically only represent 1:* relationships it is necessary to

Fig. 5. Entity relationship models for a customer order. (a) one complex
entity type using UDT (b) order composition (c) order split into 3 entities
(Customer, OrderHead, OrderDetail)

Fig. 6. Normalized relational model generated from the ER-Models shown
in Figure 5

express the relationship in the form of a relation whose primary
key is formed by the keys of Employee and Project. Both key
attributes are foreign keys referring to Employee resp. Project
as shown in Figure 8. The relationship attribute workedHours
is added to the relationship table.

C. General Transformation Rules

The previous examples may be generalized in the following
way:

Fig. 7. Entity relationship model (Chen notation) with many-to-many
relationship representing employees that work in different projects
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Fig. 8. Normalized relational model generated from the ER-Model shown
in Figure 7

1) Map each entity type without attribute change to a
relation type.

2) Transform each one-to-many relationship into a for-
eign key on the many-side. Special case one-to-one
can be achieved by a foreign key that is a primary key
as well. If the relationship has attributes then place
them on the relation with the foreign key.

3) Construct a new relation for every many-to-many
relationship using the primary keys from the con-
nected entities as a compound primary key. Add the
relationship attributes to the relationship table.

4) Construct a separate relation type for every collection
type attribute and add an foreign key to this new
relation pointing to its original relation.

5) Break up each complex UDT into its atomic data
types in order to bring the relations into first normal
form.

6) Normalize the relations into third normal form.

Applying these rules will transform equivalent entity rela-
tionship models into the same relational model. Even different
viewpoints will merge to the same relational schema because
of the normalization process. The final result of the given
examples from Figure 5 is the normalized SQL schema listed
in Figure 9. The aim of this SQL schema is that the graphical
model is now available as textual schema that can be further
assessed with the help text analysis methods.

The transformation process can be largely automated with
data modeling tools provided by database vendors. To cope
with possible naming variance it is possible to provide a list
of relevant synonyms and its abbreviations. As example, we
demonstrate the process by using the Oracle SQL Developer
in the next subsection.

D. Practical Issues for Automatic Mapping an ERM to a
normalized RM

Our goal is to automate the assessment of creative and
analytic knowledge like the design of an entity relationship
model. We want to show that the assessment of an ERM can
be considerably automated by the help of standard database
tools. Oracle’s SQL Developer is a graphical entity relationship
modeling tool. Figure 10) shows its graphical user interface.
The graphical representation of the ERM is entered on the right
pane. The elements of the ERM (entities, attributes, domains)
are recognized by the tool and listed in the lower left pane of
the display. The purpose for using this tool is threefold:

1) make students acquainted with a leading commercial
modeling tool.

2) provide the students with a widely used rendering
(crow foot notation) of the ERM.

3) allow the transformation of the ERM into a textual
version (SQL schema).

CREATE TABLE Customer
(
custNo INTEGER NOT NULL primary key,
name VARCHAR(22),
street VARCHAR(22),
ZIP CHAR(6),
city VARCAHR(22)
)

;

CREATE TABLE OrderHead
(
orderNo INTEGER NOT NULL PRIMARY KEY,
customer INTEGER NOT NULL,
ordDate DATE,
FOREIGN KEY customer REFERENCES Customer

on delete restrict
)

;

CREATE TABLE OrderDetail
(
posNo INTEGER NOT NULL ,
itemId INTEGER NOT NULL ,
quantity NUMBER ,
orderNo INTEGER NOT NULL,
FOREIGN KEY orderNo REFERENCES OrderHead

on delete cascade,
FOREIGN KEY ItemId REFERENCES Item

on delete restrict
)

;

ALTER TABLE OrderDetail
ADD CONSTRAINT "OrderDetail PK"
PRIMARY KEY ( orderNo, posNo ) ;

CREATE TABLE Item
(
itemId INTEGER NOT NULL PRIMARY KEY,
description VARCHAR2 (44) ,
price NUMBER(8,2)

)
;

Fig. 9. SQL Schema in 3NF generated from the relational model of Figure
6

The student uses this tool to edit his ERM model of a given
scenario. This model can be transformed to an SQL schema
by just pressing a button. Structured data types are mapped
to user defined data types (UDT). Multivalued attributes are
mapped to an array type (SQL:1999). The schema should be
normalized in order to match a normalized reference model.
The normalization is done by a program that implements the
normalization algorithm given by Vinek et al. [35]. Functional
and multivalued dependencies are derived from a description of
the modeling task. The dependencies are input to the program
in the following form

<attrIds> -> <functional-dependent-attrIDs>.
<attrIds> ->> <multivalue-dependent-attrIds>.

The program handles multivalued dependencies and struc-
tured attributes. For assessment purposes, we count the number
of matching elements. Primary and foreign keys are specially
weighted to reflect their importance. We deal with possible
naming variants by supplying an editable list of names for
all relevant elements (entities, attributes, and relationships)
and use their identifier (Id) instead. This is feasible, since
a typical modeling assignment contains usually less than 30
names with at most 4 equivalent variants each. The synonym
list for customer order is similar to Table I. With such a list we
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Fig. 10. Screen-shot of Oracle’s SQL Developer showing the ERM of Figure
5 (c)

TABLE I. SAMPLE SYNONYM LIST FOR CUSTOMER ORDERS

Id name1 name2 name3 name4
1 customerNo customerId custNo custId
2 custName name cName
3 ZIP postCode PLZ
... ... ... ... ...
12 itemId itemNo productId prodId
13 description descr itemName
14 price unitPrice salesPrice

identify and match automatically most synonyms that appear
in students solutions.

V. TECHNICAL FRAMEWORK AND INFRASTRUCTURE

Our framework of technologies provides a central, web
based repository for teaching material, lab environments, mul-
timedia, communication and collaboration tools.

A. E-Learning Portal

We provide all e-learning material through a portal (see
http://dbtech.uom.gr and [36]) using Moodle as the software
platform. It contains all theory units, mostly as reading ma-
terial, video lectures, tests, assessments and experimental lab
environments that will be described in the following subsec-
tion. Local versions, like translations or modifications that fit
the curriculum constraints, are hosted and maintained at the
project partners’ sites (https://relax.reutlingen-university.de for
Reutlingen University, or https://elearn.haaga-helia.fi/moodle/
login/index.php for Haaga-Helia University for Applied Sci-
ences).

B. Virtual Laboratory Infrastructure

The lab environments are available either through technolo-
gies like desktop virtualization or virtual machines running
computer software images. The latter is used when the image
only uses free software. In this case, there is no need to
control the number of downloads or to provide licenses. After
downloading the image it can run off-line. Free players for the
image are widely available, e.g., VirtualBox.

The virtual infrastructure contains first of all, a database
management system (DBMS), like PostgreSQL or free ver-
sions of commercial systems like Oracle XE or DB2 UDB
Express Edition. For the database modeling we use the free
Oracle SQL Developer in conjunction with a normalization
software that was developed by a student.

For commercial software products, which require licenses,
the use of a desktop virtualization is more appropriate since
it allows easy control of the number of remote application
accesses. Citrix XenDesktop or VMware View are examples
that provide a Virtual Desktop Infrastructure (VDI) for differ-
ent operating systems.

VDI provides remote access to a pool of virtual machines
through a connection broker. If the license policy is only
for a certain number of concurrent users it is no problem to
limit the concurrent users with this software. Access control
may be enforced by LDAP or Active Directory. The virtual
machines are automatically managed for every user in terms
of multiple, customized instances of computer systems and
applications. Independent virtual machines may be assigned
to avoid any resource access conflicts. Access to different
operating systems is possible and the assignment to a client’s
PC may be persistent or transient.

The virtual machines are accessed from a client machine
via local or public area network. Client computers only need a
web browser with ActiveX or Java Applet technology support.
Such a support is given by the most common web browsers.

DBTech EXT uses a VDI operated by the University of
Málaga. The number of concurrently active virtual machines
depends on the resources (processor cores, memory, and disc
space) provided. For the DBTech EXT labs Málaga uses
two VMware servers with two quad-core processors and 32
Gigabytes of RAM each [37]. This infrastructure has enough
power to run 96 concurrent virtual systems, each with 512
Megabytes of memory. The VDI architecture is presented in
Figure 11 showing the VMware architecture consisting of a
virtual center and two Hypervisor ESX servers that provide
for multiple operating systems running on a single physical
server. The broker is responsible for dispatching the connection
requests from clients and to control the access with the help
of an authentication service.

VI. EVALUATION AND EXPERIENCES

The experiences mainly stem from two EU funded projects
described earlier that were carried out during the years 2002-
2005 and 2009-2010 (see http://www.dbtechnet.org).

A couple of example e-learning modules have been devel-
oped as testing materials and these courses were used for vir-
tual workshops conducted during and after the second project.



111

International Journal on Advances in Internet Technology, vol 6 no 3 & 4, year 2013, http://www.iariajournals.org/internet_technology/

2013, © Copyright by authors, Published under agreement with IARIA - www.iaria.org

Fig. 11. Virtual Desktop Infrastructure for virtual labs [37]

For the virtual workshop the e-learning platform was enhanced
by communication and collaboration tools like Skype, dis-
cussion boards and upload areas for deliverables. Teaching
materials were structured and furnished with exercises and
assignments for the students. The exercises used the previously
described virtual infrastructure to guarantee a predefined and
fully functional environment. Assessment of the students was
done by on-line tests preferably in form of multiple choice
questions.

In addition, self-assessment was provided for design
tasks using a commercial data modeling tool in conjunction
with a normalization software. The software supported semi-
automatic grading and self-assessment for data models de-
scribed in Section IV, which relieved the teacher from time
consuming manual assessment.

The effectiveness of our hands-on labs was assessed by
weekly online-tests. For evaluation purpose we divided the
students into two groups: one group of 23 students took the
traditional paper exercises and the other group of 17 students
enrolled in the e-learning hands-on labs using the virtual lab
environment.

Both groups participated at weekly self-assessment tests.
The answers to the multiple choice questions were collected
and assessed with the help of the e-learning system. However,
the e-learning system provided only support for multiple
choice questions to test the analytic skills and not the construc-
tion of knowledge or innovative solutions. As a consequence,
additional tools were used in the virtual lab environment to
assess creative tasks like data modeling.

It turned out, that the e-learning group with hands-on labs
performed 28% better than the control group. The difference
was even more apparent, when we ranked all students and
found that 64% of the e-learning group were found better than
the median, whereas only 41% of the control group ranked
better than the median.

At the end of every semester the students have to pass writ-
ten examination under supervision. We compared the results of
our e-learning course students (n = 17) with previous year’s
students (our control group, n = 36) who were taught in the
traditional way. The learning topics of the written examination
were weighted according to its importance for the learning
goal. For an easy comparison of the results we scaled the

grades for each topic from 0 (least) to 100 (best). For example,
a grade of 66 indicates that 2/3 has been achieved.

The results from the weekly tests could not only be
confirmed, but surpassed. The significance of the results was
tested with Student’s T-Test under the hypothesis “E-learning
with hands-on lab is not superior to traditional learning” (H0)
and the standard deviation was tested with Fisher’s F-Test with
the hypothesis “The variance of the mean value of the results
are the same” (H0).

TABLE II. STATISTICAL EVALUATION RESULTS

criteria e-learn control % diff of T/F test for
n = 17 n = 36 control x̄/σ, α =

x̄ total grade 66 48 +37% 0.009
σ total grade 17.7 18.6 −4.8% 0.966
x̄ design grade 76 48 +58% 0.0004
σ design grade 12.9 22.8 −52% 0.077
x̄ SQL grade 74 46 +61% 0.0002
σ SQL grade 24 18 +33% 0.196
x̄ TaMgmt grade 65 38 +37% 0.009
σ TaMgmt grade 34 26 +31% 0.187

The e-learning group achieved on average 37% better total
grades than the control group (see Table II). The hypothesis
H0 was rejected and H1 “E-Learning with hands-on lab is
superior to traditional learning” was accepted. The standard
deviation of the e-learning group was slightly smaller than for
the control group, which indicates that the spreading of the
learning success was similar.

Looking at the examination results in detail revealed that
the e-learning group achieved 58% better grades for database
design tasks and even better results (+61%) for their SQL
competence. For the database design task H0 was rejected with
an error α = 0.0004, which means that H1 “E-Learning with
hands-on lab is superior to traditional learning” was accepted
with a confidence level of 99.96%. The standard deviation of
the e-learning group was 52% smaller compared to the control
group leading to the rejection of H0 with an error α = 0, 077
and acceptance of H1 “The variance of mean value of the
results are different” with an confidence level of 92.3%. This
leads to the statement that the learning success is more uniform
when using hands-on labs.

The results for the SQL competence of the students with
hands-on labs was even more impressing with 61% improve-
ment (error α = 0.0002, 99.98% confidence). The grades for
the transaction management (TaMgmt) topic improved by 39%.
In both cases, the learning improvement was accompanied by
a larger standard deviation (+33% and +31%), which is in
contrast to the result of database design topic. The result is
not very significant (α = 0.196 and α = 0.187) but the reason
for this result is unknown and needs further investigation.

The methodologies used to evaluate and assess our concept
was not only statistical, but included informal and formal
(survey conducted via the e-learning platform) feedback, and
discussions with students and experts (professors and industrial
trainers). The students pointed out the motivational aspect
of real products. They claim higher competence and labor
market attractiveness. A negative point was that the products
are “black boxes” that allow no inside view. Students felt happy
with the e-learning support material as this allowed them to
check most of their solutions on-line.
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The teachers/instructors indicated that some students took
wrong reasoning from the products’ behavior that was difficult
to correct later. This was especially problematic, when a strong
theoretical foundation was essential, as with normalization
theory and serializability. Teachers appreciate that they had
more time to discuss difficult questions with students. The
time saved was attributed to the self-assessment capability of
the virtual lab environment.

At Reutlingen University, study projects of real world prob-
lems have been incorporated into the curriculum for more than
10 years. Over many generations of students the feedback was
uniformly positive. Students appreciate the real life character
of the projects. In about one third of the projects, the problem
was posed by a company that also collaborated with the student
teams. From a didactic point of view the motivation was kept
high if the company or the university committed itself to use
the project results. In most cases, this was a software developed
by the students.

Problem based learning confirmed the proposed high mo-
tivation, if the knowledge background of the project team was
sufficient to master the problem. It was not necessary for
every participant to have management competence or to be
an expert programmer. It was sufficient to have at least one
with the necessary capability. In most cases, this stimulated
the team and resulted in an intensive team internal learning
process. The supervising professor has the responsibility to
make sure that the students with less knowledge will not
get frustrated. A possible intervention could be an additional
training for the “weaker” students or to assign a different role
to the “dominant” student. In individual situations we have
successfully been able to let more advanced students act as
trainers for the group over a certain time period.

Comparing student teams that work physically together
outperform teams that only work together virtually. In feedback
discussions the students state a lower motivation and com-
mitment to the project team if they worked remotely without
meeting each other. Asking for reasons the students named
the missing personal contact and commitment. In contrast, the
teams that met regularly developed a culture of responsibil-
ity that supported motivation and contributed to the project
success.

VII. CONCLUSION AND FUTURE WORK

The outstanding lessons learned of this long term e-learning
experience can be summarized in five statements:

1) A key success factor is the adequate decomposition
of the knowledge domain. Only if this requirement
is granted, the necessary small chunks of informa-
tion are identified and can be prepared according to
our e-learning model. If the chunks are not small
and sufficiently independent it is hard to provide e-
learning modules that can be worked through without
the constant help of the teacher.

2) E-learning is not superior to face-to-face teaching
but together with the hands-on lab it provides about
30% to 40% better learning results. The preparation
of study material is much more elaborate than for
traditional teaching.

3) E-assessment scales better only for lower comprehen-
sion level (Bloom’s taxonomy) and partially for the
application level.

4) For higher level (deeper understanding) as synthesis
(create), evaluation and analysis, specific tools are
necessary that are able to capture and measure the
work results. For the case of data modeling we
demonstrated this successfully.

5) Conducting real world projects with small groups of
students provides the highest motivation and yields
long lasting competence and enduring confidence for
the students.

The e-learning method with hands-on lab should be gener-
ally applicable if the subject has a strong formal foundation.
This is the case for engineering and formal sciences. For these
domains it should be possible to create programs or machines
which students can use and experiment with. Possible exam-
ples are computer aided electronic design, process simulation,
and structural design.

Another challenge is the reuse of e-learning material.
Even though there exists an e-learning standard, modules
are usually technologically incompatible, e.g., a Moodle
(https://moodle.org/ course unit cannot be used in a Black-
board (http://www.blackboard.com/Sites/International/EMEA/
index.html) environment. The reuse of e-learning material
might be further restricted by different versions of the same
product or browser.

The question of self-assessing the learning outcome de-
pends on the rubric. If the topic is formally grounded, sufficient
criteria for a quantitative rubric should exist. If a satisfactory
metric for the assessment can be found, it is only a question of
implementation. Expert systems with explanation component
can be used to assess the students artifacts and explain the
grading or comment the students work.

The use of hands-on labs is applicable for engineering,
ICT, and partly in natural sciences, where a kind of sandbox or
virtual lab environment can be provided with design and sim-
ulation tools used in industry. Possible examples are architec-
ture, mechanical engineering, electronics, and chemistry. In all
these disciplines, the results of creative processes are depicted
in a formal way (construction drawings, formal language,
model, schemata, etc.), which can be analyzed and assessed
automatically according to precisely defined criteria. Case
studies for these disciplines are subject of further research.

It is less likely that creative tasks with low formal un-
derpinning can be dealt in a similar way. The result of a
complex project that involves different technologies and if
the solution includes manual tasks will be still too hard to
assess automatically. Examples for this type of projects are
process optimization or product development. The general task
to assess any kind of creative oeuvres still remains a challenge
for future work.
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Abstract — This article presents an approach for semantic web 

service composition using Artificial Intelligence planning 

techniques. Our research prototype, MADSWAN, is able to 

support various stages of web service composition, both 

manually and automatically. It comprises a semantic web 

service registry, an editor of semantic description files, as well 

as manual and automatic web service composition modules. 

The system adheres to the reusable nature of web services, by 

utilizing existing open source projects as sub-elements. 

Furthermore, it tackles the problem’s inherent non-

determinism through the use of planning techniques, 

particularly contingency planning. Finally, we designed a set of 

evaluation benchmarks for web service composition systems, 

based on an existing collection of semantically annotated web 

services, and applied it in part to MADSWAN with very 

encouraging results.  

Keywords - Web service composition, non-determinism, 

OWL-S. 

I.  INTRODUCTION 

In [1], we presented our ideas in regard to a system 
aiming to automate web service composition procedures 
through the combination of semantic web technologies and 
Artificial Intelligence (AI) planning techniques. Here, we 
extend this work, presenting our research prototype, 
MADSWAN (an anagram of “Manual AND Automatic 
Semantic WSC”), a general evaluation benchmark set for 
web service composition systems, as well as some 
experimental results concerning the efficiency and 
effectiveness of MADSWAN. 

The main goal of the semantic web [2] is to offer 
unambiguous and computer interpretable markup of the 
web’s content, as well as of its properties and relations, using 
a language that has explicit, well-defined semantics [3]. This 
makes it possible to automate tasks that could previously 
only be performed by humans.  

Web services, a major ingredient of the Semantic Web, 
aim to solve interoperability problems between 
heterogeneous systems, with transparency over the 
underlying technologies used to implement them and the 
platforms they are based on. This aim is facilitated by the 
semantic markup of web services in a language such as 
OWL-S [4]. OWL-S presents what a service does, how it is 
used and the effects it has, thus enabling the automation of 
tasks such as web service discovery, selection and 
composition. 

Since an atomic web service does not often provide the 
desired functionalities on its own, it is necessary to perform 
the task of Web Service Composition (WSC) in order to 
achieve them. However, web services exist and operate in an 
ever-changing and expanding environment. For that reason, 
searching for the appropriate web services to achieve each 
goal is not an easy task; what makes WSC difficult and time-
consuming is the additional burden of manually monitoring 
whether a web service taking part in an existing solution is 
still active and has the same usage and interface.   

The problem of automatic WSC has been shown to be 
computationally hard, most recently in [5, 6]; in [5], it is 
stated that if the WSC problem is formulated as a 
composition of finite state machines, each one representing a 
web service, then in its simplest setting, when the 
composition is fully asynchronous, there is an EXP-hard 
lower bound on the complexity of the task. In [6], it is shown 
that solving the composition problem of non-deterministic 
web services with complete information is EXP-hard. 

In a deterministic setting, we are forced to assume that 
we can predict the results of the executed actions precisely. 
However, such a setting is often restrictive and not realistic, 
and the adoption of a non-deterministic assumption, i.e., that 
the outcome of a web service is not known a priori, allows us 
to compute more flexible plans. In our work, we assume that 
non-determinism is inherent in the WSC domain and that it 
is always possible for a web service’s execution to be 
unsuccessful or have undesired effects. 

The automatic WSC process includes the following 
phases: presentation (or advertisement) of a single service in 
a registry; translation between external and internal service 
specification languages for the domain; generation of a 
composition process model; and, finally, evaluation and 
execution of the output composite service [7]. MADSWAN 
currently supports the first four phases of the WSC process.   

MADSWAN is based on open source software 
components that utilize the current web service standards, 
with the main goal of creating a platform that allows its 
quantitative evaluation and comparison to other WSC 
systems. A typical user can advertise a new web service in 
the online registry, as well as retrieve and edit the web 
services stored in it through the system’s online interface. 
Moreover, it is possible to semi-automatically create 
workflows based on OWL-S control constructs and bind 
them to web service descriptions and concepts that are 
present in the online registry. 
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Most importantly, however, users are currently able to 
generate composition process models automatically, based 
on deterministic AI planning [8, 9]. AI planning is the task of 
coming up with a set of actions that will achieve a goal; our 
future goal is to support contingency planning [10]. 
Contingency planning anticipates the different outcomes of 
nondeterministic actions, plans for a subset or all the possible 
contingencies that could arise, and allows for the 
construction of a conditional plan that can be executed 
correctly despite those contingencies.  

Following a translation of the original semantic WSC 
domain, described in OWL-S, to an AI planning one, defined 
in PPDDL [11], the translated problem is solved by an AI 
planner. The solution is then converted back to an OWL-S 
process model. The whole process can be evaluated against 
pre-defined use case scenarios and simple quantitative 
criteria, such as the number of atomic or composite web 
services included in the output composite one, as well as the 
total planning time required to reach a solution. 

This article extends our previous work [1, 12] by 
providing a rigorous analysis of MADSWAN, presenting a 
working prototype, as well as focusing on its evaluation 
process. We provide details about the modules of the system, 
that is, the registry, the XML editor, and the manual and 
automatic WSC modules; we also provide benchmarks to 
evaluate MADSWAN, giving details with regard to the 
specific ontological concepts used by them. Finally, we 
evaluate the composite web service descriptions that are 
generated by MADSWAN for the deterministic setting against 
two different planners, using four problems from two 
different domains. 

MADSWAN is, to the best of our knowledge, the first 
system of its kind with a publicly available prototype able to 
support various stages of the WSC process. In combination 
with the presentation of an algorithm aimed to tackle the 
non-determinism in the WSC domain and the provision of 
quantitative evaluation benchmarks, these constitute a unique 
set of features for such a system. 

The rest of the article is organized as follows: Section II 
reviews related work; Section III presents technical details 
concerning the implementation of MADSWAN, the 
translation process between the WSC domain description 
language and the planning domain description language. 
Section IV focuses on evaluation by describing the 
benchmarks that are introduced to be used as test cases for 
WSC systems and presents an experimental evaluation of 
MADSWAN. It also showcases the manual WSC module that 
is used for the generation of workflows for the predefined 
scenarios. Section V concludes the article and poses 
directions for future work. 

II. RELATED WORK 

This section reviews the related work concerning, firstly 
the relevant WSC approaches, including those making use of 
AI planning and those that utilize different techniques and, 
secondly, the evaluation of such systems. 

A. Web Service Composition 

AI planning is the most widespread approach used to 
tackle the WSC problem. However, a significant number of 
approaches using different methodologies exist; although 
these approaches cannot be directly compared to the one 
presented in this article, we will briefly refer to them and 
then focus on the ones making use of AI planning. 

An example of a non-AI planning approach is presented 
in [13]; its authors present a semi-automatic approach to 
WSC, with the output composite web services specified as 
process schemas, and the atomic web services that comprise 
the composite ones being selected at runtime, based on non-
functional constraints specified by the users. The presented 
system, CCAP, is based on three core services: coordination, 
context and event services that schedule and implement user-
configured adaptations of web services at runtime. The 
approach is considerably different than ours, since it is not 
fully automated and is only based on the syntactic content of 
web services. CCAP only makes use of technologies such as 
XML [14] and UDDI [15], without taking into account the 
semantic matching capabilities that can be achieved by using 
ontologies and semantic specifications, such as OWL-S. 

The authors of [16] developed ITACA (Integrated 
Toolbox for the Automatic Composition and Adaptation of 
web services), a toolbox that supports the composition of 
BPEL [17] services in order to generate adaptation contract 
specifications. The process is based on the automatic 
extraction of behavioral models from interface descriptions 
that can be defined in WSDL [18], Abstract BPEL (ABPEL) 
or Windows Workflow Foundation (WF) [19]. However, as 
the authors note, although the adaptation process is 
automated, the final contract specifications may require 
human intervention to successfully complete the WSC 
process. Additionally, as in [13], the web services used do 
not carry any semantic content. 

A framework for composing pre-existing services and 
components that is based on ITACA is presented in [20]. 
DAMASCo (Discovery, Adaptation and Monitoring of 
Context-Aware Services and Components) has been 
implemented as a set of tools that constitute a framework 
integrated in ITACA. The authors acknowledge the need for 
semantic representation instead of only a syntactic one and 
use model transformation, context-awareness, semantic 
matchmaking, dependency analysis and fault tolerance in 
order to achieve the goals of discovering, adapting and 
monitoring the composition of web services. 

One of the first, and most well-known, approaches that 
convert the original WSC problem to a planning one is 
presented in [21]. The proposed system, SHOP2, converts 
the web services’ OWL-S process models to a SHOP2 
domain, and the WSC problem to a compatible Hierarchical 
Task Network (HTN). SHOP2 plans for tasks in the same 
order in which they will be executed, allowing it to be aware 
of the current state of the world at each step. Despite this 
advantage, the approach is planner dependent and does not 
deal with the domain’s non-determinism Thus, it is limited in 
comparison to more general approaches that translate the 
WSC problem to one compliant with PDDL [22]. 
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Another approach that utilizes AI planning to solve the 
WSC problem at hand is followed in [23], treating the 
application of a web service as a belief update operation. The 
authors identify two special cases of WSC that are tractable; 
these cases allow for a compilation into planning under 
uncertainty and the subsequent use of a conformant planner, 
that is, Conformant-FF [24]. This approach does not make 
use of a standardized web service description language, and 
the planner is only given as input a PDDL-like description of 
the domain, modified to describe uncertainty about the initial 
state. 

PDDL and OWL-S are the de facto planning language 
and the most widely used semantic description language, 
respectively. For that reason, several attempts exist that 
tackle the WSC problem by utilizing the two languages in 
conjunction. OWLS-Xplan [25] is among the most well-
known approaches utilizing a translation between PDDL and 
OWL-S. It incorporates a tool that translates OWL-S 
descriptions to corresponding PDDL-like ones, and then a 
hybrid planner is called to solve the generated planning 
problem, combining guided local search with graph planning 
and a simple form of HTN decomposition.  

A similar approach is adopted in [26], in which standard 
PDDL files are produced during the translation phase, and 
consequently any PDDL-compliant planner can be employed 
to obtain a solution to the WSC problem. In practice, the 
authors incorporate two alternative planners, JPlan [27] and 
LPG-td [28]. A module that allows for the replacement of a 
single service if a user manually selects it for substitution is 
presented, with non-determinism in the WSC domain not 
being taken into account. 

The authors of [29] also present a conversion schema 
from OWL-S to PDDL, based on [25, 30]. The presented 
methodology does not ignore the non-determinism in the 
domain, and makes use of a modification of an existing 
PDDL planner (Simplanner, [31]) to tackle it, through 
interleaving planning and execution. The proposed system 
does not support a full-featured registry that allows, e.g., the 
addition of new web services or the removal of existing ones 
by its users.  

To the best of our knowledge, there are currently no web-
based systems supporting multiples phases of the WSC 
process available. YaWSA [32] provides a web-based 
interface that supports a WSC process; however, it is no 
longer available for public use and, most importantly, it 
provided no other capabilities related to different phases of 
WSC, such as a registry.  

The authors of [33] present a system supporting multiple 
phases of WSC, including web service browsing, the 
creation of composite services, service flow execution, and 
the generation of OWL-S descriptions used to describe their 
common process pattern instances. These instances are used 
to bridge the gap between the users’ requirements and the 
technical service descriptions, as the authors view OWL-S as 
insufficient and not abstract enough to achieve such a result 
on its own. 

The system that is most closely related to MADSWAN in 
terms of functionalities is the one implemented in the 
SUPER (Semantics Utilized for Process management within 

and between EnteRprises) project [34]. The major objective 
of SUPER was to bridge the gap between the business needs 
expressed by business people and the actual Information 
Technology (IT) infrastructures intended to support them, 
while also supporting in a more efficient way the reuse and 
automation of business processes. For this reason, it 
implements a semantic-based and context-aware framework 
platform that supports the management of business processes 
in a scalable manner, through the use of semantic web 
services’ technologies.  

The final platform includes modules for the automated 
discovery, substitution, composition and execution of 
business process implementations. Furthermore, three use 
case scenarios were developed for the needs of the project, 
all based on the telecoms domain, covering the fields of 
fixed telephony, traffic routing and the management of 
mobile environments.  

Despite the different objective of SUPER project in 
comparison to MADSWAN, it shares a lot of similarities with 
it. The system’s interface was alike the one in the manual 
composition module presented here, using the BPMN [35] 
standard as one of its basic elements. More importantly, the 
two systems share a similar architecture, e.g., the inclusion 
of modules for the discovery, translation and composition of 
semantic web services, even though the underlying standard 
for the description of semantic web services is WSMO [36] 
in SUPER and OWL-S in our case.  

The evaluation process of SUPER was conducted solely 
based on interviews with a sample set of the system’s users 
expressing their view on criteria such as the completeness 
and support, e.g., in terms of tools, of the system, or on its 
reuse of open source software and standards and its overall 
correctness. In our case, the evaluation process is based on 
quantitative criteria. The most important difference, 
however, lies in the WSC approach; WSC is used in SUPER 
to refine relevant parts of a business process model by 
searching for partial replacements in a process model. That 
is, the produced composite output is not presented as a new 
semantic web service, as in the approach presented here, nor 
does it take into account any non-determinism in the domain. 

B. Evaluation of Web Service Composition Systems 

It is noteworthy that the literature on WSC systems 
suggests a gap in their evaluation process; although recently 
there have been a few exceptions, a plethora of approaches 
simply rely on qualitative criteria and/or a single case study 
to evaluate their methodology. More importantly, the 
relevant literature does not suggest a standard test bed for 
WSC systems [23], or even a standard collection of web 
services to be used.   

In [37], a comparison of planning techniques for WSC is 
conducted, with the evaluation criteria being based only on 
qualitative criteria. Some of the criteria that the authors take 
into consideration are: whether the technique is domain 
independent as well as whether it supports partial 
observability and non-determinism or not; the standards to 
which it can be applied to, i.e., its applicability, and its 
support of concurrency in the execution of web services. The 
scalability of the approach is also evaluated, but without any 
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mention to quantitative results; the authors simply evaluate it 
based on a critique of the algorithm used. 

In [38], current WSC approaches are criticized for 
making use of easy to measure criteria, without incorporating 
more important requirements in their evaluation. Several 
testing challenges in relation to the effective evaluation of 
service-centric systems are reported in [39]. Among these 
challenges are the dynamicity and adaptiveness that is 
inherent in the output workflows that contain abstract 
services, due to the fact that they can be automatically bound 
to various concrete services during the execution of the 
workflow instances. Other reported challenges are the lack of 
control that is attributed to a web service being modified 
during its lifecycle, and the cost of testing that is related to 
invoking the actual web services.  

In [40], it is concluded that web service testing is more 
challenging than testing traditional systems; these findings 
are consistent with [38], that is, it is the authors’ opinion that 
the difficulty in testing web services is partly due to the 
dynamic nature of web services and the limited control over 
them, as well as not having access to their source code. 

Several approaches for WSC are evaluated in [41]. 
Among those not referenced previously, three out of eleven 
do not provide any evaluation at all. The rest, e.g., [42], 
present quantitative experimental results, such as the time 
needed to achieve a solution; however, none refers to actual 
scenarios with specific goals that exhibit the system's 
functionalities. For example, in [43], another one of the 
approaches evaluated in [41], randomly generated problems 
are used, with the authors only providing information 
regarding the number of services and ontology concepts 
present in them. The authors of [44] present quantitative 
experimental results, along with details in relation to the 
machine that was used to run the experiments and the 
number of web services taking part in the tests. A non-
standardized language is used to implement the composition 
model, namely VCL (Vienna Composition Language), 
without any mention to the structure or the goals of the test 
problems, so as to allow their replication and comparison to 
other systems, or to testify that they are non-trivial. 

Of the approaches evaluated in [41], only [45] denotes 
the test set that was used for evaluation purposes, the 2009 
Web Service Challenge dataset [46]. The actual benchmark 
domains used in [47] are specified, consisting of two of the 
problem files used in [21].  

Although a large part of the recent approaches related to 
planning, such as [29, 48], either evaluate their methodology 
on case studies without referring to quantitative criteria, or 
not at all [49], the same is partially true for non-AI planning 
approaches as well. This is the case for [16], where it is 
mentioned that the system has been validated and evaluated 
in synthetic problems and real-world examples, such as a 
travel agency, or library management systems, without, 
however, any results being reported. 

 Only recently a few AI planning approaches, such as 
[23, 26, 50], provided quantitative criteria for evaluation. 
The most extensive evaluation is presented in [23]; two 
artificial benchmarks are provided, each tested with different 

encoding methods and planners, and various elements of the 
planning process, such as the planner’s total runtime or the 
number of search states and actions in the output plans, are 
measured.  

In [24], a single case study is presented, with a different 
number of web services participating in the WSC 
experiments, and measuring the preprocessing, 
transformation (from OWL-S to PDDL), and planning time 
required. One of the two available planners in the system is 
used and evaluated, and the atomic web services that 
comprise the final composite one are (mostly) hand-tailored 
by the authors, although entire domains of the OWL-S 
Service Retrieval Test Collection (OWL-S TC) [51] are used 
for the composition in general. 

Kona et al. [50] also incorporates rigorous evaluation 
experiments. Specifically, a single use case scenario is 
presented, with three variations depending on whether the 
produced workflows are sequential, non-sequential, or 
conditional non-sequential, along with the Inputs/ 
Outputs/Preconditions/Effects (IOPEs) of the services that 
take part in the WSC process. The criteria used in the 
evaluation of the system are quantitative, i.e., the number of 
web services participating in the problem, the number of I/O 
parameters each web service had, and the preprocessing and 
query execution time needed to obtain a solution. The web 
services that take part in the composition comprise a 
customized version of the 2006 Web Service Challenge [52] 
test collection.  

An extensive evaluation is available in [20] based on two 
case studies; an online booking system and a road 
information one. Three variations for each are used, with 
increasing size and complexity with respect to the number of 
interface descriptions. The total numbers of states, as well as 
the required time and percent of CPU used are measured to 
evaluate the discovery and adaptation of both case studies. 

Finally, the approach in [13] not only evaluates the 
system's performance based on scalability and adaptability 
criteria, but also provides a usability study based on 41 users 
of different educational backgrounds who were asked to use 
the system and report their experience by answering a 
questionnaire. However, the approaches in [13, 20] cannot be 
directly compared to MADSWAN mainly due to the systems’ 
compatibility with dissimilar to ours underlying standards 
and technologies, such as the use of a UDDI registry in [13] 
with the services being described in WSDL, or the interface 
descriptions in [20] being defined either in WSDL, BPEL or 
WF. Secondly, due to their significantly different goals and 
motivation; for example, in [13] it is assumed that any non-
determinism in the execution of web services has already 
been described in user configured exceptions. 

III. THE MADSWAN SYSTEM 

This section presents MADSWAN, particularly the 
modules that comprise it, their functionalities, as well as the 
steps of a typical use case, that is, creating a WSC problem, 
converting it to a planning one, solving it and, finally, 
translating the output plan to an OWL-S description file.  
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Figure 1. Architecture of MADSWAN. 

A. Available Functionalities  

In our view, a WSC system should follow the same 
principles as web services themselves. Since web services 
rely on the idea of maximizing the reuse of loosely coupled 
components [53], our goal was to implement MADSWAN by 
making use of freely available components as much as 
possible. This led to a reduced required effort in comparison 
to creating entirely new components, and allowed us to use 
well established standards instead of proprietary ones. 
Moreover, such an approach facilitates the comparison of 
different WSC systems to each other. 

MADSWAN supports various functionalities related to 
different stages of WSC, all of them being available through 
an online interface. An overview of the various components 
that comprise MADSWAN is shown in Fig. 1. The core of the 
system communicates with an RDF repository and an SQL 
database, in order to store the users’ data and the inputted 
semantic web services and ontologies. These are currently in 
OWL-S / OWL format respectively, with the prospect to 
support other formats, such as SAWSDL, in the future. The 
three different modules that correspond to the manual WSC, 
the automatic WSC and the online web service editor are 
depicted on the right of Fig. 1, with the transparent 
components depicting functionalities that have not yet been 
integrated to the system. 

The first functionality related to WSC is storing the 
service descriptions. In order to support semantic web 
service discovery in a more meaningful way, we decided 
against the use of UDDI, although it is one of the most well-

known approaches for web service publication. UDDI’s 
search mechanism is based on the description of the web 
services’ capabilities using a classification schema that does 
not provide for a semantic description of their content. For 
this reason, instead of using UDDI, or approaches such as 
[54, 55] that bridge the gap between semantic web services 
and UDDI (in most cases between OWL-S and UDDI), we 
opted to use iServe [56] as the core of our application.  

iServe is a service registry that supports importing 
service annotations in various formalisms, such as SAWSDL 
[57], WSMO-Lite [58], and OWL-S. This process is 
achieved through first transforming the original annotations 
to linked data, based on a common vocabulary for services, 
called “Minimal Service Model”. Since iServe is open 
source, we created a modified version of its web-based 
application, making several improvements to the original 
registry’s interface and functionality, and populating it with 
version 4.0 of the OWL-S TC. Fig. 2 illustrates the basic 
functionalities of the implemented registry through 
screenshots of the actual application. It shows the sub-
components that are available for a registered user of the 
system, with unregistered ones being allowed to access only 
a subset of them, namely the ones that do not alter the 
registry’s contents.  

Fig. 2 illustrates that the registered users can upload new 
web service descriptions, which in our case are semantically 
expressed in OWL-S, and search among the existing web 
service descriptions based on criteria such as their operation 
name, input or outputs parameters, or IDs. Moreover, they 
can view information regarding them, among which are their 
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Figure 2. Registered users’ functionalities for the registry – System screenshots. 

Uniform Resource Identifiers (URIs), or their inputs and 
outputs based on the ontologies already in the registry. They 
can also remove or update the descriptions of existing web 
services stored in the registry, or download their descriptions 
either in their original format, i.e., OWL-S, or in a variety of 
other formats, such as RDF/XML [59] or Turtle [60].  

Finally, the users have access to an online XML editor, 
which uses syntax coloring to facilitate its use, as well as 
predefined templates with OWL-S syntax, so as to allow its 
use by non-expert users. Fig. 3 overviews the interface of the 
application along with the XML editor module. Specifically, 
the four basic sub-modules of the application appear on the 
left side of Fig 3. On the top, there is the service list 
containing the available web service descriptions of the 
registry, along with their uploader’s username and the date 
when they were last updated. This part of the interface also 
contains the system’s search functionality. Directly below is 
the online XML editor, where a web service description from 
the registry is loaded, and the user is ready to insert one of 
the available template OWL-S syntax expressions. More 
information and tutorials on the basic use of the system are 
available at [61]. 

For the purposes of the non-deterministic automatic 
WSC, we plan to use PPDDL, the planning language used in 
the non-deterministic tracks of the recent International 
Planning Competitions for the purposes of the non-
deterministic automatic WSC. PPDDL is essentially a 
syntactic extension of PDDL 2.1, and supports modeling 
non-deterministic actions through probabilistic effects, which 
can be arbitrarily interleaved with conditional effects and 
universal quantification.  

Since the web services in the registry are described 
semantically through OWL-S, a translation between the two 
languages must take place. There are various works that have 
proposed conversion schemas from OWL-S to PDDL that do 
not differ significantly from each other. As such, we also 
adopt an approach similar to [25, 26, 30, 62]. 

Our translation module is based on the source code of 
[26], with the necessary extensions to accommodate the 
creation of planning files that can handle non-deterministic 
actions, that is, generating PPDDL files instead of PDDL 
ones, in cases where the domain is non-deterministic.  

Moreover, the planning problem file is created based on 
the users’ choices; a user can choose between the ontology 
concepts that are present in the web services that take part in 
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Figure 3. Application’s interface presenting its XML editor. 

the composition (either a subset of the web services in the 
registry that he selected, or all of them). Then he should state 
which concepts formulate the initial problem state and the 
final composite web service’s inputs, and which formulate 
the goal state and the final composite web service’s outputs.  

The goal state concepts are split in two lists, one 
containing hard and one soft goals, essentially “must-
achieve” and “should-achieve” ontological concepts. In the 
case that a user has stated a concept to belong in both lists, 
then the system considers that concept to be a hard goal. Fig. 
4 presents the system’s interface for such a case; the four 
different plans, with increasing lengths, that were generated 
are depicted, along with the total time that was required to 
produce them, the length of the plan with the minimum cost, 
and the total number of states that were expanded during the 
plan search. 

Examples of the currently generated planning files are 
available at [63]; these files consist of the planning domain 
and problem files for a random problem, the solution file that 
the planner outputs, and the OWL-S profile and process files 
that are the results of the translation process of the solution 
plan. A set of semantic web service descriptions that can be 
used to interact with the registry (taken from OWL-S TC and 
modified accordingly) are available at [64]. Although the 
development of MADSWAN is still in progress, an alpha 
version of its online prototype is available at [65]. 

B. Contingent Planning 

After the conversion of the OWL-S descriptions to 
planning domain and problem files, AI planning techniques 
can be used to generate the output plan/composite web 
service. In our view, the WSC problem is an inherently non-
deterministic one. Indeed, it is always possible for a web 
service to be unavailable, or its execution to be unsuccessful 
or have undesired effects. For this reason, we adopt a non-
deterministic formulation of the problem that allows us to 
compute more flexible plans. We opt for the incorporation of 
a contingent planner [66], in order to generate plans that can 
cope with the most influential and likely contingencies. 
Our approach, which has not yet been integrated in the 
current version of the online prototype, is based on a 
complete search algorithm. This is used to generate all the 
possible plans for the most probable contingencies, starting 
from an optimal one, with an increasing cost, given a limited 
period of planning time. A - suboptimal - contingency plan 
can then be constructed by merging these plans. Merging is 
achieved through searching for natural join points, i.e., when 
search nodes share a predecessor through different sets of 
outcomes, and by removing any plans that contain redundant 
actions, that is, repetitive actions or ones that do not produce 
useful results.  
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Figure 4. Application’s interface regarding the automatic WSC module and its solutions. 

A somewhat similar approach using GraphPlan [67] is 
presented in [68]. Here, we opt for the use of A

*
 [69], an 

optimal complete algorithm, with the use of the max 
heuristic (hmax, [70]) as an admissible heuristic function; 
however, this is not a restrictive choice. In practice, any 
complete algorithm can be used instead, in combination with 
a variety of admissible heuristic functions so as to produce 
optimal plans. The algorithm either outputs a contingent plan 
that covers all of the users’ hard goals and any of the soft 
goals that have been set, or returns with a message that no 
plan was found in the allowed time period.   

It is important to note that our approach does not try to 
develop a plan for every possible contingency, as the WSC 
domain may have too many sources of uncertainty for such a 
methodology to succeed. Since we cannot cope with every 
possible point of failure, a re-planning module will also be 
incorporated. As such, the approach is essentially offline, 
with a pre-computed contingent plan being used while the 
composite web service is executed. However, real time 
execution monitoring is essential, as the branches of the plan 
being used are determined by the actual outcomes of the 
atomic web services.  

Re-planning occurs each time the contingent plan does 
not cover the current contingency, that is, an unexpected 
event occurs that is not already covered in the pre-computed 
plan. Such events may refer to a web service being 
unavailable at the time, or producing a result which is 
different than the one expected in the plan, e.g., a web 
service not being able to purchase a book due to it being out 
of stock. 

Fig. 5 presents the aforementioned planning approach 
with an example. For reasons of brevity, we assume that the 
planning problem has three solutions. These solutions are of 
increasing length, the first being optimal with regard to the 
number of web services required to achieve the goal, 
requiring the execution of three actions (denoted by a 
rectangle), and the other two requiring an additional one. 

The actions of the plans are color-coded, that is, the 
rectangles that share the same color are meant to depict the 
same action across different plans. We will refer to the 
actions by their respective color, e.g., the “green action”. 
Each step in the creation of the plan is marked with its 
respective number on the right of the figure. Duplicate 
actions that are dropped from each plan and are not included 
in the final one are marked with a red “X”.  

In step 1, the contingent plan that we generate consists 
only of the base, optimal plan. In step 2, the second plan is 
added to the existing plan. Since the first two actions (white-
purple ones) are common between the two plans, an 
alternative branch is created, consisting only of the two last 
actions (red-yellow). The new contingent plan is generated in 
step 3, and the next available deterministic plan is added to it 
in step 4. Since its first (white) and last (blue) actions are 
already present in the contingent plan, a new branch is added 
to it, consisting of the green and orange actions. The final 
contingent plan is shown in step 5, having three available 
paths to the goal, and for that reason, being able to withstand 
the occurrence of the same number of contingencies. 
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Figure 5.  A graphic example of the planning algorithm. 

Figure 6. System overview timeline. 

 

C. From AI Plan to Composite Web Service 

Finally, we convert the plan back to an OWL-S 
(composite) web service, that is, we create an OWL-S profile 
and its process description, in a fashion similar to that 
described in [71]. In short, the resulting profile description 
file mainly refers to the new composite web service’s IOPEs, 
as well as it defines some of its basic elements, such as its 
name or textual description. The output process model 
describes the plan that a client must execute in order to 
interact with the composite web service, and is based on 
OWL-S control constructs. The OWL-S API [72] that will be 
used to implement the conversion supports composite 
processes that use OWL-S control constructs, such as 

〈Split+Join〉, and conditional constructs like 〈If-Then-Else〉, 
which is necessary to produce correct solutions to the use 
cases presented in Section IV.  

Fig. 6 summarily illustrates our approach; it should be 
read as a timeline, starting from the left side of it. That is, 
OWL-S TC is used throughout all the stages of our 
application, whereas the OWL-S API is only used in the final 
stage, in the translation of the problem’s solution to an 
OWL-S description file and the creation of the OWL-S 
profile and process files. Items in the same column imply 
that they are related to each other and occur in the same time 
frame. 

D. Manual Web Service Composition Module 

Since the relevant literature does not suggest a standard 
test bed for WSC systems, we decided to implement a 
manual WSC module so as to evaluate our automatic WSC 
approach against it. In order to create a manual    OWL-S 
composer, we modified an existing open source application; 
Petals BPM [73] is a BPMN 2.0 modeler, which we adapted 
to accept the OWL-S constructs that are necessary for WSC. 
Moreover, we added a few “helper” constructs to provide a 
more intuitive interface.  

The OWL-S constructs currently supported by the 

module are the 〈Sequence〉 (implicitly), 〈If-Then-Else〉, 

〈Split+Join〉, and 〈Repeat-While〉 control constructs, along 
with the necessary inputs, outputs and web services’ 
elements. The “helper” constructs comprise of an            

〈End Split+Join〉 and an 〈End Repeat-While〉 construct, used 
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TABLE I.  OWL-S RULES  REGARDING THE MANUAL WSC MODULE. 

# Description: 

1 
A workflow with a 〈Split+Join〉 control construct must also 

contain an 〈End Split+Join〉 one and vice versa 

2 
A workflow with a 〈Repeat-While〉 control construct must also 

contain an 〈End Repeat-While〉 one  and vice versa 

3 Any Data construct that is inserted must have its binding set 

4 
Any Web Service Task construct that is inserted must have its 
binding set 

5 A Data Input cannot have any input connectors 

6 A Data Input must have an outgoing connector 

7 
A Data Output can only be present following a Task or an 〈If-

Then-Else〉 gateway if the gateway has a Task as its source 

8 A Data Output must have an incoming connector 

9 
An 〈If〉 or 〈Else〉 Sequence Flow can only have an 〈If-Then-Else〉 

gateway as its source 

10 
A Start Event cannot have incoming connectors except if they 

originate from a Data Input 

11 

Only Web Services’Tasks and their Data Outputs can be contained 

between a 〈Split+Join〉 control construct  and an 〈End Split+Join〉 

one 

12 
An 〈If-Then-Else〉 gateway must have exactly one outgoing 〈If〉 

Sequence Flow and an optional 〈Else〉 Sequence Flow 

in conjunction with the regular 〈Split+Join〉 and         

〈Repeat-While〉 constructs to enclose other elements in them, 

and dedicated 〈If〉 and 〈Else〉 sequence flows that are only 

used along with an 〈If-Then-Else〉 gateway. Moreover, there 

are 〈Start〉 and 〈End〉 constructs to signify the beginning and 
end of a workflow. Finally, users can bind the web service 
and data input/output constructs that they added to the 
workflows to specific web services and relevant ontologies’ 
concepts already present in the registry, respectively.  

It should be noted, however, that having bound such 
specific concepts from the registry to the available data 
input/output constructs, users are currently free to attach any 
ontology concept to any web service. That is, the system 
does not provide any semantic verification regarding the 
inputs/outputs of the web services, thus ensuring that a web 
service requiring a specific type of input is actually bound to 
one. 

Since the purpose of the automatic WSC module is to 
help the non-expert, but familiar with WSC concepts, user to 
create composite web services, our aim was to implement the 
manual WSC module with the same principal in mind. For 
this reason, users can opt to be informed about the intended 
use of each construct available for the manual workflow 
creation, and the created graphical workflows are validated 
against pre-defined rules whenever the users save them. 

Some of the pre-defined rules were maintained from the 

original application. An example of this is that the 〈End〉 
construct, necessarily being the last one in a workflow, must 
have at least one incoming sequence flow from another 
construct. Other rules were added in order to help the user to 

export a valid composite web service, e.g., that an 〈If-Then-

Else〉 construct is required to have an outgoing 〈If〉 sequence 

flow and can optionally have an 〈Else〉 sequence flow. The 
full list of added rules is presented in Table I. 

IV. EVALUATION FRAMEWORK 

This section provides details regarding three use case 
scenarios that can be used to evaluate WSC systems. It 
presents the graphical workflows that correspond to these 
scenarios through the use of manual WSC module. Finally, 
MADSWAN is compared to two existing planning 
approaches, in order to evaluate its efficiency and 
effectiveness.  

A. Use Case Scenarios 

As mentioned in Section II.B, no standard web service 
test bed or test collection exists. For this reason, it is 
currently very hard to evaluate a WSC approach objectively 
against another one, which is a detriment to the ongoing 
research regarding efficient WSC composition approaches. 

One of our goals was to create an evaluation framework 
that could be used and reproduced by other systems, that is, 
clearly define detailed use case scenarios that are based on an 
existing, open test collection.  We decided for the use of 
OWL-S TC, since in the  past few years it has been used 
extensively, as a test set in the recent S3 contests [74], or in 
several approaches in the recent literature [25, 39, 75].  

We have designed three use cases, each based on the 
service descriptions contained in a single domain of OWL-S 
TC, although several minor modifications were made to the 
descriptions of some services, and a few descriptions were 
added to some domains in order to design more useful 
scenarios. All the modifications to the original test 
collection, as well as a full description of the use cases, can 
be found in [76]. Next, we describe the use case scenarios in 
detail, with the ontologies’ concepts used in each one shown 
in parentheses (following the format “ontology#concept”).   

Each use case scenario has an increasing amount of non-
determinism and complexity compared to the previous one.  

1) Movie Database Use Case Scenario: The first use 

case (MADSWAN-UseCase1 - MS-UC1) is fully 

deterministic, allowing for the output of a fully serialized 

composite web service; it refers to a user who knows the 

title of a film (my_ontology.owl#Film) and wants to retrieve 

all the comedy films (my_ontology.owl#ComedyFilm) that 

exist with a similar title, along with their respective prices. 

That is, he desires to know all the relevant pricing 

information in regard to a comedy film, i.e., its regular price 

(concept.owl#Price), its maximum price (concept.owl# 

MaxPrice), and its price with (concept.owl#TaxedPrice) and 

without taxes (concept.owl#TaxFreePrice).  

Finally, the returned comedy films along with their 

pricing information results should be stored in a database 

(ontosem.owl#database), so that he can remember to buy 

them in the future. MS-UC1 uses the web services in the 

“Communication” domain of the test collection, with the 
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relevant ones in regard to the use case amounting to a total 

of 58 semantic web services.  
The rest of the scenarios incorporate non-deterministic 

elements, such as alternative outcomes in the output 
composite web service based on the availability of items, or 
user preferences between different types of products.  

2) Online Bookstore Use Case Scenario: The second 

use case (MS-UC2) refers to a client of a specific online 

bookstore who wants to purchase a book; the client can use 

three different methods to buy the book, with alternative 

outcomes being outputted by the composite web service 

based on whether the book is in stock at the online 

bookstore or not. 
In detail, the scenario describes a situation in which an 

online bookstore’s client initially provides as input to the 
composite WS a book title (books.owl#Title) or its ISBN 
(portal.owl#ISBN), his address (order.owl#Address) and a 
preferred method of payment for the purchased item. The 
available choices for the customer to pay for the selected 
book are using his credit (finance_th_web.owl#credit_card), 
cheque (finance_th_web.owl#cheque_card), or debit (finance 
_th_web.owl#debit_card) cards. In order to suit the purposes 
of this test case, we slightly altered the finance_th_web 
ontology and added the debit and cheque cards as subclasses 
of cash, and the credit card concept as a subclass of credit.  

As a result, if the book is in stock at the specific e-
bookstore, the final composite WS should use the specified 
method of payment to purchase the item and record the 
address for the item in the user’s shopping cart to be shipped 
to. The result should be a purchased item (order.owl# 
PurchasedItems), and the output of information regarding 
the purchased book; specifically, the book's author 
(books.owl#Author), along with its type (hard-cover or 
paperback) (books.owl#Book-Type), and size (small, medium 
or large) (books.owl#Size). However, if the book is not in 
stock, the client should not be charged with a fee and no 
information regarding the item should be displayed to him.  
MS-UC2 uses the web services in the “Education” domain of 
OWL-S TC, with the relevant ones being 285 in total. 

3) Camera Search Use Case Scenario: The final 

scenario (MS-UC3) also concerns the purchase of an item; 

the main difference with MS-UC2 is that multiple sellers can 

be considered for this scenario and, as such, the composite 

web service may need to check with all of them to 

determine the availability of the item. Moreover, MS-UC2 

and MS-UC3 differ in that the latter also incorporates the 

user’s preferences in the scenario. The user is assumed to 

have a preference, that is, soft goal, towards an analog SLR 

camera model; however, he may settle for other cameras if 

the preferred one is not available from any seller.  
In specific, MS-UC3 refers to a user who initially 

provides as input to the composite web service the type of 
the camera he desires to buy, which is an analog, non-APS, 
standard SLR camera (extendedCamera.owl#SLR). 
However, if this camera is not available, the scenario 
presumes that the user would also be satisfied with buying 
another type of analog camera that has less features, 

specifically an analog, non-APS, standard compact camera 
(extendedCamera.owl#Compact). In either case, the user also 
provides the desired camera’s product code (extended 
Camera.owl#ProductCode). Finally, though, if no store is 
found having any of the two desired cameras in stock, then 
he will settle for any kind of camera at all, whether analog or 
digital (extendedCamera. owl#Camera). 

The user is also expected to state in advance which stores 
should be considered as alternatives for him to buy the 
camera from; in detail, he can choose to provide as input a 
shopping mall (Mid-level-ontology.owl#ShoppingMall), a 
retail store (Mid-level-ontology.owl#RetailStore) or a 
specific chain of retail stores, with the available ones being 
Walmart (Mid-level-ontology.owl#WalmartStore) and Media 
Markt (Mid-level-ontology.owl#MediaMarktStore). Finally, 
he can also state that all mercantile organizations can be 
considered as alternatives (SUMO.owl#Mercantile 
Organization). Again, the user can provide one or more 
inputs, but in this case all the available choices are 
considered equally preferable alternatives. We assume that 
the user does not differentiate between the alternative stores 
he has provided as input, as long as he finds the camera he 
desires in stock. 

Having entered the desired product type along with its 
product code and the alternative stores that can be used to 
buy it from, the composite WS should find a store that sells 
this product and check whether it has it in stock or not. If it is 
in stock, it should add it to the user’s shopping cart 
(ShoppingCart.owl#ShoppingCartRequestItems); if not, it 
should continue to search for another store that sells it. If it 
cannot find any store that has the SLR camera in stock, it 
will repeat the aforementioned process, this time searching 
for a compact camera. If no compact camera is in stock 
either, then the composite WS will search for any camera 
available in stock. The output of the service can only be an 
addition to the user’s shopping cart or no action at all. MS-
UC3 makes use of the test collection’s “Economy” domain 
and of a total of 359 semantic web services.   

We validate the correctness of the automatic WSC 
solution plan for a problem by checking that all of the 
ontological concepts that were present in the hard goals of its 
goal state have been generated by the web services in the 
plan. That is, the initial state concepts, along with the outputs 
of the web services that take part in the plan should be a 
superset of the hard goals set by the user.  

This set of scenarios provides use cases that can 
efficiently evaluate the capabilities of WSC methodologies 
in a way that is both reproducible and extensible. They allow 
for a system to showcase that it can indeed cope with non-
determinism in the WSC domain, and output both sequential 
and conditional plans, with and without taking into account 
the user’s preferences.  

B. Experimental Results 

In order to test the correctness and efficiency of the 
current version of the automatic WSC module, we 
empirically compared a preliminary version of the algorithm 
presented in Section III.B against two existing planning 
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TABLE II.  COMPARISON OF PLANNING TIMES FOR POND, LPG-TD AND MADSWAN. 

 Opt 

POND-EHC POND-A* POND-AO* LPG-td MADSWAN 

Plan 

Length 
Time  

Plan 

Length 
Time 

Plan 

Length 
Time 

Average 

Plan 

Length 

Average 

Time 

Plan 

Length 
Time 

MS-UC1 6 6 0.0024 6 0.0068 6 0.0032 6.04 0.0040 6 0.0169 

P-10 6 6 0.0016 6 0.0020 6 0.0016 6 0.0066 6 0.0172 

P-100 6 6 0.0036 6 0.0028 6 0.0026 6 0.0124 6 0.0117 

P-1000 5 5 0.2640 5 2.5404 5 0.2742 5.76 0.1256 5 0.0996 

a. The time measurements are in seconds; for the stochastic planner, LPG-td, they represent the median values of 100 runs. “Opt” represents the optimal length of each problem. 

approaches; the first is a WSC system, PORSCE II [26], and 
the second a state-of-the-art contingent planner, POND [77]. 

We used two domains, one taken from the evaluation of 
[26], in order to provide direct comparison with PORSCE II, 
and one corresponding to MS-UC1. The experiments were 
run on a PC using a Dual-Core Intel i5 processor running at 
1.6GHz and allowing at most 4GB memory.  

The domain taken from the PORSCE II system is 
deterministic in nature and, similarly to MS-UC2, it models a 
user of a bookstore who wants to purchase a book. It is 
however a simplified version of MS-UC2, as it does not 
feature non-determinism or any choices on behalf of the user. 
He is presumed to have a credit card that he can use to 
purchase a book, and the book is always considered to be in 
stock.  

As in [26], we test three different versions of this 
domain, named P-x, “P” symbolizing the PORSCE system 
and x representing the number of web services participating 
in the problem. Since the web services are translated to 
PDDL actions, each version is increasingly more complex 
than the previous ones, the first consisting of 10 web services 
(P-10), the second of 100 (P-100) and the last of 1000 ones 
(P-1000). In the first two versions, the optimal plan length, 
i.e., the least amount of web services needed to achieve the 
desired goal, is 6, whereas the last version has an optimal 
plan length of 5. All of the aforementioned planning domains 
and problems are available at [78]. 

The second domain in the test set is from our own 
framework; since the proposed contingent algorithm has not 
yet been integrated in the online prototype, the use case 
scenario tested is the deterministic one, MS-UC1. 
Specifically it is a relatively simpler version of it, with 21 
web services taking part in the.  The optimal plan length is 
also 6.  

POND is a planner able to solve partially observable 
and/or non-deterministic problems by searching forward in 
the space of belief states, guided by a relaxed plan heuristic. 
It generates conformant and conditional plans using various 
search algorithms, specifically A

*
, AO

*
 [79], LAO

*
 [80], and 

Enforced Hill-Climbing (EHC) [81]. In our experimental 

setup we executed three versions of POND version 2.2, using 
the A

*
, AO

*
 and EHC search algorithms.  

As aforementioned in Section II, PORSCE II relies on 
two alternative planning systems, JPlan and LPG-td. For our 
experiments, we compare MADSWAN against LPG-td, as the 
authors of [26] concluded that its performance was by far 
superior to that of JPlan. LPG (Local search for Planning 
Graphs) is a sub-optimal anytime planner based on stochastic 
local search and planning graphs; its search space comprises 
action graphs, that is, particular subgraphs of the planning 
graph representing partial plans.  

The experimental results are presented in Table II. In all 
cases, the time reported is in seconds and represents the total 
planner time needed to reach a solution. The planner with the 
best performance in each problem is highlighted in bold, and 
the optimal plan length (Opt) is shown next to each problem. 

The experiments indicate that the number of web services 
available for WSC is a crucial factor in regard to the 
planner’s efficiency, even if not all services are necessarily 
useful for the achievement of the goal. The results in Table II 
indicate that, generally, as the number of web services 
participating in each problem increases, so does the time 
required to solve it, although not linearly. This assumption is 
corroborated by the results of the comparison between MS-
UC1 and P-10, the two problems that comprise of just a few 
web services. MS-UC1 requires more time than P-10 for all 
versions of POND, and almost the same time for 
MADSWAN, but a little less time for LPG-td. This is not 
surprising, as the two problems share a common optimal 
plan length and MS-UC1 comprises almost double the web 
services than P-10. 

 Moreover, although all the other problems in the 
experiments have a larger optimal length, P-1000 appears to 
be by far the most difficult problem in the test set. The 
increase in the required time to solve P-1000 for POND- A

* 

is almost a thousand times more than for the second most 
difficult problem, P-100, a hundred times more for POND-
EHC and POND-AO

*
, and tenfold for LPG-td and 

MADSWAN.  
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TABLE III.  COMPARISON OF TRANSLATION TIMES PER WEB SERVICE 

FOR PORSCE II AND MADSWAN. 

WSs 

PORSCE II MADSWAN 

Time 

10 0.4590 0.3974 

21 - 0.2836 

100 0.7000 0.1774 

1000 0.7920 0.1110 

a. All time measurements are in seconds and represent the median values of 100 runs. All the data 

for PORSCE II have been taken from [25].  

Although the number of web services comprising a 
particular problem is important, though, its difficulty is not 
dependent solely on this factor; e.g., MADSWAN manages to 
solve P-100 faster than it does P-10. This fact can be mainly 
attributed to the complexity of the problem itself. The 
preprocessing phases of both LPG-td and all the versions of 
POND search for useless actions in the domain and allow the 
planners to ignore them during search (or simply prune them 
at parsing time). For this reason, both planners report that P-
10 consists of 10 (relevant) actions, whereas P-100 of just 6.  

Preprocessing leads to simpler domains, that is, for 
POND (that includes such facts in its output), P-10 
comprises 15 state variables while P-100 comprises only 6. 
As such, both planners spend less time actually searching for 
a valid plan; on the other hand, though, this means that for 
relatively easy domains such as P-100, the vast majority of 
the total planner time is spent in the preprocessing phase. 
MADSWAN is more straightforward, devoting less time to 
preprocessing techniques; most of its total time is spent on 
search, allowing it to solve the – easier – P-100 problem 
quicker than P-10, despite the fact that it searches among 
more web services/actions. 

In general, the problems seem to be almost trivial for all 
planners, with the exception of P-1000 for POND- A

*
, which 

has a significantly worse performance for this problem, both 
compared to the other planners and to its performance in the 
rest of the problems. All versions of POND, as well as 
MADSWAN, find solutions of optimal length for all problems. 
LPG-td, however, being a stochastic anytime non-optimal 
planner, returns plans of slightly worse median length for 
MS-UC1 and (mainly) P-1000. MADSWAN needs more time 
than all versions of POND for the smaller problems (MS-
UC1, P-10, and P-100), as well as than LPG-td for the two 
smallest ones. On the other hand, it is faster than all planners 
for the most complex problem, P-1000.  

 It is important to note that since POND is not a WSC 
approach, but a standard PDDL planner, we experimentally 
tested only the efficiency of the planners on translated WSC 
domains to planning ones, and not on the whole process that 
MADSWAN typically follows. However, a major bottleneck 
of the solution of WSC problems seems to be the translation 
process from WSC domains to planning ones and vice versa.  

Table III presents the results of our experiments 
regarding the average transformation time per web service 
description. In [26], it is reported that the average 
transformation time per web service converged to 
approximately 0.8 seconds. In our experiments, though, the 
necessary time was considerably less, converging to 
approximately 0.1 seconds per web service when translating 
a web service registry analogous to the size of the entire 
OWL-S TC. 

Moreover, our experiments show a decrease in the 
average time required per web service translation as the total 
number of web services in the set increases, in contrast to the 
results reported in [26]. Since our translation process is based 
on the one in [26], we can assume that this fact, along with 
the significant improvement in the average transformation 
time per web service, can mainly be attributed to our 
different hardware setup, as well as minor optimizations in 

the original source code, mainly concerning the used data 
structures. 

The results of Table III indicate that most of the required 
computational effort for the automatic WSC process is 
attributed to the translation process of the original domain to 
the planning one, and not to the problem’s solution itself. 
This is apparent by the fact that even when the average 
transformation time per web service converges to its lowest 
value (0.1110 seconds), the transformation time of a single 
web service is larger than the solution of a problem 
containing the same number of web services/actions (0.0996 
seconds); that is, the time required by the planner to find a 
solution is less than one hundredth of the total time needed 
for the entire WSC process.  

C. Use Case Scenarios in the Manual Web Service 

Composition Module 

The existing implementation of the manual composition 
module is capable of producing graphical workflows that 
correspond to the three use case scenarios that were 
presented in Section IV-A. Fig. 7, 8 and 9 present the 
manually created workflows representing MS-UC1, MS-UC2 
and MS-UC3, respectively. In all figures, the labels of the 
connecting sequence flows have been removed so as to ease 
their legibility. The files used by the system’s internal load 
and save functionalities for the three use case scenarios can 
be found at [82]. 

 Using the automatic WSC module, the solution plan for 
the tests cases, e.g., MS-UC1, requires just a fraction of a 
second; it is evident that even an experienced user would 
require at least a few minutes in order to accomplish a 
similar result visually in the manual WSC module. For that 
reason, the manual WSC module is mainly useful for the 
visualization of WSC workflows, and also for the creation of 
a basic “sketch” of a composite web service description, 
which can then be manually completed by experts.  

We are currently working on the transformation of the 
created graphical workflows to their respective OWL-S 
descriptions and vice versa. The current functionalities of the 
manual WSC module are showcased in [65]. 
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Figure 8.  Online bookstore scenario workflow. 

 
Figure 7. Movie database scenario workflow. 

V. CONCLUSION AND FUTURE WORK 

In this article, we presented our work regarding the 
implementation of an online WSC system, named 
MADSWAN, which makes use of AI planning techniques and 
of already freely available web service-related components. 
We provide a link to a demo of MADSWAN, albeit still in 
alpha version, which showcases the system’s functionalities.  

This publicly available prototype is, to the best of our 
knowledge, the first online application of its kind able to 
support various stages of the WSC process. The fact that the 
presented system allows its users to store/retrieve web 
services to/from a registry, edit the ones already stored in it, 
and create new workflows both manually and automatically, 
all through an online interface, constitute a unique set of 
functionalities for such a system.  

The current WSC approaches face several limitations, the 
most important of which is the plethora of available 
standards, both in relation to the semantic description of 
services and their underlying implementation. We 
acknowledge these limitations, which require substantial 
standardization efforts and coordination between the various 
service providers. For this reason, MADSWAN is based on 
open source components, such as the manual WSC 
composition module and the registry, and utilizes existing 
datasets, i.e., OWL-S TC, and the current web service 
standards. This approach fortifies the web service principles 
the system is based on, and allows a more efficient 
comparison of the system to similar ones. Thus, we hope that 
our efforts constitute a step toward overcoming such 
incompatibility obstacles. 
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Figure 9.  Camera search scenario workflow. 

Currently, we are working on the design and 
implementation of a non-deterministic planning module, 
with the intention of finding plans that withstand various 
contingencies that can occur in non-deterministic domains. 
As demonstrated by our experiments, the current version of 
the prototype is able to find in a reasonable amount of time 
plans that solve deterministic WSC problems. The solutions 
are translated back to web service description files to be 
saved back to the registry for future use.  

The article also presents in detail three use case scenarios 
that can be used to evaluate WSC processes. We established 
experimentally that the current, deterministic, version of the 
algorithm used in MADSWAN is competitive with both 
PORSCE II and POND in a variety of test cases. 
Furthermore, the efficiency of the translation process of the 
original WSC to a planning one was shown to be adequately 
fast for even a large repository of web services, e.g., one that 
contains all the web services in OWL-S TC. 

Additionally, we provided implementation details in 
regard to the manual WSC module. This module can be used 
as an alternative counterpart to the automatic one; our goal, 
however, is that it will be used as a standalone application in 
order to help users create composite web service descriptions 
more efficiently compared to actually writing the entire 
description files by hand. Such a tool would allow users to 

familiarize with the concepts of web services and OWL-S, or 
simply to visualize composite OWL-S description files.  

For the future, we plan to incorporate the contingent 
planning algorithm in the online prototype, and acquire 
experimental results for non-deterministic WS domains. We 
are also working on the semantic verification of 
inputs/outputs for the manual WSC module. Moreover, one 
of our long-term goals is to allow the execution of semantic 
web services, through the use of  external tools such as 
SPEX (SPecification and EXecution tool) [83]. Finally, we 
aim to support automatic translation of arbitrary OWL-S 
composite web service description into the graphical 
workflows of the manual component.  
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Abstract—A main driver of Future Internet applications and 
services is Quality of Service (QoS). Current Internet 
technologies provide no suitable QoS support for end-to-end 
connections due to several drawbacks of IntServ and DiffServ. 
In this article, we propose the “Forwarding on Gates” (FoG) 
architecture, which answers the QoS questions by the help of a 
new inter-network architecture. It applies its own new network 
protocol, which was designed to handle IntServ and DiffServ in 
an integrated way. FoG supports resource reservations for 
QoS guarantees in IntServ scenarios and prioritized traffic in 
DiffServ scenarios as well as a combination of both. As core 
advantage, the QoS support of FoG works in a scalable way by 
allowing a network to move QoS states and delegate decisions 
about the QoS usage to the entities demanding for QoS. This 
article describes the architecture, its network protocol, and 
solutions for interoperability with current networks. The 
evaluation includes theoretical descriptions of network 
configurations for a use case not supported by IP. Moreover, 
simulations show that the protocol overhead is comparable to 
IPv6, although packets can select QoS explicitly. Measured 
routing graph sizes for various setups show the flexibility of the 
FoG architecture. 

Keywords—Future Internet; network protocol; architecture; 
QoS; routing graph; interoperability. 

I.  INTRODUCTION 

The Future Internet will be faced with much more 
applications requiring Quality of Service (QoS) than today’s 
networks. In the broad field of Future Internet research, we 
focus on the applied protocol of the network layer. In [1], we 
started to describe an inter-network architecture that supports 
QoS support in a flexible and scalable way. In this article, we 
give more details about our inter-network architecture 
“Forwarding on Gates” (FoG) such as its incremental routing 
process and possible interoperability with IP. Moreover, we 
present recent evaluation results for its routing. 

Applications requiring QoS support will be the main 
driver for protocols in future networks. The most important 
application is video streaming, which already stresses 
today’s networks, especially the Internet. Forecasts predict 
that in 2015 about 62% of the traffic in the Internet will be 
video data [2]. For live video streams, as required for remote 
medical operations and for football games, QoS is required. 
Due to the large number of hosts and connections in the 
Internet, scalability is the crux for QoS. 

For IP (both version 4 and 6), add-ons called IntServ and 
DiffServ have been developed in order to tackle QoS 
requirements in the Internet. However, both have pros and 
cons. The IntServ approach [3], with its signaling protocol 
“Resource Reservation Protocol“ (RSVP), provides end-to-
end QoS by introducing states on each intermediate router, 
which is passed by a flow. According to [4], RSVP is used to 
distribute states for classification, scheduling and 
reservation. The classification state defines how incoming 
packets are mapped to flows. With RSVP, such a mapping 
consists of a source address, a destination address and a 
protocol number (and optionally port numbers). A 
scheduling state defines how flows are handled. For 
example, on a node a flow can be assigned to an own 
prioritized packet queue for the outgoing hardware interface. 
Finally, signaling states represent management information, 
e.g., authentication data and timers. For each flow, an 
intermediate node requires one set of the described states. 
Due to memory limitations, such an approach causes 
scalability problems for scenarios with many flows [5]. 

DiffServ [6] was developed with main focus on 
scalability. It introduces a small set of QoS classes, which 
are used inside networks. Each QoS class defines a type of 
service and requires scheduling and signaling states. Thus, in 
comparison to IntServ, the number of states does not depend 
on the number of connections. However, DiffServ is not able 
to provide guarantees, since it is not aware of each individual 
flow. For a DiffServ network, edge routers of a network store 
and handle the classification states in order to map incoming 
packets to network internal QoS classes. The classification 
states represent the rules for this mapping. Since most 
interfaces with incoming traffic transport multiplexed flows, 
e.g., multiple TCP connections over the same Ethernet link, 
the classification is mainly done by (more or less deep) 
packet inspection. For example, protocol numbers, port 
numbers and even packet sizes are used for such 
classifications.  

Besides their single application, IntServ and DiffServ can 
also be used in a combined way in order to leverage the 
advantages of both approaches. IntServ provides the 
signaling for flows between ingress routers and DiffServ 
provides a set of QoS classes used inside networks [7, 8]. 
However, the scalability problem of IntServ now appears at 
the ingress routers. They have to store the classification 
states per flow. Since the amount of scheduling and signaling 



133

International Journal on Advances in Internet Technology, vol 6 no 3 & 4, year 2013, http://www.iariajournals.org/internet_technology/

2013, © Copyright by authors, Published under agreement with IARIA - www.iaria.org

states remains limited due to the limitation of possible 
DiffServ classes, the distribution of classification states is the 
main problem. In order to maintain the states, signaling is 
required. The processing load of handling these messages 
increases the burden on a network. In the past, proposals 
focused on reducing the number of flows, e.g., through 
aggregation [4]. 

Our key contribution is the proposal of an orthogonal 
strategy: move the classification states away from ingress 
routers to routers handling smaller amounts of flows. 
Furthermore, some decision-making authority is delegated 
from the QoS provider to the entity using QoS in order to 
reduce the required signaling overhead. As discussed in more 
detail in Section IV, today’s network protocol IP is not able 
to support both in all required use cases. Therefore, we focus 
on a network protocol enabling the movement of 
classification states and the delegation of decisions between 
routers. Our solution is suitable both for IntServ and 
DiffServ scenarios. It is further able to handle combinations 
of both. Its main feature is the flexible placement of the 
classification states according to the network graph and the 
load in the system. It enables the handling of both QoS 
approaches in a single mechanism. 

The remainder of this article is structured as follows: 
Section II describes our system architecture. Section III 
introduces the protocol and how its header is processed. 
Afterwards, in Section IV, the implementation of the use 
cases based on our architecture and protocol are presented. 
Subsequently, Section V shows possibilities for 
interoperability with current networks. Afterwards, Section 
VI shows our recent evaluation results from protocol 
simulations and Section VII shows how FoG is classified 
within related work. In the end, the main results of this work 
are summarized and an outlook about future steps is given. 

II. FORWARDING ON GATES ARCHITECTURE 

As fundamental design aspect, the “Forwarding on 
Gates” (FoG) architecture separates the forwarding from the 
routing. It splits them into two logical components, which 
encapsulate their specific tasks. The forwarding component 
is responsible for relaying packets between routers and hosts. 
It handles the resource management and enforcement of 
resource reservations in order to take non-functional 
properties such as delay and bandwidth into account. The 
routing component is responsible for calculating paths 
through the network with respect to non-functional 
requirements given by applications [9]. Both are linked via a 
route definition. The routing component specifies a route and 
the forwarding component forwards packets along this route. 
The authentication component is the third logical component 
of FoG. It checks the authentication of the sender of 
signaling messages in order to secure access to management 
functions. This authentication component is the basis for 
authorization decisions and accounting for QoS provisioning. 
Figure 1 depicts these components and their interactions. 

For the following discussion, we introduce the term QoS 
function, which generalizes QoS provisioning regardless of 

the underlying QoS architecture. A QoS function represents 
the setup, which is required to send packets with QoS 
constraints. Examples of QoS functions are setups 
implementing a DiffServ class or an IntServ reservation. 
QoS functions can provide guarantees ranging from “hard”, 
with fixed limits, over “soft”, with probabilistic QoS 
guarantees, to vague goals, e.g., “optimized for delay” or 
“best-effort”. A QoS function comprises its scheduling and 
signaling states. The classification states are not included. 

In addition to the separation of routing and forwarding 
[10], our architecture has some more features. It reduces 
forwarding table sizes [11], enables routers to choose their 
address format [12], hides addresses from applications, and 
supports various intra-network techniques. However, they 
are shared with other approaches from related work (see 
references) and are not in the focus of this article. 

FoG applications specify their QoS requirements 
explicitly via an interface and FoG reacts accordingly. The 
interface is based on the “G-Lab Application-to-Network 
Interface” (GAPI) defined in [9]. 

A. Forwarding component 

Today’s Internet operates over interfaces of routers and 
hosts and links in between. FoG’s forwarding component 
uses a virtual representation of the network in the form of a 
graph. Hosts and routers are represented by one or more 
vertices, which are called forwarding nodes (FNs). Edges 
between forwarding nodes are called gates and represent uni-
directional (virtual) links between them. In order to support 
QoS, multiple edges between adjacent nodes are allowed. An 
edge is equivalent to a link with a QoS function between two 
routers or hosts. Each outgoing gate of a forwarding node is 
assigned to a gate number. The gate number is always 
unique to the scope of the forwarding node, to which the gate 
belongs to. Each FoG packet includes a header, which 
describes explicitly the order of gates the packet has to pass. 

Forwarding on Gates

Forwarding
component

Routing component

Authentication 
component

Gates and
forwarding nodes

Applications

Layer 2 (e.g., Ethernet)

Routing 
information bases
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Figure 1: Logical components of the FoG architecture 
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Details about such a route, and how a forwarding node 
processes it, are given in Section III.  

Gates are set up with a FoG-specific management 
protocol. The forwarding nodes process the signaling 
messages of that protocol and modify the graph of 
forwarding nodes and gates as requested. In order to secure 
this management, signaling messages are signed via the 
authentication service by the sender. The receiver uses the 
authentication service to verify the signature again.  

The forwarding component informs the routing 
component about available gates and forwarding nodes to 
enable route calculations based on this information. 
However, gates that are not intended for other data flows 
(either connection based or connectionless) can be hidden in 
order to exclude them from the routing calculations.  

B. Routing component 

The interaction between the forwarding and routing is 
most important for FoG. Routes define how both are 
interacting. Whenever a route ends and the destination is not 
reached, the forwarding has to contact the routing component 
for the next (partial) route leading closer to the destination.  

FoG routes are defined as stacks of segments. Two types 
of segments are possible:  

 Explicit route segment: a stack of gate numbers  

 Destination segment: the name or address of the 
destination, if a route is a partial one. The format and 
length depend on the routing and might range from 
DNS names to IPv4/6 addresses. Additionally, the 
QoS requirements are included. They describe the 
desired application requirements, which have to be 
considered by further route calculations.  

A forwarding node uses the topmost segment of the route 
for its forwarding decision. If it is an explicit route segment, 
the forwarding node extracts the topmost gate number. This 
number is used for the following lookup for the next 
outgoing gate. In the simplest implementation, the gate 
number is an index representing the position of the outgoing 
gate in a stored gate vector. The packet passes this outgoing 
gate with a route, which is shortened by the used gate 
number. If the route segment is empty, it is removed from 
the route and the forwarding node proceeds with the next 
segment. If this is a destination segment, the forwarding 
node has to contact the routing component in order to know 
the next partial route towards the packet destination. For 
such a request, the forwarding node itself is the starting point 
for the route calculation. In general, the architecture does not 
restrict the format of the name or address, which are used in 
order to describe the packet destination. An implementation 
of the routing component can operate with its own format. If 
the destination segment includes QoS requirements, they are 
also included in the route request. Otherwise, best-effort 
routing based on hop costs is provided. The request result 
from the routing component is added to the route in the 
packet header by the forwarding component and the 
forwarding node will re-start its forwarding procedure once 

again. If there are no more route segments, the packet has 
reached its destination.  

Destination segments can also be combined. In such a 
case, a destination segment is not necessarily the last 
segment in a route. It might define only the ingress router to 
an AS and a subsequent explicit route segment defines the 
rest of the route to the destination host. Theoretically, 
multiple destination segments in one route are possible. This 
allows for an incremental routing process, which is 
comparable to loose source routing of IP. Due to security 
considerations [13], policies can limit the utilization of this 
routing method. Since such limitations are mainly important 
at AS borders, multiple destination segments could be used 
within intra-networks. For example, this could be used to 
select the route through a local network.  

In general, the subset of a network that is known to a 
routing component is a connected graph, which represents 
the nodes and links of the network itself and its 
surroundings. The knowledge about the parts outside of this 
subset is more abstract. A routing component knows about 
the connectivity but does not know the gate numbers, which 
are required to specify the route explicitly. Such abstract 
connectivity information can be represented by gates without 
gate numbers. They represent connectivity enabled by an 
unknown set of forwarding nodes and gates. This is 
comparable with the situation known from the Border 
Gateway Protocol (BGP). A BGP entity knows about the 
existence of a route (and its cost) but does not know the 
outgoing ports of each distant intermediate router, which has 
to be used in order to reach the destination. 

If there are insufficient gates to form an end-to-end route, 
a routing component can contact the forwarding component 
and request the setup of new gates, depending on the 
physical connectivity. In particular, routing components can 
request gates with specific QoS capabilities in order to 
satisfy the QoS requirements of a particular route request. 

The routing component can be implemented in multiple 
ways and with various protocols. We have developed a 
hierarchical approach for the implementation of the FoG 
routing component. It supports QoS and is called 
“Hierarchical Routing Management” (HRM). It clusters 
proactively the network at different hierarchical levels where 
each cluster has its own coordinator instance. The higher 
such a coordinator is located in the hierarchy, the more 
abstract is its network topology view. HRM uses these 
coordinators for distributing aggregated topology 
information among the physical nodes. As a result of this, 
each node knows the next hop for every existing destination 
without having global knowledge about the entire network 
topology. Further details about the approach are described in 
[14]. Additionally, we have already showed [15] the 
qualitative advantages of HRM for QoS demanding 
applications.  

C. Authentication component 

The authentication component is used to generate 
signatures for signaling messages and to check such 
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signatures. Based on the authentication check, authorization 
decisions and accounting are done. It is mainly used by the 
forwarding component to secure the gate management. 
Furthermore, applications can use the authentication in order 
to sign data packets. Thus, the authentication has an impact 
on the packet structure described in the next section. 
However, due to the QoS focus of this article, the 
authentication component is not described in more detail. 

III. FOG PACKETS  

The FoG packet structure is shown in Figure 2. It starts 
with a header comprising all information required to decide 
the next hop. This enables a router to make a forwarding 
decision before the packet is fully received. The packet ends 
with a trailer containing all information that can be added to 
a packet after receiving it completely. The trailer is optional 
and can be omitted. The header and trailer elements are 
defined as follows: 

 Header 

o Header size in bytes: This field is required to access 
the payload as subsequent versions of the FoG 
protocol specification could add more fields to the 
protocol header and before the payload. 

o Flags indicate: 

 if the reverse route in the trailer is present, 

 if the packet is a signaling message, and 

 if the authentication information in the trailer is 
present. 

o Modification counter, which is used to avoid infinite 
routing  loops due to invalid gate setups 

o Payload size in bytes 

o Route for the packet 

 

 Trailer 

o Authentication information (including a size field, 
which stores the length of the authentication 
information in bytes) 

o Reverse route for answers: This field includes the 
reverse route as it was recorded by already passed 
forwarding nodes. 

Each route starts with a length field followed by a stack 
of route segments. Each stack entry contains the following 
fields: 

 Segment type indication, where two types are allowed: 

1. An explicit route segment: This is a stack of gate 
numbers, defining explicitly a sequence of gates, 
which have to be passed by the packet. 

2. A destination segment: It contains the name or the 
address of the desired destination, and the 
requirements for the remaining route to this 
destination. 

 Segment length in bytes 

 Segment content with variable size: It contains the gate 
numbers of an explicit route segment or an address plus 
requirements of a destination route segment. 

Each forwarding node processes the route of a packet as 
shown in Figure 3. If the route is empty, the packet has 
reached its destination. If the signaling flag is set, the packet 
contains signaling information dealing with the setup of 
gates and connection establishment between applications. 
The signaling message is handled by the host or router, and it 
updates the gate and forwarding node graph accordingly. If 
the signaling flag is not set and the forwarding node has an 
attached socket to an application, it removes the FoG header 
and trailer and stores the payload in the receive buffer of the 
socket. If the route is not empty, the forwarding node 
processes the topmost segment. If it is an explicit route 
segment, it removes the topmost gate number and uses it as 
locally unique identification for addressing one of its 
outgoing gates. If there is an outgoing gate with this gate 

 
 

Figure 3: Forwarding node procedure without error cases 
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number, the packet is handed over to this gate for further 
processing. If the explicit route segment is empty, it is 
removed from the route and the procedure starts again. If the 
topmost segment is a destination segment, the forwarding 
node has to contact the routing component in order to get the 
next explicit route segment. Based on the received request 
data, the routing component calculates a route from the 
current forwarding node to the destination. The requirements 
given in the destination segment are used as requirements for 
the route. The resulting route from the routing component is 
added to the route of the packet by the forwarding 
component and the forwarding procedure is started again. 

In order to reduce the impact of routing loops, a 
modification counter is decremented by one each time the 
route is changed in a way that loops might occur. As a result 
of this, a routing loop can be limited by forwarding only 
packets with a modification counter above 0 and dropping all 
other packets. 

To allow a receiver of a packet to reply to the sender 
without knowing its exact address, the reverse route of a 
packet is recorded if the reverse route flag in the packet 
header is set. A forwarding node has to derive the reverse 
gate number from the gate chosen for the forward direction. 
The reverse route can be asymmetric to the forward route. 
Furthermore, an intermediate forwarding node, which is not 
able or allowed to record the reverse route, using explicit 
route segments, can add a destination segment to the reverse 
route instead. Such a reverse route can be used by the 
receiver of a packet to reply to the sender. The main benefit 
of using such reverse routes instead of an address is twofold. 
First, routing requests for reply packets are avoided and 
second, addresses for request-sending nodes are not required. 
The latter is useful for hosts acting only as clients. A server 
can reply by using the reverse route without forcing the 
client to have a unique and routable address. If a reply with a 
traced backward route is received by a client, it knows the 
route the received request packet has taken. In most cases, 
this route contains less destination segments and more 
explicit route segments. Therefore, the client can use this 
route for subsequent packets in order to reduce the routing 
overhead and the delay for its packets. 

Section II.B describes that a destination segment of a 
route may define only an intermediate node of the route 
because not all network details (e.g., gate numbers) are 
known. Theoretically, multiple destination segments in one 
route are possible, which is comparable to loose source 
routing of IP. This is utilized in the use cases presented in the 
next sections.  

Due to clarity reasons, Figure 3 does not show the error 
cases, which cause the drop of a packet. Example error cases 
are invalid formatted packet headers, invalid segment types, 
and data packets that routes end at forwarding nodes that do 
not represent a connection end point. 

IV. USE CASES 

Based on the FoG architecture and its network protocol, 
this section describes three different use cases showing the 
provisioning of QoS functions ranging from IntServ to 
DiffServ and a combination of both. For simplicity, the same 
example network is used in each case. Only the gate setup 
and the responsibility for the classification states (CS) differ. 

Figures 4 and 5 show three networks with network 3 
providing QoS functions in form of gates to networks 1 and 
2. Gates are depicted as straight lines between the forwarding 
nodes (FNi), which are shown as dots. The dotted lines 
represent connectivity through some other network, where 
the gate numbers are not known. Known gate numbers are 
labeled with small letters. Each network includes not only 
the forwarding component but also the routing component Ri 
as defined by the architecture. The routing components are 
depicted as extra round boxes with their network view inside. 

The scenarios assume that at least one node within each 
network runs an instance of each component type. For 
simplicity reasons, each network can be seen as a network 
with just a single node running all three components. In real 
world deployments, edge nodes typically have to host 
instances of the forwarding component. There may be more 
instances of the forwarding component on core nodes, if a 
network uses FoG also as intra-network technology. The 
locations of the instances of the routing component differ 
depending on their implementations. An example may be a 
central routing instance within a network with proxies on 
edge nodes. 

The following description further assumes that each 
component can be implemented and focuses on the 
architectural level. The protocols used by components, e.g., 
the routing component, depend on their specific 
implementation. More details about our implementation are 
given in Section VI. However, there may be other ways to 
implement the same architecture.  

In the following, gate numbers are represented by italic 
letters. Routes and route segments are encapsulated with 
square brackets. For example, [[b]] is a route (outer brackets) 
with a single explicit route segment (inner brackets), which 
contains only the single gate number b. 

A. IntServ gates 

Figure 4 shows a scenario, in which networks 1 and 2 
have requested QoS functions from network 3. Depending on 
the implementation, they might have used a simple 
request/response signaling procedure. Network 3 has set up 
one gate for each request with the gate numbers b and c. As 
stated in Section II.A, these numbers have to be unique only 
in the scope of FN3. Thus, network 3 is allowed to select 
freely the numbers b and c according to the needs of the 
components implementation. Networks 1 and 2 have 
informed their routing component about these gates. For 
example, each gate represents a (virtual) link providing 100 
MBit/s. The router, which is represented by FN3, has to store 
the scheduling and signaling states required to provide and 
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enforce these QoS functions. However, the classification 
states are not stored by FN3 but have been moved to 
networks 1 and 2, respectively. Their routing components 
know about gates b and c, and handle the decision about 
which flows are mapped to these gates. 

If network 1 wants to establish a flow, the entity that is 
responsible for flow creation (e.g., a control node or a node 
at the network edge) starts sending a signaling message with 
a route, which contains only one destination segment 
containing the destination address and the requirements for 
the route, e.g., a minimum bandwidth of 10 MBit/s. In this 
example, the destination is FN4. The packet with the route 
[[address(FN4)]] is inserted into the forwarding component 
FN1, which proceeds as described in Section III. Since the 
topmost segment of the route is a destination segment, it 
contacts the routing component R1. In the given case, R1 
knows a route with all gate numbers to the destination. We 
assume that R1 did not map too many flows on these gates 
and enough capacity is available. R1 maps this new flow on 
the gates a and b, and updates its classification states. It 
returns the route [[a, b]] containing only one explicit route 
segment. FN1 removes the destination segment from the 
packet and inserts this new route into the route field in the 
packet. FN1 restarts the procedure with the explicit route 
segment as topmost segment. It pops the gate number a from 
the gate number stack and looks up this number in its list of 
outgoing gates. Afterwards, it hands over the packet to gate 
a. The gate transports the packet to the next hop via a link 
layer, e.g., Ethernet. The packet arrives at FN3 with the route 
[[b]]. This forwarding node extracts (and removes) b from 
the stack and hands over the packet to gate b. FN4 receives 
the packet with an empty route and processes the packet 
locally. 

For network 2, the process is similar. However, the route 
required to reach FN3 is different. R2 calculates a route with 
three route segments: [[d], [address(FN3)], [c]]. In contrast to 
the route calculated by network 1, one more request has to be 

used. FN5 receives a packet with [address(FN3)] as topmost 
segment, which triggers an additional route request at FN5. 

B. DiffServ gates  

Figure 5 depicts a scenario, in which network 3 provides 
one gate with a high priority and a best effort gate with a low 
priority. The latter is included in the scenario to demonstrate 
the integration of non-QoS links in FoG. The routing 
components of networks 1 and 2 have slightly different 
views on this situation. R1 only knows e and R2 knows both e 
and f. The reason might be that R1 decided to omit f or 
network 1 did not request a best-effort gate from network 3. 
Moreover, R1 and R2 have different strategies for tracking 
the flows mapped to these gates. R1 stores the classification 
states as in the previous scenario. However, the criterion for 
using gate e differs. Instead of bandwidth metric, as in the 
previous example, R1 might use a cost metric (e.g., money to 
pay to network 3) to decide which flow is important enough 
to justify the usage of gate e. R2 does not limit the usage of 
gate e and f and does not store any classification states. It 
basically treats both as virtual best-effort links. 

The calculated routes of this scenario are similar to the 
previous scenario. The main difference is the applied policy 
for selecting gates in R1 and R2. In addition to the previous 
scenario, R2 shows the benefit of knowing a broader set of 
gates available for a link. Depending on the requirements for 
a route, R2 can decide to use e or f. For example, it can return 
the route [[d], [address(FN3)], [f]] for flows without QoS 
requirements. Gate e can be used by R2 without having to 
signal to FN3. Furthermore, FN3 does not have to know the 
details about flows and can just follow the gate numbers 
given in a packet. This reduces the load of the router hosting 
FN3, e, and f. 

C. Combined scenario 

Both gate types can be combined in a single scenario. 
Such a scenario can be constructed by merging the two 
scenarios shown before. This combined scenario has four 
gates between FN3 and FN4 representing different QoS 
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Figure 5: Gates representing DiffServ classes 

Network1

Network3
FN1

FN3

a

R1

FN4

FN1 FN4

Network2

FN2

FN3

e

a

R2

FN2 FN4FN3

e

f

e

CS

R3
Best‐effort link

High priority link

FN5

d

d

FN5 f



138

International Journal on Advances in Internet Technology, vol 6 no 3 & 4, year 2013, http://www.iariajournals.org/internet_technology/

2013, © Copyright by authors, Published under agreement with IARIA - www.iaria.org

functions. In such a scenario, R1 would have two options 
(since it does not know all gates) for a route from FN3 to 
FN4: 

 Gate b: The usage is limited by the bandwidth, which is 
already reserved by R1 for other flows. By proper 
management of R1, a minimal bandwidth could be 
guaranteed. 

 Gate e: The usage is limited by the costs, which 
network 1 is willing to pay for a flow (if it is charged 
by network 3). A certain amount of bandwidth cannot 
be guaranteed. However, the delay is minimized. 

Which gate has to be chosen depends on the requirements 
for a flow and the requesting entity. 

D. Discussion 

Neither network 1 nor network 2 knows about the 
techniques used by network 3 to provide QoS. These 
implementation details are hidden from the routing, based on 
the abstract gate description, and from the forwarding, based 
on the used gate numbers. 

In all scenarios, FN3 does not store any classification 
states and does not know which flows are mapped to its gates 
by networks 1 and 2. It delegates the decision to these 
networks. However, the states required to enforce the 
characteristics of the gates remain in network 3. Thus, even 
though network 3 does not know, which and how many 
flows are mapped to a gate, it can enforce that the combined 
traffic does not use better QoS than requested. Another 
benefit of this delegation is a reduced signaling overhead. In 
particular, no signaling messages from networks 1 or 2 are 
required to inform FN3 about new mappings. 

The routes calculated by network 2 indicate an important 
case showing the difference between FoG and a combined 
MPLS / IP solution. The route [[d], [address(FN3)]] could be 
implemented by the help of MPLS, handling the explicit 
route segment, and IP, handling the destination segment. 
However, a subsequent explicit route segment ([c] in the 
example) is not supported by MPLS and IP. In IP, the ingress 
router doing the IP forwarding has to have some 
classification states, which link a packet to the subsequent 
explicit route segment. However, FoG moves this state to 
other routers and thus reduces the number of states to be 
maintained by the ingress router. 

The main use case of FoG consists of a network that 
provides some degree of QoS to its customers (its own end 
users and other networks). Thus, deploying FoG in order to 
implement a best effort network provides only limited 
advantages compared to IP. However, the degree of 
deployment is also critical for QoS scenarios. The delegation 
of states and decisions cannot be done only by network 3, 
since it requires the support of networks 1 and 2. 
Consequently, a partial deployment in today’s Internet might 
not benefit from these two features. However, the more 
networks support FoG, the better is the exploitation of the 
advantages.  

A migration strategy for introducing FoG to existing 
networks depends mainly on the legacy systems, which 
should be supported. For example, MPLS might be 
integrated by representing each “label switching path” (LSP) 
by gates.  

V. INTEROPERABILITY WITH CURRENT NETWORKS 

In the previous section, we discussed how FoG handles 
QoS functions. However, the architecture and its gates 
enable much more in-network functions. From an abstract 
point of view, gate numbers represent decisions of the 
routing, which are executed in the forwarding. Interpreting 
them as indices in a gate vector of a forwarding node is the 
simplest case. In general, gate numbers can be used to move 
information from an intermediate AS to the hosts at the 
border of the network or up-stream ASs without telling them 
about that shift. However, the usage of gate numbers is not 
limited to this.  

A. Using  layer 2 addressing 

A gateway could store the MAC address of the 
destination node in a route. The forwarding would not need 
to create gates for all nodes, which are connected to an 
Ethernet domain. It would just use the MAC address given in 
the route. This enables stateless gateways, which do not have 
to store an address mapping (e.g., between IP and MAC 
addresses). The shift is transparent, since others see a list of 
gate numbers and do not need to know the meaning of each 
number. If the network has to prevent others from guessing 
MAC addresses, the routing can encrypt the address with a 
key, which is only known by the forwarding component. 
Based on this, the forwarding component can check whether 
a MAC address, given in a route, has actually been provided 
by the official routing component. In general, the resulting 
scheme, which is used to encode the routing decisions, can 
be adapted to the level of security, which is required for the 
network. 

B. Network policies 

Knowing the representation of decisions and how they 
are secured, introduces dependencies between the routing 
and forwarding component. In an inter-network scenario, this 
requires both components being operated by the same 
provider. Fortunately, the incremental routing process can be 
used to ensure this. By not announcing gates, others are 
forced to involve the forwarding of an AS in the route 
calculation, as shown in use case 1. Thus, ASs have the 
opportunity to insert self-generated route segments into the 
route. How these route segments encode the decisions for the 
forwarding instance is solely up to the AS 

C. Protocol tunnels 

Since gates hide the implementation of the QoS-aware 
data transport, any technology (e.g., MPLS) can be used. 
Therefore, gates can be interpreted as tunnels transporting 
packets through networks. By constructing explicit routes, 
tunnels are concatenated. Such a tunnel semantic can be 
implemented by having “tunnel gates”. In particular, such 
gates are useful for hiding intermediate structures and to 
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discrete event simulator called “FoGSiEm”. It can be 
switched to an emulator mode that handles events in real 
time. The FoG emulator includes interoperability solutions 
combining FoG and IP based networks [16]. The software 
supports Windows, Linux and OS X and is available as 
open-source [17]. It includes the gateway interoperability as 
described in Section V.D with client and server sockets on 
FoG and IP side. We demonstrated this feature for web 
browsing and video streaming [18]. 

A. Simulation setup 

The evaluation relies on simulations of large inter-
networks. We derived the simulated networks from 
generated graphs modeling the Internet on the level of 
autonomous systems. 

1) Network graph 
The network used for evaluation matches the 

characteristics of today’s Internet but has a smaller size in 
order to enable simulations. Its network graph has been 
generated with the GLP algorithm implemented in BRITE 
[19] and the parameters derived in [20]. Therefore, the graph 
has similar characteristics as the real world Internet graph on 
the autonomous system level. It consists of 5,000 nodes and 
12,437 links between them. In addition, a different graph 
generated with the default parameters (α=0.45, β=0.64) of 
BRITE (5,000 nodes and 8,974 links) was used for 
simulation. Since the results do not differ significantly, only 
the results from the first graph are presented. 

Each node of a graph represents an autonomous system. 
In the simulation, such a node is represented by one 
forwarding node per edge and one forwarding node 
representing the core of an autonomous system. The edge 
forwarding nodes are linked to the core forwarding node 
with a star topology, which represents the internal 
connectivity within the autonomous system. Each link 
between autonomous systems is represented with a link 
between two edge forwarding nodes. 

2) Announcing gates to neighbors 
The use cases discussed in the previous sections 

comprises only a small excerpt from a whole network. For 
the evaluation of the routing graph sizes, we need to define 
how many gates are known to the routing components of 
each FoG node of a large network. In the following, the 
algorithm used to configure the routing component instances 
used by our simulation is described. 

We assume that FoG nodes join groups. Those group 
members trust each other and exchange information about 
gates with them. More specific, all members of a group 
announce their gates and gate numbers to all other members 
of the group. They are allowed to reuse these gates in the 
incremental routing process of Section II.B. 

Groups are defined by clustering the nodes of a network. 
Clusters are generated by choosing cluster heads randomly at 
the start of a simulation. Nodes that are no cluster head join 
the cluster represented by the nearest cluster head. If two or 
more cluster heads are available within the same distance, 

one is chosen randomly. If no node decides to become a 
cluster head, a single node is selected randomly by the 
simulation. 

Within a cluster, routing components exchange their 
knowledge. With nodes outside of a cluster, only abstract 
information is exchanged. This abstract information enables 
nodes to determine the shortest path to a destination but does 
not include any gate numbers. Thus, this information is 
comparable to the information exchanged in IP networks, 
e.g., between BGP entities. 

The clustering is a possible and simple way to define the 
announcement policy. In reality, nodes will follow a more 
complex scheme based on the business plans of their 
operators. Our approach reduces the complexity but includes 
typical setups of today’s networks as shown later on. 

B. Overhead due to explicit route 

The route length of explicit route segments is a specific 
concern. The more hops a packet has to travel, the more gate 
numbers are required and the longer is the header. In order to 
estimate the FoG protocol overhead, the length of explicit 
routes for large-scale scenarios has been analyzed. 

1) Results 
The analysis is based on the lengths of explicit routes of 

100,000 connections between randomly chosen FoG nodes. 
Figure 8 shows the empirical distribution function of the 
route lengths. Since each intermediate node uses three gate 
numbers and each end node uses two gate numbers in order 
to encode its routing decision, only specific route lengths 
such as 4 and 7 are possible. An end-to-end route contains 
11.95 gate numbers in average. The average number of hops 
between two FoG nodes L = 3.65 matches the expectations 
for an Internet-like graph [21]. 

2) Discussion 
Figure 8 shows the distribution of the route lengths in 

number of gate numbers. For a comparison with the address 
length of IP, an encoding of the routes is required. If a gate 
number, the route length field, the route segment length field, 
and the route segment type field from a FoG header (cp. 
packet format in Section III) are encoded with a single octet, 
a route with 13 gate numbers requires 16 octets in total. 
Thus, such a route would require the same number of octets 

Figure 8: Empirical distribution function of end-to-end route lengths 
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as an IPv6 address. According to Figure 8, 87% of the routes 
have 13 gate numbers or less. Thus, most routes have a 
length, which is shorter or equal to an IPv6 address. 

Since the setup requires three gate numbers to cross one 
node, the encoding with one octet per gate number seems to 
be realistic (in other words: three octets per hop). Thus, the 
overhead induced by transporting explicit routes seems to be 
acceptable in comparison with IPv6. 

In average, only half of the gate numbers are transported 
over links, because gate numbers are successively removed 
from the packet header by the forwarding component. Since 
FoG may trace a reverse route, which increases the packet 
size again, the average route length mentioned above 
includes both routes. Thus, two routes with a total average 
size of 12 gate numbers replace the source and destination 
addresses of an IP packet. Even if the encoded size of a gate 
number is doubled to two bytes, 87% of the FoG packets 
contain less overhead than an IPv6 packet. 

C. Routing graph size 

In order to evaluate the scalability of the routing 
component, we simulated different setups of FoG’s routing 
by varying the knowledge base of the routing components. 
Therefore, we cluster a network to model groups of trusted 
nodes as described in Section V.A.2. There are two extreme 
cases of the clustering: 

 There is just a single cluster including all nodes. All 
network elements know the entire network graph and, 
thus, can use all gates for constructing routes. Such 
nodes can calculate complete end-to-end routes. This is 
equivalent to source routing. 

 Each node forms its own cluster. All nodes know only 
their own gates. Additionally, they know the other 
network parts in an abstract way in order to find a 
shortest path. This setup is comparable to the 
operations of IP, since routing is done in a hop-by-hop 
manner. 

In our simulations, a node knows the gates and 
forwarding nodes of the cluster it belong to and can calculate 
only partial routes for the cluster. For the construction of an 
end-to-end route, FoG has to combine multiple partial routes 
as described by the incremental routing process presented in 
Section II.B. Basically, an ingress node of a cluster 
calculates the route through its cluster, since it has the 
required knowledge. 

1) Results 
The results shown in the following are average results 

derived from 10 simulation runs with randomly chosen 
cluster heads. Error bars indicate the min/max results of the 
10 runs. Each run contains 25,000 flows, which exist 
between randomly chosen nodes. 

Figure 9 shows the number of gates and forwarding 
nodes (edges and vertices) of the detailed routing graph a 
node has to store. Figure 10 shows the same numbers for the 
abstract graph, which does not include gate numbers. For 

example, R2 in Figure 4 has 4 vertices and 2 edges in its 
detailed graph. In its abstract graph, R2 has one gate (dotted 
one) and its start and end forwarding nodes. Since a node has 
to store both graphs, Figure 11 shows the average graph sizes 
(vertices plus edges) of both graphs and the sum of both. 

 

Figure 9: Number of gates and forwarding nodes (FNs) for detailed 
graph. Maximum values for probability zero: 76k gates and 30k FNs 

 

 

Figure 10: Number of gates and forwarding nodes (FNs) for abstract 
network graph. 

 

Figure 11: Average routing graph sizes 
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The x-axes of these three figures show the probability of 
a node to become a cluster head at the start of a simulation. 
In the source-routing setup (probability is zero) on the left 
hand side, each routing component knows the entire network 
with all gates. As expected, the graph for such approaches is 
very big. For hop-by-hop setups (probability is one), the 
amount of detailed information is significantly smaller as 
shown on the right hand side. Each node knows only the 
gates it hosts and remote gate numbers are not known. 
However, the abstract graph is rather big, since a lot of 
clusters and gates connecting them are known. In total, a 
routing component in a network configured in a hop-by-hop 
manner has to store slightly more information than a routing 
component in a source-routing network. 

2) Discussion 
The evaluation shows that there are a lot of 

configurations beside the extreme cases: source- and hop-by-
hop routing. They require smaller overall routing component 
graphs. For example, the average routing component size for 
a probability of 0.025 with approximately 52k elements is 
half of the average sizes of the two extreme cases. From the 
perspective of the use cases, these intermediate 
configurations seem to be the more realistic ones. Some 
nodes request gates from remote peers and their routing 
components have the knowledge about these gates. They can 
combine them to routes for their data flows. These nodes are 
not interested in all gates as in the source routing 
configuration. They delegate decisions about route parts, 
which are “unimportant” for them, to others by using the 
incremental routing process. For the important parts, they 
exploit FoG’s partial routes in order to define these route 
parts explicitly. 

In relation to BGP, the results represent a worst-case 
scenario, because the nodes store information about all links. 
A BGP peer would filter the information according to its 
policy (e.g., only shortest path) and not announce all 
information to its peers. 

D. Number of routing requests 

The overall overhead of the routing is not only 
determined by the graph size. It also depends on the number 
of route calculations within this graph. Thus, we measured 
the average number of requests required to setup one end-to-
end route. Figure 12 shows the results that are based on 10 
simulation runs and 25,000 flows per run. 

1) Results 
The x-axis of Figure 12 shows the probability that a 

single node decides to become a cluster head at the start of a 
simulation run as described in the previous section. If the 
probability is zero, the source-routing configuration induces 
a single route calculation per flow. Between zero and 0.1, the 
number of route requests increases disproportionately. 
Above 0.1, the number continues to increase nearly linearly. 
If the probability is one, the hop-by-hop configuration 
requires 4.7 requests on average. This number includes one 
request per hop (3.7 hops on average as mentioned in Section 

V.B) plus a last calculation at the destination in order to 
determine the forwarding node within the destination node. 

2) Discussion 
A request has to be answered by a routing component 

with a partial route towards the destination. This answer has 
to be calculated by an algorithm based on the graphs 
analyzed in the previous section. Thus, the computational 
overhead depends on the number of requests, the graph sizes 
and the applied algorithms. If the algorithm is fixed and its 
runtime complexity depends on the graph size, a trade-off 
between the number of requests and the graph size is 
required. In our example, we used the Dijkstra for each 
calculation. Thus, a probability of 0.0125 provides an 
optimal trade-off with a graph size of around 40k and 1.6 
requests. 

However, such a trade-off depends on the algorithm. 
Thus, different algorithms may lead to different optimal 
trade-offs. For example, if a forwarding information base 
(FIB) is introduced, the runtime of the algorithm does not 
depend directly on the graph size anymore. We refrain from 
analyzing FIBs in this article, because they depend strongly 
on the distribution of addresses. Since FoG supports a variety 
of implementations of the routing component, neither the 
algorithm nor the addressing or the type of addresses are 
fixed. For example, FoG can operate with IP addresses, BGP 
or with HRM with its hierarchical addresses. Thus, the 
optimal trade-off depends on the implementation. Our 
analysis underpins the flexibility of FoG and the new 
opportunities for designing routing components. 

VII. RELATED WORK 

The question about how to provide an adequate QoS for 
networks has a long research history. A survey about today’s 
approaches is given in [22]. As discussed in the introduction, 
IntServ [3] and DiffServ [6] can be used to provide QoS. 
However, they do not support the transparent movement of 
QoS classification states among nodes as it is enabled by the 
FoG architecture. By combining MPLS with IP, many QoS 
use cases can be implemented. However, Section IV.D 

Figure 12: Average number of requests for (partial) routes in order to 
construct one end-to-end route. 
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points out important cases where the combination of IP and 
MPLS does not allow the movement of classification states. 
Furthermore, the FoG architecture does not require a 
standardization of gate numbers as it is required for the IP 
TOS field in an inter-network scenario [23]. 

In general, FoG implements a strict split of packet 
processing into forwarding and routing components similar 
to PFRI [10], which uses labeled “channels” and anonymous 
nodes to model the available connectivity of lower layers. 
The channel labels are globally bijective and are comparable 
to FoG gates representing lower layer connections. However, 
the PFRI channel labels are not comparable to gate numbers, 
since gate numbers in FoG are only bijective in the scope of 
a forwarding node.  

Other forwarding approaches use a stack of locally valid 
numbers to describe routes, e.g., PARIS [24], Sirpent [25] or 
Pathlet [11]. In PFRI [10], these numbers are even globally 
unique in order to enable the end host to specify a loose 
source route based on links. Such entries in a forwarding 
table represent either virtual [11] or physical [26] next hops. 
In a FoG network, each gate has a locally unique number in 
the scope of a node. The number assignment is controlled by 
the corresponding parent node. Globally unique numbers are 
not mandatory in a FoG network. But server application 
must have globally unique addresses to be addressable by 
clients, which can be located everywhere in the entire 
network. Furthermore, FoG uses names for forwarding nodes 
and not gates, because we expect a network to have more 
links than nodes. 

Some older architecture approaches [24, 25] are focused 
on intra-networks. Other proposals for new inter-network 
architectures focus more on the overall architecture and do 
not address scalability of state distribution, e.g., NewArch 
[27], IPC [12], RNA [28]. The Pathlet approach, as the 
newest one, deals specifically with policy issues in inter-
network routing. However, QoS and other application 
requirement aspects are not discussed in detail. In the Pathlet 
descriptions, QoS is only mentioned but any details about 
how to integrate IntServ or DiffServ, and a network protocol 
are missing. The FoG architecture includes these aspects 
with respect to scalability. It is focused mainly on inter-
networks. QoS path reservation protocols, e.g., RSVP or 
NSIS [29], signal QoS requirements. One of these protocols 
or similar approaches are suitable to trigger the setup of 
gates.  

The combination of function blocks can either be done at 
design time (similar to Netlets [30]) or at runtime (similar to 
SONATE [31]). The architecture of FoG decides everything 
during runtime. It reacts dynamically on inputs from 
applications (e.g., QoS requirements) and network states 
(network policies and available routes). While SONATE 
[31] is focused on selecting and composing function blocks 
on end hosts, FoG can also be used to integrate function 
blocks residing on intermediate routers. 

The impact of using heap structures for header 
information as proposed by the Role-based Architecture [32] 

has not been analyzed. The “roles” of this architecture are 
comparable to gates. However, RoleIDs (and, thus, role 
addresses) are not comparable to gate numbers because a 
RoleID contains an identifier for the type of function and not 
for a special instance. 

VIII. CONCLUSION AND OUTLOOK 

In this article, we presented the Future Internet 
architecture “Forwarding on Gates” (FoG). It applies its own 
network protocol in order to provide three different ways for 
selecting a route for packets: define the route explicitly, 
define the route indirectly based on the destination address 
plus requirements or – as third way – use a combination of 
both. This enables the movement of classification states 
between routers. IntServ and DiffServ are merged by 
introducing QoS functions, which are represented by 
directed gates in the FoG architecture. Routes can be defined 
by using the gates without knowing about their 
implementation. FoG enables the flexibility to move 
classification states from the router, which implements a 
QoS function, to other routers, which take over the mapping 
of flows to QoS functions. This delegation of mapping 
decisions reduces the amount of required signaling 
messages. 

Based on three use cases, we described the setup of gates 
in IntServ, DiffServ and mixed scenarios. Although the route 
length is dynamic, the protocol overhead remains low. A 
protocol simulation in a large-scale network with 5000 nodes 
showed that 87% of the routes are shorter than an IPv6 
address. Simulations of a basic version of the routing 
component showed the flexibility of FoG by using partial 
routes. Depending on the knowledg a node and its routing 
component have, FoG can be used for a trade-off between 
hop-by-hop routing (with many routing requests) and source 
routing (with only one routing request). FoG’s routing 
component implementation can exploit this flexibility and 
can use new address types or routing algorithms. 

The results presented in this article show the flexibility of 
FoG in providing QoS in a scalable way. It indicates that the 
FoG architecture is a promising basis for a network layer 
architecture that can replace IP in a Future Internet. Since a 
complete replacement of IP seems to be unrealistic, Section 
V outlined several interoperability solutions for partial 
deployment scenarios. They are similar to the 
interoperability solutions for IPv4 and IPv6. Thus, running 
FoG in parallel to IP is an deployment option as well. 

In the future, we plan to use route repair techniques 
known from MPLS to evaluate the robustness of FoG routes 
against link and node failures. Additionally, we will evaluate 
the FoG architecture in comparison to other existing 
architectures for selected Internet-like scenarios. 
Furthermore, we plan to extend the existing qualitative 
evaluation [15] of the routing component infrastructure 
“Hierarchical Routing Management” [14] by measuring its 
quantitative advantages and management overhead for 
selected complex network scenarios. 
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Abstract—This paper presents a method for determining the
quality of a Voice over IP communication using machine learning
techniques. The solution proposed uses historical values of net-
work parameters and communication quality in order to train
the different learning algorithms. After that, these algorithms are
able to find the quality of the Voice over IP communication based
on network parameters of a specific period of time. Intelligent
and other machine learning algorithms take as input a baseline
file that contains some values of network parameters and voice
coding, associating an index quality for each scenario according to
ITU-T Recommendation G.107. The tests were performed in an
emulated network environment, totally isolated and controlled
with real traffic of voice and realistic IP network parameters.
The quality ratings obtained for the learning algorithms in all
the scenarios were corroborated with the results of the algorithm
of ITU-T Recommendation P.862. The results show the reliability
of the four learning algorithms used on the tests: Decision
Trees (J.48), Neural Networks (Multilayer Perceptron), Sequential
Minimal Optimization (SMO) and Bayesian Networks (Naive).
The highest value of reliability for determining the quality of
the Voice over IP communications was 0.98 with the use of the
Decision Trees Algorithm. These results demonstrate the validity
of the method proposed.

Keywords-QoS; VoIP; Machine Learning; MOS; E-Model;
PESQ.

I. I NTRODUCTION

The quality of a Voice over IP (VoIP) communication does
not have the quality levels of the conventional circuit-switched
telephony; thus, users who do not have an acceptable user ex-
perience with VoIP calls continue using traditional telephony.
For this reason, the study of methods for evaluating quality
of a VoIP communication is very important because it allows
network resources to be reallocated to improve communication
quality [1].

Initially, the determination of the quality of a VoIP com-
munication was conducted by subjective tests, resulting in
a quality score called MOS (Mean Opinion Score); ITU-T
Recommendation P.800 [2] describes the requirements and
methodology followed in these tests. Later, some objective
methods were employed, such as ITU-T Recommendation
P.862 [3] or PESQ (Perceptual Evaluation of Speech Quality),
which determine an index named MOS-LQO (MOS-Listening
Quality Objective), which is the result of the comparison of
the original speech or reference signal and the degraded speech
signal. Also, nonintrusive methods were developed, such as

ITU-T P.563 [4], the algorithms of which do not need a voice
signal reference.

Other metrics of voice quality [5][7] do not consider the
voice signal, for determining the quality index models based
on network parameters such as the E-Model [5] are employed,
used in network planning and to configure the rate of VoIP
communications.

Machine Learning algorithms have been used to determine
the quality of multimedia services, thus trying to ensure a
better quality of service [8][9]. For evaluating voice quality
in VoIP services, [10][13] show how neural networks are used
for monitoring this service, but other learning techniquesare
not studied and do not detail how the training file used was
built. It is worth noting that, the E-Model is not sufficient
to predict the voice Quality Level, because sometimes a
parameter is missing and it is not possible to measure the
QoS with the E-Model. Conversely, with machine learning, if
one parameter is missing, it is possible to measure the QoS.
In this context, this paper uses as a training file built based
on ITU-T Recommendation G.107, better known as E-Model,
considering some network scenarios that were extracted from
real traffic. As a consequence, the results attained high levels
of reliability.

The algorithms used in this study come from different
approaches in the artificial intelligence sub-area devotedto
the study of machine learning to predict the quality level
of a service. These algorithms are: Decision Tree (J48 -
C4.5 algorithm), Bayesian networks (Naive Bayes), Sequential
Minimal Optimization (SMO) and Neural Networks (Multi-
layer Perceptron), and are used to determine the quality of a
VoIP communication in a sample interval of 8 seconds. The
reliability of the algorithms specified for this application was
measured. Network training was performed using a 650-case
file, prepared by the E-Model algorithm. Each line of the file
contains the network parameters: transmission rate, delayand
packet loss probability, and the value of voice quality index
(MOS), which is the result of the E-Model algorithm.

This work considers the encoding rates of 64 kbps for ITUT
G.711 [14] codec and rate of 8 kbps for ITU-T G.729 [15],
respectively, and also considers the intrinsic values thatthese
codecs have in the scenario with packet loss. The tests were
performed in a scenario of IP network emulation, where a VoIP
communication is established and different network parameters
are programmed, in order to study the quality degradation
of voice communication for each test scenario. For network



146

International Journal on Advances in Internet Technology, vol 6 no 3 & 4, year 2013, http://www.iariajournals.org/internet_technology/

2013, © Copyright by authors, Published under agreement with IARIA - www.iaria.org

emulation purposes, a network emulator software was used.
Thus, the parameters of packet loss probability and delay in
an IP network were changed.

This article is divided as follows: Section II makes a
theoretical revision of the machine learning algorithms used in
this work. Section III deals with the voice quality assessment
methodologies. Section IV presents the test scenario, the
methodology followed for the tests and the parameters evalu-
ated. Section V shows the experimental results and discussions,
and finally, Section VI presents the conclusions and future
work.

II. A LGORITHMS USED IN THEDETERMINATION OF
VOICE COMMUNICATION QUALITY

Artificial intelligence and machine learning appeared in the
mid 1950s. The ability to learn is the main characteristic
of artificial intelligence. This section presents the different
algorithms used for training the IP network to determine the
quality of VoIP communications.

The proposal of this work is to study how the artificial
intelligence can help to find the adequate level of quality for a
voice communication, because in [16] the artificial intelligence
is used to find key metric for QoS in VoIP applications, but
studies only the packet loss. In [17] the packet loss and jitter
are considered, but only some artificial algorithms are studied.

A. Decision Tree Classification

Decision Trees [18] are tools that can be used for giving
the agent the ability for both learning and making decisions.
The decision tree takes as input a situation described by a set
of attributes and returns a decision, which is predicted by the
value of the input attribute. The input can be both discrete or
continuous values. Only discrete values are used herein. The
learning of discrete values is called classification.

To better understand the operation of a decision tree, it is
considered the problem of choosing the correct QoS (Quality
of Service) regarding to an IP network parameter, for instance,
the delay, as shown in Figure 1.

B. Bayesian Classification

The Bayesian classification [19] algorithm has its name
because it is based on Bayes Theorem probability. It is also
known as Naive Bayes classifier or only Bayes algorithm. The
algorithm aims to calculate the probability of an unknown
sample belonging to each of the known classes. This type of
prediction is called statistical classification; it is completely
based on probabilities.

A feature of this algorithm is that it requires a data set
previously classified. Based on this preliminary data set, also
called training set, the algorithm takes as input a new unknown,
i.e., which has no classification, and returns as output the
most likely class for this sample according to probabilistic
calculations.

The probability model for a classifier is a conditional model
over a dependent class variable C with a small number of
classes, dependent on several feature variablesF1 throughFn.

Figure 1: Tree algorithm classification used to determine the
QoS, regarding the delay parameter.

C. Multilayer Perceptron

Rosenblatt [20] introduced the perceptron as a simple al-
gorithm for neural network, capable of linearly classifying
separable patterns. The operation of a perceptron (artificial
neuron) shows that:
• The neuron is responsible for calculating the combina-

tion of inputs and weights, and then applies an activation
function that determines the effective output of the
neuron.

• The training is performed through the presentation of
known inputs and outputs (supervised learning) and
through adjusting the weights with specific algorithms.

Multilayer Perceptron Networks (MLP) is computationally
more powerful than networks without hidden layers. MLP can
handle data that are not linearly separable.

The processing performed by each neuron is defined by
the combination of the processing performed by the previous
neurons layer connected to it. From the first hidden layer to
the output layer, implemented functions become increasingly
complex. These functions define how the space-making divi-
sion is made. There are several algorithms to train MLPs.

Among these, the most popular learning algorithm for
training these networks is back propagation [21]. This is a
supervised algorithm that uses the desired output for each
input provided to adjust the parameters, called weights of
the network. In addition, the adjustment weights use the
backpropagation gradient method to define the corrections to
be applied.

Figure 2 illustrates a perceptron network with three layers.
This network has an input layer (on the left) with three

neurons, one hidden layer (in the middle) with three neurons
and an output layer (on the right) with three neurons.

There is one neuron in the input layer for each predictor
variable. In the case of categorical variables,N − 1 neurons
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Figure 2: Perceptron network with three layers.

are used to represent theN categories of the variable.
• Input Layer: A vector of predictor variable values

(x1...xp) is presented to the input layer. The input layer
(or processing before the input layer) standardizes these
values, so that the range of each variable is -1 to 1. The
input layer distributes the values to each of the neurons
in the hidden layer. In addition to the predictor variables,
there is a constant input of 1.0, called the bias that is fed
to each of the hidden layers; the bias is multiplied by a
weight and added to the sum going into the neuron.

• Hidden Layer: Arriving at a neuron in the hidden layer,
the value of each input neuron is multiplied by a weight
(wji), and the resulting weighted values are added,
producing a combined valueuj . The weighted sum (uj)
is fed into a transfer function, which generates a value
hj . The outputs from the hidden layer are distributed to
the output layer.

• Output Layer: Arriving at a neuron in the output layer,
the value from each hidden layer neuron is multiplied
by a weight (wkj), and the resulting weighted values are
added, producing a combined valuevj . The weighted
sum (vj) is fed into a transfer function, which outputs a
valueyk. The y values are the outputs of the network.

If a regression analysis is performed with a continuous target
variable, then there is a single neuron in the output layer, and
it generates a singley value. For classification problems with
categorical target variables, there areN neurons in the output
layer producingN values, one for each of theN categories
of the target variable.

D. Sequential Minimal Optimization

It is an algorithm described in [22], in which a problem is
decomposed successively into two subproblems, decreasingthe
number of vector operations necessary to resolve the problem.
Training a support vector machine requires the solution of a
very large quadratic programming (QP) optimization problem.
Thus, SMO breaks this large QP problem into a series of
smallest possible QP problems. At every step, SMO chooses
two Lagrange multipliers to jointly optimize, finds the optimal
values for these multipliers, and updates the SVM to reflect
the new optimal values.

Two Lagrange multipliers can be done analytically, and
this is the main advantage of SMO. Thus, numerical QP

optimization is avoided. The inner loop of the algorithm can
be expressed using a small code, rather than invoking an entire
QP library routine. Also, more optimization sub-problems are
solved in the course of the algorithm, each sub-problem is so
fast that the overall QP problem is solved quickly. Therefore,
SMO requires no extra matrix storage at all. Because no
matrix algorithms are used in SMO, the probability to present
numerical precision problems is low [22].

SMO is composed by an analytic method for solving for the
two Lagrange multipliers, and a heuristic for choosing which
multipliers to optimize.

III. V OICE QUALITY ASSESSMENTMETHODOLOGIES

The voice quality assessment is intended to give a score
to a particular communication. These results are used to make
improvements in transmission networks and, in general, forall
the equipment involved in this process.

In this work, Recommendations ITU-T P.862 [3], ITU-T
P.563 [4] and ITU-T G.107 [5] will be used in different
network scenarios, in which different codecs will be used. The
voice quality assessment methodologies and their classification
will be shown in the following sub-sections.

A. Methodology Classification

1) Nonintrusive Method:In this type of method, a sample
of the original signal communication is not necessary; the
evaluation is only determined by the signal at the point the
analysis is performed.

The nonintrusive method can be of two types:
• Objective, if one uses a tool (software) for the analysis

and calculation of the quality score;
• Subjective, if a listener directly intervenes in the score

regarding the quality of the results.
The recommendations below are examples of these methods:
• Objective methods: ITU-T G.107 (E-Model), ITU-T

P.563.
• Subjective method: ITU-T P.800 [2].
2) Intrusive Methods:The intrusive method is one that

requires a speech sample at the communication origin point,in
order to compare with the destination point sample. As result
of this comparison a voice quality index is given. Examples
of such method are:
• Methods Objectives: Rec. ITU-T P.861 [23] and Rec.

ITU-T P.862.
The Figure 3 is adapted from [2] and presents the difference

between these two methods.
The following items are described in the ITU-T recommen-

dations P.800, P.862, P.563 and G.107, and these recommen-
dations are used in the experimental tests.

B. ITU-T Recommendation P.800

This recommendation provides a guide to conduct subjective
tests of transmission quality in laboratories, and aims to indi-
cate the methods considered appropriate for determining the
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Figure 3: Difference between intrusive and non-intrusive
methods [2].

degree of satisfaction by users using a voice communication
service.

The recommended methods are:

a) Tests of opinion regarding a conversation.
The conversation tests aim to reproduce in a labora-
tory the actual conditions of a telephone service. For
this, it is necessary to properly select the network
conditions and participants, as well as conducting
the tests appropriately.
Annex A of recommendation P.800 details the con-
siderations to perform the tests in order to obtain
reliable results.
These tests should be performed in a place of
dimensions not less than 20m3 with a reverber-
ation time smaller than 500 ms, with noise levels
that approximate the characteristics of a library or
hospital.
In the selection of test participants, the following
conditions are required:
• Participants should not have participated di-

rectly in the studies of quality evaluation of
voice communication services or similar tasks,
such as the encoding voice signals.

• The participants should not have participated
in any subjective test in the last six months and
no conversation tests in the last twelve months.

The ITU-T recommends the following methodolo-
gies to be used in the tests:
• Opinion range of the conversation: 5 different

scores can be used to assess the various quality
categories. The opinion score presented in Ta-

ble I is the most widely used. In these tests, the
listener gives the adjective of the left column
and the test lead makes the individual equiv-
alence with the number in the right column.
This procedure is valid for other types of tests
that are presented in Tables I, II and III.
The arithmetic mean of any set of these scores
is called mean opinion of score, which is
represented by MOSc (Mean Opinion Score
of conversation).

• Difficulty scale: This is a binary response ob-
tained from each participant at the end of each
conversation. The question to be performed is:
Does the interlocutor or do you experience any
difficulty in speaking or listening through the
connection? Answer: Yes, No.
Assigning the following values: Yes = 1 and
No = 0. The amount assessed (percentage of
yes answers) is called the difficulty percentage
and is expressed by the symbol: %D.

b) Listening tests - Index determination by Absolute
Category Rating (ACR).
As this test does not achieve the same degree of
realism as conversation tests, the considerations are
less stringent. However, this requires a strict control
of certain parameters such as: recording the source
voice signal, an adequate calibration of the emitter
system, the listening room should have the same
conditions as those in a recording room. Regarding
the source signals, it is essential to use more than
one male voice and one female voice to reduce the
risk, since the results depend on the peculiarities of
the voices chosen.
The test participants (listeners) are chosen in a
population that typically uses telephone services,
with the following conditions: not having directly
participated in jobs related to the assessment of
transmission quality of telephone services, or similar
tasks, not having participated in subjective tests for
at least six months and listening tests in a year, and
having no previous contact with the test sentences.
The opinion scales recommended by the ITU-T for
this type of evaluation are:

• Listening-quality scale: the average magnitude
of these scores is represented by the symbol
MOS. The scores for each category in this
scale are presented in Table I.

• Listening effort scale: the average magnitude
of these scores is represented by the symbol
MOSle. The scores for each category in this
scale are presented in Table II.

• Audibility preference scale: the average mag-
nitude of these scores is represented by the
symbol MOSlp. The scores for each category
in this scale are presented in Table III.
In the ACR method, Annex D from Rec-
ommendation ITU-T P.800 defines the DCR
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method, which is basically a comparative eval-
uation between the high-quality original voice
and the sample to be evaluated. This method
is used when the degradation is small. The
scale goes from inaudible to very poor quality.
Therefore, it is useful to optimize the system,
after ACR method determines that the degrada-
tion condition is within the range of acceptable
quality.

TABLE I: Score for Conversational MOS and hearing tests

Signal Score
quality

Excelent 5
Good 4
Regular 3
Bad 2
Very bad 1

TABLE II: MOS score for listening effort test

Effort required to understand Score
the meaning of the sentences

Perfect listening, no effort 5
Some attention is necessary, no appreciable effort 4
Moderate effort 3
Considerable effort 2
Meaning incomprehensible, with greater effort 1

TABLE III: MOS score for listening preference test

Audibility Preference Score
Much greater than preferred 5
Greater than preferred 4
Preferred 3
Smaller than preferred 2
Much smaller than preferred 1

C. ITU-T Recommendation G.107

This recommendation, better known as E-Model [24], is
a mathematical and computational model that measures the
effects of the network parameters over the voice quality
transmitted. The E-Model is defined by the following equation:

R = Ro − Is − Id − Ie +A (1)

In which:
• R: determination factor of the transmission rate that has

a correspondence with the MOS score ITU-T P.800.
• Ro: signal to noise ratio.
• Is: simultaneous degradation factor, which represents

all the degradations that occurs simultaneously with the
speech signal.

• Id: quality degradation due to the delay.
• Ie: quality degradation deriving from the device (codec).
• A: improvement factor.

The default value ofRo is 93.2, which is obtained by
setting all model variables with default values, for example,
the parameter of quality degradation due to delay (Id), and
the parameter corresponding to the equipment degradation (Ie)
do not consider the packet loss rate for this calculation. Asa
result,Ro reaches a high value closer to 100.

The parameterIs is not considered in this work, since
it describes conditions that are related to the signal, not
depending on the transport network. The factorA has the value
0 [5] for cable networks, which matches with the emulation
scenario used in this work.

The delay factorId is defined by (2):

Id = Idle + Idte + Idd (2)

ParametersIdte andIdle correspond to delays due to echo,
for the sender and receiver, respectively. These factors are not
considered for the test scenario assumption of perfect echo
suppression. TheIdd represents the delay (Ta) produced in
both, the codec and the network, respectively. The network
delay is set in the network emulator according to the type of
test to be performed.

The Idd is defined as:
For Ta ≤ 100ms : Idd = Id = 0
For Ta > 100ms :

Idd = Id = 0.024d+ 0.11(d− 177, 3)P (d− 177, 3) (3)

With: P (k) = 0, if k < 0, P (k) = 1, if k ≥ 0
With these considerations, the parameterR can be calculated

as a function of the parameters that correspond to the value of
Ro, the delay (Id) and the factor corresponding to the codec
(Ie).

R = Ro − Id − Ie (4)

TheR factor is related to the MOS index, according to the
following equation:

R = 3, 026×M3
− 25, 314×M2 +

87, 06×M − 57, 336
(5)

The relation betweenR parameter and MOS index is
presented in Figure 4 [5].

D. ITU-T Recommendation P.862

The ITU-T Recommendation P.862 [3], known as PESQ
is an objective evaluation method that compares an original
with a degraded voice signal, resulting from the passage of the
voice signal through a communication system. The output is a
PESQ quality index, which predicts the perception of quality
that would be perceived by an assessor during a subjective
listening test. The subjective quality perception is related to a
score, called MOS (Mean Opinion Score) index; whereas, the
PESQ algorithm estimates the index MOS-LQO and the range
used by PESQ goes from 1 (poor) to 4.5 (excellent).
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Figure 4: Relation betweenR parameter and MOS index.

PESQ only measures the effects of one-way speech distor-
tion and noise on speech quality. The effects of delay, echo,
and other impairments related to two-way interaction are not
reflected in the PESQ scores. According to this recommenda-
tion, PESQ demonstrated acceptable accuracy in the following
scenarios:
• Speech input levels to a codec.
• Transmission channel errors.
• Packet loss and packet loss concealment with CELP

codecs.
• Transcodings.
• Effect of varying delay in listening only tests.
• Short-term and long-term time warping of audio signal.
• Coding Technologies: Waveform codecs, e.g., G.711;

G.726; G.727; CELP and hybrid codecs .4 kbit/s,
e.g., G.728, G.729, G.723.1; Other codecs: GSM-FR,
GSMHR, GSM-EFR, GSM-AMR, CDMA-EVRC, TD-
MAACELP and TDMA-VSELP.

The G.711 and G.729 codecs were used in the test scenarios,
and the network suffers degradation due to packet loss and
delay. The audio input was isolated to avoid voice impairments.
Only delay is not included in the scenarios of recommendation
P.862 tested. To make possible to include this factor in the
test scenarios where the delay is present, the MOS index was
converted toR index value using equation (5) to obtain the
quality index in this type of scenarios.

a) Description of the algorithm used by the PESQ
The PESQ compares an original voice signal with a
degraded voice signal, resulting from several types
of degradation. The PESQ output is named as MOS-
LQO.
In a first step, a series of delays between the
original and degraded voice signals are computed,
one for each time interval in which the delays are
significantly different between the two signals. For
each interval, the start and end points are calculated.
The alignment algorithm is able to handle delay
changes in both periods of silence and in speech.

Figure 5 shows the basic idea used in PESQ. The
computational model compares the input and output
of the device being tested, comparing the original
and degraded output, this degradation is caused by
delay or packet loss of the network.
Based on the set of delays encountered, the original
and degraded signal already aligned are compared
using a perceptual model, as illustrated in Figure 5.
The idea of this process is to make both signals into
a form of internal representation that is analogous
to the psychophysical representation of the signal
in the human auditory system, taking into account
perceptual frequency and intensity. This is achieved
at several stages: time alignment, intensity level
alignment, time-frequency mapping, frequency scale
transforming, and intensity range compression.

b) Variables that influence the PESQ performance
Tables IV, V and VI show a summary of the factors
that must be considered to obtain valid results from
the tests.
Table IV shows the test factors, coding technologies
and applications in which PESQ has an acceptable
performance.
Table V presents some variables in which the PESQ
method has unreliable predictions.
Table VI shows factors, technologies and applica-
tions for which the PESQ was not evaluated.

TABLE IV: Scenarios in which PESQ algorithm has an
acceptable performance

Tests Factors
Input levels of speech signal in a codec.
Errors in the transmission channel.
Packet loss and packet loss concealment with CELP codecs.
Multirate codecs.
Ambient Noise on the sending side.

Coding technology
Waveform codecs, for example: G.711; G.726; G.727.
CELP and hybrid codecs with rate greater than 4 kbit/s,
for example: G.728, G.729, G.723.1.
Other codecs applications: GSM-FR, GSM-HR, GSM-EFR, GSM-AMR,
CDMA-EVRC, TDMA ACELP, TDMA-VSELP.

Aplications
Evaluation of codecs.
Selection of codecs.
Evidence in emulated networks and prototype networks.

TABLE V: Test scenarios unsuitable for PESQ algorithm

Predictions that have no significance
Loss of loudness.
Delay, delay effect in conversational tests.
Eco perceived by the speaker.
In the process of coding with cut voice continuous sections
where this period extracted represents more than 25%
of the total period of voice activity.
Behavior quality of two-way communications.
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Figure 5: Algorithm used by PESQ [2].

TABLE VI: Test scenarios for which the PESQ has not been
evaluated

Testing Factors
Replacement of speaking sessions for silence.
Amplitude saturation of the voice signal.
Effects of dependence with respect to the speaker.
Simultaneous speakers.
Music as codec input.
Eco to the listener and the effects of echo and noise compensators.

Coding technology
CELP and hybrids codecs with rates lower than 4 kbit/s.
MPEG4.

Aplications
Proofs of acoustic terminals through the head and back simulator.

E. ITU-T Recommendation P.563

Algorithm P.563 is applicable to speech quality evaluation
without requiring a reference signal. For this reason, it is
recommended to a non-intrusive assessment of voice quality
and for the supervision of a real network based on only
one extreme. This recommendation is not limited to end-to-
end measurements, and can also be used at any point in the
transmission chain. The score, thus calculated, is comparable
to the quality perceived by a human listening to the signal at
the test point. This MOS index evaluation is termed MOS-
LQO.

This recommendation should be used to assess the speech
quality in telephony applications of 3.1 kHz bandwidth. It

should be emphasized that algorithm P.563 does not provide
a complete assessment of the transmission quality. Thus, it
only measures the effects of unidirectional voice distortion
and noise in the voice quality, in the same way as a listening
test, which assesses the quality in ACR scale. This means that
the effects of loss of sound, delay, echo of the speaker, and
others that affect the two-way interactions did not influence the
P.563 scores. It is worth nothing that this algorithm is designed
exclusively for the evaluation of human voice, and can not be
applied for music or, generally, other non-vocal audio signals.

The digitized voice signal must meet the following require-
ments:
• Sampling frequency: 8000 Hz;
• Linear PCM amplitude resolution of 16 bits;
• Minimum duration of 3.0 s and a maximum of 20 s;
• Minimum ratio of vocal activity of 25 % and a maximum

of 75 %.

IV. SCENARIO AND TEST METHODOLOGY

The tests were conducted in the emulation of IP network
shown in Figure 6, which consists of three computers; two
of them (PC-A and PC-C) establish point to point VoIP com-
munication, and the third (PC-B) emulates the transmission
channel, which programmed different degradations of network,
such as packet loss and delay. The audio inputs used belong
to the set of validation tests that are included in ITU-T P.862,
the algorithm of the same recommendation (PESQ) is used to
assess the level of quality of voice signal in reception.
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The second quality index is determined by machine learning
algorithm; these algorithms are decision trees, neural networks,
SMO and Bayesian networks. The first step is to build the
algorithm used in machine learning or training file, which was
built considering 650 scenarios, where QoS was obtained from
the E-model algorithm. Each test scenario is represented in
the training file as a line, which will be presented later in
more detail. In the emulator network, different scenarios are
programmed, with different parameter values of probability of
packet loss and delay inserted in the training file in order to
better validate the reliability of results. The sample period for
assessing the quality of VoIP communications is 8 seconds.
This time was chosen, in addition to the original size of the
audio file, due to the number of packets sent by the transmitter
(PC-A) during this time period. Thus, considering an encoding
rate of 64 kbps, 400 packets of 160 bytes are sent; for a shorter
time, the number of packets sent is smaller and, therefore, the
percentage of packet loss has a lower resolution.

The software and tools, in each PC used to build the test
scenario are the following:
• PC-A, PC-C: clients using softphone MyPhone 0.2b10

[25], packet analyser Wireshark [26] and software to
record audio, a .wav file,VRS Recording System [25].

• PC-B: router using the network emulator NETEM [28],
to simulate packet loss, delay, jitter and bandwidth;
software ITU-T P.862 was used to find the MOS index
for voice quality.

The sound transmitted was generated by a player of a .wav
file that is connected to the microphone input of PC1 by an
audio cable. As mentioned previously, this file has a duration
of 8 seconds and was sampled at 8 kHz and 16 bits.

The methodology followed in the tests to get the value using
the tool PESQ MOS is as follows:
• Initially, it starts a communication between the PC-A

and PC-C by softphones installed in the PCs, and lets
you choose the voice codec used to each VoIP call, made
from computer to computer.

• For each scenario, the network emulator is configured
with parameters required to perform the test.

• The player transmits the audio (arq-orig.wav) to PC-
A where this sound is recorded (arq-orig2.wav), as the
call is active, and the voice is transmitted to the PC-C
through the PC-B.

• While data are transmitted, the program Wireshark run-
ning in PC-A and PC-C saves network information, such
as the signaling messages for establishing, maintaining
and finalizing calls, messages from the RTP, the average
size of the package (bytes), average number of packets
transferred per second and average bandwidth.

• In the PC-C, the audio received is recorded in a file (arq-
deg.wav). This file and the original file are compared
by software PESQ, which runs on PC-B, resulting in a
MOS-LQO score.

A. Implementation of the input file for training algorithms

As aforementioned, the preparation of an initial database of
network parameters and the quality score for each scenario was

performed considering the ITU-T Recommendation G.107.
This mathematical model provides an R value of quality rang-
ing from 0 to 93.2, in which the highest value corresponds to
a higher quality. The different scenarios were done leavingthe
default parameters fixed and varying the following parameters:

• The Mean One-Way Delay.
• The Packet-loss Probability.
• The type of codec is related to the parameters: encod-

ing rate, Ie (Equipment Impairment Factor) andBpl
(Packet-loss Robustness Factor).

The values ofIe andBpl are dependent on the vocoder used.
Table VII presents the values of these codec parameteres that
have been tested by the ITU-T recommendation G.107. In our
test scenarios, codecs G.711 and G.729 were employed.

TABLE VII: Values of Ie andBpl for voice codecs

Codec Ie Bpl

G.723.1+VAD 15 16.12
G.729A+VAD 11 19

GSM-EFR 5 10.03
G.711 0 4.3

G.711+PLC 0 25.14

The parameters described in Table VIII were used to obtain
the value of quality index R.

TABLE VIII: Parameters of the E-Model Algorithm

Parameter Default Value Units
Noise Referred to at 0 dBr point - Nc -70 dBm
Noise Floor - Nfor -64 dBm
Room Noise (Receive) - Pr 35 dB
Send Loudness Rating - SLR 8 dB
D-factor (Receive) - Dr 3 -
Listener’s Sidetone Rating - LSTR 21 dB
D-factor (Send) 3 -
Mean One-Way Delay - T 100 ms
Absolute Delay from (S) to (R) -Ta 100 ms
Round-Trip Delay -Tr 200 ms
Weighted Echo Path Loss - WEPL 110 dB
Quantizing Distortion Units - QDU 1 -
Equipment Impairment Factor - Ie 0 -
Packet-loss Robustness Factor - Bpl 1 -
Packet-loss Probability - Ppl 1 %
Expectation Factor - A 0 -

As a result, a file with 650 lines was obtained; for better
understanding, Table IX presents the 10 first cases or network
scenarios.

TABLE IX: Values of Ie andBpl for voice codecs

Rate (kbps) Delay (ms) Bpl (%) Ie R (Value)
64 0 4.3 0 93.2
64 50 4.3 0 91.8
64 100 4.3 0 90.7
64 150 4.3 0 89.5
64 200 4.3 0 85.8
64 250 4.3 0 79.2
64 300 4.3 0 72.5
64 350 4.3 0 67
64 400 4.3 0 62.2
64 450 4.3 0 58.2
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Figure 6: Test scenario.

In order to group ranges of R values and define QoS
categories, we took the as reference model the classification
presented by ITU-T Recommendation G.107. This classifica-
tion model is presented in Figure 7, with the limit values for
bothR and MOS index.

Figure 7: Levels of User Satisfaction of a VoIP
communication.

The classification quality levels used herein only consider
five categories; the last two categories,Nearly All Users
DissatisfiedandNot Recommendedin Figure 6, were grouped
into one. These five categories are presented in Table X.

This categorization allows obtaining the file that will work
as a training file to the algorithms that determines the quality
of the communication. Table XI presents ten sample lines from
the training file.

TABLE X: QoS levels used in the test scenario

Categories R R
(Min. value) (Max. Value)

Very Satisfied (QoS1) 90 94
Satisfied (QoS2) 80 90
Some Users dissatisfied (QoS3) 70 80
Many Users dissatisfied (QoS4) 60 70
Nearly all Users Dissatisfied 0 60
and Not Recommended (QoS5)

TABLE XI: Codec and network parameters and the resulting
QoS

Rate (kbps) Delay (ms) Bpl (%) QoS
64 0 0 QoS 1
64 50 0 QoS 1
64 100 0 QoS 1
64 150 0 QoS 1
64 200 0 QoS 2
64 250 0 QoS 2
64 300 0 QoS 3
64 350 0 QoS 4
64 400 0 QoS 4
64 450 0 QoS 5

B. Determination of QoS using the Weka tool

In order to determine the QoS using the learning algorithms,
Software Weka-version 3.7.4 [29] was used as a tool for data
analysis method. This tool supports several algorithms, based
on related works. The following four algorithms were used in
the tests:
• Desicion Tree J48 - algorithm C4.5;
• Bayesian networks - Naive Bayes;
• Neural Networks - Multilayer Perceptron.
• Sequential Minimal Optimization - SMO.
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With the training file, the cross-validation was analyzed and
the values of the factor F (F-measure) for each algorithm tested
are shown in Table XII.

TABLE XII: Values of F-measure for each algorithm and
QoS

Algorithm QoS-1 QoS-2 QoS-3 QoS-4 QoS-5
Trees J.48 0.99 0.96 0.96 0.98 0.97
Multilayer Perceptron 0.94 0.95 0.97 0.94 0.96
SMO 0.87 0.90 0.89 0.84 0.94
Bayes (Naives) 0.90 0.88 0.89 0.81 0.86

The values reached for the F factor (F-measure) were very
high, whereas values greater than 0.7 are enough for network
training. The decision tree algorithm obtained the best results,
with higher F-measure value.

V. EXPERIMENTAL RESULTS

In this work, 600 tests were conducted following the
methodology explained. Each test considered a scenario con-
figured with different parameters of network emulator. The
larger the number of tests in learning techniques, the greater
the validity of the results.

The results are presented in Figure 8, which depicts the
highest value of success in determining the quality of service
of VoIP communication for each learning algorithm used; the
Decision Trees algorithm reaches 589 valid test results, that
means, 589 results are concordant with the results obtained
from PESQ. Also, the Multilayer Perceptron reached a high ac-
curacy value with 570 satisfactory test results. SMO and Bayes
algorithms reached 519 and 504 valid results, respectively.
It is important to note that the performances of these four
algorithms are concordant with the F-measure values presented
in Table XII.

It worth noting that these results were obtained considering
the range of MOS values of each QoS category and not a
single value of index MOS.

Figure 8: Algorithm results - Number of satisfactory test
results according to PESQ algorithm.

VI. CONCLUSIONS ANDFUTURE WORK

The test results show that machine learning is a valid method
to determine the quality of a VoIP communication in several
network conditions and using different voice codecs, for this
work, codecs G.711 and G.729. The good performance of the
learning algorithms definitely depends on the initial file used
to train these algorithms.

In this work, parameter values from a real IP network were
used, and the test was performed in network with realistic
parameters. Also, the confidence of the E-Model algorithm
was tested to determine the values of the quality index for
each scenario included in the training file. The best result was
obtained by the Decision Tree algorithm that reached 98% of
accuracy, which is a very high degree of reliability to determine
the quality category of VoIP communication in relation to
other works. The Multilayer Perceptron algorithm had a high
level of success, too, reaching 95% accuracy. The Naive Bayes
algorithm and SMO reached 86.5% and 84% of accuracy,
respectively. The tests were performed in an emulated network
with free softwares. For this reason, the implementation ofthe
same scenario in other works is possible.

As future work, we intend to evaluate the quality of video
services, for example, streaming video, creating a training file
based on ITU-T Recommendation P.930 [30]. Also, different
techniques of network resource allocation will be studied based
on predictions of quality services of a future period of time,
the goal of this idea being to improve the quality of a specific
service.

ACKNOWLEDGMENTS

The authors thanks University of São Paulo for the motiva-
tion to researches in the area of Computer and Telecommu-
nication Systems. This work was supported by FAPESP (The
State of S̃ao Paulo Research Foundation - Brazil). FAPESP
project number: 2011/12724-8.

REFERENCES
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Abstract - The modern Web requires new ways for creating 

applications. We present our approach combining a web 

framework with a modern object-oriented database and a 

dedicated Integrated Development Environment (IDE). It 

makes it easier to develop web applications by rising the level of 

abstraction. In contrast to many existing solutions, where the 

business logic is developed in an object-oriented programming 

language and data is stored and processed in a relational system, 

our proposal employs a single programming and query 

language. Such a solution, together with flexible routing rules, 

creates a coherent ecosystem and, as an additional benefit, 

reduces the impedance mismatch. Our research is supported by 

a working prototype of the IDE and a web framework for our 

own object-oriented database management system. 

Furthermore, the created IDE utilizes scaffolding, which can 

automatically generate web GUIs supporting some useful 

operations. 

Keywords-Web frameworks; Web tools; Web applications; 

Object-Oriented Databases; Integration Development 

Environment; IDE; DSL editors; Scaffolding 

I. INTRODUCTION 

Web frameworks are commonly utilized in software 
development. Moreover, it seems that for each popular 
programming language exists at least a few different 
proposals. The situation is different in case of prototype 
technologies. In [1], we have presented our proposal of a web 
framework dedicated to the object-oriented database ODRA 
(Object Database for Rapid Application development). 

It seems that the most successful frameworks (e.g., Rails, 
ASP.NET MVC) follow the three-tier architecture: a 
presentation layer, business logic (a middle tier) and a data 
tier. Each of them can be developed through a different 
technology and can utilize incompatible data models. 

Typically, the middle tier is developed using an object-
oriented programming language such as Java, MS C#, Ruby, 
etc. However, the object-orientedness is a bit blurry concept. 
There is no single, well-accepted, specific definition or set of 
properties, which determine features of an object-oriented 
programming language. Java and C# are pretty close to each 
other in that area, but for instance Ruby is based on quite 
different concepts. 

Contrary to implementation of the business logic, the data 
is usually stored using a relational database system. This 
causes a negative phenomenon known as impedance 
mismatch. Our framework has been created not only as an aid 
for making websites but also as an attempt to remove the fault. 
Of course, during the years, numerous approaches have been 

proposed to solve or reduce the problem. In particular, 
following Trzaska [2], the solution could use a single model 
both for the business logic and data.  

Aside of frameworks, one of the most popular software, 
widely utilized by programmers, is an Integrated 
Development Environment (IDE). Various IDEs are on the 
scene for many years. They provide many different services 
and are invaluable help during software development. At the 
basic level they just support a programming language. 
However, their real power can be experienced when they have 
dedicated functionalities for particular frameworks. Similarly 
to the situations with the frameworks, prototype solutions are 
rarely equipped with an IDE. 

In this paper, we would like to employ the idea for a tool 
aiming at creating web applications. We propose a paradigm, 
which uses the same high level language for working with data 
and implementing a business logic. In fact, those two 
utilizations are indistinguishable.  

On the software level, our solution consists of two parts: 

 An Integrated development Environment (called 
ODRA eIDE2) optimized for the ODRA DBMS, 
SBQL (Stack-Based Query Language) language and 
WebODRA2; 

 A new version of the web framework (presented in 
[1]) called WebODRA2, which integrates two 
independent components: 

o The object-oriented DBMS ODRA with 
SBQL, a powerful programming and query 
language; 

o A web server. 
This approach increases significantly the level of 

abstraction, which reduces the implementation time, 
decreases the number of errors and of course, completely 
eliminates the impedance mismatch. The programmers are 
able to focus on website’s creation using a single, coherent 
technology. 

The main contribution of the paper are the following: 

 A new coherent paradigm of creating web application 
using the same high level programming and query 
language; 

 A working prototype implementation of the approach 
containing a dedicated IDE, object-oriented database, 
web server and all the necessary components. 

The rest of the paper is organized as follows. To fully 
understand our motivation and approach, some related 
solutions are presented in Section II. Section III briefly 
discusses key concepts of the utilized database and 
programming/query language. Section IV presents the 
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prototype implementation of the proposed IDE and the web 
framework. Section V is devoted to the scaffolding 
mechanism. Section VI concludes. 

II. RELATED SOLUTIONS 

The related solutions appropriate for this paper could be 
analyzed from two points of view: web frameworks and IDEs. 
The next two sections contain their discussion. 

A. Existing Web Frameworks 

There are a lot of different web frameworks that use 
various approaches; just to name the most popular ones (by 
platform): 

 Java: Apache Struts, Java Server Faces, JBoss Seam, 
Spring, Grails (Groovy), Play (Scala and Java); 

 MS C#: ASP.Net, ASP.NET MVC, Kentico; 

 PHP: CakePHP, Symfony, Zend; 

 Smalltalk: Seaside [3]; 

 Ruby: Ruby on Rails, Sinatra. 
They differ in details but unfortunately share the same 

problems related to inconsistent data models for programming 
languages and data. Even when an object-relational mapper is 

utilized the impedance mismatch problem is decreased, but 
not removed. For instance, the Ruby’s Active Record requires 
additional information from a programmer to specify some 
non-mappable objects like arrays [4]. 

However, it is also possible to find solutions, where a 
website is developed using a single model. The next 
paragraphs contain description of such frameworks. 

CouchApp [5] is a technology, which allows for creating 
applications delivered to the browser from CouchDB [6]. 
Applications are implemented using JavaScript and HTML5. 
The general idea is quite similar to our approach because 
CouchDB is a database management system. However, on 
contrary to our framework, the DBMS follows the NoSQL 
philosophy and allows one to store documents in the JSON [7] 
format. There is also no query language similar to SQL or our 
SBQL (see Section III). All database queries are performed 
using dedicated API and JavaScript. The result is also returned 
as a JSON data. 

Every web application needs a GUI. In case of CouchApp 
a GUI is created as a transformation of returned JSON data 
into some other format. For instance there are functions, 
which together with dedicated views, are able to convert the 
data into HTML, XML, CVS, etc.  

 
Figure 1. An overview of the UWA-based MDD process. Source: [8].
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Figure 2. Oracle Application Express. Source: [9] 

Another approach to create a web application might 
employ the Model Driven Architecture (MDA) paradigm. The 
idea is to define a model (or models) and, through some 
transformations, receive a working application. There is a lot 
of such systems, see for instance [10], [11], [8]. However, they 
are not widely utilized. One of the reason could be the amount 
and type of work, which has to be done to get a working 
website. For instance, the proposal presented in [8], which is 
quite common to all MDA solutions, needs the following 
models and information to be precisely defined (Figure 1): 

 UWA requirements, 

 Information model, 

 Navigation model, 

 Transaction & operation model, 

 Publishing model, 

 Customization model, 

 Logical models (UML diagrams): class, sequence. 
Of course, the above information is not only required by 

MDA tools. Furthermore, they have to be provided by all 
websites’ developers. It seems that the way of defining them 
makes the difference in popularity. 

The last described solution is not exactly a framework for 
programmers. Oracle Application Express (Figure 2) [12] is 

more like a tool for a rapid web application development for 
the Oracle database. It is available, under different names, 
since 2000. The application requires a dedicated server and 
provides easy-to-use programming environment accessible 
via a web browser. 

Most of its functionalities are available through dedicated 
graphical user interfaces, various wizards and helpers. But, 
still there are possibilities for using a programming language, 
namely PL/SQL. SQL, despite of thirty-year existence and big 
popularity, is the subject of heavy criticism. The SQL’s flaws 
like: inconsistencies, incompatibilities between vendors and 
shortcomings of the relational model, decrease the value of 
solutions. Furthermore, application generators have some 
inherent shortcomings, which make their products less 
flexible (in terms of usability, functionality, GUI) than 
applications developed by programmers. We believe that 
using a more powerful programming and query language, 
together with an object-oriented model, presents a much better 
approach. 

B. The Most Popular IDEs 

Below we present the most popular IDEs for particular 
programming languages/platforms: 
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 Java: Eclipse [13], NetBeans [14], IntelliJIDEA [15]; 

 MS C#: MS Visual Studio [16], MonoDevelop [17], 
SharpDevelop [18]; 

 PHP: Aptana Studio [19], Eclipse PDT [20], 
PhpStorm [21], KDevelop [22]; 

 Smalltalk: Pharo [23], VisualWorks [24]; 

 Ruby: RubyMine [25], NetBeans [26], Aptana 
RadRails [27]. 

The IDEs differ in many ways. They can be distributed 
completely for free (e.g., Eclipse, NetBeans) or have various 
(usually limited) editions, e.g., Visual Studio: Professional 
Edition costs a few hundreds of USD whereas Express Edition 
is free. 

Some of them are strictly dedicated to particular 
language/technology e.g., RubyMine. Others support various 
programming languages – sometimes using special plugins 
(e.g., Eclipse: Java, C++, and PHP). 

 Concerning functionality, it seems that the basic 
possibilities are quite similar in all IDEs and include: 

 Syntax coloring (see Figure 3). Text of a program 
(source code) is presented using different colors, 
accents (e.g., bold) and decorators (e.g., an 
underline); 

 Autocomplete. This is one of the most important 
features of a decent IDE and shows a list of 
possibilities for a particular context (e.g., after the dot 
the programmer sees attributes of a class); 

 Error reporting. Errors and warnings are presented in 
a special window and sometimes inside the editor as 
well;  

 Quick fix. When an error or a warning is shown to a 
user, he/she can choose one of proposed fixes to the 
problem (e.g., adding an import statement in case of 
an unknown class); 

 Semantic navigation among artefacts. This 
functionality allows jumping from an occurrence of 
an element to its definition, e.g., from an object to its 
class; 

 References. This makes possible finding all 
utilizations of particular artefacts (e.g., all method 
calls); 

 Project Management. Takes care of all project’s files 
including sources, assets, folders, etc. Usually it is 
possible to connect it to a versioning management 
system (e.g., Subversion, Git, etc.); 

 Plugins. They provide a way for adding new 
functionalities (e.g., support for a new framework 
and/or programming language) to existing core. 
Sometimes (e.g., Eclipse) an entire IDE is based on 
plugins. 

 Refactoring. This technology is responsible for 
making changes to a source code without modifying 
its behavior. There are dozens of different refactoring, 
e.g., renaming, extracting an interface or a method, 
adding getters/setters, etc.; 

 
Figure 3. The Eclipse IDE. Source: own elaboration. 
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 Analyzing the code. In some cases, IDE is able to 
make suggestions regarding a source code, e.g., 
renaming an artefact according to a particular 
convention. 

 Scaffolding. This is a mechanism, which helps 
programmers and/or designers in creating a starting 
point for further development. It could generate 
various artefacts, but in most cases is utilized for a 
GUI creation. It is especially popular in web 
frameworks where the mechanism is able to generate 
necessary files (HTML, CSS, etc.) required for 
CRUD (Create, Retrieve, Update, Delete) operations. 
Sometimes it is hard to distinguish if this tool is 
integrated with a framework or it is a separate 
component embedded in IDE. 

In many cases, modern IDEs are equipped with GUI 
editors (embedded or installed through additional plugins). 
Their functionalities vary starting from simple generators to 
sophisticated bi-directional masterpieces. 

Modern software projects are usually implemented using 
a wide range of technologies, platforms and frameworks. Thus 
support for them is essential. This is an area where 
commercial products show their strengths (e.g., 
IntelliJIDEA). 

The choice of a particular IDE is not always based solely 
on its functionalities. In some projects also non-functional 
requirements could be important, e.g., cross-platform support. 
This is satisfied by most of the IDEs because many of them is 
developed using cross-platform technologies like Java 
(Eclipse, NetBeans, Aptana Studio). 

It is also worth noting “smart” editors (Notepad++, Vim, 
Sublime Text, and TextMate), which could be very close to 
fully-fledged IDEs, especially after a correct configuration. 
They usually offer less sophisticated functionalities like 
syntax coloring or project’s files management. 

III. THE ODRA DATABASE 

As previously mentioned, our proposal for creating 
websites is based on utilization of an object-oriented database 
together with a powerful query and programming language.  
DBMS could be used as a data storage and could be utilized 
to implement business logic. For the purpose of the first 
requirement we need a database query language. However, 
because of the second necessity, we might need something 
more flexible and powerful: a fully-fledged programming 
language with imperative constructs. Both criteria are met by 
our prototype DBMS called ODRA.  

ODRA is a prototype object-oriented database 
management system [28], [29], [30], [31] based on SBA 
(Stack-Based Architecture) [16]. The ODRA project started to 
develop new paradigms of database application development. 
This goal is going to be reached mainly by increasing the level 
of abstraction, at which the programmer works. ODRA 
introduces a new universal declarative query and 
programming language SBQL [28], together with distributed, 
database-oriented and object-oriented execution environment. 
Such an approach provides functionality common to the 
variety of popular technologies (such as relational/object 
databases, several types of middleware, general purpose 

programming languages and their execution environments) in 
a single universal, easy to learn, interoperable and effective to 
use application programming environment. 

ODRA consists of three closely integrated components: 

 Object Database Management System (ODMS), 

 Compiler and interpreter for object-oriented query 
programming language SBQL, 

 Middleware with distributed communication facilities 
based on the distributed databases technologies. 

The system is additionally equipped with a set of tools for 
integrating heterogeneous legacy data sources. The 
continuously extended toolset includes importers (filters) 
and/or wrappers to XML, RDF, relational data, web services, 
etc. 

ODRA has all chances to achieve high availability and 
high scalability because it is a main memory database system 
with memory mapping files and makes no limitations 
concerning the number of servers working in parallel. In 
ODRA many advanced optimization methods that improve 
the overall performance without compromising universality 
and genericity of programming interfaces have been 
implemented. 

The next subsections contain a short discussion of the 
ODRA main features including its query and programming 
language SBQL. 

A. ODRA Object-Oriented Data Model 

The ODRA data model is similar to the UML object 
model. Because in general UML is designed for modeling 
rather than for programming several changes have been made 
to the UML object model that do not undermine seamless 
transition from a UML class diagram to an ODRA database 
schema. The ODRA object model covers also the relational 
model as a particular case; this feature is essential for making 
wrappers to external sources stored in relational databases. 
Below, we present a short description of the main data model 
elements: 

 Objects. The basic concept of the ODRA database 
model is object. It is an encapsulated data structure 
storing some consistent bulk of information that can 
be manipulated as a whole. A database designer and 
programmers can create database and programming 
objects according to their own needs and concepts. 
Objects can be organized as hierarchical data 
structures, with attributes, sub-attributes, etc.; the 
number of object hierarchy levels is unlimited. Any 
component of an object is considered an object too. 

 Collections. Objects within a collection have the same 
name; the name is the only indicator that they belong 
to the same collection. Usually, objects from a 
collection have the same type, but this requirement is 
relaxed for some kinds of heterogeneous collections. 
Collections can be nested within objects with no 
limits (e.g., in this way it is possible to represent 
repeating attributes). 

 Links. Objects can be connected by pointer links. 
Pointer links represent the notion that is known from 
UML as association. Pointer links support only binary 
associations; associations with higher arity and/or 
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with association classes are to be represented as 
objects and some set of binary associations. This is a 
minor limitation in comparison to UML class 
diagrams, introduced to simplify the programming 
interface. Pointer links can be organized into 
bidirectional pointers enabling navigation in both 
directions. 

 Modules. In ODRA, the basic unit of database 
organization is a module. As in popular object-
oriented languages, a module is a separate system 
component. An ODRA module groups a set of 
database objects and compiled programs and can be a 
base for reuse and separation of programmers’ 
workspaces. From the technical point of view and of 
the assumed object relativism principle, modules can 
be perceived as special purpose complex objects that 
store data and metadata. 

 Types, classes and schemata. A class is a 
programming abstraction that stores invariant 
properties of objects, in particular, its type, some 
behavior (methods, operations) and (optionally) an 
object name. A class has some number of member 
objects. During processing of a member object the 
programmer can use all properties stored within its 
class. The model introduces atomic types (integer, 
real, string, date, boolean) that are known from other 
programming languages. Further atomic types are 
considered. The programmer can also define his/her 
own complex types. Collection types are specified by 
cardinality numbers, for instance, [0..*], [1..*], [0..1], 
etc.  

 Inheritance and polymorphism. As in the UML object 
model, classes inherit properties of their superclasses. 
Multiple inheritance is allowed, but name conflicts 
are not automatically resolved. The methods from a 
class hierarchy can be overridden. An abstract method 
can be instantiated differently in different specialized 
classes (due to late binding); this feature is known as 
polymorphism. 

 Persistence and object-oriented principles. The model 
follows the orthogonal persistence principle, i.e., a 
member of any class can be persistent or volatile. 
Shared server objects are considered persistent, 
however, non-shared objects of a particular 
applications can be persistent too. The model follows 
the classical compositionality, substitutability and 
open-close principles assumed by majority of object-
oriented programming languages. 

Distinction between proper data and metadata (ontology) 
is not the property of the ODRA database model. The 
distinction can be important on the business model level, but 
from the point of view of ODRA both kinds of resources are 
treated uniformly. 

B. Query and Programming Language SBQL 

SBQL (Stack-Based Query Language) is a powerful query 
and programming language addressing the object model 
described above. SBQL is precise with respect to the 
specification of semantics. SBQL has also been carefully 

designed from the pragmatic (practical) point of view. The 
pragmatic quality of SBQL is achieved by orthogonality of 
introduced data/object constructors, orthogonality of all the 
language constructs, object relativism, orthogonal persistence, 
typing safety, introducing all the classical and some new 
programming abstractions (procedures, functions, modules, 
types, classes, methods, views, etc.) and following commonly 
accepted programming languages’ and software engineering 
principles.  

SBQL queries can be embedded within statements that can 
change the database or program state. We follow the state-of-
the-art known from majority of programming languages. 
Typical imperative constructs are creating a new object, 
deleting an object, assigning new value to an object (updating) 
and inserting an object into another object. We also introduce 
typical control and loop statements such as if…then…else…, 
while loops, for and for each iterators, and others. Some 
peculiarities are implied by queries that may return 
collections; thus, there are possibilities to generalize 
imperative constructs according to this new feature. 

SBQL in ODRA project introduces also procedures, 
functions and methods. All procedural abstractions of SBQL 
can be invoked from any procedural abstractions with no 
limitations and can be recursive. SBQL programming 
abstractions deal with parameters being any queries; thus, 
corresponding parameter passing methods are generalized to 
take collections into account. 

SBQL is a strongly typed language. Each database and 
program entity has to be associated with a type. However, 
types do not constraint semi-structured nature of the data. In 
particular, types allow for optional elements (similar to null 
values known from relational systems, but with different 
semantics – e.g., see Listing 1) and collections with arbitrary 
cardinality constraints. Strong typing of SBQL is a 
prerequisite for developing powerful query optimization 
methods based on query rewriting and on indices. 

Listing 1. Sample SBQL query (Get employees who have salary and earn the 

same as Brown). Source: [30] 

(Emp with salary) where salary =                                 

  ((Emp with salary where name =  

    ”Brown”).salary); 

C. Virtual Updatable Views 

Another interesting and quite unique ODRA property are 
updatable views. Classical SQL views do the mapping from 
stored data into virtual data. However, some applications may 
require updating of virtual data; hence, there is a need for a 
reverse mapping: updates of virtual data are to be mapped into 
updates of stored data. This leads to the well-known view 
updating problem: updates of virtual data can be 
accomplished by updating of stored data on many ways, but 
the system cannot decide, which of them is to be chosen. In 
typical solutions these updates are made by side effects of 
view invocations. Due to the view updating problem, many 
kinds of view updates are limited or forbidden. 

In the ODRA project (basing on previous research) 
another point of view has been introduced. In general, the 
method is based on overloading generic updating operations 
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(create, delete, update, insert, etc.) acting on virtual objects by 
invocation of procedures that are written by the view definer 
(Listing 2). The procedures are an inherent part of the view 
definition. They have full algorithmic power, thus there are no 
limitations concerning the mapping of view updates into 
updates of stored data. SBQL updatable views allow one to 
achieve full transparency of virtual objects: they cannot be 
distinguished from stored objects by any programming option. 
This feature is very important for distributed and 
heterogeneous databases. 

Listing 2. An SBQL updatable view definition. Source: [30] 

view RichEmpDef { 

 virtual RichEmp : record  

                   {name:string; 

                    salary:integer;              

                    worksIn: ref Dept;}[0..*];    

    seed: record {e: ref Emp;}[0..*] {  

return (Emp where salary > threshold) as e;  

    } 

     

    on_retrieve { return e.(name as name, 

salary as salary, 

ref (Dept where name =    

   deptName) as worksIn); 

    } 

 

    on_update {  

e.name := value.name; 

  e.deptName := value.worksIn.name; 

if(e.salary < value.salary) {      

                 e.salary := value.salary;  

               } 

    } 

 

    on_new newEmp {  

  if(newEmp.salary > threshold) 

create permanent Emp( 

newEmp.name as name, 

newEmp.salary as salary, 

newEmp.worksIn.name as deptName); 

    } 

 

    threshold: integer; 

} 

IV. OUR PROPOSAL 

We believe that every developer should focus on the main 
task, e.g., creating a new application, a component or just a 
single function. In order to do this, his/her production 
environment should be as helpful as possible. This goal is 
fulfilled by modern IDEs. Of course, sometimes there are 
programmers who like to write their source code in a simple 
editor, but they are a minority. Most efficient IT professional 
use dedicated tools for their jobs. Thus, we have also decided 
to support programmers working with our WebODRA2 
framework (and the ODRA DBMS in general) by introducing 
the ODRA eIDE2. The software together with tutorials is 
freely available; see [32]. 

A. ODRA eIDE2 

There are different approaches to developing an IDE. In 
particular, there are the following possibilities: 

 Start from scratch and manually create all necessary 
components; 

 
Figure 4. A window of ODRA eIDE2. Source: own elaboration.
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 Extend an existing text editor. This approach was 
chosen by us a few years ago when we created the first 
ODRA IDE [33] based on the jEdit [34]. jEdit is a 
decent programmer’s editor but does not provide the 
most advanced features of modern IDEs (see Section 
II.B). Thus, the IDE had syntax coloring, project 
management, error information, but lacked auto 
completion, refactoring, semantic navigation, etc.; 

 Tailor an existing IDE to our needs. Depending on the 
IDE’s architecture the process may require 
modification of the core code (which is not always 
publicly available) or create custom plugins. 

Basically, modern IDEs are very complicated and 
sophisticated software. For instance, according to [35] the 
entire Juno edition of Eclipse (4.2.x) consists of 72 projects 
and contains 55 million lines of code. Obviously this is huge 
project and creating something similar requires a lot of 
resources. 

After analyzing our expectations, which involved all 
previously described functionalities, we came to the 
conclusions that only the third approach is feasible for us. 
Therefore, we conducted some research to select the right IDE 
to extend. 

Our choice was Eclipse together with Xtext framework 
[36]. The framework simplifies the process of creating our 
own DSL language together with a dedicated editor. From our 
point of view the latter feature was especially interesting. 

1) The SBQL Grammar 
In order to implement the functionalities like autocomplete 

or refactoring, the editor has to “understand” the source code. 
All particular artefacts of the supported language (e.g., class 
definitions or method parameters) have to be precisely defined 
and recognized in the source code (in the text). Usually, it 
could be achieved using a dedicated grammar describing the 
language. This is also the case of the framework, but there 
were some problems. The Xtext uses ANTLR parser, which 
utilizes LL(*) algorithm. Despite many advantages, the 
algorithm does not permit left recursion in grammars. On 
contrary, our existing ODRA compiler was based on Cup 
Parser Generator, which employs LALR(1) algorithm. Thus, 
we had to rewrite it taking into account the fundamental 
differences. The current version, implemented in the eIDE2, 
covers about 95% of the SBQL. Due to its size (about 400 
lines of code and 80 production rules) we are not able to 
include it in the paper. 

The grammar is just a starting point for more advanced 
functionalities. They have to be implemented by adding 
dedicated classes and/or methods. The more detailed 
description could be found in the next sections. 

2) Basic Editor Functionalities 
After defining the grammar, many features are available 

without any additional modifications (Figure 4). That includes 
things like: syntax coloring, text editing, basic navigation, 
tooltips (javadoc-like). 

3) Content Assist 
The content assist (autocomplete) is one of the most useful 

features provided by IDE (Figure 5). The Xtext framework 
contains a default implementation for this functionality. It 

could be modified by overriding some methods and/or adding 
new classes. We had to apply such modifications in some 
cases: 

 The import statement. In the current version of the 
SBQL, the import statement adds entire module rather 
than a class (like in Java); 

 Variable’s declaration; 

 The where expression should link to the content of 
the “inner” expression; 

 The dot expression should be distinguished from the 
above mentioned where; 

 
Figure 5. Autocomplete feature in eIDE2. Source: own elaboration. 

4) Quick fixes 
When IDE detects a problem related to edited code, it is 

marked as a warning. Some of the warnings could be 
automatically fixed. Currently, we have implemented a few 
quick fixes, e.g., for missing fields (Figure 6). 

 
Figure 6. A quick fix in eIDE2. Source: own elaboration. 

5) Outline Window 
The outline window (Figure 7) shows a content’s 

summary of the entire file. We modified the default 
implementation by adding custom graphical artefacts and 
altered some behaviors, e.g., presenting fields in the Record 
type. 

6) Refactoring 
The refactoring is probably the second most widely used 

feature (after the content assist). Currently, we have only the 
default implementation, which allows for renaming (Figure 8; 
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please note the active borders around the renamed element: 
MyRoutes). 

 
Figure 7. The outline window showing a semantic summary of the edited 

source file. Source: own elaboration. 

 
Figure 8. Refactoring in eIDE2. Source: own elaboration. 

7) ODRA DBMS Integration  
The ultimate goal of creating eIDE2 was facilitation of the 

ODRA development process both for its web framework and 
pure DBMS. Thus, we had to take care of easy integration. To 
do this, we introduced the following functionalities: 

 Connection dialog (Figure 9). Every project managed 
by IDE could have its own, connected ODRA 
instance. It is possible to use just default values or 
provide custom ones. 

 A programmer can also send text commands using a 
dedicated dialog window via CLI (Figure 10). This 
way of working with the DBMS allows for perform 
many advanced actions, currently not available 
directly from GUI. 

 
Figure 9. ODRA DBMS connection dialog (managed by eIDE2). Source: 

own elaboration. 

 
Figure 10. An access to ODRA DBMS CLI (Command Line Interface). 

Source: own elaboration. 

 Executing a SBQL method. When the IDE detects a 
parameterless method a small icon is placed near the 
code. A user is able to execute the method directly 
from IDE on the connected ODRA DBMS (Figure 
11). 

8) The Scaffolding 
In case of eIDE2, the scaffolding supports a programmer 

in creating a web GUI for WebODRA2. The generated GUI 
together with SBQL controllers add CRUD operations 
(Create, Retrieve, Update, Delete) using a client-side library 
called Knockout.js [37]. The functionality is easy-to-use yet 
powerful. For more information see Section V. 

9) Other goodies 
It is also worth noting that thanks to the Eclipse ecosystem 

it is possible to utilize many other 3-rd party plugins. They can 
provide additional possibilities including web editors, 
versioning systems (Subversion, Git), spellcheckers, UML 
tools, GUI editors. 
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Figure 11. Executing an SBQL method in eIDE2. Source: own elaboration. 

B. WebODRA2 

Basically, every web application, no matter how it is 
developed, requires the following set of logical components: 

 A graphical user interface, 

 A routing system, 

 A business logic, 

 Data to work with. 
The above components could be implemented using 

various approaches. In some cases, a programmer has to 
manually define them whereas other solutions use generators 
to create some of them automatically. Additionally, real world 
websites also require some static files: html templates, css, 
jpeg, etc. 

We have decided to use pure programmatic approach, 
which means that all necessary definitions are provided by a 
programmer. It may look like a lot of work, but thanks to the 
high level of abstraction, the amount of information is 
significantly reduced. 

Another feature, which simplifies development is the 
MVC (Model – View - Controller) architecture utilized in 
many previously mentioned frameworks. Comparing to the 
other frameworks, our approach uses the same object-oriented 
model both for a business logic (Controller) and data (Model). 
This method not only removes the impedance mismatch but 
also allows for using a powerful query and programming 
language for developing a business logic (behavior of the 
application). Furthermore, it is known that query languages 
operate on higher level of abstraction, effectively reducing the 
amount of code that needs to be written to achieve the same 
goals. For instance, a few tenths lines of Java code could be 
equivalent to a literally few lines of SBQL (or SQL). Not to 
mention performance and various optimizations, which are 
much more advanced in query languages. 

Another very important area of a web framework is a 
graphical user interface. There are different methods to deal 
with the topic, some of them follow the MVC pattern. One of 
the most popular is using a server-side templating engine. A 
template contains an HTML code mixed with special tags, 
usually provided by the framework. In most cases, the tags 
allow to embed parts of a programming language (e.g., Java), 
mainly to insert some data (e.g., a list of products or 
customers). However, some programmers use them to 
implement additional functionality, which duplicates the 
controller’s responsibility. Of course, it is an incorrect 
application of the tags affecting maintainability of the code. 
At the end, tags are processed by an engine, a final HTML 
page is generated and sent to a web browser. 

Comparing to the first release (see [1]), the second edition 
(WebODRA2) contains some bug fixes and modifications 
related to configuration and a project’s structure. They were 
mainly caused by the support in the eIDE2. 

Figure 12 contains a simplified logical architecture of our 
prototype framework for developing web application called 
WebODRA2. The framework consist of two principal parts: 

 A web server. It is responsible for responding to 
incoming requests from a web browser. The 
implementation of the server is based on open source 
tool called Jetty [38]; 

 ODRA Database Management System. This is a 
standard instance of the ODRA server introduced in 
Section 3. 

The following subsections describe each of the 
components (from Figure 12) in details. 

1) Routing Module 
The center of WebODRA2 consists of a routing module, 

which is responsible for a correct processing of incoming web 
requests. The module is driven by rules defined by a 
programmer. Each definition, written in SBQL (as an object 
with specific properties), contains the following information: 

 Url. A regular expression, which will be applied to the 
incoming request’s url. If there is a match, then the 
rule will be executed; 

 Weight. It affects an order of the processing; 

 Name. Human-readable name of the rule. It is 
especially useful during logging; 

 Additional Data. The utilization of the additional data 
depends on a rule kind; 

 Rule Kind. It affects the following processing: 
o Passthrough. The web framework ignores 

those rules and they are processed by the 
Jetty server. They serve static files like: 
pictures, css, Java script, etc.; 

o Data route. They contain an SBQL 
method’s name to execute. The method will 
get all HTML form parameters entered by a 
user, which makes it possible to process 
them by an SBQL code. The result of the 
method is transformed (see further) and 
returned to the browser; 
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Figure 12. Logical architecture of WebODRA2. Source: own elaboration.

o Page route. An HTML page post-processed 
by our simple templating engine (see 
further). 

2) The Client GUI 
As previously mentioned, typical server-side web 

templating engines may lead to overuse tags by implementing 
some business functionality. To prevent this we have decided 
to use a client-side GUI framework. The idea is based on 
embedding in a web page some (meta) information, which 
will be used to present business data. We have chosen a 
framework called Knockout [37] utilizing new HTML5 data- 
attributes. They allow to create custom attributes and store any 
information. The process of showing a web page contains two 
steps. First, an HTML page is downloaded from a server, 
containing the markers. Then, the library sends an AJAX 
request to asynchronously retrieve necessary data, which are 
“injected” into the page. 

The user data submission is performed on a similar rules. 
An asynchronous request is send to the server, triggering a 
Data Rule processing the provided data.  

Standard website navigation is performed using regular 
hyperlinks (“outside” the framework). 

We do not provide any dedicated GUI controls as a part of 
the framework. However, some of them are generated during 
the scaffolding process (see Section V). A programmer is also 
free to use any available solutions as long as they could be 

tuned to work with JSON format (e.g., some JavaScript 
libraries/frameworks). 

3) Templating Module 
The templating module is responsible for a coherent look 

and fill of the entire website. It operates on a single master 
page, which has a dynamic area fulfilled with some functional 
pages, i.e., a document repository, a forum, news, etc. For 
instance, the master page can contain a header, a navigation 
panel and a footer.  

The process is triggered by the Page Route rule. When a 
particular page is requested by a browser, the master page is 
applied, or to be more precise, the requested page is embedded 
in the master page and then returned to the browser. 

4) Data Transformation Module 
When a Data Route rule executes a given SBQL method, 

the result could be any SBQL data type, e.g., a collection, a 
single object or a text. It needs to be processed to the format 
recognized by the Client GUI. The Data Transformation 
Module recursively converts the result into JSON [7] string, 
sends it back to the web browser where it is further processed. 

5) Routing Rules, Business Logic and Data Storage 
The above components are described in other Sections: 

 The Routing Rules in Section IV.B.1; 

 The Business Logic stores appropriate SBQL code 
(see Section III.B) referenced from Data routes; 

Templating Module

Data Storage

Business Logic

Routing Rules

webODRA

Web browser

ODRA DBMS

The Client GUI

Static files (html, jpg, ...)

Routing Module

Data Transformation

Module

Web Server

Static Files

AJAX Data
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 The Data Storage uses ODRA DBMS (see Section 
III). 

V. SCAFFOLDING FOR THE WEBODRA2 

As previously mentioned, scaffolding is a major 
programmer’s facilitation in creating real-world web 
applications. It generates (one-way) necessary artefacts (e.g., 
source code, media and HTML files) being a starting point for 
further development. 

In case of eIDE2, for each SBQL class a dedicated button 
is placed near its source definition. Then, it is possible to start 
the process and all necessary files and folders will be 
generated (Figure 13): 

 
Figure 13. Files scaffolded by eIDE2. Source: own elaboration. 

 GlobalMod.sbql. This file stores some global data, 
common for the entire project: 

o Two definitions: RouteClass (each 
instance stores a single routing rule) and 
WebParamType (utilized for passing 
parameters from the web); 

o Routes acting as an extent for all the rules; 

o A createRoutes() method, which puts 
global routing rules into the DB; 

 ProductControllerMod.sbql. This is a controller for 
the business class Product. It is responsible for: 

o Storing all instances of Product; 
o Processing web requests (all methods: 

webXXX. The methods are referenced by 
Data routing rules (inside the 
createRoutesForProduct() method)); 

o Creating routes for CRUD operations for 
the Product class (the 
createRoutesForProduct() method); 

o Generating sample data (the 
seedProduct() method); 

 WebRes folder, which is a root folder for the web 
server utilized by the framework. Aside of self-
explaining typical folders (css, img, js) there are some 
others worth a short discussion: 

o The Views folder stores subdirectories for 
each business class. The subdirectories 
contain dedicated html files for processing 
particular CRUD operations. The files are 
referenced by Page routing rules (inside the 
createRoutesForProduct() method); 

o index.html file is a starting point for a web 
navigation; 

o layout.html file is a master template file 
providing a coherent look and feel for the 
entire site; 

 
Figure 14. One of the views (index) generated by the scaffolding (a) for the 

sample Product class (b). Source: own elaboration. 

To sum up, a programmer using just one click can create a 
simple prototype of a working web application (Figure 14). 
The generated text files contains the code (both SBQL and 
HTML), which could be easily edited using the IDE or any 
external tools. 

Currently, WebODRA2 is shipped with two examples: the 
forum (described in [1]) and the scaffolded one described 
above. 

VI. CONCLUSION AND FUTURE WORK 

We have presented our approach to creating web 
applications using a single, coherent model utilized both for 
data and business logic. Thanks to the powerful query and 
programming language SBQL, a programmer stays on the 
same high level of abstraction, saving time and making less 
errors. 

Our approach is supported by two tools working together: 
a web framework called WebODRA2 and a dedicated IDE 
(eIDE2). Furthermore, we have added a scaffolding 
mechanism generating a web GUI with CRUD operations for 
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any business class. The software is freely available online 
together with some tutorials [32]. 

The contribution of this paper is based on quite new 
method for creating websites. To our best effort, we were not 
able to find a similar solution, directly employing the power 
of a modern database to develop web portals. 

We believe that this kind of solutions could be a valuable 
alternative to existing tools for creating data intensive web 
applications. Thus, we would like to continue our research in 
that field, improving our framework and the eIDE2 to make 
them production-ready. 
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Abstract—To reduce the impact of large-sized, high-rate (α)
transfers on real-time flows, a Hybrid Network Traffic Engi-
neering System (HNTES) was proposed in earlier work. HNTES
is an intra-domain solution that enables the automatic identifi-
cation of α flows at a provider network’s ingress routers, and
redirects these flows to traffic-engineered QoS-controlled virtual
circuits. The purpose of this work is to determine the best QoS
mechanisms for the virtual circuits used in this application. Our
findings are that a no-policing, two-queues solution with weighted
fair queueing and priority queueing is both sufficient and the
best for this application. It allows for the dual goals of reduced
delay/jitter in real-time flows, and high-throughput for the α
flows, to be met.

Keywords—policing; scheduling; high-speed networks; traffic-
engineering; virtual-circuit networks

I. INTRODUCTION

This paper is an extended version of a published conference
paper [1]. It describes a set of experiments that were conducted
to determine the best Quality-of-Service (QoS) mechanisms to
apply while redirecting large-sized high-rate flows to virtual
circuits within provider networks.

To move large datasets, scientists typically invest in high-
end computing systems that can source and sink data to/from
their disk systems at high speeds. These transfers are referred
to as α flows as they dominate other flows [2]. They also cause
increased burstiness, which in turn impacts delay-sensitive
real-time audio/video flows. In prior work [3], we proposed
an overall architecture for an intra-domain traffic engineering
system called Hybrid Network Traffic Engineering System
(HNTES) that performs two tasks: (i) analyzes NetFlow re-
ports offline to identify α flows, and (ii) configures the ingress
routers for future α-flow redirection to traffic-engineered
Quality-of-Service (QoS)-controlled paths. The prior paper [3]
then focused on the first aspect, and analyzed NetFlow data
obtained from live ESnet routers for the period May to Nov.
2011. The analysis showed that since α flows require high-
end computing systems to source/sink data at high speeds,
these systems are typically assigned static global public IP
addresses, and repeated α flows are observed between the
same pairs of hosts. Therefore, source and destination address
prefixes of observed α flows can be used to configure firewall
filter rules at ingress routers for future α-flow redirection. The
effectiveness of such an offline α-flow identification scheme

was evaluated with the collected NetFlow data and found to be
94%, i.e., a majority of bytes sent in bursts by α flows would
have been successfully isolated had such a traffic engineering
system been deployed [3].

The work presented here focuses on the second aspect
of HNTES by addressing the question of how to achieve
α-flow redirection and isolation to traffic-engineered paths.
Specifically, service providers such as ESnet [4] are interested
in actively selecting traffic-engineered paths for α-flows, and
using QoS mechanisms to isolate these flows. With virtual-
circuit technologies, such as MultiProtocol Label Switching
(MPLS), ESnet and other research and education network
providers, such as Internet2, GEANT [5], and JGN-X [6], offer
a dynamic circuit service. An On-Demand Secure Circuits
and Advance Reservation System (OSCARS) Inter-Domain
Controller (IDC) [7] is used for circuit scheduling and pro-
visioning.

The basic interface to the IDC requires an application to
specify the circuit rate, duration, start time, and the endpoints
in its advance-reservation request. The specified rate is used
both for (i) path computation in the call-admission/circuit-
scheduling phase and (ii) policing traffic in the data plane.
If the application requests a high rate for the circuit, the
request could be rejected by the OSCARS IDC due to a
lack of resources. On the other hand, if the request is for
a relatively low rate (such as 1 Gbps), then the policing
mechanism could become a limiting factor to the throughput
of α flows, preventing TCP from increasing its sending rate.

The purpose of this paper is to evaluate the effects of
different scheduling and policing mechanisms to achieve two
goals: (i) reduce delay and jitter of real-time sensitive flows
that share the same interfaces as α flows, and (ii) achieve high
throughput for α-flow transfers.

Our key findings are as follows: (i) With the current widely
deployed best-effort IP-routed service, which uses first-come-
first-serve (FCFS) packet scheduling on egress interfaces of
routers, the presence of an α flow can increase the delay and
jitter experienced by audio/video flows. (ii) This influence
can be eliminated by configuring two virtual queues at the
contending interface and redirecting identified α flows to
one queue (α queue), while all other flows are directed to
a second queue (β queue). (iii) The policer should not be
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configured to direct out-of-profile packets of an α TCP flow
to a different queue from its in-profile packets. When packets
of the same TCP flow are served from different queues,
packets can arrive out of sequence at the receiver. Out-of-
sequence arrivals triggers TCP’s fast retransmit/fast recovery
congestion algorithm, which causes the TCP sender to lower
its sending rate resulting in degraded throughput. (iv) An
alternative approach to dealing with out-of-profile packets is to
probabilistically drop a few packets using Weighted Random
Early Detection (WRED), and to buffer the remaining out-of-
profile packets in the same queue as the in-profile packets. This
prevents the out-of-sequence problem and results in a smaller
drop in α-flow throughput when compared to the separate-
queues approach. (v) The no-policing scheme is preferred to
the policing/WRED scheme because HNTES redirects α flows
within a provider’s network, which means that these flows
will typically run TCP and are not rate-limited to the circuit
rate. If an end application requested a circuit explicitly, then
it can be expected to use traffic control mechanisms, such as
Linux tc, to limit the sending rate. But with HNTES, the
end application is not involved in the circuit setup phase, and
therefore the applications are likely to be running unfettered
TCP. Under these conditions, when buffer occupancy builds
up, packets will be deliberately dropped in the policing/WRED
scheme, leading to poor performance. Furthermore, if there are
two simultaneous α flows, the probability of buffer buildups
increases, which in turn increases the dropped-packet rate
and lowers throughput. This recommendation of using a no-
policing only scheme for α flows does not prevent the ap-
plication of other QoS mechanisms to real-time flows after
they have been separated out from α flows. (vi) The negatives
of partitioning rate/buffer space resources between two queues
were studied. Our conclusions are that close network monitor-
ing is required to dynamically adjust the rate/buffer space split
between the two queues as traffic changes, and the probability
of unidentified α flows should be reduced whenever possible
to avoid these flows from becoming directed to the β queue.

Section II provides background and reviews related work.
Section III describes the experiments we conducted on a
high-speed testbed to evaluate different combinations of QoS
mechanisms and parameter values to achieve our dual goals
of reduced delay/jitter for real-time flows and high throughput
for α flows. Our conclusions are presented in Section IV.

II. BACKGROUND AND RELATED WORK

The first three topics, historical perspective, a hybrid net-
work traffic engineering system, and QoS support in state-of-
the-art routers, provide the reader with relevant background
information. The last topic, QoS mechanisms applied to TCP
flows, covers related work.

Historical perspective: In the nineties, when Asynchronous
Transfer Mode (ATM) [8] and Integrated Services (IntServ)
[9] technologies were developed, virtual circuit (VC) services
were considered for delay-sensitive multimedia flows. How-
ever, these solutions are not scalable to large numbers of flows

because of the challenges in implementing QoS mechanisms
such as policing and scheduling on a per-flow basis. Instead,
a solution of overprovisioning connectionless IP networks
has been affordable so far. Overprovisioning prevents router-
buffer buildups and thus ensures low delay/jitter for real-time
audio/video flows. While this solution works well most of the
time, there are occasional periods when a single large dataset
transfer is able to ramp up to a very high rate and adversely
affect other traffic [10]. Such transfers, which are referred to
as α flows, occur when the amount of data being moved is
large, and the end-to-end sustained rate is high.

In the last ten years, there has been an emergent interest in
using VCs but for α-flow transfers not multimedia flows. As
noted in Section I, service providers are interested in routing
these α flows to traffic-engineered, QoS-controlled paths. The
scalability issue is less of a problem here since the number of
α flows is much smaller than of that of real-time audio-video
flows. It is interesting to observe this “flip” in the type of
applications being considered for virtual-circuit services, i.e.,
from real-time multimedia flows to file-transfer flows.

Hybrid Network Traffic Engineering System (HNTES):
Ideally if end-user applications such as GridFTP [11] alerted
the provider networks en route between the source and
destination before starting a high-rate, large-sized dataset
transfer, these networks could perform path-selection and
direct the resulting TCP flow(s) to traffic-engineered, QoS-
controlled paths. However, most end-user applications do not
have this capability, and furthermore inter-domain signaling
to establish such paths requires significant standardization
efforts. Meanwhile, providers have recognized that intra-
domain traffic-engineering is sufficient if α flows can be
automatically identified at the ingress routers. Deployment
of such a traffic-engineering system lies within the control
of individual provider networks, making it a more attractive
solution. Therefore, the first step in our work was to determine
whether such automatic α flow identification is feasible or not.

In our prior work [3], we started with a hypothesis that
computers capable of sourcing/sinking data at high rates are
typically allocated static public IP addresses, and α flows
between pairs of these computers occur repeatedly as the
same users initiate dataset transfers. This hypothesis was true
for ESnet traffic. Therefore, HNTES can determine source-
destination IP address prefixes by analyzing NetFlow reports
of completed α flows and use these address prefixes to set
firewall filters to redirect future α flows. Our heuristic was
simple: if a NetFlow report for a flow showed that more than
H bytes (set to 1 GB) were sent within a fixed time interval (set
to 1 min), we classified the flow as an α flow. This NetFlow
data analysis is envisioned to be carried out offline on say a
nightly basis for all ingress routers to update the firewall filters.
If no flows are observed for a particular source-destination
address prefix within an aging interval (set to 30 days), then
the firewall filter entry is removed. The effectiveness of this
scheme was evaluated through an analysis of 7 months of
NetFlow data obtained from an ESnet router. For this data set,
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94% (82%) of bytes generated by α flows in bursts would
have been identified correctly and isolated had /24 (/32) based
prefix IDs been used in the firewall filters.

QoS support in routers: Multiple policing, scheduling and
traffic shaping mechanisms have been implemented in today’s
routers. While new mechanisms such as Flow-Aware Net-
working (FAN) [12] are being developed, in this section, we
review the particular mechanisms used in ESnet routers, and
hence in our experiments. For scheduling, two mechanisms are
used: Weighted Fair Queueing (WFQ) and Priority Queueing
(PQ) [13]. With WFQ, multiple traffic classes are defined, and
corresponding virtual queues are created on egress interfaces.
Bandwidth can be strictly partitioned or shared among the
virtual queues. WFQ is combined with PQ as explained later.
On the ingress-side, policing is used to ensure that a flow
does not exceed its assigned rate (set by the IDC during call
admission). For example, in a single-rate two-color (token
bucket) scheme, the average rate (which is the rate specified
to the IDC in the circuit request) is set to equal the generation
rate of tokens, and a maximum burst-size is used to limit the
number of tokens in the bucket. The policer marks packets
as in-profile or out-of-profile. Three different actions can be
configured: (i) discard out-of-profile packets immediately, (ii)
classify out-of-profile packets as belonging to a Scavenger
Service (SS) class, and direct these packets to an SS
virtual queue, or (iii) drop out-of-profile packets according to
a WRED profile, but store remaining out-of-profile packets in
the same queue as in-profile packets. For example, the drop
rate for out-of-profile packets can be configured to increase
linearly from 0 to 100 for corresponding levels of queue
occupancy.

QoS mechanisms applied to TCP flows: Many QoS pro-
visioning algorithms that involve some form of active queue
management (AQM) have been studied [14]–[18]. Some of
the simpler algorithms have been implemented in today’s
routers, such as RED [14] and WRED [16], while other
algorithms, such as Approximate Fair Dropping (AFD) [18],
have been shown to provide better fairness. An analysis
of the configuration scripts used in core and edge routers
of ESnet shows that these AQM related algorithms are not
enabled. This is likely due to the commonly adopted policy
of overprovisioning (an Internet2 memorandum [19] states a
policy of operating links at 20% occupancy). Nevertheless,
providers have recognized that in spite of the headroom, an
occasional α flow can spike to a significant fraction of link
capacity (e.g., our GridFTP log analysis showed average flow
throughput of over 4 Gbps across 10-Gbps paths [10]). When
the flow throughput averaged across its lifetime is 4 Gbps,
there can be short intervals in which the flow rate spiked to
values close to link capacity.

III. EXPERIMENTS

A set of experiments were designed and executed to deter-
mine the best combination of QoS mechanisms with corre-
sponding parameter settings in order to achieve our dual goals

of reduced delay/jitter for real-time traffic and high throughput
for α flows. For the first goal, we formulated a hypothesis as
follows: a scheduling-only no-policing scheme that isolates
α-flow packets into a separate virtual queue is sufficient to
keep non-α flow delay/jitter low. For the second goal, we
experimented with different QoS mechanisms and parameter
settings.

Experiment 1 was designed to understand the two modes
for sharing link rate (strictly partitioned and work conversing),
and to determine the router buffer size. Experiment 2 tests the
above-stated hypothesis for the first goal. Experiments 3 and 4
studied two different mechanisms, using a separate scavenger-
service (SS) queue vs. using WRED, for handling the out-of-
profile packets identified by ingress-side policing, and com-
pared results with a no-policing approach. We concluded that
the WRED scheme was better, but it was outperformed by the
no-policing scheme. Experiment 5 was designed to check if
the policing/WRED scheme had a fairness advantage over the
no-policing scheme. We found that since neither of the two
policed α flows honored their assigned rates (which should be
expected for HNTES-redirected flows), under the no-policing
scheme the TCP flows adjusted their sending rates and had no
packet losses, while the deliberate packet losses introduced
in the policing/WRED scheme lowered throughput for both
flows, and furthermore resulted in lower fairness because of a
difference in RTTs, even though this difference was small.
In Experiment 6, we characterized the the impact of QoS
provisioning under changing traffic conditions, and compared
two versions of TCP: Reno and H-TCP. In the presence of
an α flow that uses up its whole α-queue rate allocation,
if the background traffic is more than the rate allocated to
the β queue, the latter will suffer from more losses than if
there had been no partitioning of resources between the two
queues. This implies a need for closer monitoring of traffic
and dynamic reconfiguration of the rate/buffer allocations to
the two queues. However, since two rare events, an α flow and
an increased background load, have to occur simultaneously,
the probability of this scenario is low. H-TCP is better than
Reno for high-speed transfers, but from the perspective of the
impact on other flows, we did not see a significant difference in
our tested scenarios. Experiment 7 was designed to study the
effects of an unidentified α flow being directed to the β queue.
Here again, if there was no simultaneous α flow directed to
the α queue when the unidentified α flow appeared, then the
impact will be the same as without partitioning. However, if
this combination of rare events occurs jointly, then given that
the β queue has only a partition of the total interface rate/buffer
space, the impact on delay-sensitive flows will be greater than
if there had been no partitioning.

Section III-A describes the experimental setup, the experi-
mental methodology, and certain router configurations that are
common to all the experiments. The remaining subsections
describe the seven experiments.
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Figure 1. Experiment setup.

A. Experimental setup

The experimental network setup is shown in Figure 1. It
was called the Long Island MAN (LIMAN) testbed, and was
supported by ESnet as a DOE-funded testbed for networking
research. The high-performance hosts, W1 (West 1), E1 (East
1), and E2 (East 2), were Intel Xeon Nehalem E5530 models
(2.4GHz CPU, 24GB memory) and ran Linux version 2.6.33.
The application hosts, WA (West App-host) and EA (East App-
host), were Intel Dual 2.5GHz Xeon model and ran Linux
2.6.18. The routers, WR (West Router) and ER (East Router),
were Juniper MX80’s running Junos version 10.2. The link
rates were 10 Gbps from the high-performance hosts to the
routers, 1 Gbps from the application hosts to the routers, and
10 Gbps between the routers.

Host W1 and router WR were physically located in New York
City, while the East-side hosts and routers, and host E2, were
physically located in the Brookhaven National Laboratory
(BNL) in Long Island, New York. Host E2 was connected to
router WR via a circuit provisioned across the Infinera systems
of the underlying optical network as shown in Figure 1.

Each experiment consists of four steps: (i) plan the ap-

plications required to test a particular QoS mechanism, (ii)
configure routers to execute the selected QoS mechanisms
with corresponding parameter settings based on the planned
application flows, (iii) execute applications on end hosts to
create different types of flows through the routers, and (iv)
obtain measurements for various characteristics, e.g., through-
put, packet loss, and delay, from the end-host applications as
well as from packet counters in the routers.

A preliminary set of experiments were conducted to deter-
mine the specific manner in which the egress-side link capacity
was shared among multiple virtual queues. Theoretically, the
transmitter can be strictly partitioned or shared in a work-
conserving manner. If strictly partitioned, then even if there
are no packets waiting in one virtual queue, the transmitter
will not serve packets waiting in another queue. In this mode,
each queue is served at the exact fractional rate assigned to
it. In contrast, in the work-conserving mode the transmitter
will serve additional packets from a virtual queue that is
experiencing a higher arrival rate than its assigned rate if there
are no packets to serve from the other virtual queues. The
buffer is always strictly partitioned between the virtual queues
in the routers used in our experiments.

Figure 2 illustrates how a combination of QoS mechanisms
was used in our experiments. First, incoming packets are
classified into multiple classes based on pre-configured firewall
filters, e.g., α-flow packets are identified by the source-
destination IP address prefixes and classified into the α class.
Second, packets in some of these classes are directly sent to
corresponding egress-side virtual queues, while flows corre-
sponding to other classes are subject to policing. A single-
rate token bucket scheme is applied. If an arriving packet
finds a token in the bucket, it is marked as being in-profile;
otherwise, it is marked as being out-of-profile. Third, for some
policed flows, in-profile and out-of-profile packets are sent to
separate egress-side virtual queues, while packets from other
policed flows are subject to WRED before being buffered in a
single virtual queue. On the egress-side, each virtual queue is
assigned a priority level, a fractional allocation (expressed as a
percentage) of link capacity, and a fractional allocation of the

Figure 2. Illustration of QoS mechanisms in a router.
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buffer. As noted in the previous paragraph the buffer allocation
is strictly partitioned while the transmitter is shared in work-
conserving mode. Fourth, the WFQ scheduler decides whether
a virtual “queue is in-profile or not,” by comparing the rate
allocated to the queue and the rate at which packets have been
served out of the queue. Finally, the PQ scheduler selects the
queue from which to serve packets using their assigned priority
levels, but to avoid starvation of low-priority queues, as soon
as a large enough number of packets are served from a high-
priority queue to cause the status of the queue to transition to
out-of-profile, the PQ scheduler switches to the next queue in
the priority ordering. When all queues become out-of-profile,
it starts serving packets again in priority order. It is interesting
that while the policer is flagging packets as in-profile or out-
of-profile on a per-flow basis, the WFQ scheduler is marking
queues as being in-profile or out-of-profile.

B. Experiment 1

1) Purpose and execution: The goals of this experiment
were to (i) determine the router buffer size, (ii) determine
the default mode used in the routers for link capacity (rate)
sharing (between the two options of strict partitioning and
work-conserving), and (iii) compare these two modes. Corre-
spondingly, three scenarios were tested with different router
configurations. To control rate and buffer allocations, the
router software required the configuration of a virtual queue
on the egress interface, even if it was just a single queue to
which all flows were directed. In scenario 1, by modifying the
buffer allocation for the virtual queue, router buffer size was
determined. In scenario 2, by modifying the rate allocation, the
default mode for capacity sharing was determined. Finally, in
scenario 3, the router was explicitly configured to operate in
the two different modes for comparison.

As per our execution methodology, the first step was to
plan applications. For the first two scenarios, we planned
to use two UDP flows created by the nuttcp application,
and a “ping” flow to send repeated echo-request messages
and receive responses. The purpose of the ping flow was to
measure round-trip delays. While other applications could be
used to emulate delay-sensitive flows, we chose a simple ping
flow as it was sufficient for our needs. The UDP flow was used
to fill up the router buffer. Only one UDP flow was required
for the third scenario. Hosts W1 and E2 were used to generate
the two UDP flows, both of which were destined to host E1.
Different hosts were used to achieve high transfer rates. The
ping flow sent messages from host WA to host EA. Therefore,
contention for buffer and bandwidth resources occurrred on
the link from router WR to router ER.

Our next step was to configure the routers. A single virtual
queue was configured on the output interface from WR to
ER, and all application flows were directed to this queue. In
scenario 1, the whole link capacity was assigned to the virtual
queue, but the buffer allocation was changed from 20% to
100%. In scenario 2, the assigned rate was varied from 1%
to 100%, while the buffer allocation was set to 100%, and in

scenario 3, the rate and buffer allocations were set to 20%,
and the capacity sharing mode was explicitly configured.

Next, we executed the experiments corresponding to the sce-
narios. For the first two scenarios, each nuttcp application
was initiated with the sending rate set to 7 Gbps, resulting in a
total incoming rate of 14 Gbps in order to fill up the buffer of
the 10 Gbps WR-to-ER interface. Due to the resulting packet
losses, nuttcp at the receiving host E1 reported rates of
approximately 5 Gbps for each UDP flow. In scenario 3, the
sending rate of the single UDP flow was set to 3 Gbps. This
was sufficient given the 20% rate allocation to the configured
virtual queue on the WR-to-ER link in this scenario. In all
three scenarios, the UDP flows and ping flow were run for 60
seconds.

Finally, for the first and third scenarios, round-trip time
(delay) measurements were obtained from the ping application
on the WA host. For the second scenario, router counters for
outgoing packets on the WR-to-ER link were read in order
to find the number of packets transmitted within 60 seconds
under different rate allocations.

2) Results and discussion:

Router buffer size: The ping packet delay measured in
scenario 1 is plotted against the ping packet number, which is
effectively the same as time, in Figure 3. With increasing time,
the ping delay increases gradually because the nuttcp UDP
packets start filling the buffer partition allocated to the virtual
queue on the WR-to-ER interface. The minimum ping delay
(2.1 ms) was observed when there were no UDP flows, i.e.,
there was no background traffic. The maximum delay (102
ms) was observed when the buffer allocation for the virtual
queue was 100%.

In the various plots of Figure 3, the buffer allocations for
the virtual queue are indicated. When the buffer allocation
was limited to 20%, the delay was only 22.2 ms, while when
the buffer allocation was set to 100%, the ping delay was
higher because the whole buffer had filled up. Recall that the
aggregate arrival rate of packets destined for the WR-to-ER link
was 14 Gbps, while the outgoing link rate was only 10 Gbps.

Based on these observations, the buffer size for the WR-to-
ER egress interface can be computed as follows:

10 Gbps× (102− 2.1) ms = 125 MB (1)

Default mode for link capacity sharing: From the experi-
ments conducted in Scenario 2, the router counters for the WR-
to-ER were recorded, and are shown in Table I. The reported
packets were almost the same for all values of the link capacity
allocation. Recall that the buffer allocation was set to 100%
for this scenario. In other words, even if only a 1% rate
was assigned to the virtual queue in which packets from all
three flows were held, the virtual queue was served at 100%
capacity. This result verifies that the default mode of operation
for the tested router is the work-conserving mode.

Comparison of the two rate sharing modes: Two rate
sharing strategies, strictly partitioned and work conserving,
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Figure 3. Experiment 1 scenario 1 results: Ping delay for different buffer
allocations (rate allocation was 100%).

Figure 4. Experiment 1 scenario 3: Results comparing the two rate sharing
modes (rate and buffer allocation was 20%).

were compared in Scenario 3. Figure 4 shows the ping
delay results under these two configurations. In the strictly
partitioned configuration, ping delays built up to 102 ms.
Recall that for scenario 3, the virtual queue rate and buffer
allocations were set to 20%, which was confirmed as follows:

R =
125 MB × 0.2

(102− 2.1) ms
= 2 Gbps (2)

Under the work-conserving configuration, ping delay was
only 2.1 ms (the round-trip time with no background traffic).
Recall that the UDP flow sending rate was 3 Gbps in this
scenario, while the rate allocation was only 2 Gbps. Yet there
was no queue buildup in the buffer, which means the egress
interface was served at a rate greater than 3 Gbps. Thus, in
the work-conserving mode, virtual queues that have packets
are served with excess capacity, if any.

C. Experiment 2

1) Purpose and execution: The goals of this experiment
were to (i) determine whether α flows have adverse effects on
real-time flows, and (ii) determine whether a scheduling-only
no-policing solution of α-flow isolation to a separate virtual
queue is sufficient to meet the first goal of keeping non-α flow
delay/jitter low.

The first step was to plan a set of applications. We decided
to use four nuttcp TCP flows and a ping flow. The TCP
version used was H-TCP [20] because it is the recommended
option to create high-speed (α) flows [21]. Two of the TCP
flows carried data from host E2 toward host W1, while the
other two TCP flows were from E1 to W1. The ping flow
was from EA to W1. Therefore, in this experiment, contention
for buffer and bandwidth resources occurred on the link from
router WR to host W1. Although the high-performance host
W1 was the common receiver for all flows, there was no
contention for CPU resources at W1 because the operating
system automatically scheduled the five receiving processes
to different cores.

The second step was to configure the routers. For compari-
son purposes, this experiment required two configurations: (i)
1-queue: a single virtual queue was defined on the egress
interface from WR to W1, and all flows were directed to this
queue, and (ii) 2-queues: two virtual queues (α queue and
β queue) were configured on the egress interface from WR to
W1, and WFQ scheduling was enabled with the following rate
(and buffer) allocations: 95% for α queue and 5% for β queue.
The priority levels of the α and β virtual queues were set to
medium-high and medium-low, respectively. In the 2-queues
configuration, two additional steps were required. A firewall
filter was created in router WR to identify packets from TCP
(α) flows using their source and destination IP addresses. A

TABLE I. EXPERIMENT 1 SCENARIO 2: PACKET COUNTER VALUES OBSERVED AT ROUTER WR FOR ITS WR-TO-ER INTERFACE.

Link rate allocation 1% 20% 40% 60% 80% 100%
Number of packets transmitted on
the WR-to-ER link 51924370 51536097 52755553 52669911 52786301 52637553
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Figure 5. Experiment 2: Top graph shows the delays experienced in the ping
flow under 1-queue and 2-queues configurations; bottom graph shows the
aggregate TCP flow throughput.

class-of-service configuration command was used to classify
these packets as belonging to the α class and to direct packets
from these flows to the α queue on the egress interface from
WR to W1. By default, all other packets were directed to the
β queue, which means that packets from the ping flow were
sent to the β queue.

In the third step, the applications were executed as follows.
The four TCP flow execution intervals were: (0, 200), (20,
160), (40, 140), and (60, 120), respectively, while the ping
flow was executed from 0 to 200 seconds.

Finally, throughput measurements as reported by each
nuttcp sender were collected, as were the delays reported
by the ping application.

2) Results and discussion: The top graph in Figure 5
illustrates that the scheduling-only no-policing solution of
configuring two virtual queues on the shared egress interface
and separating out the α flows into their own virtual queue
leads to reduced packet delay/jitter for the β flow. In the 1-
queue configuration, the mean ping delay was 60.4 ms, and
the standard deviation was 29.3 ms, while in the 2-queues
configuration, the mean ping delay was only 2.3 ms, with a
standard deviation of 0.3 ms.

In the 2-queues case, since the rate of the ping flow was
much lower than the 5% allocated rate for the β queue, the β
queue was in-profile, and hence the ping-application packets
were served immediately without incurring any queueing
delays.

The bottom graph in Figure 5 shows the aggregate through-
put of the four TCP flows. A comparison of this throughput
graph with the top ping-delay graph shows the following:

(i) when the aggregate TCP throughput increased from 9.4
Gbps to 10.7 Gbps at time 22, and the ping delay increased
from 3 ms to 82 ms. The nuttcp application reports average
throughput on a per-sec basis. Therefore, while the total
instantaneous throughput cannot exceed 10 Gbps (link rate),
the sum of the per-sec average throughput values for the
four TCP flows sometimes exceeds 10 Gbps, (ii) when the
aggregate TCP throughput dropped from 10.6 Gbps to 9.3
Gbps at time 49, the ping delay dropped from 92 ms to 22
ms, correspondingly, and (ii) throughput drops at 85, 121, 141,
and 161 sec coincided with ping-delay drops.

D. Experiment 3

1) Purpose and execution: The goals of this experiment
were to (i) compare a 2-queues configuration (scheduling-only,
no-policing) with a 3-queues configuration (scheduling and
policing), and (ii) compare multiple 3-queues configurations
with different parameter settings.

As per our execution methodology, the first step was to plan
applications. To study the behavior of the QoS mechanisms,
one nuttcp TCP flow and one nuttcp UDP flow (back-
ground traffic) were planned. The UDP flow carried data from
host E2 toward host W1, while the TCP flow was from E1 to
W1. Contention for buffer and bandwidth resources occurred
on the link from router WR to host W1.

In the second step, the router WR was configured with the
following QoS mechanisms. The 2-queues configuration was
the same as in Experiment 2 (no-policing), except that both
queues were given equal weight in sharing the rate and buffer
(50% each). For the 3-queues configurations, the allocations
for the three queues (α, β, and SS) to which in-profile TCP-
flow packets, UDP and ping packets, and out-of-profile TCP-
flow packets, were directed, respectively, are shown in Table II.
The priority levels of these three virtual queues were medium-
high, medium-low, and low respectively. The policer was
configured to direct in-profile TCP-flow packets (≤ 1 Gbps
and burst-size ≤ 31 KB) to the α queue, and out-of-profile
packets to the SS queue.

In the third step, experiment execution, the UDP flow rate
was varied from 0 Gbps to 3 Gbps in a particular on-off pattern
as shown in the top graph of Figure 6, and the TCP flow was
executed for the whole 200 sec. Finally, the same performance
metrics were collected as in Experiment 2.

2) Results and discussion: Figure 6 shows the TCP
throughput under the four configurations (one 2-queues and
three 3-queues) for different rates of the background UDP
flow. When the UDP flow rate was non-zero, since some
of the plots overlap, we have summarized the mean TCP-
flow throughput in Table II. When there was no background
UDP traffic, the throughput of the TCP flow was around 9.1
Gbps for all four configurations as seen in the first row of
Table II. As the background traffic load was increased, the
throughput of the TCP flow in all the 3-queues configurations
dropped more rapidly than in the 2-queues configuration, e.g.,
when the background UDP-flow rate was 3 Gbps, the TCP
throughput was in the 300-610 Mbps range for the 3-queues
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Figure 6. Experiment 3: The x-axis is time measured in seconds; the top graph
shows the on-off mode in which the UDP rate was varied; the lower graph
shows the TCP flow throughput under the four configurations.

TABLE II. EXPERIMENT 3: α-FLOW THROUGHPUT UNDER DIFFER-
ENT BACKGROUND LOADS (UDP RATE) AND QOS CONFIGURA-
TIONS.

UDP
rate

α-flow throughput (Gbps)

(Gbps) Percentages for 2-queues (α, β) and
3-queues (α, β, SS) configurations

(50,50) (49,50,1) (30,50,20) (10,30,60)
0 9.12 9.09 9.07 9.12
0.5 8.92 6.62 6.06 6.83
1 8.43 5.22 5 2.12
1.5 7.94 3.78 3.67 2.82
2 7.44 2.7 1.93 0.92
2.5 6.95 0.33 1.38 0.69
3 6.46 0.34 0.38 0.61

configurations, while the TCP throughput was 6.5 Gbps for
the 2-queues scenario (see last row of Table II).

In addition to explaining the first and last rows of Table II,
we provide an explanation for the drop in TCP-flow throughput
in the last column of the row corresponding to UDP rate of 1
Gbps, which highlights the importance of choosing the WFQ
allocations carefully.

Explanation for the first row of Table II: The explanation for
the TCP-flow throughput when there was no background traffic
is straightforward in the 2-queues configuration. As there were
no packets to be served from the β queue and the transmitter
was operating in a working-conserving manner, the β queue’s
50% allocation was used instead to serve the α queue, and

correspondingly the TCP flow enjoyed the full link capacity.
The explanation for the TCP-flow throughput values ob-

served in the 3-queues configurations requires an understand-
ing of the packet arrival pattern to the policer (see Figure 2)
and the rate at which packets leave the policer. When TCP-
flow throughput was almost the line rate (over 9 Gbps), then
the rate at which in-profile packets left the policer was almost
constant at 1 Gbps. This is because the token generation rate
was 1 Gbps and packet inter-arrival times were too short for a
significant collection of tokens in the bucket. Therefore, in an
almost periodic manner, every tenth packet of the TCP flow
was marked as being in-profile and sent to the α queue and the
remaining 9 packets were classified as out-of-profile and sent
to the SS queue. Given that in all the 3-queues configurations,
the α queue was assigned at least 10% of the link rate/buffer
space, the WFQ scheduler determined that the α queue was
in-profile, and the PQ scheduler systematically served 1 packet
from the α queue followed by 9 packets from the SS queue
thus preserving the sequence of the TCP-flow packets. In the
(49,50,1) configuration, 9 packets were served out of the SS
queue in sequence even though the queue was out-of-profile
after the first packet was served. This is because there were
no packets in the β queue and none in the α queue given
the policer’s almost-periodic direction of 1-in-10 packets to
this queue. Since no packets were out-of-sequence or lost, the
TCP-flow throughput remained high at above 9 Gbps in all
the 3-queues configurations.

Explanation for the last row of Table II: When there was
background nuttcp UDP traffic at 3 Gbps, in the 2-queues
configuration, it is easy to understand that the nuttcp TCP
flow was able to use up most of the remaining bandwidth,
which is the line rate minus the rate of background nuttcp
UDP flow, and hence the TCP-flow throughput was about 6.5
Gbps.

The explanation for the low nuttcp TCP throughput in the
3-queues configurations is that the opposite of the systematic
behavior explained above for the first row occurred here. When
the incoming packet rate to the policer was lower than the
line rate, the token bucket had an opportunity to collect a
few tokens. Therefore, when TCP-flow packets arrived at the
policer, a burst of them was classified as in-profile (since for
every token present in the bucket, one packet is regarded as
being in-profile), and sent to the α queue. These were served
in sequence, but because the transmitter had to serve the β
queue (for the UDP flow), the pattern in which the policer
sent packets to the α queue and SS queue is unpredictable and
involved bursts. This resulted in TCP segments arriving out-
of-sequence at the receiver (as confirmed with tcpdump and
tcptrace analyses presented in the next section). Out-of-
sequence arrivals trigger TCP’s Fast retransmit/Fast recovery
algorithm, which causes the sender’s congestion window to
halve resulting in lower throughput.

Explanation for the last-column entry in the row corre-
sponding to 1 Gbps in Table II: The TCP-flow throughput
dropped much faster from 6+ Gbps to 2.12 Gbps when UDP
rate increased from 0.5 to 1 Gbps in the (10,30,60) 3-queues
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TABLE III. EXPERIMENT 4: QOS CONFIGURATIONS; OOP: OUT-OF-
PROFILE.

WFQ allocation
Configuration Policing 2-queues:(α,β) WRED

3-queues:(α,β,SS)

2-queues None (60,40) NA
3-queues + OOP to
policing1 SS queue (59,40,1) NA
3-queues + OOP to
policing2 SS queue (20,40,40) NA
2-queues +
policing + Drop prob. =
WRED WRED (60,40) queue occ.

configuration than in the other two 3-queues configurations.
This is explained using the above-stated reasoning that when
the TCP-flow packets do not arrive at close to the line rate,
the inter-packet arrival gaps allow the token bucket to collect
a few tokens, making the policer send bursts of packets to the
α queue. In this (10,30,60) configuration, after serving only
one packet from each burst, the WFQ scheduler found the α
queue to be out-of-profile since its allocation was only 10%
or equivalently 1 Gbps. This led to a greater number of out-
of-sequence arrivals at the TCP receiver than in the other two
3-queues configurations, and hence lower throughput.

In summary, the higher the background traffic load, the
lower the nuttcp TCP-flow packet arrival rate to the policer,
the larger the inter-arrival gaps, the higher the number of
collected tokens in the bucket, and the larger the number of in-
profile packets directed to the α queue. If the WFQ allocation
to the α queue is insufficient to serve in-profile bursts, packets
from the α queue and SS queue will be intermingled resulting
in out-of-sequence packets at the receiver. This fine point
notwithstanding, the option of directing out-of-profile packets
from the policer to a separate queue appears to be detrimental
to α-flow throughput. We conclude that the second goal of high
α-flow throughput cannot be met with this policing approach.
In the next experiment, a different mechanism for dealing with
out-of-profile packets was tested.

E. Experiment 4

1) Purpose and execution: The goal of this experiment was
to compare the approach of applying WRED to out-of-profile
packets rather than redirecting these packets to a scavenger-
service queue as in Experiment 3. The planned applications
were the same as in Experiment 3, i.e., to generate one
nuttcp TCP flow and one nuttcp UDP flow.

The next step was router configuration. Four configurations
are compared as shown in Table III. In the fourth option,
Out-of-Profile (OOP) packets are dropped probabilistically at
the same rate as the fraction of α-queue occupancy. In other
words, if the α queue has 50% occupancy, then 50% of the
OOP packets are dropped on average. The policing rate and
burst size settings were the same as in Experiment 3.

Both the TCP and UDP flows were executed for 200 sec,

Figure 7. Experiment 4: The x-axis is time measured in seconds; the top graph
shows the on-off mode in which the UDP rate was varied; the lower graph
shows the TCP flow throughput under the four configurations.

but unlike in Experiment 3, the rate of the UDP flow was
maintained unchanged at 3 Gbps for the whole time period.
Finally, in addition to the previously used methods of obtaining
throughput reports from nuttcp, two packet analysis tools,
tcpdump and tcptrace, were used to determine the num-
ber of out-of-sequence packets at the receiver. Additionally, to
find the number of lost packets, a counter was read at router
WR for the WR-to-W1 link before and after each application
run.

2) Results and discussion: The lower graph in Figure 7 and
Table IV show that the TCP-flow throughput is highest in the
2-queues (no-policing) scenario, with the WRED option close
behind. The policing with WRED option performs much better
than the options in which out-of-profile (OOP) packets are
directed to an SS queue. In the WRED-enabled configuration,
the TCP flow experiences a small rate of random packet loss,
as shown in Table IV, while in 3-queues configurations, there
were much higher numbers of out-of-sequence packets. The
out-of-sequence packets in the WRED-enabled configuration
result from the 15 lost packets, and are not independent events.

Surprisingly, even though the number of out-of-sequence
packets was larger for the 3-queues+policing1 con-
figuration, the throughput was higher in that configuration.
This implies that fewer number of the out-of-sequence packets
caused triple-duplicate ACKs in the first case. But this pattern
is likely to change for repeated executions of the experiment.

Finally, Figure 7 shows that in the 2-queues (no-policing)
configuration, there was degradation of throughput soon after
the flow started. Also, Table IV shows a loss of 5050 pack-
ets (the 4076 out-of-sequence packets were related to these
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TABLE IV. EXPERIMENT 4: NUMBER OF OUT-OF-SEQUENCE PACKETS AND LOST PACKETS FOR DIFFERENT QOS SETTINGS.

Measure 2-queues 3-queues+ 3-queues+ 2-queues+
policing1 policing2 policing+wred

Average throughput 6 Gbps 0.92 Gbps 0.47 Gbps 5.6 Gbps
Num. of out-of-sequence
packets at the receiver 4076 8812 7199 15
Num. of lost packets at
the WR-to-W1 router link 5050 0 0 15

losses). Using tcptrace, we found that these losses occurred
at the start of the transfer. This is explained by the aggressive
growth of the congestion window (cwnd) in H-TCP, which
uses a short throughput probing phase at the start. During the
1st second, the throughput of the TCP flow averaged 5.7 Gbps.
The 5050 lost packets occurred in the 2nd second. These losses
occurred in the WR router buffer on its egress link from WR
to W1. If H-TCP increased its cwnd to a large enough value
to send packets at an instantaneous rate higher than 7 Gbps,
then given the presence of the UDP flow at 3 Gbps, the α
queue would fill up. From Experiment 1, we determined that
the particular router used as WR has a 125 MB buffer. Since
the buffer is shared between the α and β queues in a strictly
partitioned mode with the 60-40 allocation, the α queue has
75 MB, which means that if the H-TCP sender exceeds the 7
Gbps rate by even 600 Mbps, the α queue will fill up within
a second. Inspite of this initial packet loss, the 2-queues
no-policing configuration achieves the highest throughput. In
the next experiment, we consider the question of whether the
use of policing and WRED has a fairness advantage when
multiple α flows share a queue.

F. Experiment 5

1) Purpose and execution: The goal of this experi-
ment was to understand how two α flows compete for
bandwidth under different 2-queues configurations: with-
out policing (2-queues), and with policing and WRED
(2-queues+policing+WRED). In a first scenario, the α
flows had similar round-trip times (RTTs), while in a sec-
ond scenario, the RTTs differed significantly. We expected a
fairness advantage for the policing/WRED scheme, but found
the opposite. This is because neither of the two policed α
flows honored their assigned rates, and while under the no-
policing scheme the TCP flows adjusted their sending rates
and had no packet losses, the deliberate packet losses in
the policing/WRED scheme lowered throughput and resulted
in a lower fairness. Thus, the no-policing configuration out-
performs the configuration with policing and WRED from
both throughput and fairness considerations when neither flow
honors the policed rate.

The first step was to choose applications. Two nuttcp TCP
flows were planned. The first TCP flow (TCP1) was from host
E2 to host W1, and the second TCP flow (TCP2) was from
host E1 to host W1. The RTTs were similar but not exactly

the same. The RTT was 1.98 ms on the E2-to-W1 path and
2.23 ms on the E1-to-W1 path, because the latter path passes
through an additional router, ER.

The router configurations were as follows. In the
2-queues configuration, packets from both TCP flows were
directed to an α queue, with the rate and buffer allocations
set to (60,40) for the α and β queues, respectively. In the
2-queues+policing+WRED configuration, the policing
rate/burst size settings were the same as in Experiment 3, and
Out-of-Profile (OOP) packets were dropped probabilistically
with the same settings as in Experiment 4 ([0,100] drop
probability corresponding to [0,100] buffer occupancy.
TCP1 and TCP2 execution intervals were (0, 200) and (51,

151), respectively. In the different-RTTs scenario, the RTT of
TCP2 was increased by 50 ms using tc. Finally, through-
put and retransmission data were collected every second by
nuttcp at the senders.

2) Results and discussion: Experimental results are pre-
sented for the similar-RTT and different-RTTs scenarios.

Similar-RTT scenario:
Figure 8 shows the throughput of the two TCP flows when

they compete for the bandwidth and buffer resources of the
α queue. In the 2-queues configuration, the throughput of
TCP1 was approximately 9.4 Gbps for the first 50 seconds,
but dropped to 7.1 Gbps at t = 51, since TCP2 was initiated
then. In the 52nd second, both flows suffered packet losses,
with TCP1 requiring 2418 retransmissions and TCP2 requiring
3818 retransmissions. Since the sum of the rates of the flows
exceeded 10 Gbps, it caused losses and retransmissions in
the 52nd sec. After the 52nd second, there were no retrans-
missions on either flow. The per-second throughput recorded
by nuttcp, from t = 51 to t = 151 during which both
TCP flows were active, is shown in Figure 9. As the buffer
filled up and queueing delays increased, TCP acknowledg-
ments (ACKs) would have been delayed causing RTT for
TCP1 to increase. This decreased the effective sending rate
(cwnd/RTT). No losses occurred in the rest of the experiment
because as sending rates increased in one or both flows, the
buffer filled up delaying packets, and hence increasing RTT,
which in turn caused the sending rate to drop thus reducing
buffer buildups. This oscillatory behavior can be observed in
the throughput sum plot of Figure 9. The higher rate of TCP1
could be because of the slightly lower RTT for this flow when
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Figure 8. Experiment 5: Throughput of two TCP flows under two QoS
configurations (similar RTTs).

Figure 9. Experiment 5: Throughput of two TCP flows, and their total
throughput in the 2-queues configuration (similar RTTs).

compared to that of TCP2.

TABLE V. EXPERIMENT 5: RETRANSMISSIONS AND THROUGHPUT
OF 2 TCP FLOWS FOR THE POLICING/WRED CONFIGURATION (SIM-
ILAR RTTs).

Time (s) TCP Retrans- Throughput (Gbps)
missions Min Median Max

TCP1 227 2.56 4.84 6.31
51 - 53 TCP2 32 0.46 0.5 1.03

TCP1 14 4.35 7.37 8.98
54 - 69 TCP2 0 0.47 1.78 4.98

TCP1 65 4.26 6.91 8.47
70 - 151 TCP2 3 1.02 2.26 4.26

Next, consider the throughput values of TCP1 and TCP2
in the 2-queues+policing+WRED configuration shown
in Figure 8. From t = 51, TCP1 suffered losses and its
throughput dropped steadily until it reached 4.35 Gbps, while
TCP2 throughput kept increasing until it reached 4.98 Gbps at
t = 69. The reason why TCP1 throughput dropped is because
of the policing limit of 1 Gbps. Packets exceeding this rate
were marked as out-of-profile. Since TCP1 rate was 9.4 Gbps
at t = 50 just before TCP2 was started, its sending rate was
well above the policing rate of 1 Gbps. Subsequent to reaching
this almost balanced throughput level at t = 69, losses, and
hence retransmissions, were observed on both flows, but there
were more losses in TCP1 (see Table V) because its rate was
higher.

The key difference between the 2-queues and
2-queues+policing+WRED configurations is that
there were no losses in the former configuration after
t = 53, while in the latter configuration both flows kept
experiencing packet losses. This is because in the second
configuration, as both flows exceeded the policing limit of
1 Gbps, a few packets were marked as out-of-profile in
both flows. Recall that under WRED packets are dropped
probabilistically at a rate equal to buffer occupancy, and since
the buffer will sometimes have packets, losses are inevitable
in the 2-queues+policing+WRED configuration. When
losses occurred under the 2-queues+policing+WRED
configuration, the slight edge in RTT for TCP1 may account
for its higher throughput when compared to TCP2. TCP1
maintained an average rate of 6.86 Gbps from t = 70 to
t = 151 when TCP2 was terminated, at which point TCP1
recovered its rate to 9.4 Gbps. The TCP2 average throughput
from t = 70 to t = 151 was smaller at 2.35 Gbps. A loss
detected with triple duplicate ACKs results in a halving of
cwnd, which is equivalent to halving the sending rate. TCP1
operated in a higher range of cwnd values when compared
to TCP2.

Using Jain’s fairness index [22],

f(x) =
(
∑n

i=1 xi)
2

n·
∑n

i=1 x2
i

xi ≥ 0 (3)

and average throughput values across the t = 51 to t = 151
time range, we computed the fairness values to be 0.97 and
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Figure 10. Experiment 5: Throughput of two TCP flows under two QoS
configurations (different RTTs).

0.8 for the 2-queues and 2-queues+policing+WRED
configurations, respectively. This does not imply that the
former is a more fair configuration; it is just that in this
experiment, given that both TCP flows did not honor the
policing limit, policing caused packet losses, and recovery
from packet losses was slower for the longer-RTT path even
if the RTT difference was small. Without policing, there were
no deliberate packet drops in the 2-queues configuration;
instead the TCP senders self-regulated their sending rates.
When the rates were high, buffer occupancy grew, but this
caused RTT to increase, which, in turn, caused a lower sending
rate.

In summary, this experiment showed that policing will result
in decreased throughput for TCP based α flows when two
or more such flows occur simultaneously. In Experiment 4,
policing with WRED did not impact throughput significantly
but there was only one TCP based α flow, unlike in this
experiment.

Different RTTs:
Figure 10 shows the throughput of the two TCP flows with

different RTTs. During the 100-second period when both TCP
flows were active, the throughput of the two TCP flows and
their total throughput are plotted in Figure 11. The throughput
of TCP1 dropped from 9.1 Gbps at t = 50 to 7.1 Gbps at t =
51, since TCP2 was initiated at time 50. In the 57th second,
when TCP2 built up its rate to 2.93 Gbps, which made the
sum of the rates exceed 10 Gbps, both flows suffered packet
losses, with TCP1 requiring 3315 retransmissions and TCP2
requiring 4118 retransmissions. After the 57th second, there
were no retransmissions on either flow. Since the RTT of TCP2

Figure 11. Experiment 5: Throughput of two TCP flows, and their total
throughput in the 2-queues configurations (different RTTs).

was increased by 50 ms, it took 6 sec to reach the time instant
when losses occurred unlike in the similar-RTT scenario in
which both flows experienced losses in 2 sec. In the second
after the losses, TCP1 recovered its throughput back to 9.38
Gbps, while TCP2 throughput decreased from 2.92 Gbps to
11 Mbps.

TABLE VI. EXPERIMENT 5: RETRANSMISSIONS AND THROUGHPUT
OF 2 TCP FLOWS FOR THE POLICING-WRED CONFIGURATION (DIF-
FERENT RTTs).

Time (s) TCP Retrans- Throughput (Gbps)
missions Min Median Max

TCP1 140 3.51 7.6 9.41
51 - 58 TCP2 1 0.003 0.086 0.54

TCP1 107 7.61 8.81 9.35
59 - 151 TCP2 4 0.056 0.42 0.98

Next, we repeated the experiments with the policing and
WRED configuration. The retransmissions and throughput of
the two TCP flows are shown in Table VI. TCP1 experi-
enced losses even after the initial set of losses unlike in
the 2-queues configuration. Consequently, TCP1’s average
throughput was lower in the 2-queues+policing+WRED
configuration (8.98 Gbps) than in the 2-queues configura-
tion (9.1 Gbps), while TCP2’s average throughput was higher
(0.43 Gbps vs 0.41 Gbps). Jain’s fairness index value for
throughput of the two TCP flows was comparable under the
two configurations (0.546 and 0.551 under the 2-queues and
2-queues+policing+WRED configurations, respectively).
The RTT difference was the dominant reason for the unfair
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TABLE VII. EXPERIMENT 6: UDP-FLOW LOSS RATE AND PING DELAY.

β queue UDP rate UDP flow average packet loss rate Average ping delay (ms)
rate and (Gbps) before, during, and after the TCP flow before, during, and after the TCP flow
buffer t ∈ (0-52) t ∈ (53-153) t ∈ (154-200) t ∈ (0-52) t ∈ (53-153) t ∈ (154-200)
allocation
20% 2 0 5.03% 0 2.25 103 2.26
30% 2 0 0 0 2.3 2.25 2.25

Reno 20% 3 0 39.33% 0 2.26 103 2.27
30% 3 0 4.57% 0 2.27 104 2.31
≥ 30% 2 or 3 0 0 0 2.26 2.26 2.26
20% 2 0 5.3% 0 2.27 103 2.27
30% 2 0 0 0 2.27 2.26 2.25

H-TCP 20% 3 0 39.3% 0 2.26 103 2.27
30% 3 0 4.67% 0 2.28 104 2.29
≥ 30% 2 or 3 0 0 0 2.26 2.27 2.27

treatment of TCP2, not the QoS configuration.

G. Experiment 6

1) Purpose and execution: The goals of this experiment
were to (i) identify the impact of QoS provisioning under
changing traffic conditions, and (ii) compare two versions
of TCP: Reno and H-TCP. In the first part, we studied the
effect of enabling QoS control, specifically, the 2-queues
configuration, on changing traffic patterns. For example, what
is the impact of background traffic increasing to 3 Gbps when
the β queue to which background traffic was directed was
allocated only 20% of the rate/buffer capacity on a 10 Gbps
link (based on previous traffic measurements). As α flows
occur infrequently, most of the time, service quality for the
background traffic would be unaffected, but if this surge in
background traffic occurred within the duration of an α flow,
there could potentially be higher losses and delays in the
background traffic than if QoS mechanisms had not been
enabled.

As mentioned in Section III-C, the TCP version used in our
experiments was H-TCP, the recommended option for high-
speed networks [21]. However, although computers dedicated
for high-speed transfers are likely to be configured to use H-
TCP, as the most widely used TCP version is still TCP Reno,
we undertook a comparative experiment.

Three applications were planned for this experiment: one
nuttcp TCP flow (from host E1 to W1), one nuttcp
UDP flow (from host E2 to W1) and one ping flow (from
host EA to W1). In the router configuration step, two queues
were configured: a β queue for the background UDP flow
and the ping flow, and an α queue for the TCP flow. The
rate/buffer allocation (the same percentage was used for both
resources) for the β queue was varied from 20% to 60% in
10% increments, and the allocations for the α queue were set
correspondingly. The applications were executed as follows:
UDP flow and ping flow in the time interval (0, 200), and the
TCP flow in the interval (53, 153). Two rates were used for
the UDP flow: 2 Gbps and 3 Gbps.

2) Results and discussion:

Goal 1: Table VII shows the UDP-flow loss rate and ping
delay under different rate/buffer allocations for the β queue
in the 2-queues configuration. Before the TCP flow was
initiated (the first 53 seconds) and after the TCP flow ends (the
last 47 seconds), even if the rate of the UDP flow exceeded
the allocated rate for the β queue (i.e., 20% allocation when
the UDP-flow rate was 3 Gbps), the UDP flow experienced no
losses, and the ping delay remained at around 2.26 ms, which
implies that there was no buffer buildup in the β queue. This
is because the transmitter was operating in work-conserving
mode, which allowed it to serve packets from the β queue as
the α queue was empty.

During the time interval (53-153) when the TCP flow was
active, with a 20% rate/buffer allocation for the β queue, a
2 Gbps UDP flow suffered a 5% packet-loss rate, and the
ping delay was 103 ms, which means the β queue was full.
When the UDP-flow rate was increased to 3 Gbps, while the
β-queue allocation was held at 20% (to model changing traffic
conditions), the UDP-flow packet loss rate increased to about
39%, and the ping delay remained at 103 ms. Such a significant
loss rate and increased packet delay would not have occurred
had separate QoS classes not been created and the buffer not
been divided. When the UDP-flow rate increased, the TCP-
flow rate would have decreased as it would also have suffered
losses. In the 2-queues configuration, the TCP flow suffered
no losses for both the combinations described above: 20% β
queue allocation with 2 Gbps UDP-flow rate, and the 20%-3
Gbps combination. This is because the TCP flow was directed
to the α queue, which had its own large (80%) buffer/rate
allocation.

Goal 2: The numbers in Table VII show that there was no dif-
ference between H-TCP and Reno with regards to the impact
of the TCP flow on the UDP and ping flows. Furthermore,
Table VIII shows that the TCP flow enjoyed the same rate for
most of its duration. When the background UDP-flow rate was
2 Gbps, the TCP-flow throughput was 7.45 Gbps, and when
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the UDP-flow rate was 3 Gbps, the TCP-flow throughput was
correspondingly lower at 6.45 Gbps, irrespective of β-queue
rate/buffer allocation. The only difference observed between
Reno and H-TCP was in the TCP-flow’s behavior in the first
few seconds as shown in Table IX. Recall the TCP flow was
started at t = 53. With Reno, the number of retransmissions
that occurred in the early seconds drops as the β-queue buffer
allocation was increased (and the α-queue size, to which
the TCP flow was directed, correspondingly decreased). With
smaller α-queue sizes, it appears that the TCP sender starts
reducing its sending rate sooner, and hence there were fewer
losses and retransmissions. We expected H-TCP to suffer more
losses in the initial few seconds as it is more aggressive in
increasing its sending window, but this was not observed. Both
adjusted their sending rates and experienced no losses after the
initial set of losses shown in Table IX.

TABLE VIII. EXPERIMENT 6: TCP-FLOW THROUGHPUT FOR MOST
OF THE DURATION.

Background TCP throughput
(UDP) rate Reno H-TCP
2 Gbps 7.45 Gbps 6.45 Gbps
3 Gbps 7.45 Gbps 6.45 Gbps

TABLE IX. EXPERIMENT 6: TCP-FLOW RETRANSMISSIONS IN ITS
FIRST FEW SECONDS (THE FLOW WAS STARTED AT t = 53).

UDP-flow β-queue rate/ Time Number of
rate buffer alloc. retx pkts

Reno
30% t = 54 6624

2 Gbps 40% t = 54 5811
50% t = 53 4327
60% t = 54 2645
30% t = 54 7673

3 Gbps 40% t = 54 6970
50% t = 53 5137
60% t = 54 3495

H-TCP
30% t = 54 6008

2 Gbps 40% t = 54&55 4322 & 298
50% t = 53 3825
60% t = 54 3966
30% NA 0

3 Gbps 40% t = 54 1423
50% NA 0
60% t = 54 3528

H. Experiment 7

1) Purpose and execution: As described in Section II,
HNTES uses an offline approach by analyzing NetFlow reports
of completed flows to determine source-destination addresses
of α flows, and then uses these addresses to configure firewall

Figure 12. Experiment 7: The impact of an unidentified α flow with and
without HNTES.

filters in ingress routers of a provider’s network to redirect
packets of future α flows to traffic-engineered QoS-controlled
paths. With this scheme, an α flow between a new source-
destination pair will not be identified as such until its NetFlow
reports are analyzed, which most likely will occur after the
flow completes. Such unidentified α flows will be directed to
the β queue in a 2-queues configuration. Since in such a
configuration, buffer resources are partitioned between the β
queue and α queue, the purpose of this experiment was to
study the impact of such unidentified α flows.

Three nuttcp flows were planned for this experiment: a
UDP flow from E2 to W1, TCP flow TCP1 from E2 to W1,
and a second TCP flow TCP2 from E1 to W1. In addition,
a ping flow was executed from from EA to W1. Two router
configurations were used in this experiment: (i) 1-queue: a
single virtual queue was defined on the egress interface from
WR to W1, and all flows were directed to this queue, and (ii)
2-queues: two virtual queues (α queue and β queue) were
configured on the egress interface from WR to W1, and WFQ
scheduling was enabled with the following rate (and buffer)
allocations: 60% for α queue and 40% for β queue.

The execution intervals of the flows, ping, UDP, TCP1,
and TCP2 were (0,200), (0, 200), (42, 101), and (22, 162),
respectively. The rate of the UDP flow was set to 3 Gbps.
We assumed TCP1 to be the unidentified α flow, which was
hence directed to the β queue, while TCP2 was assumed to
be an α flow from a previously seen source-destination pair,
and hence directed to the α queue. The ping and UDP flows
were directed to the β queue. Measurements were collected
from the nuttcp and ping applications.
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2) Results and discussion: The throughput of the two TCP
flows and the ping delays are shown in Figure 12. In the
1-queue configuration, during the 60 seconds when both
TCP flows were active, TCP1 throughput kept increasing to
4.16 Gbps, while TCP2 throughput kept decreasing from 6.5
Gbps to 2.26 Gbps. This is because the RTT was slightly lower
for TCP1 as discussed earlier.

In the 2-queues configuration, TCP1 throughput was only
1 Gbps. This is because the β queue allocation was 40% of
the link rate/buffer, of which 3 Gbps was used by the UDP
flow, and TCP2 was actively consuming the 60% allocation of
the α queue. The mean throughput of the new α flow (TCP1)
in the 1-queue case was 3.2 Gbps, while it was only 0.8
Gbps under the 2-queues configuration. In other words,
the presence of HNTES and the corresponding 2-queues
configuration had an adverse effect on the unidentified α flow,
though as shown in our prior work, most α-flow generating
source-destination pairs send repeated α flows [3].

TABLE X. EXPERIMENT 7: TCP-FLOW RETRANSMISSIONS AND
PING DELAYS.

(sec, no. of (sec, no. of) (sec, ping delay (ms))
TCP1 retx) TCP2 retx)

1-queue configuration
NA (23, 3267) (24, 2.25)
(50, 955) (50, 568) (50, 4.7)

2-queues configuration
NA (22, 8074) (22, 2.3)
(44, 1855) (44, 0) (44, 87.3)
(60, 7) (60, 0) (60, 30.2)
(82, 7) (82, 0) (83, 48.5)

Consider the impact of the unidentified α flow on the
ping flow. In the 1-queue configuration, the ping delay was
around 2.3 ms until TCP2 was initiated at t = 22, at which
instant the ping delay surged up to 65.9 ms as seen in Figure 12
because of the buffer build-up from TCP2 packets. Since H-
TCP is aggressive in increasing its sending rate, in its 2nd

second (t = 23), there were 3267 packet drops as shown in
Table X. With all these losses, ping delay correspondingly
dropped down to 2.25 ms at t = 24. However, the delay
quickly increased back to the 56 ms range peaking at 88.7 ms
at t = 49. As shown in Table X, it took a few seconds after
TCP1 was initiated for both TCP1 and TCP2 to experience
packet losses causing ping delay to drop back down to 4.7
ms at t = 50. Beyond this time instant, neither TCP flow
suffered losses with both adjusting their sending rates based
on received acknowledgments and ping delay peaked at 91.5
ms at t = 101 when TCP1 ended. The ping delay dropped to
34 ms and increased to 47.9 ms at which point it dropped to
2.3 ms at t = 162 when TCP2 ended.

In the 2-queues configuration, the ping delay stayed
around 2.3 ms even after TCP2 was initiated as seen in
Figure 12 (because TCP2 was directed to a different queue),
but increased to 87.3 ms when TCP1 was initiated at t = 43

(since TCP1 representing an unidentified α flow was directed
to the same queue as the ping flow). TCP2 suffered no losses
after the initial losses of 8074 packets in its first second. On the
other hand, TCP1 suffered losses not only in its first second
(1855 losses), but again at t = 60 and t = 82. During these
seconds, ping delay dropped correspondingly from 103 ms at
t = 59 to 30.2 ms at t = 60, and from 103 ms at t = 82
to 48.5 ms at t = 83. These results illustrate that the smaller
buffer allocation for the β queue can have a negative effect
on real-time flows when an unidentified α flow appears.

In summary, QoS partitioning does have negative effects
when mismatched with traffic as shown in Experiment 6,
and when α flows are undetected and hence handled by the
partition set aside for β flows. Nevertheless, the benefits of
QoS partitioning as illustrated in the first five experiments
outweigh these costs.

IV. CONCLUSIONS AND FUTURE WORK

To reduce the impact of large-sized, high-rate (α) transfers
on real-time flows, a Hybrid Network Traffic Engineering
System (HNTES) was proposed in earlier work. HNTES is
an intra-domain solution that enables the automatic identi-
fication of α flows at a provider network’s ingress routers,
and redirects these flows to traffic-engineered QoS-controlled
virtual circuits. The purpose of this work was to determine
the best QoS mechanisms for the virtual circuits used in this
application. Our findings are that a no-policing, two-queues
(one for α flows and one for β flows) solution with weighted
fair queueing and priority queueing is both sufficient and the
best for this application. It allows for the dual goals of reduced
delay/jitter in real-time flows, and high-throughput for the α
flows, to be met.

We studied two types of policing schemes for handling out-
of-profile packets: redirection to a (third) scavenger-service
(SS) queue and Weighted Random Early Detection (WRED)
in which out-of-profile packets are either dropped probabilis-
tically according to some profile or held in the same queue
as in-profile packets. The WRED scheme was better than the
SS-queue scheme because the latter caused out-of-sequence
arrivals at the receiver, which triggered TCP congestion control
mechanisms that led to lower throughput. However, the no-
policing solution was better than the policing/WRED solution
because in this application flows are not likely to honor
the circuit rates and therefore deliberate packet drops are
inevitable in the policing/WRED solution causing lowered
throughput. The negatives of partitioning rate/buffer space
resources between two queues were studied. Our conclusions
are that close network monitoring is required to dynamically
adjust the rate/buffer space split between the two queues as
traffic changes, and the probability of unidentified α flows
should be reduced whenever possible to avoid these flows from
becoming directed to the β queue.

As future work, we plan to develop theoretical and/or sim-
ulation models to characterize the impact of QoS provisioning
schemes on TCP throughput.
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