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Abstract—Virtual Reality applications on Cultural Heritage 
are increasing, according to a general trend towards virtual 
reproduction and interaction mediated by the computer 
system. The effects of this trend, both on education and 
research, are still far from being completely tested and defined. 
The aim of the MediaEvo Project is to develop a multi-channel 
and multi-sensory platform for the edutainment in Cultural 
Heritage, towards integration of human sciences and new data 
processing technologies, for the realization of a digital didactic 
game oriented to the knowledge of medieval history and 
society. The developing of the project has enhanced 
interactions among historical, pedagogical and ICT researches, 
morphological inquiries, data management systems, by means 
of the definition of a virtual immersive platform for playing 
and educating. The platform is also intended to collect 
feedback and validate hypothesis and findings coming from 
researchers. This essay introduces the questions related to the 
educative use of ICT and describes the steps of the 
reconstruction of the town of Otranto in the Middle Ages: data 
collection and integration, organization of work and software 
applications. 

Keywords- Simulation; Edutainment; Virtual Cultural 
Heritage; Urban History 

I.  INTRODUCTION  
There is a worldwide interest in for Virtual Reality (VR) 

technology in Cultural Heritage in order to recreate historical 
sites and events for such purposes as education, special 
project commissions and showcase features at visitor centers. 

The power of VR lies in its ability to open up places and 
to see things not normally accessible to people. VR also 
allows users to explore objects and to experience events that 
could not normally be explored without alterations of scale 
or time. The user can actively participate in creating new 
knowledge by doing and interacting with other users and 
objects in the virtual environment. 

The use of VR has defined new fields inside traditional 
research contexts. Today we consider virtual archaeology, 
virtual architecture or urbanism and so on as defined 

disciplines specialized in enhanced virtual representation or 
reconstruction as a distinctive methodology of approach. 

One of the best uses of virtual models is creating an 
environment to help students to learn about ancient cultures 
and to interact in a new way, using many possibilities for 
collaboration, in a shared social space. 

Recreating or simulating ancient cultures, virtual heritage 
applications create a bridge between historic characters and 
contemporary users. 

There are many experiences of historical environment 
reconstruction, the most successful are available on the web 
or have been presented in international conferences. Some of 
them relate to the elaboration of models or algorithms for 
better representing and reconstructing important sites, others 
explore Augmented Reality applications for Cultural 
Heritage, others test ontological systems for data managing 
and sharing. 

It is a widely held point of view that cultural heritage is 
diminishing continuously. While new treasures emerge from 
places previously unexplored or ignored, a larger number of 
buildings and sites are compromised by natural or human 
action. This process leads to the demise of important 
historical documents and artistic goods. 

The improvement of technological capabilities enriches 
the possibilities for research and protection and enhances 
the value of cultural heritage, thus halting their demise. 

Firstly, the increased speed of communication, data 
exchange and data processing offers to the research 
community the dimension of real-time interconnectivity. 

Secondly, the overall amount of information originating 
from both qualitative and quantitative exploration with the 
support of technologically advanced equipments, compared 
with that of a few decades ago, leads to the possibility of an 
extremely detailed description of reality. 

The systems for cataloguing and managing these data 
have been structured with complex and ontological 
categories (the term ontology refers to a “specification of a 
representational vocabulary for a shared domain of 
discourse - definitions of classes, relations, functions, and 
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other object” [1]) that define common protocols for 
enhancing classification and comparison, even among 
distant users.  

Finally, the elements that constitute the overall sign of 
the times are the possibilities presented by the means for a 
realistic representation of everything that comes from 
research, from the hyper sensorial reproduction of reality to 
the reconstruction of different hypotheses and scenarios. 

The expansion of these means necessitates a contextual 
disciplinary revision of interest to all those in the field of 
humanistic studies. Historians cannot afford to buck the 
trend to a post-literary dimension of knowledge 
transmission or knowledge itself [2]. 

The new phase of contemporary civilization has been 
defined post-modern or, more correctly, post-historic [3], 
for the predominance of representation and hard 
virtualization of reality. 

Evolution in research methodology corresponds to a 
general debate on communication and education closely 
linked to the characteristics of a changing perception of 
teaching, oscillating between experimental impulses and 
conservative attitudes [4], [5], [6]. 

The approach to the historical city, in terms of research 
and understanding both academic and popular, has been 
enriched by new tools and thanks to the development and 
proliferation of advanced technologies. The speed with 
which the use of computers and electronic devices has 
grown by a very wide range of users demands constant 
progress in the ways in which information is gathered, 
managed and transmitted. 

On one hand the virtualization of space has reached such 
levels of mimesis as to influence the perceptual field and the 
capacity for evaluation of the experience. On the other hand, 
this factor, which is destabilizing for the whole field of 
investigation and understanding of reality – already 
predicted nearly half a century ago by various authors –, has 
completely changed the praxis and market for 
entertainment. Thus positively influencing the rate of 
contextual assimilation of the information but also 
negatively affecting concentration spans for its reception. 

The new post-historical and communicative research 
frontier that interprets these processes focuses on the 
possibility of increasing a multidisciplinary approach and 
interchange, reacting in an active way to the promotion of 
cultural heritage and safeguarding against the degenerative 
processes that undermine it.  

Communication and transfer of data nowadays occurs in 
real time, making an infinite amount of information 
available originating from quantitative and qualitative 
investigation. New systems for cataloguing and managing 
this data are organised according to structures of reference 
which are of a formal-ontological nature and ever more 
complex for which common protocols evolve facilitating the 
identification and comparison even of realities which are 
quite distinct from each other. 

Finally, the already immense possibilities for realistic 

representation of all that emerges from research are 
growing, from the information that is detected with extreme 
precision to the different reconstructive hypotheses.  

On this basis, the MediaEvo Project is aimed at creating a 
multichannel and multisensory edutainment platform for 
Cultural Heritage, through the integration of the human 
sciences and Information and Communication Technologies 
(ICT). 

The activities include the creation of an educational 
video game aimed at spreading knowledge of medieval 
society in the area of Salento through the reconstruction of 
the city of Otranto in the XIII century. 

II. RECONSTRUCTING HISTORICAL CONTEXTS 
The virtual reconstruction of a historical landscape can 

be divided in five levels [7]. 
1) The first level, Archaeological Landscape, regards all 

the information coming from physical measurement (we 
choose to call it, properly, Realscape). 

2) The second level is the Interpreted Landscape or 
Mapscape that is defined by the systematic organization of 
data. 

3) The third one is the hypothesis of a possible 
landscape in the past, Ancient Potential Landscape or 
Pastscape. 

4) The fourth level involves the experience of historical 
context through a process of immersion which defines 
contemporary perceptions. With the aid of the social 
sciences this leads to the definition of Perceived Landscape 
or Mindscape. 

5) The final level is the Webscape, the grid of outer 
relations and communication that is useful to test the 
process and collect the necessary feedback. 

In the academic world, the "historic vision" is usually 
limited to professors, scholars and researchers, who share 
the interpretation codes for extracting the ancient landscape 
from the actual one. In this new stream of experimentation, 
geared towards interaction and edutainment, the researcher 
finally becomes part of a system through which to study and 
interpret space.  

In a virtual interactive town, the possibilities of 
information exchange increase dramatically from the static 
reconstruction to the simulation. The simulation allows the 
construction of a platform that adds the definition of game 
rules and plots to interaction and immersion. This allows 
players to easily experience and recognize topographical 
and temporal coordinates of virtual space. In this way the 
past is actualized with real behaviors, producing at the same 
time, the vision of pastscape and mindscape in the virtual 
reality built on realscape and related to the mapscape. 

Studying a town and its historic landscape involves 
different methods of analysis, interpretation and 
communication using digital technologies. Geographical 
Information System (GIS), remote sensing, laser scanning, 
photogrammetry, computer vision, 3D modeling, Virtual 
Reality (VR) and Augmented Reality (AR) are instruments 
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of a multidisciplinary system that links historical 
knowledge, structural recognition, geotopography, geology, 
sociology, urban and architectonic analysis, engineering and 
graphic skills. 

The ancient town, as an information unit, can be defined 
as a meme [8], a cultural unit code that locates and describes 
the process of territorialization of human society. It is the 
space-time relation between man and environment at a 
certain time [9]. 

III. RELATED WORK 
The methodological and disciplinary peculiarities 

concerning VR have opened up new possibilities within 
disciplines that have led on, in the space of only a few years, 
to develop distinct characters of their own. Now days, we 
speak of virtual archaeology, virtual architecture, virtual 
town planning and so on, indicating that part of the 
discipline which is closely linked to material contexts and 
specialized in the reconstruction or verification of classical 
assumptions or of new hypotheses. The pure humanistic 
disciplines (history, philosophy, etc.) are still some way 
from this point. Their contribution, however, is fundamental 
in order to validate all the work in this environment.  

Several VR applications in Cultural Heritage have been 
developed, but only very few of these with an edutainment 
aim. 

Song et al. [10] present the historical and cultural content 
of the reconstructed 3D VE to the general public in a 
pedagogical and entertaining way; they incorporate 
interactive storytelling techniques into a Digital Heritage 
application. Because they believe interactive storytelling 
techniques can enrich the process of exploring the VE since 
each visitor can walk away with a different virtual 
experience. 

Kiefer et al. [11] describe a subclass of location-based 
games, Geogames, which are characterized by a specific 
spatial-temporal structuring of the game events and assert 
that spatial-temporal structuring makes it easy to integrate 
educational content into the course of the game. 

Cutrì et al. [12] study the use of mobile technologies 
equipped with global positioning systems as an information 
aid for archaeological visits. They conclude that the use of 
this kind of technology is an effective tool to promote the 
archeo-geographical value of the site. 

Luyten et al. [13] present Archie, a mobile guide system 
that uses a social-constructionist approach to enhance the 
learning experience for museum visitors. They created a 
collaborative game for youngsters that is built on top of a 
generic mobile guide framework. The framework offers a set 
of services such as a rich interactive presentation, 
communication facilities among visitors and the possibility 
to personalize the interface according to the user group. 

In the work of reconstructing historical or archaeological 
landscapes, extensive experimentation takes place on the net 
or has been presented during the course of international 
conferences. These primarily concern the elaboration of 
algorithmic models in order to better comprehend and 

reconstruct the sites, technological applications for AR 
applied to cultural heritage and ontological systems and data 
management. 

An example of activity in the fields closest to the object 
of the present research is the work of the Institute for 
Architectural and Monumental Heritage [14] which has 
produced various reconstructions of the city of Metaponto 
(in the province of Matera) and of Muro Leccese (in the 
province of Lecce) and the monasteries of Santa Maria of 
Cerrate (province of Lecce) and Jure Vetere in the medieval 
age [15]. 

The reconstruction of the site of Faragola (province of 
Foggia) by the University of Foggia, undertaken as part of 
the Project Itinera [16]and known as Time Machine, fits 
within the trend of an experiential relationship within an 
archaeological context. 

Other applications facilitate access to and reading of the 
cultural patrimony both within the museum and online: 
Appia Antica Project [17], Virtual Rome Project [18], Muvi, 
a virtual museum dealing with daily life in the XX century 
[19], and Nu.M.E. Project, a virtual museum concerned with 
the city of Bologna [20], are all to be considered prominent 
examples of experience relating to the latter. 

On a strongly interactive level and related specifically to 
multichannel edutainment, examples of applications utilizing 
Virtual Collaborative Environments (CVEs) are found in the 
platform City Cluster [21] that permits the user to share in a 
virtual visit of various cities, Quest Atlantis Project [22] for 
teaching about archaeological contexts and Integrated 
Technologies of Robotics and Virtual Environment in 
Archaeology Project [23] that indicates a more professional 
use of VR interaction aimed not only at information 
dissemination but also scientific examination. 

IV. THE MEDIAEVO PROJECT 
The MediaEvo Project aims to develop a multi-channel 

and multi-sensorial platform in Cultural Heritage and to test 
new data processing technologies for the realization of a 
digital didactic game oriented to the knowledge of medieval 
history and society.  

The game is intended as a means to experience a loyal 
representation of the possible scenarios (environments, 
characters and social roles) in the historic-geographical 
context of Otranto during Swabian Age (XIII century).  

We chose Otranto as an example town; Otranto is 
located in the south of Italy. Due to its geographical position 
(in the extreme East of Italy), Otranto was like a bridge 
between East and West. 

The implementation of the edutainment platform is 
strongly influenced by the definition of the scenery that is 
the world in which the framework is placed with the related 
learning objects and learning path, the characters, the 
scene’s objects, the logic and so the rules of the game, the 
audio content, the texts and anything related to its use. 

The framework will have features of strategy games, in 
which the decision-making capacities of a user have a big 
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impact on the result, which in our case is the achievement of 
a learning target. Nevertheless the strategy and tactics are in 
general opposed by unforeseeable factors (provided by the 
game) connected with the edutainment modules, in order to 
provide a higher level of participation, which is expressed in 
terms of the ease with which it is learnt. The idea is to 
provide a competition between the players, during the 
learning. 

The system, on the basis of a well defined learning target 
and eventually based on knowledge of the user, will 
continuously propose a learning path (learning path 
composed of a sequence of learning objects), in order to 
allow the achievement of particular learning results. 

V. MEDIEVAL OTRANTO AS A SCENERY 
The city of Otranto was identified as a unique and 

eloquent historical setting for the project. Although the 
specific field of research was focused on the late middle 
ages, the project is set in a site which has been densely 
inhabited since before the VII century BCE and which 
conserves the signs of the previous cultural stratifications. 

In figure 1 is shown a bird's eye perspective of the old 
town of Otranto [24]. 

The project leaves open the possibility for further work 
on other historical phases with the prospect of developing a 
complete ‘time machine’.  

Through its art, spatial relationships and landscape, 
Otranto provides evidence of the close contact between 
Mediterranean cultures, particularly those of western Roman 
Catholicism, Byzantium and Islam. The year considered 
representative for the medieval reconstruction is 1227 - the 
year in which Emperor Frederick II of Swabia and his court 
entered the city for the first time to embark for the Sixth 
Crusade. 

From the analysis of the monuments and documents, 
numerous useful points that facilitate the multicultural 
experience emerge to enrich the educative platform of 
immediate reference. 

Otranto was officially a bilingual city. Together with 
Latin, Byzantine Greek was officially spoken by the 
archbishop during religious celebrations and both languages 
were taught at San Nicola of Casole - one of the great 
centers of cultural conservation and diffusion known as the 
scriptoria.  

Being a maritime and mercantile city, the languages of 
the populace were many and varied. Throughout its history, 
Otranto has been settled by cultures that have influenced on 
the city on both an historical and artistic level [25], [26]. 

This cultural melting pot produced a particular mix of 
knowledge and traditions, still recognizable in some of the 
customs, handcrafts, and figurative art and in the articulation 
of space in Otranto. Interaction in a local context of this kind 
cannot but represent situations that resonate with the great 
themes of medieval civilization, in a sort of tiny virtual 
encyclopedia. 

 
Figure 1.  Bird's eye perspective of the old tonw of Otranto. 

VI. THE STEPS OF RECONSTRUCTION 
The ancient town of Otranto preserves relevant elements 

that witness Middle Ages culture but also the former and 
latter ones. This could increase the pedagogical purposes and 
place the project in a more complex, complete, "time 
machine" perspective. 

In 1227, when the Emperor Frederick II of Swabia, 
entered the town with his wife and court, Otranto was a 
cultural melting pot. Even if there were two official 
languages, latin and byzantine greek, walking in the town it 
wasn't uncommon to hear people talking in hebrew, 
armenian, vareg, french, provencal, german, arabic, etc. 

All those elements can be reflected in a big deal of 
situations that are useful for educational purposes. In other 
terms we could say that Otranto, as it is represented in the 
game, becomes a compact, interactive, little encyclopedia of 
Middle Ages civilization. 

A. Data acquisition 
The general information we first collect are actual Digital 

Terrain Models (DTM), thematic, technical, hydro-
geological, nautical charts. On local side, surveys and 
metering operations produced maps of street organization, 
urban limits and fortifications, monuments and materials, 
referenced to absolute coordinates (mapscape). 

Information coming from archaeology (published or 
available in archives) has been inserted in topographic 
charts, distinguishing the different historical period [27], 
[28]. 

The overall amount of data acquired and represented 
defines the actual state and conformation of the town 
(realscape) on which we are making a process of subtraction 
(reverse stratigraphy), in order to obtain the urban fabric on 
year 1227. 

Unfortunately, during the last centuries, there has been a 
substantial loss of historical documents. The survived ones 
are not enough to describe efficiently the town in Middle 
Ages. 

The first views of Otranto date to the end of XV century. 
They are more symbolic than realistic. Furthermore, 
historical maps and views have been collected and classified, 
together with relevant documents and plans. 

165

International Journal on Advances in Intelligent Systems, vol 3 no 3 & 4, year 2010, http://www.iariajournals.org/intelligent_systems/

2010, © Copyright by authors, Published under agreement with IARIA - www.iaria.org



B. Data interpretation 
The numerous gaps regarding, above all, the urban structure 
and placement of notable building, monumental and 
functional contexts were filled in part by a historical-urban 
and architectonic analysis in order to establish the spatial 
hierarchy, the urban poles, the lot sizes and the typological 
distribution [29]. 

The material elements were compared with analogous 
situations relating to surrounding areas or cities and 
modulation grids on a typological-functional basis were 
used for the built environment, the objects, the clothes and 
activities. 

The possible scenarios for the era in question were 
added to the base consisting of the above-mentioned data 
(pastscape). This is updated in real time, little by little as the 
extent and detail of the research and representation is 
extended and enriched. 

C. The creation of the urban landscape 
The first phase of the reconstruction involved the use of 

GIS in order to model the georeferenced DTM, on the basis 
of the reconstruction of the hypothesized altitude and sea 
level of the time. On this, the extra-urban roadways were 
identified, defining the hierarchy of pathways and their 
structural characteristics (stone, pressed earth, rock, etc) and 
relating them to the presumed location of the port. 

Reasoning on the basis of vicinity and typology, the 
settlement maps for the various homogenous parts of the city 
were made, starting with the area around the Saint Peter’s 
church. 

The architectonic elements reconstructed were made 
using two modalities. The existing monumental buildings 
were modelled on the basis of a critical reconstructive survey 
which rendered them in their XIII century state, with what is 
supposed to have been lost at the hand of degrade, 
maintenance or restoration integrated into the reconstruction. 

The curtain walls and the residential units of different 
types were based on an analysis of the city and the metrics of 
the time [30], they were reproduced, catalogued and entered 
into a database. For every one of these a set of variations was 
foreseen (form, composition of levels, openings, mouldings, 
surfaces, materials, etc) to distinguish them and promote a 
realistic perception of the game. 

The historic scenario is however a static representation of 
a context. The final goal of interactive reconstruction is the 
definition of an immersive platform able to let players 
experience and feel the socio-cultural values of that period 
(mindscape). This is reached towards the creation of high 
representative interactive contexts: 

• defensive (fortifications, castle); 
• religious (the diocesan space: cathedral-tower bell-

square and the churches); 
• infrastructural (function and hierarchy of road axes, 

identification of the central distribution system and 
its links); 

• commercial (buildings and structure devoted to 
exchange, commerce, distribution and collection of 
goods); 

• intermodal (port, regional roads); 
• sub-urban (expansion areas, non urban functions: 

monasteries, docks, fields, etc.); 
• residential (neighborhood, social-economical-racial 

concentration and building types); 
• artisan (arts and crafts); 
• familiar. 

D. Analysis and findings 

1) The walls 
The defensive context, which includes the city walls, the 

castle, the internal and external garrisons for surveillance and 
responding to attacks, is to be considered the first context of 
reference for reasons of both a cultural and spatial nature.  

By definition in contemporary historiography: a city is an 
urban area surrounded by a ring of walls, inside which men 
of different families and occupations live without 
interruption [31]. 

Until the present day, the city has preserved its defensive 
structure that is the result of sudden, radical defensive 
reorganization after the Christian recapture of the city after 
their tragic expulsion by the Ottomans in 1480. 

The age and the impact of this intervention don’t allow 
us to effectively determine the original medieval image. A 
more circumstantial investigation is required. In relation to 
the historical documentation, the findings of archaeological 
campaigns and above all on the basis of the analysis of the 
urban fabric, some useful considerations relevant to the 
reconstruction can be expressed.  

The historical centre of Otranto is located on a strip of 
land between two watercourses. The natural elevation rises 
to an altitude of approximately 35metres above average sea 
level (in the area of the current cemetery) and falls to an 
average of 14 metres in the ancient city, fronting onto the sea 
at 12 metres.  

The coastline near the city centre is characterised by an 
inlet, which corresponds with the two outlets for the water 
channels and results in a double internal cove that the 
promontory of land constituting the residential centre 
overlooks.  

Between these, the larger of the two water basins, the 
Idro, is a fundamental element for the entire settlement (he 
probably gave the name to the town, according to someone) 
for the fact that it guarantees a minimal, continual supply of 
water in a region which is characterized by an intrinsic lack 
of surface water.  

In figure 2 is shown the definition of hydrographical, 
urban and defensive structures of the Otranto town. 

The geomorphology and hydrology of the site identify a 
natural system that contains within it and influences the 
characteristics of the residential centre both on a functional 
level, in terms of the infrastructure and – above all for the 
ancient and medieval eras – on a strategic-defensive level. 

The archaeological evidence reveals a substantial 
continuous settlement located on the shore of the sea, which 
dates to the Messapian era, made evident by the surviving 
fragments of city walls – often reinforced – brought to light 
in the course of archaeological excavations. 
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Figure 2.  Definition of hydrographical, urban and defensive structures. 

Without going into too much detail regarding preceding 
eras, for the late Middle Ages one can certainly talk of a city 
well defended by parallel rings of walls on the inland side 
and guarded by a system of towers and curtain walls on the 
sea, organized according to the framework usual in the 
poliorcetics of that time (turres, cortinas et barbacanas 
[32]). 

Between the XI and XIII centuries the city did not 
undergo any traumatic events that influenced its form. This 
meant a structural continuity that substantially supported the 
demographic fluctuations and functional needs through 
constant adaptation [33]. We can suppose, then, from that 
period on, a certain saturation of the fabric within the inner 
circle. 

Because of the strategic role of the port, extra-urban 
development occurred in such a way as to assure different 
levels of defence of the settlement, in order to avoid 
exposing large parts of the city and its resources to sacking 
by assailants and to impede direct attack upon the city centre. 

The archaeological evidence which demonstrates the 
existence of an external wall built on the abutments of the 
ancient pre-Roman wall in medieval times supports the logic 
of “parallel rings” (according to a logic consistent with 
continuity and economic rationalism) which were built 
according to a byzantine model with round towers and 
curtain walls whose extension is still faintly visible today in 
the form of the development of the modern city. 

Another wall or system of towers, of which there is 
evidence in a number of pictures, was located along the 
internal coast of the bay, in order to monitor for and repel 
eventual disembarkation by assailants; from the Swabian 
age, the defence of the territory was based on a rational and 
well developed system which involved direct or indirect 
communication between positions, towers and castles [34]. 

2) The castle 
All this system had to have its fulcrum in the castle, the 

location of which during the Middle Ages is still uncertain. 
On the basis of descriptions of the access to the port from the 
sea made in the second half of the XIII century in Lo 

Compasso de navegare e la Puglia we know that the fort 
overlooked the sea [35]. 

The only descriptive reports that we have of the castrum 
in the first half of the 13th century refers to the necessity to 
leads us to imagine a fortification exposed to high tides, 
while at the same time, according to the Compasso intervene 
in order to repair two towers damaged by the sea (due turres 
ex maris percussione continua minantur ruinam [36]). 

The present day form of the area between the port and the 
city, upon that we can hypothesize the medieval castle, was 
probably heavily modified by the excavation of the moat in 
the modern era. From reading the contour lines, from the 
signs of the quarry and the Bastion of Pelasgi, it’s apparent 
that the original rock face was lowered by several metres, 
converting the original and naturally craggy slope, which 
was approximately 7-8 metres above sea level into the 
present day low lying plane which connects the 15th century 
moat with the sea [37], [38]. 

Further confirmation seems to come from the network of 
the urban roads (path matrix), which appears to be “oriented” 
towards what once must have been the ‘sea gate’ defence for 
the castle. 

The constructed masses were then enclosed within a 
system of curtain walls interspersed with towers which 
opened onto the bay where the port was situated; a vital 
place for the economic life of the city. The castle, with its 
functional and symbolic value, was the fulcrum of this 
landscape composition. 

3) The gates 
Questions connected with the closure and defence of the 

urban space are tied to aspects that concern the connection of 
the city with the outside and with the structures of exchange. 

We know from contemporary descriptions that the main 
gate of the city opened onto river Idro while the 
abovementioned seaward gate, opened towards the south 
[39]. Apart from the main gate, a small gate (porticella) 
connected part of the city with the surrounding countryside. 

4) The churches 
On the religious side, two ecclesiastical buildings are 

those best known from the archaeological investigations and 
studies: the cathedral [40] and the St. Peter’s church [41], for 
which functional continuity has been established since the 
Early Middle Ages. 

They can be considered the epicentres of well-defined 
sectors of the city for their importance to the cultural and 
iconological meme of Otranto. 

5) Connections and activities 
The image of the city from the land was mediated by a 

number of churches and monastic settlements outside the 
city walls, residential suburbs or facilities for warehousing 
goods or for the production of handcrafts and other goods. 
The public road that connected the city with Lecce and 
Brindisi to the north and with Castro and Leuca to the south 
skirted the external wall of the city, deviating around the city 
near the port. Along the basin of the river Idro, on the rocky 
banks, a series of caves that probably date back to the cave 
dwelling culture of late antiquity or the Paleochristian period 
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opened up [42]. Based on the principle of continual function 
as seen with other structures, these were probably still in use 
by the lower levels of the population for housing, shelter for 
animals, craft making workshops or as deposits for 
agricultural tools. 

The city of the Late Middle Ages, in periods of political 
stability and before the Saracen raids, passed through a phase 
of consolidation of its economy of scale based on exchange 
and the port. Services and specialisation were developed 
supporting a well-developed social pyramid. This led to a 
marked diversification in the various types of housing, in 
large part erased by the modern walls and by more recent 
reconstruction. 

6) Housing 
The urban fabric within the walls presents obvious 

heterogeneity that is related to the peculiar stratified and 
paratactic condition of its formation. For the area 
overlooking the sea, located on a natural raised plane 
(acropolis), an ordinary, regular, geometric layout, based on 
the model of the classical Greek-Roman atrium-peristyle 
house which was widespread in byzantine town planning 
seems evident (for Otranto, upon an initial analysis of the 
ground floors, a base model of around 15.6x21.8 metres is 
revealed, corresponding to a unit measuring 50x70 byzantine 
feet of 31.2538 centimetres).  

The reading is complicated in the lower areas where 
overlapping fragments of structures that resemble the Roman 
insulae model are positioned in order to accommodate the 
matrix of paths and natural terraces defined by the natural 
contours. 

There are examples of building relating to different 
settlement logic. Such is the case near the cathedral and 
bishop’s palace which is laid out on a east-west axis in 
correspondence with the liturgical orientation, but equally 
obvious is a border area which saturates the area adjacent to 
the linear northern front of the medieval wall, on which the 
Romanesque bell tower sits, then enlarged when the walls of 
the 15th century were erected.  

From the XII century onwards some of these modules 
were replaced with terrace houses that were common in the 
commercial area. The basic type of structure in the medieval 
period, two rooms with vaulting on the ground floor and attic 
in wood on the upper floors [43], was based on the model of 
shop and residence and is found in the historical centre, in 
scattered agglomerations along the pathways. Other lots, 
originally atrium-peristyle houses were substituted in later 
ages (from the XVI century) to make way for the creation, in 
grouping or lines, of aristocratic residences. 

7) Services 
Structural reading based on the recognition of logical 

distribution or relative elementary modules is only one of the 
interpretive keys available. The city of Otranto in the Middle 
Ages was also characterized socially. The scene was brought 
to life by large or small family groups living according to a 
rigid subdivision and hierarchy of tasks: travellers who lived 
in the xenodochia; pilgrim beggars on their way to or from 
the east [44]; merchants and craftsmen; men of religion; 
milites and pedites. 

 
Figure 3.  Schematic plan of supposed medieval Otranto. 

The city itself was a machine designed for defence in 
case of attack, to facilitate or hinder certain categories of 
weapons: the windy road, narrow staircases, conferred an 
operational advantage on the citizens without horses who 
could, working from the land and their windows, fire long 
ranging arms) [45], etc. 

All these layers overlap to define and characterise the 
real object of the research that opens the field to the infinity 
of things that can be expressed by the virtual.  

In figure 3 is shown the schematic plan of supposed 
medieval Otranto showing the hierarchy and distribution of 
routes. In this figure are reported the ancient classic structure 
ante Middle Ages in magenta, the medieval ones according 
to contour lines in light green, the buildings (dwellings in 
orange, ecclesiastical in light grey, towers in brown), the 
spaces (courts in black, gardens and fields in olive green) 
and the fortifications (towers and gates in yellow, walls and 
castle in red). 

The scheme is drawn on the actual ground plan of the 
town (in background white on black) compared to the 19th 
Century plan (in blue). 

VII. 3D MODELING AND GAME ENGINE 
A Digital Terrain Model (DTM) that has been produced 

using ESRI ArcGIS, containing all historical information 
like sea level, rivers, etc. It has been saved in .dif format and 
imported in the game engine.  

 

 
Figure 4.  Digital Terrain Model of Otranto site. 
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Figure 5.  Location of Otranto town in DTM. 

In figure 4 is shown the Digital Terrain Model (with a 
magnification of 5) of the Otranto site and in figure 5 the 
location of the town in this model. 

For building and street modelling, we first used 
AutoCAD, 3ds Max, Cinema 4D. Characters and animation 
are made using 3ds Max. 

Once defined a list of modular elementary residential 
unit, according to the local medieval unit system, we 
composed the urban landscape in which monuments, 
infrastructures and situations are located. 

In Figure 5 is shown the plane-volumetric reconstruction 
in CAD application and in Figure 6 is reported a 3D model 
of actual Otranto. 

VIII. BUILDING OF THE VIRTUAL ENVIRONMENT 
For the building of the virtual environment we used the 

Torque Constructor editor of GarageGames for creating 3D 
architectural contents for the Torque 3D engine.  

 

 
Figure 6.  3D model of buildings distribution. 

For the building of specific monuments, such as Saint 
Peter's Church, the Cathedral and the Castle, we used first a 

CAM in order to obtain a more accurate definition of the 
architectural structures and then we imported these models 
into the Torque 3D engine [46]. 
 

 
Figure 7.  Render view of actual old town of Otranto. 

The choice of the Torque Constructor was prompted by 
technical considerations regarding the ability of software to 
perform a direct mapping of the files “.map”, the 
compatibility level with the Torque Game Engine chosen to 
develop the game, the immediacy and the usability of 
internal tools. The application also includes all the converters 
needed to export file from ‘.map’ to ‘.dif’ compressed 
structure. 

The Torque Constructor has proved to be an efficient tool 
for the direct implementation of 3D graphics models. In 
particular, it has many geometrical tools for the graphic 
processing of the reality context and different controls to 
select the top of the structure or individual brush model.  

All units made in the Torque Constructor have been 
imported into the Torque Game Engine. The initial testing 
step revealed several problems of navigability of the objects. 
These problems were related to the incompatibility between 
the domains of collision associated with the objects imported 
into the three-dimensional environment and the avatar. 

Tests carried out have helped to identify and resolve 
these problems by setting the values associated to the 
collision domains and to the proportions between objects and 
avatars. At present all units are properly imported and 
successfully navigated. 

In Figure 4 a set of residential units are shown. 
In the context of the computer graphics for cultural 

heritage, a stable algorithm has been implemented to import 
CAD objects into the Torque Game Engine platform and to 
ensure navigation into each graphic structure. This technique 
together with an efficient system for exporting textures and 
paintings will be used to realize graphic complex 
environments for the 2D/3D reconstruction in cultural 
heritage.  

The first monument to be modelled has been St. Peter's 
Church, due both to its characteristic of modularity that is 
useful for testing the software and its historical relevance as 
unique byzantine building located in a medieval context. 
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After drawing and importing the church with textures and 
lights we experienced problems with the non-convex objects 
produced by common modelling software that drove us to 
use only Torque dedicated applications like Torque 
Constructor.  

 

 
Figure 8.  A set of residential units 

In Figure 11 is shown the reconstruction of St. Peter’s 
Church and its surroundings; in particular, in 11(a) is 
reported the scheme of the reconstructed church with (in 
black) a chapel that existed in the Middle Ages and was 
afterwards destroyed. 

In Figure 12 is shown the reconstruction of Otranto 
Cathedral; in particular, in 12(a) is reported the mosaic of the 
internal floor of the church. 

IX. PLAYERS AND ARTIFICIAL INTELLIGENCE 
Inside MediaEvo Project has been implemented a 

module to manage the interactions with Artificial 
Intelligence [47]. The artificial intelligence (AI) is necessary 
to establish relations among characters in the virtual game 
and to exchange multimedia information and by prompting 
commands real time. The ability to interact with AI 
characters is the principal key for retrieving knowledge and 
experiences from a virtual reality environment. 

In the MediaEvo Project, the component of Artificial 
Intelligence is based on a graphical interface, with the 
following specifications: the interface should allow the 
starting of the interaction by pushing a default button on the 
keyboard; the interface should provide a choice of 
applications to be given as instructions to the virtual 
character; the interface should display all workable 
interactions with a virtual character. For this purpose, a 
reconfigurable database of instructions has been generated. 

The configurable database has direct access to the AI 
Interactive module. The AI Interactive Module has been 

realized according to the guidelines of the scripts 
implemented in Torque Game Engine [47]. 

In figure 9 is reported the algorithm to manage the 
Artificial Intelligence. 

The AI Interactive algorithm can be divided into two 
main modules: AIT Server Management Code and AIT GUI 
Management Code. When the player selects an item of the 
AIT Queries database, the GUI interface establishes a 
communication between the player and a virtual AI 
character. The selected item contains the instruction that 
could be imparted to the AI character. The instruction is 
managed from the AIT GUI Management Code module that 
encapsulates the information into a single system call. 

Finally, the system call is routed to the AIT Server 
Management Code module and then it is interpreted to 
identify the corresponding action, into the AIT Actions 
database. 

The game has been designed for enabling multi-playing 
in order to provide a real-time interaction with other game 
sessions localized in the reconstructed virtual environment.  

Some multimedia elements are available in the MediaEvo 
platform for the context of edutainment in cultural heritage. 
The main ones are: 1. the availability of audio clips and 
sounds in the game; 2. the use of triggers to start up audio or 
video events when a player reaches some checkpoints or 
thresholds. 

In Figure 10 is shown the visualization of a video that 
pops up when a player gets close enough to the entrance of 
St. Peter’s church. In the same figure 10 is also shown a 
virtual radar, a mean to let players know their position in the 
town and the one of other players. 

X. THE ALGORITHM FOR THE AUDIO AND VOICEIP 
Inside the MediaEvo Project has been implemented a 

module to integrate voice and text interactions between the 
players and other characters located into the Torque virtual 
environment. 

The trigger between the vocal process and the Torque 
virtual environment is realized through a system call 
implemented and built into the kernel of the Torque Game 
Engine.  

 

 
Figure 9.  Artificial Intelligence. 
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Figure 10.  The opening of a multimedia clip video. 

The insertion of the vocal connections can increase the 
interactions with characters and/or players in the virtual 
game and allow performing some input and output that 
normally are performed throughout keyboard, mouse, 
screen, and other input/output devices. 

The possibility to establish a vocal connection with other 
players is one of the best ways for retrieving knowledge and 
experiences during the virtual game. The vocal interaction 
contains some algorithms to realize text-to-speech systems. It 
is also possible to ask some actions directly to the players 
through the audio channel. 

In addition, in the audio module has been implemented a 
system to realize a VoiceIP connection between all players. 
The audio module is based on a simple graphical interface 
provided with a bar that indicates the microphone audio level 
during the vocal conversation and a flag that specifies if the 
audio module is working or not. 

The audio module has been integrated with some scripts 
inside the Torque Game Engine. All the audio conversations 
are transmitted through a protocol compatible with the 
Internet platform. 

The Speaky toolkit [48] has been provided by 
MediaVoice Company, partner of the MediaEvo Project, and 
is based on two modules: the Voice Platform and the Control 
Center Modules. 

The main task of the Voice Platform is to handle the 
voice interaction between the user and the applications. The 
Control Center helps the users to configure Speaky 
parameters.  

The Speaky platform supports Loquendo engine for 
Automatic Speech Recognition (ASR) and Text To Speech 
(TTS) in Italian language. The MediaVoice Company is 
working for a multi-language version of the product. 

The vocal interactions are realized by using a specific 
remote command that can communicate with the Speaky 
Toolkit for imparting voice interactions.  

XI. CONCLUSION AND FUTURE WORK 
The MediaEvo Project has led the researchers to consider 

some of the issues presented by the multidisciplinary nature 
of the project and the close correlation between technical and 
humanistic fields. In particular, conditions were created that 
implied history researchers to test model built using 
information coming from their work. 

In larger terms, the reconstruction of the medieval city 
of Otranto in the MediaEvo Project, determined the 
conditions for testing the overall functionality and systemic 
coherence through the real time production of environments, 
objects, situations, and virtual landscapes, thought up in 
order to represent the totality of knowledge of that times.  

The representation, intended for communicating and 
educating, was designed to open itself up to the interactive 
and multisensory dimension in such a way as to become 
simultaneously subject, object and context of the 
experience. Communication and representation are not 
limited to the pathway of a one-way guided narrative, but 
open up possibilities for more enjoyable elements of 
interaction and a multisensory mediation, in which can 
merge objects, subjects and the experiential context. 

Measured against the notable potential of a virtual 
scenario, a series of properties have been defined 
sufficiently to give the game platform an effective 
educational value [49]. 

By incorporating historical, technical and educational 
considerations the final product presents itself as a 
“complete-open-interactive” environment, with a good 
historical-philological validation, while allowing for 
continuous updating and testing. Since the Middle Ages are 
only partially explored, by these means an ideal extent of 
the knowledge of a context can be represented and 
experienced in its material totality.  

Already tested for other urban realities, by opening itself 
to exponential complexity, the Time Machine is definitively 
becoming a formidable tool for the acquisition of 
knowledge, the enhancement and safeguarding of cultural 
heritage. 

The MediaEvo Project evaluates the premises upon 
which the future development of an historical cyberspace is 
capable of contextualising past experience, in order to 
explore a range of parallel realities based on description and 
philological reconstructions. 

In the MediaEvo Project has also been tested the 
possibility to enjoy the virtual environments using the Apple 
IPhone mobile. The IPhone version of MediaEvo Project 
through the iTGE platform for IPhone Torque is still in 
progress. 
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Figure 11.  The reconstruction of St. Peter’s Church: (a) scheme of the reconstructed church with the later removed chapel in black; (b) virtual model made 

using a CAD software ; (c) the virtual reconstructed church; (d) the church in its surroundings. 

 
 

  
Figure 12.  The reconstruction of Otranto Cathedral. 12(a) facade, exterior view; 12(b) the famous medieval mosaic on the internal floor. 
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Abstract–This paper concerns the development of a 
force feedback enhanced teleoperation system for 
outdoor robotic vehicles navigating in rough terrain 
where true-colour 3D virtual world models of the 
working environment, created from laser and colour 
image scans collected offline, can be explored by walk-
throughs both before and during the robot navigation 
mission itself. In other words, the physical mission 
intended can be partially rehearsed in cyberspace[1]. 
Further, during a mission, the location and orientation 
(localisation) of the vehicle are continually determined 
and global collision-free paths to selected goal 
locations made available as advice to the operator, who 
can follow or ignore such advice at will. Live (real-
time) 3D laser range data also provides an up-to-date 
scan of the volume immediately surrounding the 
vehicle as it moves so that dynamic obstacles can be 
avoided. Local terrain-roughness is taken into account 
in the provision of local collision-free paths, the sub-
goals of which are operator determined. This live 
range data is matched with the pre-scanned range data 
to calculate the accurate robot vehicle localisation 
(position and orientation) which is provided 
continuously during the navigation mission. A force 
feedback 3D joystick reflects terrain roughness as a 
vibration in one axis and the other two axes are used to 
provide a 2D force to attract the operator towards 
following the local optimal collision-free path, but this 
attraction can be easily overridden by the operator. 
The instrumentation and methodologies used for 
localisation, path planning, force feedback 
teleoperation and 3D exploration are presented, 
together with some preliminary experimental results 
for large outdoor, natural environments. 

 
Keywords-Human/Machine Interaction, 

Teleoperation, Localisation, Cyberspace, Robot 
Navigation, Rough Terrain, Force Feedback. 

 
 
 
 
 
 

 
I. INTRODUCTION 

 
In the realm of mobile robot navigation, the 

research community has long held fully autonomous 
operation as the ultimate goal.  Yet, in many 
practical situations, this is not currently possible and, 
in some, not really justifiable or even sought after.  
Two examples where fully autonomous robot 
navigation is ether not sought for or infeasible are 
provided as follows: 

A severely disabled patient may be reliant on 
wheelchair navigation for his/her mobility needs [2]. 
Whilst providing sensor-based obstacle avoidance 
and safe-path guidance may contribute to the user's 
capacity to better engage the world of mobility, fully 
automating the process would impinge upon that 
person's freedom and also cause some reduction of 
capacities supporting independence still held to be of 
value in a quality of life sense.  The second example 
could be in a bush fire fighting situation [3], where 
an operator is available to provide human judgement 
and mission sub-goals but should not be in risk of 
physical injury or death.  Sensor informed feedback 
based teleoperation would suit that situation well.  
Again, some navigation support would be welcomed 
but full automation not really required (nor currently 
feasible). 

This paper concerns remote teleportation of 
robotic vehicles, possibly in fire- fighting or search 
and rescue operations in outdoor rough terrain 
situations, with sensory feedback and path guidance 
support.  The manner in which the human agency 
interacts with the system and interprets newly 
developing situations is considered critical to the 
quality of the navigation in the context of higher 
level mission goals. 

Robot navigation systems have three essential 
components and several more peripheral ones.  
Firstly, the location and orientation (pose) of the 
robot vehicle needs to be known in the context of its 
current working environment.  This is known as 
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'localisation'.  This can be geometrical or topological 
in nature and may depend on the recognition of man-
made or natural landmarks. Various instruments such 
as global positioning systems (GPS), flux-gate 
compasses, wheel odometry, video cameras, laser 
range finders and inertial systems can be employed 
for this.  The second requirement is the availability 
of a map of the working terrain or the means of 
acquiring one whilst navigating.  In recent times, 
considerable research effort has been expended on 
simultaneously localising the robot and developing 
an environmental map (SLAM-Simultaneous 
Localisation and Mapping).  There are a number of 
difficulties using SLAM in the context of the 
application considered in this paper.  These will be 
touched upon later.  The third requirement is 
collision-free, low risk and somewhat optimal path 
planning.  Ideally the terrain properties, including 
roughness as well as obstacle structures, should be 
taken into account by the path planning strategy. 

In the SLAM approach [4,5], the environmental 
map takes quite some operational time to construct 
and optimal path planning cannot take place before 
the completion of the map, although piece-wise 
optimal strategies can be implemented within the 
context of partially known environmental spaces.  
There are also some problems with reliably 
recognising closures (places revisited) to distribute 
accumulated errors optimally. 

In this paper, an alternative approach has been 
adopted -that of acquiring, off- line, a detailed and 
accurate environmental map before, perhaps one of 
many, robot navigation missions are executed.  It is 
admitted that this may not be always practicable but, 
for many situations, the collecting of the map data 
can be treated like any other preparation step in 
anticipation of a crisis scenario which may eventuate 
later.  Clearly, for urban environments which could 
be subject to natural disasters like fires, floods and 
earthquakes, this precaution is very reasonable.  In 
bushland settings near homesteads this could also be 
seen as feasible.  Even entire farms with forest stands 
subject to fire risk could be pre-scanned in this way. 
Scanning instruments with quite large operational 

volumes are currently available. These are somewhat 
expensive, but one could imagine a bureau service 
providing the scan data for an affordable fee and 
even insurance companies reducing premiums for 
clients who have obtained this data. Besides, this 
technology will become less expensive with time. 

The remainder of this paper is structured as 
follows.  The next section describes, briefly, a 
number of outdoor vehicles instrumented for 
teleoperation as part of a research effort supporting 
bushfire fighting.  Any one of them could be 
operated using the navigation system which is the 
subject of this paper.  Next, the instrumentation, both 
for off-line mapping of the environment and the on-
board real-time laser range scanning, which are 
crucial for this work, is described. Then, a section on 
localisation and path planning using the results of 
scanning follows. The whole navigation system with 
force feedback for assisted teleoperation is then 
introduced.  Discussion and future work follows 
prior to the conclusions section. 

 

II ROBOTIC VEHICLES 
Figure 1 shows a number of standard (commercially 
available) vehicles which have been instrumented for 
teleoperation as part of a research project to support 
bush fire fighting, where the local Country Fire 
Authority (Victoria, Australia) was the industry 
partner.  The variety of vehicles represents a number 
of different, yet related, activities supporting bush 
fire fighting.  A four wheel drive farm 'bike' fitted 
with tracks [Figure 1(a)] is capable of climbing over 
fallen tree trunks up to 40cm thick and has been 
targeted mainly for forward scout forays to assess the 
severity and access possibilities along fire-break 
tracks prior to fire fighting itself [6].  It can also be 
used for very rough terrain search and rescue for 
firemen and property owners who may have became 
asphyxiated or have suffered smoke blindness.  The 
heavy tracks are extremely difficult to steer and a 
powerful chain linked hydraulic ram system has been 
employed for changing the steering direction of the 
front tracks.  Steering, braking and acceleration can 
all be operated by remote control via standard 
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'hobby' style servo actuators and a radio control 
transmitter/receiver pair or, alternatively, by 
computer Ethernet links to serial line servers which 
can operate the servo actuators.  An excavator 
[Figure 1(b)] and a front loader [Figure 1(c)] are also 
teleoperable and are targeted for fire-break track 
clearing and smoothing for fire tanker access [7].  In 
both cases, in addition to mobility controls (steering, 
brake, accelerator), the buckets can also be 
teleoperated.  Figure 1(d) shows a 40 foot boom 
truck which can used both for search and rescue, 
with high vantage point views, and the capability of 
lifting a human up from behind a wall of fire and for 
directing a steam of water from the boom bucket [8].  
Finally [Figure 1(e)] there is a fire tanker [2] which 
can have 3000 litres of water and spray it at selected 
directions using a pan/tilt device aiming the water 
flow [Figure 1(f)]. 

Whilst all the above vehicles can be fitted with 
video and infra-red video cameras and laser range 
finders to assist teleoperation, the particular laser 
range finder instruments described next are the 
specific devices which support the main emphasis of 
this paper. 

 

 
Fig. 1(a). Four-Wheel Drive Farm  

 

 
Fig. 1(b) Excavator 

 

 
Fig. 1(c) Front Loader 

 

 
Fig. 1(d) 40 foot Boom Truck 
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Figure 1(e) Fire Tanker 

 
Fig. 1(f) Water Spray Monitor 

 
FIG. 1. ROBOTIC VEHICLES 

 
 
 
 

III. CRITICAL LASER RANGE FINDER SCANNERS 
Two distinct laser range finder instruments are 

crucial in their support of this research.  The first 
collects pre-mission environmental data (range and 
colour) to build an accurate 3D cyberspace of the 
working environment and the second collects real-
time range data during the navigation mission itself. 

A Riegl LMS-Z420i [see Figure 2(a)] is an 
accurate time-of-flight laser range finder which can 
be fitted with a high resolution digital camera whose 
image data can be registered with the range data.  
This instrument can range up to 800 metres with an 
accuracy of 1cm, collecting range values at up to a 

11,000 samples per second rate.  A typical medium 
density scan from a fixed position takes between 15 
and 60 minutes, depending upon the settings used.  
Since not all aspects of a 3D scene are viewable from 
only one location, several fairly open locations are 
chosen for individual scans and these are later fused 
together under human supervision with 
computational support.  These separate scans should 
overlap to allow accurate registration during 
integration.  A two metre diameter 'dead zone' exists 
around the instrument since, up to this distance, the 
return timing is too short for the instrument to record 
correctly.  A typical view of a scanned space is 
shown in Figure 2(b). 

The second laser range finder is a Velodyne 
HDL-64E S2 [see Figure 3(a)] which spins at a rate 
of 5-15 Hz to collect range data up to 120 metres 
away (dependant upon the target surface albedo) at a 
date rate of up to 1.8 million samples/second at an 
accuracy of 2cm. 

The Velodyne contains 64 independent laser 
sources and sweeps 64 live scans around the axis of 
rotation, collecting data from +2° to -24.8° in 
elevation.  When mounted high on a vehicle it allows 
the volume that vehicle can move through to be 
analysed for obstacles and also permits the terrain 
undulations and holes to be analysed. A typical scan 
is shown in Figure 3(b). 

 
Fig. 2(a) Riegl Scanner 
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Fig. 2(b) Typical Riegl Indoor Scan 

 

 
Fig. 3(a) Velodyne Range Scanner 

 

 
Fig. 3(b) Velodyne Outdoor Scan Example 

 
Both instruments can be powered by standard 

12Volt batteries and are connected to the controlling 

computer via Ethernet, but with the digital camera 
requiring a USB port. 

The range and colour imagery collected by the 
Riegl scanner and attached digital camera at various 
locations and subsequently combined, can be 
explored as a virtual world, moving, through it at 
ground level or from a 'fly over' elevated view.  This 
exploration can be used for pre-mission 
familiarisation and for noting specific aspects such 
as the location of dwellings or water sources, fences, 
gates etc. which may assist in the mission itself.  It 
can also be used to make judgements on tolerances 
for obstacle avoidance which should be used during 
the mission and where grass and bush may be 
navigable despite perhaps being regarded as obstacle 
space because of its height. 
 

IV. LOCALISATION AND PATH PLANNING 
The knowledge of the pose (position and 

orientation) of the robotic vehicle is an important 
requirement for efficient path planning and 
following, even if it were not strictly necessary for 
teleoperating a vehicle using on-board sensors alone 
(eg. cameras and range finders). 

A data-base of range 'signatures' is first extracted 
from height thresholded (between 0.5 and 1.0 
metres) range data from the Riegl scanner at 
intervals over a 0.1 metre grid over the working 
environment, associating the range to obstacles of 
180 radial rays at 2° intervals around the 360° 
sweep, with each ray length larger than 50 metres  
marked as 0 (keeping only values clearly within the 
range scope of the Velodyne).  This data-base is 
constructed off-line so its computational time cost is 
not crucial. Some local averaging is done to smooth 
the data to enable better spatial matching tolerances. 
In real-time, whilst the robotic vehicle is navigating, 
a similarly constructed 'signature' from height 
thresholded Velodyne range data and matched 
through searching the 'signatures' in the data base is 
used to determine the pose of the vehicle.  A rough 
match is followed by a more refined one to improve 
the efficiency of the method.  The robot vehicle can 
be localised, typically, within ~15cm of its actual 
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location and ~1 degree of its actual orientation at the 
rate of 0.35 seconds per fix using a fast Intel i7 2.67 
GHz processor with 6 Gb of RAM.  Continuity 
constraints are used to limit the search requirements 
once the vehicle is initially localised, a complete 
initial search taking a number of seconds.  

The simple matching formula used is as follows: 
Given two ‘signatures’, one extracted from the 
current Velodyne range scan and one selected from 
the Riegl pre-scanned data base, S1 and S2, 
respectively, each with 180 range components. 

S=Sum[exp(-Abs(S[i]-S2[i])**2/(2*Sig)] over 
i=1 to 180 where Sig is a experimentally selected 
standard deviation and Abs the absolute value 
operator.  This produces a Gaussian weighted 
measure which downplays badly matching range 
rays. 

Then X= w+b*S where w and b are 
experimentally determined parameters.  The final 
score is calculated by Score= 1/(1+exp (-X)) which 
is between 0.0 and 1.0. The larger the score, the 
better the match. Further details can be found in [9]. 

Clearly, more sophisticated matching 
techniques can be developed but this first approach 
was found adequate for our purpose, since the terrain 
we used in our initial experiments was reasonably 
planar.  The pose data (position plus orientation) is 
exported continuously to a text file for the path 
planner to access when necessary, the most recent 
information overwriting the previous pose data. 
Figure 4 shows a coherent sequence of localisation 
traces (in real space with a physical vehicle) with the 
current location for each ‘screen shot’ showing the 
Velodyne range rays which were matched against the 
pre-scanned Riegl data to determine the 
location/orientation of the vehicle. The view of the 
cyberspace model obtainable from that point is also 
shown from ground level. One can identify 
correspondences between objects in that view and 
some structures in the plan map showing the 
localisation point. The vehicle is approaching a 
shack with a fire tanker (red) looming larger. The 
smoothness and continuity of the traces is clearly 

impressive and indicates a very high confidence in 
the reliability and accuracy of the methodology used. 

 

 

 
 

 
Fig. 4 Sequence of Localisation Traces and Virtual Reality Viewpoints 

for an Actual Physical Experiment. 
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A number of path planning methodologies have 
been published [10,11,12].  Many treat the search 
space as a Euclidean geometry domain made up of 
points and lines with polygonally enclosed obstacle 
spaces.  Details can be found elsewhere [10].  An 
alternative approach is grid based, where the search 
space is made up of tessellated (generally 
rectangularly) cells which are either occupied by 
obstacle or not (free).  A path in such a space is a 
sequence connected free cells form a start cell to a 
goal cell.  The computational burden of such 
methodologies is highly related to the resolution 
chosen for the environment space representation.  A 
big advantage of the grid cell based approach is that, 
in addition to occupancy or not of obstacles, other 
cost structures can be represented in the cellular 
structure so that properties such as visibility or 
terrain roughness etc. can be accommodated in the 
path optimality calculations.  One can even include 
tolerance costs in relation to the proximity of 
obstacles so as to allow the robot to stray off its path 
to some extent without collision. 

A Distance Transform (DT) path planning 
strategy was used in this study as it has a number of 
advantages which suited the needs of the project [13] 
despite there being more recent and complex 
alternatives. It is simple to compute, can 
accommodate costs over the cell structure, including 
collision risk tolerance and probabilistic structures 
and can easily be extended into time/space for both 
deterministic and probabilistically estimated cost 
structures projected into the future.  It can include 
multiple goals and provides an optimal path from 
any cell in free space to the least cost acquirable goal 
simply by following a steepest descent trajectory in 
the DT space.  This last properly is particularly 
useful, since, if the robotic vehicle is driven off the 
currently mapped out path, a new optimal path from 
its new position is instantly available using a new 
steepest decent trajectory in the already calculated 
DT space. The details of the DT method can be 
found elsewhere [13] but an outline is provided here 
for completeness and for better being able to explain 

the path-guided teleoperation approach which is 
described later. 

First consider the simple case of an initially 
rectangularly tessellated N x N cell space with free 
cells marked '0' and obstacle cells marked '1' with 
only one goal. 

 
1.   Leave the goal as '0', putting a large number in 
all other free-cells (say >   N2 ) and mark the obstacle 
cells with computer infinity (say   232 1). 
2.   In raster order (left to right, top to bottom, one 
step at a time), skipping over obstacle cells, replace 
the free cell value with the least value (cost) of 
recently visited neighbours (3 x 3 region) plus 1 
(assuming that costs from entering the cell from any 
of its neighbours to be identical).  In fact only 4 
comparisons are needed (three cells in the previous 
line and the one to the left) but all can be used 
without error.  The goal cell should not be altered as 
it is zero cost from itself. 
3.   In reverse raster order (right to left, bottom to 
top, one step at a time) repeat the operation described 
in 2.  Now only the cells in the line below and to the 
right need to be looked at. 
4.   Repeat 2 & 3, above, alternatively until no 
further changes occur. 
5.   The resulting map is the Distance Transform and 
a steepest descent trajectory from any free-cell will 
lead to the goal with the least number of steps 

Some border conditions need to be set so the 
rasters, are usually carried out over a (N-1) x (N-1) 
grid. 

A simple example of a DT result is shown in 
Figure 5(a).  If the cost of a diagonal move is 

preferred to be  2  compared to a up/down or 
left/right cost of 1, the approximation of a weight of 
3 for diagonal moves and 2 for the others can be 
used [see Figure 5(b)].  In fact, 4:3 is even better and 
17:12 almost perfect.  In this case the candidate cell 
value is replaced by the least value of the sum of its 
neighbour's cost plus the cost of entering the cell 
from that neighbour.  If costs are to reflect distances 
as well as roughness, tolerance or probabilities, the 
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same process can be used, as long as all costs are 
non-negative.  No local entrapment occurs using this 
strategy and the paths formed by steepest descent 
trajectories are truly global at all times. Only 
unreachable cells (enclosed by obstacle cells) are 
indeterminate. 

 
Fig. 5(a)  Simple DT Result 

 
Fig. 5(b).  Raster Ordering and Calculation 

 

 
Fig. 5(c)  Grown Obstacle Field 

 

A particularly elegant way of 'growing' 
obstacles to increase collision-free tolerance and/or 
to allow for the physical dimensions of the robotic 
vehicle, is to initially treat all obstacle cells as 
pseudo goals (set to 0) and carry out the DT 
computation which leaves all free-cells with values 
equal to their distance from their nearest obstacle 
cell.  Returning all values larger than a set threshold 
(say equivalent approximately to the radius enclosing 

circle of the vehicle, or more) to free-cell status are 
marking the remainder as obstacles will achieve the 
desired obstacle growth automatically [see Figure 
5(c).  Furthermore, the absolute difference of the 
value of cells (other than those set as obstacle cells  
after the DT process) from the maximum value over 
all non-obstacle cells can replace the cell value as a 
risk of collision cost which can be incorporated into 
the path planning process. The local maxima of the 
DT field provides a digital version of a Voroni 
construction and can represent safe 'roadways' 
through obstacle space. A more complex DT 
example is shown in Figure 5(d), showing the global 
qualities of the methodology. 
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Fig. 5(d) More Complex DT Example 

 

Two levels of path planning using the DT 
methodology are used in this project, one applied to 
the obstacle field data from the integrated Riegl 
scans one for the local Velodyne live obstacle field 
data. For the Riegl data a path from the current 
location to a nominated goal is calculated. As the 
position of the robot vehicle is changed a new path is 
calculated. Note that the DT need only be calculated 
only once for each new goal specification in this 
case. The goal point can be changed at any time, the 
DT being  recalculated when required or simply 
continuously to avoid checking the goal change 
status. For the Velodyne obstacle field data case, the 
DT is always continuously recalculated (whether or 
not the goal status has changed),since dynamic 
obstacles may appear and , in any case, the robotic 
vehicle is moving. 

For this project, given that the raw Velodyne 3D 
range data provides terrain height data, a roughness 
factor was be calculated at each free cell location 
based on the sum of absolute height differences from 
the candidate cell to each of its eight neighbours and 
this sum was weighted into the cost of entering a free 
cell, with 3:2 distance component included as well. 
All obstacles were grown by a nominated number of 
cells beforehand as described earlier. 

 
 

V. TELEOPERATIONAL NAVIGATION SYSTEM 

WITH FORCE FEEDBACK CONTROL 
 

Figure 6 gives the block schematic for the 
whole teleoperational navigation system.  The off-
line Riegl data collection and localisation 'signature' 
data-base is entirely fixed and calculated prior to 
mission time.  The environment Virtual Reality (3D 
plus colour) model [see Figure 7(a)] can be explored 
in detail at any time either before or during physical 
navigation.  One may 'walk through' this virtual 
space at ground level or from any elevated 
viewpoint.  During navigation one can either explore 
at will or use the localisation fixes provided by the 
system to position the viewpoint (elevation can also 
be changed independently).  Live data from the 
Velodyne range scanner scan data, provided at 10 Hz 
rotation speed, is matched against the Riegl data-
base (signature matching) to provide the current 
robotic vehicle pose.  The local environment obstacle 
map derived from Velodyne range data is centred on 
this localisation fix with the vehicle direction of 
orientation always up on this map. The live 3D 
Velodyne data can be viewed simultaneously from a 
variable orientation view point and zoom. 
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Fig. 6. System Schematic 

 

A global environment obstacle map is also 
provided [see Figure 7(b)].  The global goal can be 
selected via a text file or using the computer mouse.  
The current localisation position defines the start 
point of optimal path trajectories to the goal (or least 
cost goal if there is more than one goal).  The 
optimal (shortest) path shown on the global map is 
for grown static obstacle avoidance  alone.  
 

 
Fig. 7(a)  3D Virtual Reality Model 

 

 
Fig. 7(b) Global Collision-Free Path Planning 

 

The local obstacle/terrain roughness map shows 
live data updated from Velodyne data quite rapidly 
(e.g. at 0.5 second intervals).  The local path 
trajectory (using a DT which accommodates distance 
as well as terrain roughness after growing obstacles a 
specified amount) is for advice to the operator with 
the centre of the map representing the current robotic 
vehicle location [see Figure 8] and the local goal 
selected using a computer mouse. In Figure 8, two 
different goal positions are selected; for the second 
image, it can be clearly seen how rough terrain is 
avoided at the cost of a longer path. The operator is 
free to choose a local goal consistent with the global 
path trajectory shown in the global display but can 
select any local position if variations to check 
environment details are preferred. It would even be 
possible (but has not yet been done) to make the 
local goal some number of steps forward along the 
globally determined optimal path as a default.  Even 
when the local optimal path trajectory map reflects 
the operator's local goal selection the operator is free 
to ignore it.  Given that the Velodyne 3D range data 
is live, any dynamic obstacle will be taken into 
account in the local path trajectory (but can not be so 
accommodated in the global fixed data unless the 
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Velodyne data is made to temporarily overwrite the 
Riegl data which has not been done, so far). 

Now this is where the 3D Falcon force feedback 
joystick [see Figure 9] comes in.  The 
horizontal/vertical movements of the joy stick 
control the driving of the robot vehicle (off the 
planned path if so desired) but force is applied to the 
joy stick to pull it back towards following the local 
planned path. However, each excursion away for the 
path defines the starting point for a new path so the 
force field is continually changing.  Lightly holding 
the joystick allows the vehicle control to be 
consistent with the local planned path.  Also, the 
third degree of freedom of the joystick (in our case in 
and out) is vibrated by a magnitude proportional to 
the terrain roughness factor calculated as described 
earlier so that driving over rougher terrain can 
certainly be felt by the operator. Only full field trials 
(not yet carried out) will determine how best to 
provide the force controls described above. It may 
prove necessary to provide some smoothing filters in 
the force feedback loop to reduce overshooting 
jerkiness.  It would be hoped that the path preference 
and terrain roughness force feedbacks will give an 
intuitive feel to the operator and also effective 
navigation naturally without stress.  
 

 

 

 
Fig. 8  Local Terrain Roughness Aware Collision-Free Path Planning 

 

 
Fig. 9   Novint Falcon 3D Force-Feedback Joystick 

 
VI DISCUSSION AND FUTURE WORK 

 

The three central elements of the work 
described here are as follows: 
1.   The Riegl range and image data is used to build a 
virtual world [14] of the robotic vehicle's work space 
and provides the 'signature' data-base for localising 
the vehicle by scan matching.  The Virtual Reality 
world can be explored in detail at ground level or an 
elevated position either before or during navigation 
(in this latter case the current position and orientation 
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can be used for viewpoint determination if so 
wished). 
2.  The Velodyne real-time 3D range not only 
provides 'signature' data for run-time localisation by 
scan matching against the Riegl 'signature' data-base 
but also provides dynamic local data on obstacles, 
ruts, moving objects, terrain roughness and the like 
whilst the robot is navigating and forms the basis of 
local path planning, force feedback navigation 
control and roughness vibration magnitude data in 
real-time. 
3.   The 3D Falcon force feedback joystick provides 
the operator with the capability of freely driving the 
robotic vehicle but with path planning guidance with 
preferred direction force feedback for driving and 
vibration feedback for terrain roughness monitoring. 
 

Whilst not mentioned explicitly earlier in the 
paper, once the Riegl data has been collected and 
integrated, the vehicle can be confidently navigated 
at night since the virtual environment world is lit and 
the Velodyne data needs no ambient lighting to 
collect.  Whether rain and/or smoke would seriously 
compromise this operation has not yet been 
investigated. 

Also, in the future, more sophisticated data 
matching for localisation in very rough terrain might 
be explored to provide accurate and reliable 3D 
localisation fixes.  Eventually, the navigation of 
smaller robotic vehicles in 3D man-made 
constructions may be possible using this approach. 

 In some earlier work [15], it was shown that an 
‘appearance-based’ localisation method, where 
unwarped panoramic images collected on-board and 
compressed using Haar transformations were 
matched against visual signatures (similarly 
compressed) constructed off-line from the pre-
collected range/image Riegl data base, could yield 
acceptable localisation results without using an on-
board laser range finder. Particle filter methods were 
used to achieve approximate localisation. However, 
the accuracy achieved by this approach was not as 
good as that possible using range matching. The 
‘appearance-based’ results would have been worse in 

more sparse environments where less position/pose 
discriminating views could be extracted. 
Furthermore the ‘appearance-based’ approach would 
be inoperable in poor ambient lighting conditions (or 
at night) whereas the range based system can operate 
in any lighting conditions. Figure 10 shows two 
snapshots of a localisation trace being calculated. 
The central inserted panel show the unwarped 
current view from the on-board panoramic camera. 
The test environment is a partially covered outdoor, 
paved, flat environment with high visual business. In 
Figure 10(a), the initial spread of the particles over 
the environment indicates a wide search to find the 
starting position by image matching. In Figure 10(b), 
tracking based on continuity constraints allows the 
particle scatter to shrink; the weighted average point 
is taken as the calculated location. 
 

 
(a) 

 

 
(b) 

Fig. 10  Appearance Based Localisation Example 

 
VII CONCLUSIONS 

This paper has introduced the idea of terrain 
roughness and path planning guidance for the 
teleoperational control of a robotic vehicle in out-
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door rough terrain with force feedback to assist 
control and terrain roughness monitoring with the 
added advantage of exploring a virtual world of a 3D 
visual model of the working environment either 
before or during a navigation mission.  Application 
areas such as bush fire fighting and search and 
rescue have been used to motivate this approach 
which allows both some degree of autonomous 
navigation to meld smoothly with teleoperational 
human guidance. Physical experiments to test the 
localisation methodology described in this paper 
have been successful in demonstrating the speed, 
accuracy and reliability of the approach, all of which 
were very satisfactory, even using the   simple 
matching formulations described. More work on 
human factors need to be carried out to properly 
gauge the value of this approach to bridging the gap 
between pure teleoperation and fully autonomous 
navigation. 
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Abstract— This  paper  describes  the development  of  a  software 
tool to support rich pictures creation for object-oriented analysis.  
This software is useful both as an e-learning tool for bachelor-level 
students,  as  well  as  for  practitioners  working  with  agile 
methodologies.  The transposition of manual rich picture practice 
into software proved difficult,  therefore,  we decided to follow a 
user-centered approach:  design  and  implement  a  prototype  with 
basic functionalities, then run a usability test with a few students 
and professionals. The feedback collected in the test validated our 
hypothesis circa the need of software support for the authoring of 
rich pictures, but also forced us to re-consider the design of our 
prototype. To gain a deeper understanding of the students' working 
practice, we also reviewed rich pictures from past student projects. 
All the information gathered through our study is guiding us in the 
design of the tool next version. At a more general level we realized 
that modern object-oriented development methodologies,  such as 
agile  methods,  are  informed  by  design,  hence  they  sometimes 
assume design skills that programmers do not have or do not value.

Keywords-  rich  pictures;  knowledge  acquisition;  object-
oriented analysis; qualitative tests; learning

I. INTRODUCTION

Rich pictures [1][2] are more and more part of object-
oriented  analysis  and  design  courses  (OOA  and  OOD 
courses).  At our university,  bachelor students in Computer 
Science as well as Engineers are required to perform analysis 
in small groups (3 to 6 members) and draw rich pictures as 
part of their project documentation [3]. Usually rich pictures 
are created  with low-tech support,  such as whiteboards or 
pen  and  paper.  Students  sometimes  adopt  some  general 
purpose software, like a painter or a diagram-drawing tool.

Rich  pictures  represent  knowledge  about  a  domain 
(similarly to Novak's concept maps [4]), and should guide 
the developers during the definition and construction of the 
system's  early  prototypes.  However,  using  a  generic  tool 
instead of a specific one has known disadvantages (see [5]). 
In the case of OOA it means that fundamental concepts are 
missing and that the knowledge acquired is not immediately 
re-usable, especially for generative purposes. Hence, it is not 
possible for an analyst using a generic tool to translate rich 
pictures into rough software prototypes of the system under 
study. It would of course be possible to use one of the many 
formal-methods  software  tools,  but  they  require  training 
from the part of the students, and mostly work with rather 
complete  and  detailed  knowledge  of  a  system,  being 

therefore  typically  unusable in the analysis  phase or when 
acquiring knowledge incrementally.

Considering all  this,  we decided to develop a software 
tool specific for the creation of rich pictures, to be used in 
OOA. This software should be useful both as an e-learning 
tool for bachelor-level students learning OOA and OOD, as 
well as for practitioners,  working in small teams adopting 
agile development methodologies.

However,  transposing  the  manual  rich  picture  practice 
into a software tool proved difficult, so we decided to follow 
a user-centered approach and involve students in a usability 
test. The feedback collected during the test greatly eased the 
task of defining the main features of our tool.

In the following  section we present an early version of 
our tool and discuss our ideas,  sources  of inspiration, and 
related works. Section III explains how the usability test was 
constructed and run, and what we discovered observing our 
students  interacting  with  the  tool  and  later  interviewing 
them. In Sections IV and V we discuss the test and how the 
feedback from the students is guiding the next iteration of the 
tool development. The new version of the tool, with a new 
GUI and extended features, is outlined in Section VI. Section 
VII concludes the paper.

II.SOFTWARE SUPPORT FOR RICH PICTURES

According to [1] a rich picture provides "a broad, high-
grained  view  of  the  problem  situation",  and  it  shows 
structures,  processes and  concerns (or  issues).  It  is  also 
remarked that there is no best way to construct a rich picture. 
From  this  consideration  we  derive  a  requirement  for  our 
software tool: it should not impose a specific work-flow to 
its users.

When rich pictures are used for OOA, structures become 
visual  representations  of  objects  or  grouping  of  objects, 
while processes are understood as events, changing the state 
of one or more objects instantaneously (as explained in [3]). 
As  for  concerns,  they  are  often  simply  notes  written  in 
natural language aside of the different objects in the picture. 
Our  tool  should  therefore  be  a  drawing  program,  and  it 
should  allow users  to  create  frames  (to  visually  represent 
objects),  eventually  nesting  them,  to  group  many  frames 
together  into  one.  Furthermore,  users  should  be  able  to 
describe  events  involving  many  frames,  i.e.,  specify  the 
processes  at  work in  the  system model.  It  should also be 
possible to write natural language notes, to support concern 
identification. We want our software tool to help the user to 
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explicit the  knowledge  captured  by  one  or  more  rich 
pictures.  This  will  provide  support  for  an  automatic 
generation of (skeletons of) executable prototypes. 

A.Related tools
To our knowledge there is no software support specific 

for rich pictures,  so we decided to proceed on two fronts: 
first we surveyed existing software tools that could generally 
relate to visual editing and conceptual modeling [6], and at 
the same time we established our own requirements for an 
authoring  tool  specific  to  RP,  and  to  be  used  in  object-
oriented development.

The survey covered concept maps [4] and text graphs [7]. 
Concept maps have a very established community,  a clear 
definition and many good software tools.  They have been 
used for many decades in fields like knowledge acquisition, 
e-learning and knowledge visualization. A concept  map is 
typically  a  graph  structure,  constructed  from  labels 
containing  natural  language  phrases,  and  arrows  linking 
labels together. The focus is on the definition of concepts, 
type-like entities,  while  rich pictures  show more concrete, 
instantiated examples of a system's state and dynamics. Text 
graphs are an interesting attempt at  making concept  maps 
meaning more precise. However, they are text-oriented and 
they offer  no clear  way to represent  different  steps in the 
evolution of a series of concepts. While text graphs are not 
developed  with  rich  pictures  in  mind,  they  suggested  a 
direction of inquiry: what happens when text is replaced with 
pictures, in a text graphs? We explored possible answers to 
this  question  in  [8],  where  we  also  discuss  criteria  for 
conceptual modeling software tools.

Another option for us was to adapt existing visual editors 
to RP [9], therefore we experimented with a few products as 
well as discussed the matter with our student testers (who 
have also independently tried to author their rich pictures 
with  available  software).  The  most  interesting  tools  we 
considered  are Visual  Paradigm for  UML [10],  Microsoft 
Visio  [11]  and  Dia  [12],  and  Visual  Knowledge  Builder 
[13].

Visual paradigm for UML [10] is a specialized tools for 
UML-related development activities, such as design of state 
machines,  use  cases,  class  diagrams,  and  deployment 
diagrams. In the user guide, visual paradigm is defined as: 
“a powerful,  cross-platform and yet  the most easy-to-use  
visual  UML  modeling  and  CASE  tool.”  A  very 
comprehensive  tool,  as  other  modern  CASE programs,  it 
can  import  an  existing  object-oriented  program  and 
automatically generate diagrams from the code. These tools 
are  very good  and  integrate  well  many  diagrams  into  a 
coherent detailed specification of a system. Systems can be 
defined  incrementally,  but  the  notation  is  built-in  and 
standard (usually from the family of the UML diagrams). 
Visually appealing, visual paradigm provides a friendly and 
innovative GUI. However, its goal is not support knowledge 
acquisition: if a system is yet to be defined, what is the point 
of  keeping  strict  relationships  between  its  various  sub-
components  and  views.  We  are  more  interested  in 

suspending  validation  and  letting  developers  explore and 
correct their diagrams through discussion.

Both  Microsoft  Visio  [11]  and  Dia  [12]  are  diagram 
editors; the first is proprietary, while the second is a GTK-
based GNU tool and is often introduced as a free alternative 
to Visio. We analyzed Dia in greater detail and found it a 
good  visual  editor  for  diagrams,  with  many  predefined 
shape packages (e.g., for UML diagrams, electronic circuits 
as well as various business diagrams). Dia has a palette and 
a drawing space, and users work by dragging shapes from 
the palette into the drawing space; then they can customize 
properties  of  the  shapes  and  connect  them  by  means  of 
various types of connectors. Interestingly, the set of libraries 
can be extended, as new shapes can be described by XML 
files. It is also possible to design custom shapes directly in 
Dia,  and  the  custom  shapes  can  also  be  given  special 
attributes. It is clearly possible to use Dia for RP, but being 
a generic tool, the burden of interpreting the diagrams as RP 
will reside solely on the users. As discussed in [5], it is not 
always  the best  choice to adopt general  purpose tools for 
specific practices (as also emerged from our test, detailed in 
Section IV).

Since working with RP requires  spatial reasoning, it is 
relevant  to  consider  software  like  the  Visual  Knowledge 
Builder  (VKB)  [13].  It  uses  incremental  formalization to 
simplify the expensive and time-consuming task of defining 
knowledge. Many of the goals of VKB are strikingly similar 
to ours. VKB is visual, but the graphic elements at disposal 
are simple geometric shapes, little freedom of expression is 
left  to  the  author.  VKB  allows  users  to  proceed 
incrementally from concrete examples of structures, towards 
more general  patterns,  type-like in nature.  However,  VKB 
seems to be more oriented towards analysis than synthesis, 
and it bears little relations with object-orientation and OOA.

Our  general  conclusion  is  that  these  tools  fall  into  2 
opposite categories: they are in fact either  too specialized  
(e.g., they work very well with a subset of UML diagrams), 
or  too general.  What we would like to achieve is a tool in 
between Visual paradigm and Dia, and that can adequately 
represent the concepts required for RP editing. This is why 
we decided to design and implement our own RP software.

III.THE EARLY PROTOTYPE: FSSE 2009
The  new  tool  is  called  Free  Sketch  for  Software  

Engineering 2009 (called FSSE in the rest of the paper) [9]. 
The GUI of our tool is visible in Figure 1A. It is composed 
of  2  windows:  the  largest  one  is  the  main  drawing  area, 
where users draw their rich picture, and a smaller window 
called  palette that contains type-level information about the 
elements drawn in the rich picture.

The typical work-flow of a user creating a rich picture in 
FSSE would be:

•Create a new, empty FSSE project.
•Draw an image in the background of the main window 

(using an external painter program) or alternatively 
import  a  scanned  hand-drawn  image.  This 
background image serves as initial draft of the rich 
picture (see Figure 1A).
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•Select rectangles out of the background image. Each 
selection turns into a frame, that the user can move 
around and clone, to obtain multiple copies of the 
same frame.

•Each frame can  be  given  a name and a list  of  tags. 
Names do not need to be unique, and tags are like 
types.  Tags  in  FSSE are  a clustering device,  like 
tags in blogs.

•More  and  more  frames  will  be  defined,  so  that  the 
initial background image will be reconstructed by 
frames.  This structuring process starts from a flat 
image, and converts it into a rich pictures made of 
objects, i.e., frames (as in Figure 1B and 1C).

•Frames can have internal details; to declare that a user 
simply selects a rectangular area inside a frame, and 
a new frame will appear, nested in the selected one. 
It is also possible to insert a frame into another one, 
via drag-and-drop.

•The  palette  window  is  automatically  populated,  and 
contains at any given time a list of all tags used in 
every  frame  in  the  main  windows  (without 
repetition). This incremental creation of tags in the 
palette is visible in Figure 1B and 1C.

•A tag in the palette (see Figure 1D) can be used to 
create a new frame, instance of that tag. Each tag 
also  provides  information  about  the  relationships 
between itself and the other tags, such as cardinality 
and optionality of associations.

Our tool does not force users to decide in which order to 
perform their structuring of a rich picture. For example the 
division of the initial background image into frames can be 
mixed with the declaration of  the internal  structure  of  the 
frames.

Users can even decide not to assign names or tags to their 
frames. A frame without names nor tags could be used to 
group  other  frames.  This  means  that  frames  do  not 
correspond exactly to the objects in an OOA. Frames are in 
fact  more  un-structured  than  objects,  and  become 
representations of objects only when users decide to assign 
names and tags to them.

To implement frames we drew inspiration from  mobile  
ambients [14]. Dynamic tree-like structures with names and 
types, ambients can easily model objects and proved a good 
metaphor in the design and construction of FSSE.

In  our  tool,  a  frame  can  have  multiple  tags,  which 
corresponds to an object with multiple types (or classes). We 

Figure 1: The GUI of FSSE. In the top-left part of the figure (A) the user imported a background image, representing some objects of her rich picture. The 
second part of the figure (B) shows how the user can convert background images into frames, with names and tags; in (B) “agenda” and “aBook” are 
frames, tagged with tag “Book”. The tag “Book” is also represented in the palette (on the right). In part (C), the image of the pencil is converted into a 

frame named “b2”, then nested into the “agenda” frame; the tag “Pencil” is now represented in the palette. The last part, on the bottom-right of the figure 
(D) shows how the user can use the “Pencil” tag to create a new “Pencil” frame, then place it close to “aBook”.
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designed FSSE to allow for multiple hierarchy, in this way a 
rich picture could have rich and/or loose relationships among 
tags, and the user can decide, at a later time, to clean up her 
tags  into  a  single  inheritance  tag  system.  This  kind  of 
alteration  of  tags  relationships  (i.e.,  relationships  among 
classes) reminds of refactoring practices.

As soon as a tag is used for a frame, FSSE automatically 
adds  it  to  the  palette  window.  Moreover,  our  program 
analyzes  the  relationships  among  tags,  and  finds  out  the 
typical structure of a tag.  According to what is depicted in 
Figure 1D, “agenda” is a “Book” and contains a “pencil”, 
that is tagged “Pencil”. However, the frame “aBook” is also 
tagged “Book”, but it does not contain any internal frame. 
Therefore, FSSE will describe the “Book”-tag as having an 
association 0 to 1 with the “Pencil”-tag.

Events are not yet supported in FSSE. It was unclear to 
us, before running the usability test with our students, how to 
best add them. Concerns are not present either, but they can 
be  expressed  by  writing  comments  directly  on  the 
background  image of the rich picture.

IV.TESTS

A.A qualitative usability test: set up and task
At the current development stage of FSSE, a preliminary 

usability test  was needed in order  to complete or  even  to 
change the tool radically. This test is based on our hypothesis 
that students may find RP more relevant and useful to their 
project work, if they could edit them on a specific software 
tool.  Such  tool  should  also  allow them to  re-use  RP  for 
generative  purposes,  turning RP  into  an  integral  part  of 
OOA.

Participants to our test were a professional programmer 
and four engineering students at  the 5th semester  of  their 
bachelor, who have recently started a course about OOA and 
OOD. Our aim was to evaluate how users may perceive a 
tool like FSSE, if it is seen as useful, easy to use, and if it 

adequately supports work-flow, for individuals and groups. 
The students were divided into two groups and were invited 
into  a  classroom,  one  group  after  the  other.  The students 
were sitting at a desk, with a laptop running FSSE, and we 
were in front of them, observing their reactions, taking notes 
and  filming  them  with  a  video-camera.  The  laptop  was 
connected to a projector, so that we could see (and film) their 
actions on the wall behind them (Figures 2A and 2B).

The test was articulated into four stages: first we showed 
the students a 5 minutes video-tutorial, then we introduced 
them to a task, and we left them free to familiarize with the 
tool before starting; at this point we started filming. The task 
was  similar  to  the one shown in the tutorial,  they had  to 
create one or more rich pictures, identifying objects, classes 
and events,  regarding a pizza restaurant  (see Figure  3).  A 
customer can order a pizza from a menu talking to a waiter, 
the pizzas have to be baked and can be served with wine or 
other beverages. Finally the customer pays the waiter and a 
conflict may emerge between them about the order.

After  the task completion, we asked them a few open 
questions  about  their  impressions  of  the  tool.  A  list  of 
questions  was  prepared,  but  it  was  intended  mostly  as  a 
reference.

•How did you like the tool? General impressions.
•Given you experience  with object-oriented modeling, 

do you think the tool can facilitates object-oriented 
analysis and design or no? How and what will you 
change?

•Do  you  think  that  the  tool  makes  object-oriented 
analysis and design more understandable for users 
or not? How and what will you change?

•How do you think it will be possible to define events in 
Free Sketch, within the current user's interface and 
how could it work?

•Do you think you would like in future to use a tool like 
this in your work or not? Why?

Figure 2: Two groups of students (on the left and on the right) trying to model events in FSSE. Since events are not actually part of the features of FSSE, 
each group freely invented a way to express them: the result was a couple of different approaches. The first group (on the left) modeled events by 

clustering of frames and arrows. The second (right) nested the frames involved in the event in a new frame, representing the event itself.
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•How  do  you  think  the  tool  supported  flow of  team 
work? Did it facilitate team work or made it more 
complex? How could the tool be improved?

•Other comments? What other changes will you suggest 
to  make  the  tool  more  effective  in  supporting 
object-oriented  analysis  and  design  in  software 
development or its understanding from a student's 
perspective?

During the test in fact we started from the first question 
and  then  we  adapted  to  the  students'  comments,  who 
sometimes  covered  several  issues  at  one  time  or  even 
proposed  new  issues.  For  practical  reasons  we  could  not 
meet the programmer in person, we gave him the program 
and the tutorial, he solved the task in the tutorial and sent us 
feedback by e-mail.

In  designing  our  test  we  referred  to  user-centered 
qualitative  approaches,  like  ethnographic  observations  and 
analysis of video recordings [15][16]. Our aim was to gain a 
detailed account from users about their working habits, their 
experience  of  the tool,  how they would like to  work  and 
eventually be supported by a tool like ours. These data were 
intended to be used in a new development iteration.

The task was designed as a typical modeling problem, of 
the  kind  they  already  faced  during  their  OOA  and  OOD 
course, so that they could reflect upon their own experience 
to evaluate the tool. It was also our interest to observe how 
FSSE fitted within the team work-flow and how it affected 
reflection in action, intended as a process of critical thinking 
while performing a skilled practice [17].

Concerning the questions, we referred to the method of 
situated interviews [16], that prescribes to interview users in 
their  context of  practice,  starting with open questions and 
gradually focusing on the details of users' statements and ask 
for examples. We preferred interviews to questionnaires to 
find out what really mattered to the students and to show 

them  that  we  cared  for  their  contribution,  and  this  was 
explicitly appreciated by one of them.

B.Collected Data
The students responded quite positively to the test and 

the prototype, it seemed as we were on the right track. They 
were relaxed with their mates, probably because they were 
already working together in the same group for the course 
and the semester project. They sat one aside of the other, one 
interacted with the computer, the other read from the paper 
with the task description and often pointed at the screen with 
one finger, then they talked a lot deciding together on what 
to do.

We expected the time required for the test to be around 
half an hour for each group, but in fact it took one hour, as 
they  used  extra  time  to  get  familiar  with  the  interface. 
However, they all said that the purpose and the interface of 
the tool were easy to understand.

Surprisingly for us, drawing appeared as a main concern 
to all the testers, they felt visibly uncomfortable when they 
needed to draw new icons, specifically arrows and the menu 
for the restaurant. The first group expressed their uneasiness 
exchanging a worried, ironic look, then after several attempts 
they drew a menu and arrows to connect the pizzas to it (as 
visible  on  the  back  of  in  Figure  2A).  A  member  of  the 
second  group  said  ironically:  "Ok,  we  suck  at  drawing!", 
then they modeled the menu as a new frame with the pizzas 
nested inside, avoiding to draw.

The  feedback  we  received  from  the  programmer  was 
very similar,  he  wrote  that  he  likes  the  tool,  and  he  also 
remarked that  he does "not  want  to play with graphics,  it 
sucks!", when analyzing a system. He then suggested to add 
a library of free, pre-drawn icons and arrows. In this way he 

Figure 3: The “pizzeria” task modeled by one of the students groups, using FSSE 2009.
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proposed a constructive solution to the same problem that 
was signaled also by the two groups.

These  reactions  revealed  programmers'  perspective  on 
agile  methodologies,  which  include  soft  skills,  such  as 
prototyping  and  drawing  to  make  rich  pictures  and 
storyboards. These skills are taken from the field of design, 
therefore  do  not  belong  to  the  curriculum  of  a  computer 
scientist or an engineer, and are not even part of their system 
of values.

Through  the  interviews  we  realized  that  drawing  on 
paper is perceived as an annoying interruption in the process 
of reflection in action. According to them, it takes time to 
make a decent icon, approved by the whole group, as they 
have often "to draw, erase and draw it again",  hence "just 
having a tool would help!".  Moreover during the test they 
were quite precise in selecting icons and spent time erasing 
the superfluous parts in the external painter, to make them 
more readable.

Their quotes and actions show that, despite their dislike 
for drawing they want nice icons in their rich pictures, but do 
not want to do them by themselves. In this sense, features 
like  automatic  insertion  of  pre-made  icons  or  creation  of 
icons  through  selection  from  background  pictures  (as 
currently available in FSSE), do provide a smoother work-
flow  also  from  a  team  work  perspective.  It  was  also 
proposed, both from students and researchers, the possibility 
to introduce collaborative user interfaces,  to turn the main 
drawing  window  of  FSSE  into  a  sort  of  shared,  remote 
desktop.

Definition of events is central  during OOA, but events 
were  missing  in  the  prototype  tool  that  we  tested. 
Nevertheless, the task assigned to the students required to try 
and represent  events.  We wanted to  see how the students 
might interpret events representation within the given FSSE 
interface. They all expressed their perplexity for the lack of 
support,  but  found  their  own  way  to  solve  the  problem. 
Interestingly they all tended to represent events as scenes of 
a storyboard, but they kept the approach they used to define 
complex objects.  The first  students  grouped a few frames 
and  connected  them  with  arrows  (Figure  2A),  while  the 
others  grouped  frames  by  nesting  them into  a  fresh  new 
frame (Figure 2B).

Finally  the  students  seemed  to  find  confusing  the 
distinction between names and tags, so that they discussed 
with each other how to use the two labels to keep their rich 
picture coherent. However, it did not take long before they 
understood  that  tags  work  as  types  and  names  are  just 
arbitrary identifiers to be assigned to the frames. One of the 
students showed to be a little frustrated by this ambiguity and 
said: "if it is a type, why do not call it type!". In FSSE we 
wanted to use the term  tag,  since tags are supposed to be 
used with more freedom than types (see Section II).

Moreover, to facilitate overview of the system created, a 
student proposed that when a frame is selected, it should be 
highlighted, together with the other frames sharing its tag.

Furthermore,  FSSE  was  appreciated  for  its  flexibility, 
enabling  users  to  keep  their  favorite  work-flow and  their 
understanding  of  rich  pictures  making.  Such  flexibility 

implies that users can start modeling from a chosen level of 
abstraction, and mix the various activities as they like. This 
is what is called middle-out modeling in [8].

One of  the students,  who tried a few generic  software 
tools in RP editing, commented: "the nice thing is that this 
tool doesn't impose me a specific way of thinking, it doesn't 
assume I  am stupid!".  Hence  we  realized  that  work-flow 
flexibility  can  give  a  feeling  of  not  being  patronized,  by 
providing users more control on their work.

C.Theoretical framework for usability test
Our usability test was conceived to actively involve the 

students in the design process, in a simple way. It is based on 
User  Centered  Design  qualitative  research  principles  [16]
[18]. A prototype was provided to them and they were asked 
to solve a simple modeling task, simulating their everyday 
work practice augmented with our tool. The prototype was a 
working software, yet  it was a mock-up as did not have all 
features implemented. Specifically no support for events was 
provided, so that the students could inspire us about how to 
design  this  particular  feature,  which  appeared  to  be  quite 
difficult.  Therefore,  our  prototype  did  not  support  all  the 
actions required by the task, providing only a rough feeling 
about how they might be supported by the finished product.

We  expected  that  when  the  students  realized  that  a 
specific feature or a standard way to represent events were 
not given, they would have shown a feeling of perplexity, 
but found their own way to do it, bringing new ideas to the 
design process. 

Our  approach  involves  principles  similar  to  the  ones 
discussed by Suchman [20][21].  She points out that  to be 
able to reconstruct artifacts as objects of investigation it is 
necessary  to  alienate  them,  so  to  be  rediscussed  and 
understood in action, with the active involvement of users. In 
this  case,  we  distanced  ourselves  from  our  program,  by 
neglecting its completion, so that we could re-conceptualize 
it  together  with  the  students.  We willingly  introduced  an 
incompleteness, which worked as a kind of provocation to 
the students,  creating a bit  of  frustration.  As expected the 
students were able to get over their initial uneasiness and to 
affiliate with the program, deciding on one important feature. 
In this way the program was designed as close as possible to 
the context of use, with users expressing their point of view 
about  new  possible  versions.  Some  of  them  showed 
appreciation for being invited to the test, as they realized that 
we actually wanted to share with them our affiliation with 
FSSE, when it was still in the beginning of development. 

Another  aspect  that  was fundamental  at  that  stage and 
required involvement of groups of students, was to evaluate 
the impact of FSSE on team work. The test and the analysis 
of RP in fact showed that the students prefer to work with a 
software tool, for several reasons, including their dislike for 
hand-drawing. But as the activity of sketching on paper fits 
well  team  work,  as  it  can  be  done  by  more  individuals 
operating  on  single  paper  sheet,  the  same  thing  is  not 
obvious regarding a software  running on a computer.  The 
computer itself has an affordance to support one individual 
operating and this was clearly visible during the experiment. 
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The  students  participated  at  the  test  two  at  a  time,  and 
already  like  this  we  saw  that  one  student  worked  at  the 
computer, directly using the tool. The other student instead 
sat  on  one  side  and  looked  at  the  paper  with  the  task 
description, but they both participated in decision making (as 
in Figure 2A and 2B). There was no strong reaction about 
this interaction style from the students' part. It is possible that 
they  did  not  feel  disturbed  as  the  set-up  suggested  two 
different  roles  to  be  chosen  within  the  pair,  or  simply 
because they are used to this kind of dynamics from their 
everyday practice of software development. However,  it  is 
our intention to run a user study with a new version of the 
tool in the fall semester and observe students in the act of 
analyzing their problem in groups. We expect that this study 
will  allow  us  to  see  the  program  in  action,  evaluate  our 
findings from the preliminary test, and to identify forms of 
emergent interactions that might facilitate group interaction 
in RP editing. These new data will be analyzed in order to 
improve the program and make designerly activities, such as 
OOA and RP editing, more engaging and meaningful from 
the perspective of technical students. In our view, this aim 
will be achieved re-situating RP creation, now perceived as 
an  independent  pedagogical  activity,  within  software 
development, so to be perceived as an integral part of it and 
not as a superfluous exercise.

V.RE-CONCEPTUALIZATION

A.Analysis of RP across past reports
Reflecting on  OOA&D courses through the past years, 

we  had  the  impression  that  students  generally  fail  to 
recognize  the  importance  of  RP  in  the  development  of  a 
software, and certainly do not like to make them. Generally it 
seems  as  they  consider  RP  as  compulsory  project 
documentation, explicitly required by the teachers,  but not 
particularly  meaningful  for  development,  which  is 
considered  by  our  students  the  most  relevant  part  of  the 
project.

In  order  to  investigate  further  our  impressions,  we 
analyzed a few students'  project  reports containing RP (or 
sometimes  loose  re-interpretations  of  RP),  to  see  how 
students actually related to the rich pictures as a tool, and as 
part of OOA&D. 

We collected 11 reports written through the past seven 
years: 7 of them were intended for a bachelor-level OOA&D 
course, for which RP are a specific requirement. The other 4 
were instead intended for more advanced courses involving 
software development (for example a master-level course in 
computer games and interactive systems), for which RP are 
not  mandatory,  as  the  students  are  supposed  to  choose 
independently their method. All the 7 reports intended for 
the OOA&D course contain RP, 4 of them even provide a 
definition  of  RP.  Instead  only  one  report  out  of  the  four 
intended  for  more  advanced  courses  has  a  RP.  Hence  it 
seems as RP are made only when explicitly required, in fact 
it was interesting to notice that in some cases the same group 
of students made a good RP for the OOA&D course but did 
not make any for more advanced courses. 

Interestingly  all  analyzed  RP  make  use  of  explicative 
texts  to  clarify  the  situation  described.  Furthermore,  the 
textbook for the object-oriented course [3] recommends to 
make a few RP during the system choice phase, as a way to 
generate discussion and facilitate requirements definition for 
the  system  under  development,  and  some  teachers  also 
suggest to proceed like this in class. Despite all this, only one 
out of the 7 OOA&D reports has 2 RP representing the same 
situation from a different focus; all the other only contain 1 
RP.

The  diagrams  provided  in  the  other  four  reports 
(including  the  RP)  might  resemble  RP,  but  they  mostly 
describe use-cases or state diagrams, showing once more the 
focus  of  our  students  on  the  technical  aspects  of  system 
development. Interestingly the only provided RP, visible in 
Figure 4, is used in a quite improper way. The students wrote 
that it was drawn to "show the problem domain and possible 
conflicts to the readers after all decisions were made”.  This 
seems to confirm our impression that the students consider 
RP as a tool for readers (teachers of stakeholders), but not to 
support analysis as they are supposed to. In their RP, users 
and  context  of  use  are  not  represented,  and  conflicts  are 
missing too. Representation is based mainly on written text, 
probably because of their general dislike for drawing.

Furthermore,  considering the representational  details of 
the RP we could see that only 3 RP are handmade, all the 
others are instead edited on a computer tool. The students 
follow  different  approaches  in  representing  the  visual 
structure  of  RP:  some follow a  sequential  structure  while 
others prefer a circular representation, at which center is the 
system to be developed, the context of use or the users. 

Only four reports  include two RP, one for  the current 
situation and, in opposition, another for the new improved 
one. 

Finally,  conflicts  seem  to  be  a  bit  neglected;  only  4 
reports out of all 11 show conflicts. One of them, represented 
in  Figure  5,  has  only the  “tradition versus  change”  meta-
conflict, as given by typical examples in making RP [1][3].

Figure 4: Rich Picture from an advanced course. In the report it is said 
that it was edited as a support for the reader, not for analysis.
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B.Discussion
Analysis of students' reports shows that students abandon 

RP as soon as they go further with their studies, cutting them 
out of their work practice. This phenomenon could be related 
to the fact that students underestimate or did not understand 
the  importance  of  requirements  gathering  and  analysis, 
preferring to get to the technical part. It  might also be that 
they  underestimate  the  use  of  sketching,  still  giving 
importance  to  knowledge  acquisition.  A  possible  reason 
could be that the tasks they receive for the projects are either 
too  technology  oriented  or  too  simple  to  require  a  deep 
analysis. This certainly has to do with the fact that it happens 
quite seldom that the students receive tasks from potential 
clients/users  from the  real  world.  In  most  cases  it  is  the 
teacher who defines such problems and assigns them to the 
students  (in  contrast  with  the  “complex  and  messy 
problematic situations” discussed in [2]).

Hence  these  problems  might  be  too  defined  from the 
beginning, so that it is immediately visible how to capture 
the  elements  of  the  problem  domain  in  terms  of  object-
oriented features like classes and methods. In this way RP 

making  becomes  a  superfluous  exercise,  just  to  show the 
teachers that the prescribed path has been followed correctly.

Assuming  this  explanation  as  correct,  it  means  that 
knowledge acquisition and analysis in software development 
are in fact  designerly activities,  in the terms expressed by 
Rittel  and  Webber  [22].  They define  design  as  a  process 
aimed at framing and solving “wicked problems”, in which 
the presence of messing factors, such as people and social 
interaction,  makes  it  impossible  to  find  easy  or  optimal 
solutions. However, still in more recent studies [2], problem 
framing is recognized as a valid tool, and it automatically 
embodies suggestions towards suitable solutions. Therefore, 
if  the  problems  assigned  to  our  students  are  not  wicked  
enough,  and  they  did  not  require  any  framing,  then  the 
technical part is the only one left for investigation.

The same reason  could also explain why conflicts  are 
often left out of RP. If the problems are too easy, it might 
even be necessary for students to artificially invent possible 
conflicts  for  their  RP.  Conflicts  should  instead  emerge 
through analysis  of a messy situation, taken from the real 
world, that demands technology supported solutions.

Exploring more this angle, it is no surprise that RP were 
originated  within  Soft  Systems  Methodology [1][2]. They 
are  related  to  situation  boards  designers  use  to  represent 
users' dilemmas and context of use. Situation boards provide 
a support for reflection and design, intended as a creative and 
exploratory  process,  within  the  design  team  eventually 
involving users too [15][18]. RP should be used in a similar 
way,  therefore,  they  can  be  defined  as  a  designerly  tool. 
According to Stolterman's definition [19], there are no step 
by  step  instructions  about  how to  make  RP,  as  they  are 
supposed  to  be  flexibly  adapted  to  the  situation  to  be 
represented and preferences of individuals or the group. In 
fact we saw that the students are actually keen on structuring 
RP in different ways. But we could also notice in past years 
that  this  flexibility  may  generate  confusion:  there  is  no 
specific way to make a RP, yet students can still make them 
wrong,  not  rich  enough  or  missing  key  elements  needed 
when  later  modeling  the  system.  Another  source  of 
confusion is  the fact that rich pictures, use cases, and state 
diagrams all contain some of the same pieces (such as users 
or  events).  In  face,  some  diagrams  from the  four  reports 
intended for the game course tend to mix internal details of 
the  system  to  be  developed,  with  context  of  use,  and 
conflicts about the application of the system.

In  conclusion  these  issues  may  be  solved  if  students 
received their tasks from actual clients, like for example a 
company. If that was not possible, the teachers could make 
the  effort  to  provide  messy  problems,  maybe  taken  from 
news papers or other  real-world informed materials. Hence 
students  could  be  provided  with  heterogeneous  stories 
describing  the  same  problem  from  different  perspectives 
(e.g.,  discussions  about  the  different  ways  to  administer 
existing power plants and renewable energy sources). At this 
point the students would be forced to analyze such material, 
to frame the general problem, isolate one or a few specific 
issues to focus on, identify core elements, actors, events, and 
potential  conflicts in the original  and in  the new changed 

Figure 5: Typical example of rich picture from a students' project. It is 
edited through a software tool and represents only the “Tradition versus 

Change” conflict.
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situation. Hence RP might gain recognition as a useful tool 
that  allows  developers  to  find  a  focus  in  the  messy real-
world and explore more before  committing to a particular 
system definition.

C.Re-conceptualization of RP as knowledge acquisition
Reflecting on the results gained from the preliminary test 

and the analysis of RP in past project reports, we identified a 
typical  work practice related to knowledge acquisition and 
pre-analysis,  which  are  the  initial  phases  of  software 
development, and RP editing. This work practice is what our 
software tool should facilitate, when finished. 

RP creation  is  a  preliminary design  activity,  the  stage 
where developers must frame a messy problem in order to 
find  adequate  solutions,  focused  on  object-oriented 
technology. The RP creation process is quite complex, and it 
is  definitely  a  form  of  reflection-in-action as  defined  by 
Schön [17] regarding design and planning. In this practice 
experience  and  improvisation  are  deeply  intertwined,  as 
expressed by Ingold and Hallam [23]. Moreover, it is a social 
practice,  since  decisions  must  be  taken  by  a  group  of 
developers.

Schön,  in  his  book  “The  Reflective  Practitioner”  [17] 
provides  a  deep  analysis  of  professional  practice, 
reconstructing how professionals act in their everyday work 
and reflecting on implications for education. In our case we 
are  dealing  with  bachelor  students  from  technical 
departments  (Computer  Science,  Engineering,  Medialogy), 
who have to learn object-oriented analysis and design in their 
curricula.  During their course the students are supposed to 
learn  theory  and  practice  of  object-oriented  software 
development, usually by working at a mini-project that spans 
the  duration  of  the  course.  Moreover,  the  students  are 
typically developing their semester projects at the same time 
as they attend the OOA&D course, and can decide to apply 
some of the concepts learned to the larger semester projects 
as well.

As  discussed  by  Schön,  the  students  are  supposed  to 
acquire  a  repertoire  of  examples  ([17]  p.  138)  regarding 
application of techniques, theories and practical knowledge, 
based  on  their  project  experience,  to  support  their  future 
working  practice.  Working at  their  mini-projects,  students 
are training in analyzing the given problems and in applying 
the knowledge they gained through lectures and text books, 
in  order  to  develop  technology  supported  solutions.  This 
kind of practice is called by Schön reflection-in-action, and it 
is defined as a reflective conversation with the material of 
the  design  situation  ([17]  p.  165).  Sketches,  like  RP, 
represent virtual worlds through which the practitioner can 
make  exploratory  experiments,  to  investigate  possible 
solutions for her task. New decisions will be taken, reflecting 
on  technical  and  social  implications  through  these 
exploratory experiments, which talk back to the developer.

Moreover, RP creation is also a social process, since all 
group members are supposed to participate. In this sense it 
involves an improvisational component, as defined by Ingold 
and  Hallam [23].  Improvisation  is  a  relational  generative  
process, it is functional to the creation of new culture and 

implies that all actors are responsive to each other and the 
context. It is also temporal as it embodies a certain duration, 
that  is  being  defined  by  an  organic  sequence  of  actions 
articulated through time [23]. All these aspects are present in 
RP  editing,  which  unfolds  as  a  participatory  knowledge 
acquisition,  leading  to  the  identify  objects,  users  and 
dynamics of the system to be developed. 

Considering all this, the software tool we are developing 
must  be  re-conceptualized,  to  support  reflection  in  action 
within a social context. Thus, as already mentioned, FSSE 
should be a designerly tool that does not impose a  step by 
step guided practice, yet it must have a specific affordance 
for RP editing. 

Furthermore, FSSE should allow developers to structure 
their own elements (such as objects and events) when editing 
one RP. In this way developers should be able to create a sort 
of  kit of tools,  that is supposed to speed up the process of 
editing  future  RP  too.  In  more  general  terms,  developers 
should  be  supported  in  creating  a  rough  visual  domain 
specific  language. Therefore,  in  designing  FSSE,  balance 
between specificity and openness represents a fundamental 
dilemma.

VI.NEXT ITERATION: FSSE10
Considering the details analyzed in the RP we can deduce 

possible features for the new version of the program. First of 
all  we  noticed  that  only  a  few  RP  were  handmade,  this 
confirms our findings from the test that technical  students 
dislike to draw and prefer to use a graphical software tools 
for their RP. This behavior is compatible with our hypothesis 
that students consider RP as something required by teachers, 
and if edited at the computer, they look better in their reports 
and are more readable.  However,  even when created  with 
software tools, RP are clearly structured in a personal way, 
independently from the tool used. 

In terms of designing our tool this implies that we have to 
allow students to freely choose their representation style, a 
principle that fits within the definition of a designerly tool 
[19]. Refining FSSE to be a better designerly tool for RP is 
our main goal for the next iteration; the new version of the 
tool  will  be  called  FSSE10,  since  it  will  be  finished  and 
tested in  2010.  From a functional  point  of  view,  FSSE10 
needs to provide better support for the 3 central elements of 
RP: structure, processes and concerns, and possibly present a 
simpler  and  clearer  graphical  user  interface  (GUI).  In  the 
next sections we will discuss the design of FSSE10.

A.Streamlined GUI and new palette
Considering  our  observations  circa  the  way  students 

work with RP and with FSSE, we think nesting of frames 
complicates the GUI; therefore nesting will be replaced by 
stacks of re-positionable notes (a concept similar to piles in 
the  BumpTop  virtual  desktop  [24]).  The  new  metaphor 
should be that when a frame B is stacked on top of another 
frame A, then B is inside A, or B part-of A. 

Moreover, the new GUI will integrate free-hand drawing: 
to draw we currently rely on a free external  painter (Java 
Image Editor, by JH Labs). Internal painting capabilities will 
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provide a more uniform environment and improve the flow 
when drawing rich pictures. 

Many students seem to like to add explicative comments 
to the RP or to single elements of it. This practice, related to 
RP concerns,  will be supported by allowing them to place 
text bubbles in  the rich picture. 

The palette is also undergoing significant changes: it will 
look much more like a simplified  UML class diagram. The 
terminology used in FSSE10 will therefore be more in-line 
with object-oriented jargon.  Tags will be called classes and 
frames will be referred to as objects (or rich picture objects). 
In the current version of FSSE, a frame can have any number 
of tags, but in the next version each frame (i.e., each rich 
picture  object)  will  have  a  single  class.  This  implies  that 
FSSE10  will  only  support  single  inheritance,  which  is  a 
sensible solution to keep the tool simple. Moreover, in our 
analysis  of  past  rich  pictures  we  discovered  that  multiple 
inheritance is virtually never considered by students' during 
OOA.

Another change will be that each class in the new palette 
will  contain typical  instances,  called  prototypes.  This idea 
originated from observing a particular pattern of use of FSSE 
during the test. A user would create some frames, give them 
names and tags, and cluster them in an empty area of the rich 
picture (an example of spatial reasoning within FSSE). Later 
the user will proceed to create new frames by cloning the 
ones in the cluster. The cluster itself can be considered as an 
extension to the FSSE palette. In FSSE10 we will therefore 
allow the user to drag a rich picture object (e.g., a drawing of 
a dog) from her rich picture into a class of her palette (the 
class “Dog”). The dragged object will then be referred to as a 
prototype of that  class, i.e.,  a typical  representative of the 
class. When a new object of the class is created (in this case 
a new dog) the prototype (i.e., the drawing of the dog) will 
be cloned, to provide an initial look for the newly created 
object.  Proceeding in this way, the palette will contain more 
and more classes, each with its own prototypical objects, that 
the  user  stored  during  her  exploration  of  the  system 
concepts. A side-effect of supporting prototypes is that the 
palette becomes more persistent and easier to interpret even 
separated by the RP that generated it. This, in turn, opens the 
possibility of  sharing a palette  among many rich pictures, 
which is impossible in the current version. 

B.Processes: arrows, events and conflicts
Processes, a very relevant aspect of RP, are not directly 

supported  in  FSSE.  In  FSSE10 we  plan  to  use  events to 
represent processes. We already decided to provide labeled 
arrows, since they were explicitly required by our students in 
the test, so events will be implemented as a arrows between 
rich picture objects. Finally, conflicts will be considered as a 
special kind of events.

We are considering the possibility to implement events as 
hyperedges.  Hyperedges  are  related  to  hypergraphs,  a 
generalization of graphs  [25]. A hypergraph can  be defined 
as  a set  of  vertices,  and a set  of hyperedges between the 
vertices;  hyperedges  are usually undirected,  and represent 
relationship  among  1  or  more  vertices.  As  an  example, 

consider a FSSE10 user who wants to define an event “serve 
cake”, involving 3 rich picture objects: a cake, a knife and a 
person. The user could select the objects and connect them 
via a  single  hyperedge  labeled  “serve  cake”.  Each  object 
attached to the hyperedge will have a  role, specified by a 
role name; in the example the roles could be: “item to cut” 
for  the cake,  “cut with” for the knife,  and “who” for  the 
person. Roles of an event should be typed: e.g., the “item to 
cut” needs to be an object of the same class of the cake. An 
event type can later be created from the “serve cake” event, 
and  attached  to  the  palette.  The  event  type  will  keep 
information about the role names and their required types, 
providing a mechanism to constraint and validate events. In 
the cake example, to serve a cake you need to link the role 
“who” to an object of class person, and FSSE10 should issue 
a warning if the role is attached to a dog.

Finally,  in  FSSE10  it  would  be  easy  to  consider  a 
conflicts  as  just  another  kind  of  events,  i.e.,  labeled 
hyperedges  among  the  parts  of  the  rich  picture  that 
experience  the  conflict.  However,  we  have  noticed  that 
conflicts tend to be neglected by our students, even if they 
are often necessary to make good RP. Therefore, we believe 
that our tool should provide an affordance for conflicts, for 
example in the form of a button for the specific creation of 
conflicts.

C.New file format
A FSSE10 project will be a collection of rich pictures, 

together with a single, common palette (as depicted in Figure 
6),  and  for  this  we need  to  define  a  new file  format  for 
FSSE10. The new format also reflects the special role and 
importance  of  the  palette:  it  contains  all  ontological  and 
behavioral information about the set of RP in a project. The 
palette also provides examples of typical objects of a domain 
(i.e., complete objects that serve as prototypes for the various 
classes),  and  data  in  natural  language  about  conflicts  and 
reflections around the rich pictures, in the form of concerns. 
We propose to consider the new palette as the initial core of 
a  Domain  Specific  Language,  in  the  sense  expressed  by 
Fowler [26]:

“If  people  want  to  think  about  [a  system's] behavior  
with  events,  states,  and  transitions—then  we  want  that  
vocabulary to be present in the software code too. This is  
essentially  the  Domain  Driven  Design  principle  of  
Ubiquitous  Language--that  is  we  construct  a  shared  
language  between  the  domain  people  [...] and 
programmers.”
This  shared  language  in  our  case  is  a  visual  shared 
language,  and the programmers should at least be able to 
use  FSSE10  to  agree  among  themselves,  and  whenever 
possible, with domain specialists and users too.
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D.Intelligence, flexibility and cooperation
In FSSE we implemented a few algorithms to analyze the 

way  the  user  nests  her  frame,  and  infer  aggregation 
relationships  among  tags,  as  well  as  cardinality  and 
optionality.  In  the next  version  we would  like  to  provide 
mechanisms  for  discovery  of  contextual  information:  the 
context of  a  frame  can  be  defined  as  the  types  its  the 
surrounding frames. Relationships could be discovered using 
heuristics based on this notion of context.

We are also considering to improve the flexibility of our 
tool,  by  providing  FSSE10  with  a  plug-in  mechanism  to 
enable users to define their own mapping from rich pictures 
to external formats, and perhaps to code. 

From  a  social  point  of  view,  FSSE  should  be  re-
conceptualized in order to allow groups to actively interact 
with  the  program  in  their  group  rooms,  and  as  it  was 
suggested  by one  of  our  testers,  also through the  Internet 
from remote locations. It could be interesting to explore the 
effect  of  both  synchronous  and  asynchronous  virtual 
interaction.

E.Mock-up of FSSE10
To develop the new version of our RP authoring tool we 

are proceeding in an agile way, defining stories and selecting 
the  most  relevant  ones  to  be  the  basis  of  the  design  and 
implementation incrementally more complex prototypes. 

Since we advocate the use of RP in the analysis phase of 
software development, we sketched our stories to be visual 
and similar to rich pictures. Figure 7 shows the new look of 
the FSSE10 GUI, some of the steps in the creation of two 
rich pictures,  about the same domain, and the incremental 
definition of a palette. The images in Figure  7 show, from 
top-right to bottom-left:

•the  creation  of  visual  representation  for  3  objects:  a 
house, a man and a car. The man is inside (a part of) 
the  house.  When  the  user  assigns  types  to  the  3 
objects,  the classes H (for the house),  M (for the 
man) and C (for the car) are automatically added to 
the palette. The palette also detects that objects of 
class M can be inside objects of class H, and shows 
a 1-to-1 relationship between the 2 classes.

•the user creates an event called “sleep” that relates a 
man and his house. The role of the man is labeled 
“who” and the role of the house is “place”.

•After creating the event “sleep”, the user can declare an 
event  type  from  the  specific  event.  The  “sleep” 
event type is added to the palette, at the bottom, and 
keeps information about the roles and their types: 
objects linked to the role label “who” should be of 
class M and objects with role “place” should be of 
class H. New events “sleep” can be created clicking 
on the event type in the palette.

•the user can set the object “house” as prototype of class 
H, by dragging it to the class H in the palette.

•now the user can save and close the current rich picture 
and start working on a fresh one, still keeping the 
same palette of classes and events. Populating the 
new rich picture should be quicker  thanks to the 
knowledge in the palette.  The user  creates  2 new 
objects from class H, “house” and “myHouse”. The 
“myHouse” object is a clone of “house” with some 
details  altered.  Class  H  uses  its  prototype  to 
initialize each new instances.

•the user can declare that “me” sleeps in “myHouse”, by 
creating a new event from event type “sleep”, and 
linking  the  roles  “who”  to  “me”  and  “place”  to 
“myHouse”.  Finally  a  concern  is  created,  shaped 
like a text bubble, in the top-right of the last image.

VII.CONCLUSION

This  paper  describes  the  features  and  development  of 
Free  Sketch  SE,  a  software  tool  to  support  rich  pictures 
authoring  for  object-oriented  analysis.  To  validate  and 
complete the initial prototype of the tool, we ran a usability 
test.  Although limited  to  a  small  group,  the test  provided 
meaningful feedback that is directing the next development 
iteration. 

Figure 6: The new FSSE10 file format. A FSSE10 project 
is saved as a folder (labeled “Project A” in the figure, and 

colored cyan). Inside the project folder there is a sub-
folder (yellow, labelled “Palette”) which contains 

definition of classes, events and concerns. Some classes 
might have prototypes (i.e., examples of one or more 

common instances of that class), and those are also stored 
inside the palette folder, Moreover, in the project folder 

there is an XML file describing each individual rich 
picture. This storage format reflects the fact that all rich 

pictures in the same project share a common palette.
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Figure 7: The new GUI of FSSE10. The images show (top-right to bottom-left) the progression of steps needed to create two rich pictures about the same 
problem. The palette is defined incrementally during the creation of the first rich picture; classes and events are specified and will be permanently stored in 

the palette. The second rich picture can then be built, leveraging on the elements already in the palette. Notice how all typical  elements of  a rich picture 
are now supported in FSSE: classes, events and constraints (bottom-left step).
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After  the  test  we  reflected  upon  patterns  of  use  and 
analyzed  rich  pictures  in  projects  from  various  past 
semesters. From these we obtained a better understanding of 
how students create their rich pictures and what role they see 
for rich pictures in their project reports. The user-centered 
approach we followed proved of great help in better defining 
our  tool's  features:  for  example,  the  feedback  received 
suggested us how to include support for events.

Moreover,  we  discovered  something  important  about 
programmers  and their  values.  They like to  use authoring 
software tools at different phases of their project and they are 
happy  to  experiment  with  new  ones.  Furthermore,  we 
realized  that  a  software-supported  activity  makes 
immediately more sense to them and they are more willing to 
engage in it. They definitely dislike hand-drawing and try to 
avoid it. On a more general level, designerly activities, which 
are by nature  open, are generally considered confusing and 
frustrating.  An  important  lesson  to  keep  in  mind  while 
developing designerly tools for programmers.

On the long run, we plan to improve Free Sketch, test it 
further, and deploy it as the main tool for a bachelor-level 
object-oriented analysis and design course.
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Abstract—Rapid discovery and access of geospatial resources
is critical for many application domains that require agile data
integration. In this context, cross-domain geospatial applica-
tions need immediate access to geospatial resources of interest
in order to rapidly integrate them in scalable, functional
Web applications. In this paper we explore new perspectives
to build pragmatic geospatial Web applications, drawing on
the ideas of recent initiatives like Linked Open Data and
Open Archives Initiative. By using and extending standards
and principles from these initiatives we are able to model
single and composite geoprocessing services as a collection of
heterogeneous Web resources. Such collections are built by
the principle aggregation by linking that enables to connect
and link multiple geospatial data and services across different
application domains.

Keywords-models for geocomputation; geoprocessing ser-
vices; collections; service integration; OAI-ORE; Linked Open
Data

I. INTRODUCTION

Geospatial data sets are increasingly becoming available
in open repositories. Not only as official, validated data sets
collected by authorities and experts that make them available
through catalogues in Spatial Data Infrastructures (SDI)
nodes, but also as on-line resources dispersed everywhere
produced by thousands of individuals. Nonexpert users are
taking the role of productors of geospatial data through
the massive use of social networks (Flickr, Twitter, etc.)
and location-based devices (mobile phones, digital cameras,
etc.), which leads to huge amounts of rich georeferenced
user-generated content in a great variety of sizes and for-
mats [2]. As some authors pointed out [3], SDI nodes
cannot ignore the millions of users providing up-to-date
data anywhere at any time, becoming a challenging task for
the next generation of geospatial applications to conciliate
the up-bottom approach in traditional SDI creation with the
bottom-up approach powered by users [4].

In the SDI context geoprocessing services are a power-
ful means for creating web-based applications, integrating
geospatial data from multiple sources [5] [6] [7]. In addition,
Brauner et al. [8] have recently reported a set of research
projects focused on designing and implementing geoprocess-
ing services, in order to draw a research agenda for future
developments in the realm of distributed geoprocessing

computing. According to these studies [3] [8], some issues
that should be addressed in the near future are:

• The need of integrating information from multiple
and heterogeneous sources to benefit from the rich,
valuable, up-to-date user-generated content.

• The lack of flexible mechanisms to create on-demand,
scalable service-oriented geospatial solutions that con-
tains relevant geospatial resources such as geoprocess-
ing services, geospatial data and user-generated content.

Our long-term research goal pursues new perspectives to
provide pragmatic, scalable approaches to creation of geo-
processing workflows that take into account user-generated
content out of SDI context. Here we focus on the facet
of description (leaving other facets like execution aside for
now) of geoprocessing services in such a way that let users
create collections of related geoprocessing services.

The proposed approach draws on the principles and best
practices exposed by Linked Open Data (LOD) [9] [10]. This
initiative stems from the very principles of Web architecture
and pursues the goal of “enabling people to share structured
data on the Web as easily as they can share currently
Web resources” [9]. The idea consists of publishing data
in a structured manner and creating typed links between
data resources from heterogeneous sources, assuming these
two tenets: (i) RDF (Resource Description Framework) data
model is used as common model to publish structured
data; and (ii) extensive use of typed links to connect data
from different data sources. Essentially, it is assumed that
the more interlinked data, the more aspects of meaning
(richness) might be represented.

Although accessing to data itself may be viewed as
a prior goal, users are already retrieving georeferenced
data either through SDI data download services or from
open repositories such as Flickr, Open Street Maps and
Twitter. The availability and stability of latter data sets
are fundamental and should be reinforced, though, the real
impediment is to provide better connections (interlinking)
among the vast amount of user-generated data, SDI content,
and geoprocessing services so that experts and nonexperts
alike may access to structured data and services for their
cross-domain geospatial applications. Furthermore, our aim
here is to apply the OAI-ORE (Open Archive Initiative -
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Object Reuse and Exchange) protocol (see Section II-C),
which has been proven to be successful in digital library
projects, extending it with new types of relationships to the
geospatial landscape in order to support not only structured
data, as LOD states, but also interlinking other types of Web
resources like geoprocessing services.

This paper is an extended version of a conference paper
referenced in [1]. The rest of the paper is structured as
follows. In Section II we introduce the basic concepts used
throughout this paper focusing specifically on the OAI-
ORE’s abstract data model. The proposed approach to model
geoprocessing services and data as collections of interlinked
heterogeneous resources is described in Section III. Sec-
tion IV compares our work with related projects. Finally,
Section V concludes by summarizing the key features of
our approach and discussing ongoing work.

II. BACKGROUND

This section presents relevant concepts and definitions for
the remaining sections. In particular, the following subsec-
tions will shortly introduce the SDI and related geospatial
services, the LOD project, and the OAI-ORE specification.

A. SDI and geoprocessing services

Spatial Data Infrastructures (SDI) describe the notion of
service-oriented management, accessing, and processing of
geospatial data. The implementation of SDI has traditionally
followed a service oriented architecture paradigm where web
services technology plays a enabling role in data integration
and promotion of interoperability among heterogeneous dis-
tributed information sources [11].

Geospatial web services allow users to access, manage,
and process geospatial data in a distributed manner [12]. The
demand for interoperability has boosted the development
of standards and tools to facilitate data transformation and
integration, mostly in terms of standard interfaces specified
by Open Geospatial Consortium (OGC1) and Technical
Committee 211 (TC2112) of International Organization for
Standardization (ISO). The Web Map Service (WMS), the
Web Feature Service (WFS) and the Web Coverage Service
(WCS) are some prominent examples of OGC interfaces for
geospatial services. All come in different versions, where
WMS 1.3.0 [13], WFS 1.1.0 [14], and WCS 1.1.2 [15] are
the most recent. The central building-blocks for data, as well
as service discovery, are provided by the Catalogue Services
for the Web (CSW) [16] and so called geoportals [17]. The
CSW provides one access point to users that search for
geospatial data.

Geoprocessing services essentially transform geospatial
data to produce new data or meaningful information [18].
A substantial leap ahead in the domain of geoprocessing

1http://www.opengeospatial.org/
2http://www.isotc211.org/

services was the OGC Web Processing Service (WPS) spec-
ification [19]. This specification was designed to encapsulate
generic operations and algorithms over the Internet. The
basic operational unit of the OGC WPS is the notion of
process, that is, a geospatial operation with inputs and
outputs of a defined type. This means that a given WPS
instance (a concrete WPS service running) may offer one
or various operations (or processes) as normal web services
do. The common communication pattern between a client
and a WPS instance encompasses three types of requests.
A request can be sent to the WPS instance via HTTP GET
with parameters provided as Key-Value Pairs (KVP) or via
HTTP POST, with parameters supplied in a XML document.
These three types of requests are:

• GetCapabilities. First, a WPS instance receives a KVP
getCapabilities request (which is common for all OGC
geospatial services) and simply responds with an XML
document, containing metadata such as server provider,
contact information, general description, and a list of
contained geoprocessing operations (processes) offered
by the queried WPS instance.

• DescribeProcess. A WPS-client selects a process iden-
tifier from the getCapabilities response and performs
a describeProcess request, either as KVP or as XML
document. The WPS instance responds with an XML
document containing needed information for the so-
licited process, such as input and output parameter
names and types, so that the WPS-client may later build
the execute request.

• Execute. The WPS-client eventually requests the ex-
ecution of a geospatial operation, with all required
input data by invoking the execute method as an XML
document request. The WPS instance then runs the
operation and returns the results informing also of its
status.

As geospatial web solutions continue to grow and in-
crease in complexity, many standards organizations, industry
bodies, and the geospatial research community have paid
attention to the effective composition and orchestration of
geospatial web services [20]. Rather than describing a new
service interface for geoprocessing services, our aim here
is to propose a new way to improve service compositions
in terms of collections or aggregations of geoprocessing
services in line with the principles of the Linked Data
community.

B. Linked Open Data

Linked Open Data (LOD) represents a style of information
publishing on the Web. This style relies on traditional web
technologies and the usage of light-weight techniques for
data model representation. The former resides on the use
of Uniform Resource Identifiers (URI) as reference points.
A URI is used to uniquely identify a resource, i.e., a
piece of data, and also for actual access to the resource
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representation. This implies that HTTP URI should be
deferenciable URI, that is, user can look up these URIs to
retrieve resource representations. Content negotiation comes
here to allow clients to specify an acceptable representation
of a data set [21]. While connecting to a data source, the
client may specify the desired representation. This may be,
for instance, plain RDF, or an HTML representation with
increased readability for the human user.

The former refers to the Resource Description Framework
(RDF) as basic structure for any form of description. RDF
provides means to describe any kind of resource in form of
triples (subject-predicate-object). In this way, data published
according to LOD principles is exposed in RDF format
and interlinked by exploting the intrinsic capabilities of the
RDF model to link resources. As we will see in the next
section, OAI-ORE and LOD share some characteristics what
make OAI-ORE a suitable candidate to model collections of
geoprocessing services with the benefits of the LOD project.

C. OAI-ORE’s abstract data model

The Open Archive Initiative - Object Reuse and Exchange
(OAI-ORE) protocol [22] defines an abstract data model [23]
for describing, reusing, and exchanging collections of Web
resources. The aim of this protocol is to expose rich content
(text, images, data, video, etc.) in aggregations to be then
fed by applications in the realm of digital library domain.
Obviously, OAI-ORE is closely related with the OAI -
Protocol for Metadata Harvesting (OAI-PMH) [24], since
for instance source content (e.g., e-prints records) described
in OAI-ORE can be harvested automatically in order to
replicate it in others remote repositories [25].

Conceptually, the OAI-ORE’s abstract data model builds
strongly on the principles defined on LOD. First, the notion
of “addressable resources” indicates that resources of any
type (file, image, text document, metadata, process, etc.)
should be identified using HTTP URI. Secondly, exploiting
the simple mechanism of “typed links” to connect resources
enables the discovery, browsing, and access to more related
and connected data.

In principle, the use of the capabilities of OAI-ORE and
LOD to build scalable, distributed Web applications that in-
tegrate heterogeneous remote sources becomes evident [26];
LOD takes the principles of the current Web architecture, the
most, by far, scalable and distributed information system. As
the OAI-ORE’s abstract data model relies on such principles,
we find a rational argument to use it to link collections
of Web resources, considering a geoprocessing service as
a particular type of Web resource.

Before discussing how the OAI-ORE’s abstract data
model can be used for describing and linking geoprocessing
services (see Section III), we introduce here its key enti-
ties [23]. The simplified diagram in Figure 1 shows how
these entities are related each other. The entity Aggregation

Figure 1. Simplified OAI-ORE’s abstract data model

plays a central role as it represents a collection of address-
able resources that in turn are called Aggregated Resources
(AR). The ore:aggregates relation denotes here the “aggre-
gation by linking” mechanism to connect resources related
in some way. This implies that both Aggregations and AR
entities are addressable resources in the sense that both use
HTTP URI as referencing method. Here comes the process
of dereferencing URI, another key aspect in LOD, which
just means looking up a URI on the Web in order to get
either the resource itself or its representation.

Aggregation and AR are abstract terms that must still
refer to concrete resources, which can be of any type
such as a document, image, process, service, and even
a chain of geoprocessing services as we will see in the
following section. The OAI-ORE specification makes use
of the Resource Map entity to provide a concrete repre-
sentation for the whole aggregation, mostly derived from
RDF. Some suggested formats in the specification are the
Atom syndication format [27], RDF/XML3, and RDFa4 (a
microformat for extending XHTML to support RDF). We
use the RDF/XML serialization so that resulting collections
can be readily added and connected to other LOD datasets
since RDF triples are the common data model.

OAI-ORE defines a useful abstract entity called Proxy (P)
by which it is possible to express the role an aggregated re-
source has explicitly in the context of an aggregation. For ex-
ample, two resources may have a temporal relationship that
connects to each other and this is only meaningful within
the aggregation context in which they are defined. The use
of relationships from and to Proxy elements instead of the
Aggregated Resource elements they represent does not affect
the original resource. In addtion, the use of Proxy elements

3http://www.w3.org/TR/rdf-syntax-grammar/
4http://www.w3.org/TR/rdfa-syntax/
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does not make private information explicit (e.g., temporal
and semantic relationships) to external aggregations because
either this knowledge is not required or is meaningless to
them. The Proxy entity thus enables encapsulation, a major
driving force to support reusability [28].

Besides the Proxy entity, OAI-ORE protocol permits the
use of relationships to link directly to resources and aggre-
gations. These relationships can be either internal, between
the resources defined within the aggregation, or external,
linking to external resources such as georeferenced user-
generated content. In both cases, specific relationships such
as ore:aggregates and ore:describes are defined. An example
of external relationship is ore:similarTo. However, following
the “typed link” principle of LOD, those resources defined
in a given OAI-ORE aggregation may, indeed should, link
to and be linked from other external resources based on re-
lationships characterized semantically by other vocabularies.

Aside from linking related resources, the “aggregation
by linking” mechanism makes it ease to create complex
hierarchical aggregations from simpler ones. This implies
that collections of resources can be scaled and reused easily,
since incorporating or eliminating a resource from a given
collection simply means to refer or not to its HTTP URI.
Next section focuses on how geoprocessing services can
be seen as resources and described using the OAI-ORE’s
abstract data model.

III. APPROACH

This section first proposes the conceptual architecture
that supports our approach and lists some assumptions that
drive our research at the present stage. Then a set of new
relationships to model geoprocessing services inside an OAI-
ORE colection is presented as an extension on this protocol.
Finally we describe how to use the OAI-ORE and the
new extension to model geoprocessing service and their
composition.

A. Architecture

SDI-based applications are built upon a multilayer ar-
chitecture as depicted in the right side of Figure 2 (blue
boxes). Application layer may contain thin client tools such
as geoportals, mashups and rich internet applications (e.g.,
Flex, JavaFX), and also thick desktop-based clients. The
middleware layer comprises multiple distributed services,
which allow client applications to discover, access, and pro-
cess geospatial data and metadata from remote repositories
(Data layer). SDI applications work in this way because SDI
nodes are normally architectured in such a way5.

To provide better connections with other type of data
out of SDI content, like user-generated content and LOD
datasets (blue clouds and gray circles in Figure 2), we have
added a Transformation process to convert heterogeneous

5http://inspire.jrc.ec.europa.eu/reports/ImplementingRules/network/D3
5 INSPIRE NS Architecture v3-0.pdf

Figure 2. Proposed architecture

source resources into RDF/XML format. The source re-
sources may be geospatial data sets in SDI repositories, geo-
referenced documents, pictures or tweets (Twitter messages),
as well as geoprocessing services to compute calculations
over such datasets. The black arrows in Figure 2 shows the
two-step transformation process: first resource collections
are generated based on the OAI-ORE data model to be
then serialized as RDF/XML documents. Besides resulting
collections may be readily connected to resources in other
RDF-based LOD datasets6 across several communities and
domains [9].

The proposed architecture poses some requirements for
interlinking geoprocessing resources: addressable resources
(data and services), connecting (linking) resources, and the
ability to see and link resource descriptions (metadata)
for each resource. In the following we enumerate some
assumptions taken in this paper for describing collections
of interlinked Web resources:

• Geospatial datasets and services are addresable re-
sources, i.e., have referenciable HTTP URI [9] [10]
[26].

• A geoprocessing service is considered a type of Web
resource, which let us rely on the OAI-ORE protocol
to model interlinking geoprocessing services.

• Since a geoprocesing service is a resource, a chain
of geoprocessing services may be then comparable
to a collection of heterogeneous Web resources. A
collection thereby is a resource with own metadata.

B. Extending the OAI-ORE abstract data model

A geoprocessing service can be characterized by its sig-
nature: a function or capability, and a set of input and output
parameters. Taking this simple approach, the mapping to the
OAI-ORE’s abstract data model is driven by the following

6http://richard.cyganiak.de/2007/10/lod/
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rules: (i) a geoprocessing service is an Aggregation entity;
(ii) its components are Aggregated Resources, i.e., the
capability of the resource, and the collections of input and
output parameters; (iii) a Resource Map entity then describes
the Aggregation using a serialization format.

These assumptions describe a method for mapping geo-
processing service elements with the OAI-ORE data model,
however, the built-in relationships defined by this specifica-
tion are not enough to express the roles and relationships
for modelling aggregations of geoprocessing services. In
order to appropiately define these relationships, we have
extended the OAI-ORE abstract data model with a set of
new relationships (with prefix ores) that can be applied to
the already existing elements.

Table I briefly shows these new relationships altogheter
with their name, URI, the inverse relationship in the case this
exists and their domain and range properties. Not only the
definition of these relationships but also the elements that
make use of them is an important aspect to consider. The
relationships among the different elements that describe a
geoprocessing service can only be meaningful in the context
of this description and they may not be useful or represen-
tative outside the geoprocessing service description for an
aggregated resource. In order to encapsulate this information
most of the new relationships defined are applied to the
Proxy element. The Proxy actually becomes a key element
for describing the geoprocessing service representing and
containing the internal relationships that models it.

Geoprocessing services may receive an input to ge-
nerate an output or result. This behaviour is mod-
eled in our approach through the use of the re-
lationships ores:aggregatesInput, ores:inputAggregatedBy,
ores:aggregatesOutput and ores:outputAggregatedBy. The
first two relationships allow the specification of the input
for a given service being each relationship the inverse for
the other. The last two ones do the proper in the task of
specifying the output for the service representing again an
inverse relationship among them. Since a service can have
zero or more inputs (and outputs), the cardinality of these
relationships can be specified as zero to any.

Similar behaviour occurs when defining the inner pro-
cesses that compounds the geoprocessing service. This
components can also specify their inputs and outputs us-
ing the declared relationships ores:inputFor, ores:hasInput,
ores:outputFor, ores:hasOutput. A given process may have
zero or more inputs and zero or more outputs that can be
specified by using any number of relationships to link both,
the process and the inputs or outputs represented by their
corresponding Proxy element.

The different processes that compound the geoprocessing
service have to be described in a certain partial order. To
model this feature, the proposed extension of the OAI-
ORE data model defines the relationships ores:next and
ores:previous. These two new relationships can be applied

Table I
OAI-ORE’S MODEL EXTENSION FOR SERVICE DESCRIPTION

Name ores:aggregatesInput
URI http://www.geoinfo.uji.es/ores/terms/aggregatesInput

Inverse Of ores:inputAggregatedBy
Domain ore:Aggregation
Range ore:Proxy
Name ores:inputAggregatedBy
URI http://www.geoinfo.uji.es/ores/terms/inputAggregatedBy

Inverse Of ores:aggregatesInput
Domain ore:Proxy
Range ore:Aggregation
Name ores:aggregatesOutput
URI http://www.geoinfo.uji.es/ores/terms/aggregatesOutput

Inverse Of ores:outputAggregatedBy
Domain ore:Aggregation
Range ore:Proxy
Name ores:outputAggregatedBy
URI http://www.geoinfo.uji.es/ores/terms/outputAggregatedBy

Inverse Of ores:aggregatesOutput
Domain ore:Proxy
Range ore:Aggregation
Name ores:inputFor
URI http://www.geoinfo.uji.es/ores/terms/inputFor

Inverse Of ores:hasInput
Domain ore:Proxy
Range ore:Proxy
Name ores:hasInput
URI http://www.geoinfo.uji.es/ores/terms/hasInput

Inverse Of ores:InputFor
Domain ore:Proxy
Range ore:Proxy
Name ores:outputFor
URI http://www.geoinfo.uji.es/ores/terms/outputFor

Inverse Of ores:hasOutput
Domain ore:Proxy
Range ore:Proxy
Name ores:hasOutput
URI http://www.geoinfo.uji.es/ores/terms/hasOutput

Inverse Of ores:outputFor
Domain ore:Proxy
Range ore:Proxy
Name ores:next
URI http://www.geoinfo.uji.es/ores/terms/next

Inverse Of ores:previous
Domain ore:Proxy
Range ore:Proxy
Name ores:previous
URI http://www.geoinfo.uji.es/ores/terms/previous

Inverse Of ores:next
Domain ore:Proxy
Range ore:Proxy

only to those Proxy elements that represent processes as
aggregated resources and indicate the next or the previous
processes that should be followed during the service execu-
tion. Thanks to these relationships it is possible not only to
specify an order for the inner processes but also navigate
among them and check for instance the requirements (i.e.,
output of a process that serves as input for another) in order
to start the execution of a process.

OAI-ORE defines a method for reusing defined aggrega-

204

International Journal on Advances in Intelligent Systems, vol 3 no 3 & 4, year 2010, http://www.iariajournals.org/intelligent_systems/

2010, © Copyright by authors, Published under agreement with IARIA - www.iaria.org



tions in others as aggregated resources of the latter indicating
the resource map or serialization of the former by the rela-
tionship ore:isDescribedBy that links both. The same may
happen when describing a geoprocessing service, however,
in this case the aggregations can have two different roles:
either describing a collection of aggregated resources or
describing a executable geoprocessing service. In the first
case all of the aggregated resources could be used as input
for a given process. In the second case, through, it makes
sense that only the aggregated resources that represent the
output of its execution may be of interest instead of the
entire service description (collection).

This behaviour represents an ambiguity concerning the
role a nested aggregation plays in a service description.
To resolve it the relationship ores:hasOutput can be used
to specify in both cases those elements that can be reused
by other geoprocessing service descriptions when the first
aggregation is used as one of its aggregated resources. The
use of ores:hasOutput makes it easy to reuse the output of
a geoprocessing service or a collection of other resources
and also allows to specify only a subset of the aggregated
resources in a collection or intermediate results in a geopro-
cessing service that may be of interest although they are not
the result for the service execution.

C. Modeling geoprocessing services as Web resources

Considering the OAI-ORE specification and the previ-
ously explained extension based on it, let us consider now a
concrete geoprocessing service like a transformation service
that converts a source KML (Keyhole Markup Language)
file [29] into a GML (Geography Markup Language) for-
mat [30]. This service is called Kml2Gml and takes one
input parameter –a data resource–, and returns the corre-
sponding GML content as an addressable resource so that
can be retrieved by dereferencing its URI.

Figure 3 illustrates this simple scenario using a named
graph to represent the mappings between the Kml2Gml
service and the OAI-ORE’s abstract data model including
the relationships defined in the extension for describing
geoprocessing services. From top to bottom, the Resource
Map entity named ReM-1 describes, through the relationship
ore:describes, the Aggregation entity A-1. The A-1 entity
is composed, through the relationship ore:aggregates, of
three Aggregated Resource entities, named AR-1, AR-2, and
AR-3 respectively. These AR entities map to counterpart
resources of the Gml2Kml service. In this particular case,
AR-2 represents the function, AR-1 the input resource,
and AR-3 the output resource. Their corresponding Proxy
elements are also represented in the graph by the elements
P-1, P-2 and P-3 respectevily and allow the definition of the
required relationships for the aggregated resources that are
meaningful only in the service description context. Table II
lists the set of URL for the resulting addressable resources,
both abstract (Aggregation, Aggregated Resource and Proxy

Figure 3. Mapping a geoprocessing service in OAI-ORE

Table II
LIST OF ADDRESSABLE RESOURCES

ENTITIES URI
ReM-1 http://www.geoinfo.uji.es/resource/aggregation.rdf

A-1 http://www.geoinfo.uji.es/resource/aggregation
AR-1 http://www.geoinfo.uji.es/data/datasetKML.kml
AR-2 http://www.geoinfo.uji.es/process/Kml2Gml
AR-3 http://www.geoinfo.uji.es/data/datasetGML.gml
P-1 http://www.geoinfo.uji.es/proxy/r?

what=http://www.geoinfo.uji.es/data/datasetKML.kml&
where=http://www.geoinfo.uji.es/resource/aggregation

P-2 http://www.geoinfo.uji.es/proxy/r?
what=http://www.geoinfo.uji.es/process/Kml2Gml&
where=http://www.geoinfo.uji.es/resource/aggregation

P-3 http://www.geoinfo.uji.es/proxy/r?
what=http://www.geoinfo.uji.es/data/datasetGML.gml&
where=http://www.geoinfo.uji.es/resource/aggregation

entities) and concrete resources such as geospatial data files
and services.

Figure 3 shows in grey tone all those relationships not de-
fined by the presented extension. These relationships include
those externally defined such as dcterms:creator, used by the
Resource Map and Aggregation entities to point to an author
(external) resource based on the Dublin Core vocabulary7.

As described previously, AR-1 and AR-3 entities represent
the needed input and output resources for the capability
resource AR-2. To capture these relationships between re-
sources in the OAI-ORE’s abstract data model, it is required
a couple of steps. First, we create a Proxy entity for each
AR entity (P1, P2, and P3 respectively). So a Proxy entity
is tied to the corresponding AR entity by two OAI-ORE
built-in relationships, namely ore:proxyFor and ore:proxyIn.
The former indicates that the Proxy entity is for a concrete

7http://dublincore.org/documents/dces/
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Table III
LIST OF ADDRESSABLE RELATIONS

RELATIONS URI
ore:similarTo http://www.openarchives.org/ore/terms/similarTo
ore:describes http://www.openarchives.org/ore/terms/describes

ore:aggregates http://www.openarchives.org/ore/terms/aggregates
ore:proxyFor http://www.openarchives.org/ore/terms/proxyFor
ore:proxyIn http://www.openarchives.org/ore/terms/proxyIn

dcterms:creator http://purl.org/dc/terms/creator
ores: http://www.geoinfo.uji.es/ores/terms/

inputAggregatedBy inputAggregatedBy
ores: http://www.geoinfo.uji.es/ores/terms/

aggregatesInput aggregatesInput
ores: http://www.geoinfo.uji.es/ores/terms/

outputAggregatedBy outputAggregatedBy
ores: http://www.geoinfo.uji.es/ores/terms/

aggregatesOutput aggregatesOutput
ores:inputFor http://www.geoinfo.uji.es/ores/terms/inputFor
ores:hasInput http://www.geoinfo.uji.es/ores/terms/hasInput
ores:outputFor http://www.geoinfo.uji.es/ores/terms/outputFor
ores:hasOutput http://www.geoinfo.uji.es/ores/terms/hasOutput

AR entity. The latter is informative and just keeps informed
the upper Aggregation A-1 about the active Proxy entities.
Second, semantic relationships among resources are possible
by means of relationships belonging to vocabularies, either
in the OAI-ORE domain itself or in others.

It is here where the extension plays its role modelling the
geoprocessing service through the use of the requiered rela-
tionships. For example ores:hasInput and ores:inputFor in-
dicate that AR-1 (input resource) serves as input to the AR-
2 (capability resource). Something similar happens for the
ores:hasOutput and ores:outputFor relationship but involving
the AR-2 and AR-3 entities to indicate the output for the for-
mer. The relationships ores:inputAggregatedBy and its invers
ores:aggregatesInput indicate that the entity AR-1 through its
Proxy entity P-1 serve as input for the aggregation A-1 that
models the entire service. In order to indicate the output of
the service the relationships ores:outputAggregatedBy and
ores:aggregatesOutput links both the Aggregation A-1 and
the Aggregated Resource AR-3 through its Proxy P-3.

Although OAI-ORE data model and the proposed exten-
sion define the required relationships to model geoprocessing
services as aggregations, other relationships and terms can
be used to enrich a description of a collection. These terms
and relationships can be created for a concrete purpose
or reused from common vocabularies in other fields. The
use of common vocabularies in the geoprocessing context
is a tricky question. Some authors claim the need of a
geoprocessing taxonomy [8], as a mechanims to provide a
common semantic background on which discovery, access,
and composition of geoprocessing services can be achieved.
In other words, for effective interoperability it is a must
to build and label similar resources in compatible ways.
Otherwise, the task of choosing, extending, and merging
vocabularies becomes a sensitive issue [31].

As a best practice, semantic terms should be reused from

well-known vocabularies wherever possible, avoiding the
definition of new terms if they already exist. As OAI-ORE
protocol supports the use of existing vocabularies, we have
followed this strategy by reusing relationships from well-
known vocabularies like RDF schemas8 (e.g., rdf:domain).
In this way, additional metadata for the whole collection
(e.g., use case, context, data provenance) may also be en-
coded as external resources using meaningful relationships.
Table III lists the most relevant relationships used in the
Km2Gml geoprocessing service scenario.

Another example of widely-used vocabulary with geo-
graphic connotations is the case of the vocabulary or ontol-
ogy offered by Geonames9. This vocabulary is expressed in
OWL [32] and offers a collection of over six million of place
names and other relevant terms to express relationships.
In addition, Geonames features are interlinked each other
by means of typed links denoting hierarchical inclusion
(e.g., continent, countries, administratives units, etc.) and
proximity. The Geonames vocabulary seems to be a feasible
choice to link geospatial resources (user-generated content,
SDI content, OAI-ORE aggregations), thus offering a simple
mechanism of georeferencing heterogeneous Web resources.
Therefore, the combination of Proxy entities and meaningful
relationships from (existing) vocabularies enables the defini-
tion of flexible and customized connections among disparate
resources of a given aggregation.

Finally the code in Figure 4 shows a portion of a possible
RDF/XML representation that describes a geoprocessing
service as represented in Figure 3 following the OAI-ORE
recommendations for serializing aggregations.

D. Interlinking geoprocessing services

The previous section described how OAI-ORE’s abstract
data model is used and extended to describe a geoprocessing
service. To illustrate our approach a simple geoprocessing
services was used as example of aggregation of resources.
Independently of its complexity any geoprocessing service
can be modeled following the same pattern: a capacity
resource, one or more input resources and one or more
output resources. This section sketches how a chain of geo-
processing services is modelled as a collection of interlinked
aggregated resources and how another collection can be
reused as input for a capacity resource.

Figure 5 shows a chain of two services represented in
OAI-ORE. In this case, the AR-2 and AR-4 entities represent
geoprocessing services. Returning to our simple scenario,
AR-2 refers to the Kml2Gml service while the AR-4 would
be a topology function like intersection that operates over
the results of AR-2 and a collection of geometries defined
in AR-5. Again, the key aspect is the combination of Proxy
entities and suitable relationships that express properties

8http://www.w3.org/TR/rdf-schema/
9http://www.geonames.org/ontology
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Figure 4. RDF/XML based representation for a geoprocessing service
description

over the AR entities, such as the order in which the services
should be organized and what resources acts as input and
output parameters.

As observed in Figure 5, the ores:next and ores:previous
relationships introduce the partial order among the resources
AR-2 and AR-4 of the collection. Also, the ores:hasInput,

Figure 5. Interlinking geoprocessing services in OAI-ORE

ores:hasOutput and their inverse relationships connect prop-
erly all of the aggregated resources. Note that the Proxy en-
tity P-3 has two relations –ores:inputFor and ores:outputFor–
, but each one refers to disjoint Proxy entities (P-2 and P-4
respectively). This means that the entity P-3 plays a different
role depending on which target entity is connected to.

In this scenario the geoprocessing service referenced
by the resource AR-4 and its Proxy entity P-4 represents
an intersection function that accepts two inputs: a GML
geometry returned by the Kml2Gml service and a second
geometry defined by the resource AR-5. The latter represents
in fact another collection as indicated by the relationship
ore:isDescribedBy that links the Aggregated Resource entity
with the Resource Map entity for serialization. As indicated
in previous sections, the taks of nesting and reusing ag-
gregations involves the use of OAI-ORE built-in relation-
ships along with the proposed ores:aggregatesOutput (and/or
its inverse relationship ores:outputAggregatedBy when re-
quired) for indicating those resources that can be reused in
other collections. By using these relationships all the geome-
tries required to perform the intersection function through
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the capacity resource AR-4 are indicated conveniently in the
collection AR-5. Similarly the different outputs generated
by the execution of the interlinked geoprocessing services
in our example are anotated by using these relationships. It
is important to note that not only the final result is indicated
(intersection function result) but also intermediate results
(Kml conversion to Gml).

Connecting to alternative resources is also possible
and even desirable. The P-2’s outcomming relationship
rdfs:seeAlso lets us connect to other functional-like services
for data transformation. In practice, therefore, composing
and reusing entire aggregations and aggregated resources by
“aggregation by linking” mechanism is possible and even
encouraged in the specification of the OAI-ORE protocol
itself [22].

IV. RELATED WORK

Geospatial data have been traditionally disposed in collec-
tions. Raster data files covering the same area normally come
as sets of files that form a collection, and in consequence
metadata descriptions are also organized in nested collec-
tions [33] [34]. This imposes some degree of linkage since
data are grouped according to a certain geographic criterion
(proximity, overlay, etc.). The term collection here embraces
resources and metadata together, no longer stored separately.
Besides, as highlighted throughout this paper, we emphasize
tremendous heterogeneity with regard to resources [35],
say, geoprocessing services, multimedia resources, and raster
data may be part of the same collection.

Regarding geoprocessing services, several research works
deal directly with the OGC WPS specification [5] [7] [36]. In
most cases, composing properly geospatial services remains
still unsatisfactory due to the complexity inherent in some
service specification (eg. WFS interface). Other alterna-
tives to distributed geoprocessing computing are semantic-
based [37], grid-enabled [38], and REST extensions for
BPEL [39].

In the digital libraries domain, recent works have explored
the connections between OAI-PMH and LOD communi-
ties [40]. OAI-ORE related development has been constantly
increasing since its birth, not only at server but also at desk-
top level appearing different tools that allow users to create
their own collections or compound objets. This is the case
of LORE [41] a tool created for authoring and publishing
compound objects or collections based on the OAI-ORE
model for representing bibliographic relationships.

Recent works reveal an increasing interest in connecting
geospatial resources of any type [42]. In the SDI community,
Florczyk et al. (2010) are exploiting semantic linkages to
services in SDIs [43]. The authors propose a linked ontology
of administrative units for referencing the same geographic
concept to the corresponding instances form multiple WFS
services. Similar examples come from the Ordnance Survey,
with the publication of the Administrative Geography of

Great Britain, an initiative to publish administrative units
as linked data sources [44]. Shade and Cox (2010) have
recently pointed the similarities between LOD and SDI since
geospatial data encoded in GML permit simple mappings to
RDF [45]. Our approach built on the OAI-ORE data model
goes in this line to provide better support for metadata of
individual resources and entire collections. Each resource
and its metadata form a logical unit no longer separated,
which enables greatly the discovery, access, and linkage to
resources and collections.

V. CONCLUSION AND FUTURE WORK

This paper has presented an ongoing approach to concili-
ate geospatial services and data with external LOD datasets.
The use and extension of OAI-ORE protocol to model col-
lections of interlinked geoprocessing services allows users
to regroup and restructure the spectrum of data and services
over the Web, in order to build functional, cross-domain
Web applications. What is novel here is the straightforward,
direct method for describing and packaging resources and
collections, compared with the family of business process
languages (BPEL, etc.), which makes it easy to browse,
compose, access and visualize collections of interlinked
geospatial resources.

Applications consuming properly structured data are still
missing [26]. In this sense, our future research efforts are
centred on building suitable tools to support the creation
of OAI-ORE collections and their visualization over vir-
tual globe platforms. Other challenging tasks concern with
connecting current SDI catalogue services and applications
(geoportals, etc.) to LOD datasets in order to link the rela-
tively small SDI community to others much bigger, so that
geospatial researchers may tackle multidisciplinary projects
that expand the boundaries of geospatial information.
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Abstract—Conceptual modelling aims at identifying, and
characterising the entities and the relationships of a selected
phenomenon in some domain. The obtained conceptual models
express the meaning of the concepts used by domain experts,
and the relationships between them. An ontology is a for-
mal specification of a common conceptualisation shared by
stakeholders and experts in a domain. Ontologies can serve
as the semantic support for conceptual modelling, guiding and
constraining the intended meaning of the conceptual models.
We have followed this approach in our model-based control
systems, by developing a domain ontology and an ontology-
based methodology to support the conceptual modelling of
autonomous systems. The ontology for autonomous systems
captures the ontological elements to describe an autonomous
system’s structure, function, and behaviour. The methodology
exploits the ontology to generate the conceptual models for
a generic engineering process. Both elements have been used
in case studies to obtain conclusions on the suitability of the
developed ontology and its application in the model-based
engineering of autonomous systems.

Keywords-ontology-based engineering; autonomous systems;
ontology-driven conceptual modelling.

I. INTRODUCTION

Our research addresses the development of a universal
technology for autonomous systems, in a model-based con-
trol paradigm, where the autonomous system uses models
as its main knowledge representation supporting the control
system’s operation. The first stage is to develop these
conceptual models based on the design knowledge used by
developers to describe and to engineer them. The next step
is for the autonomous system itself to use these models, to
decide about the actions to be taken. The aim is to make
the autonomous system to operate with the same models the
engineers use to build it, to be used by cognitive control
loops in the autonomous system to increase their autonomy.

We have followed an ontological approach to support
autonomous systems conceptual modelling and engineering
[1]. The developed framework consists of two intertwined
elements: a domain ontology and an ontology-based method-
ology. The ontology for autonomous systems (OASys) cap-
tures the ontological elements to describe an autonomous
system’s structure, function, and behaviour. The OASys-
based methodology exploits OASys to generate conceptual

models for a generic engineering process. Both elements
have been used in case studies, as to obtain conclusions on
the suitability of the developed ontology and its application
in the model-based engineering of autonomous systems.

The paper is structured as follows. Section II describes
the Autonomous System (ASys) research programme under
development for a technology of autonomous systems. Sec-
tion III reviews related work on ontologies for autonomous
systems. Section IV provides the description of the frame-
work: an ontology for autonomous systems, as well as the
methodology which exploits the ontological elements. Sec-
tion V presents the case studies and their models, explaining
how the conceptual models have been developed following
the ontology-based methodology. Section VI provides some
concluding remarks, as well as suggesting further work to
address in next stages of our research.

II. THE AUTONOMOUS SYSTEM RESEARCH
PROGRAMME

The context is the long-term research project ASys, which
addresses the development of a technology for the systematic
development of autonomous systems. This includes methods
for analysing requirements, architectures of autonomy and
reusable assets with a cross-domain approach.

During their operation, systems might need to put up
with external perturbations, changes from the original spec-
ification, or unexpected dynamics not always predicted.
Production and automation engineers desire autonomous
systems, capable of working on its own. However, this
autonomy is considered to be bounded, i.e., the system to be
fully autonomous but constrained by the engineers who have
developed it. This is, in a sense, a strong point of difference
between natural and artificial autonomy. Natural autonomous
systems are considered to be truly autonomous systems in
the etymological sense of the word (i.e., following their own
behavioural laws). On the other side, artificial autonomous
systems shall behave autonomously but only to a certain ex-
tent, being bounded by externally imposed restrictions (e.g.,
concerning safety, economics or environmental impact).

The strategical decision in the ASys project is the consid-
eration of all the domain of autonomy, i.e., to cater for any
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Figure 1. Elements in the ASys Research Programme

autonomous system regardless of its particular application.
This implies a wide range of (autonomous) systems to be
considered in the research, from robot-based applications to
continuous processes or pure software systems. While this
movement towards generality may imply a consubstantial
reduction of powerfulness of the developments (abstraction
may convey vacuity) the progressive domain focalisation [2]
method will enable the derivation of progressively domain-
focused assets that are, at the same time, compliant with the
abstractions and capable of providing functional value. The
strategy followed to increase a system’s autonomy will be
by exploiting a particular class of patterns: cognitive control
loops, which are control loops based on knowledge [3].

The research programme considers different elements to
materialise the former ideas (Figure 1): an architecture-
centric design approach, a methodology to engineer au-
tonomous systems based on models, and an asset base
of modular elements to fill in the roles specified in the
architectural patterns.

Our engineering process covers from the initial specifi-
cations and knowledge, to the final product, i.e., the au-
tonomous system. The first stage of the research programme
focuses on ontologies, as a common conceptualisation to

describe domain knowledge. Both a survey of existing do-
main ontologies and the development of an ontology for the
domain of autonomous systems (OASys) [4] are addressed.
One of the central goals is to produce a methodology to
exploit these ontologies to generate models based on the
knowledge they contain.

A cornerstone of the ASys programme is the use of design
patterns as the core vehicle for reusable architecture ex-
ploitation [5]. Design patterns present solutions to recurring
design problems in a certain context. ASys patterns could
be classified in two categories: architectural patterns, that
express the structural organization of an autonomous system,
i.e., they realise the architecture, and domain patterns, that
describe a mechanism to solve a concrete but recurring prob-
lem in a particular context, in a similar way to Buschmann’s
categorisation into architectural patterns and design patterns
[6]. Patterns will not be used in ASys independently from the
OASys ontology. Domain patterns will describe interactions
of the system’s components and with the environment, by
using the conceptualisation of the ontology, that represent
design solutions so that the behaviour of the system fulfills
the engineering requirements. They will model the intended
- designed - system’s dynamics with its environment. On
the other hand, architectural patterns will do the same for
the internal system’s organization and dynamics, describing
them in terms of interactions in between the ontological el-
ements that conceptualize the system itself. Thus all system
patterns will not only be specified departing from the OASys
concepts, but eventually will become part of the ontology
itself, modelling the relations and interactions between them
as designed by the engineers.

Models constitute the core for our autonomous systems re-
search programme. The type and use of models to be specif-
ically developed for the autonomous system are initially
considered. User and designer requirements, and constraints
imposed by the system itself will guide the development of
the models. The ASys Model Development Methodologies
will address this model characterisation and development.
The next stage is to extract from the built models a par-
ticular view of interest for the autonomous system. Unified
functional and structural views are considered critical for
our research as they provide knowledge about the intentions
and the behaviours of the autonomous system.

The obtained models will be exploited by means of
commercial application engines or customised model ex-
ecution modules. Considering the metacognitive needs of
autonomous systems, metamodels are addressed in the re-
search. Progressive domain focalisation will be used to ad-
dress the different levels of abstraction between metamodels
and models. As an additional product documentation about
the built models for their update, exchange, and query will
be obtained.

The ASys programme approach is conceptual and
architecture-centric. The suitability of extant control and
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cognitive control architectures shall be determined, in terms
of how they match the ASys research ideas and devel-
oped products (ontologies, models, views, engines). Possible
adaptations and extensions of the analysed architectures shall
also be considered.

The definition and the consolidation of architectural pat-
terns that capture ways of organising components in func-
tional subsystems will be critical. As a generalisation strat-
egy, the different elements considered in the ASys research
programme will be assessed in different testbeds.

III. RELATED WORK

An ontology is a formal specification of a common
conceptualisation shared by stakeholders and experts in a
domain [7] [8]. Two dimensions can be considered in any on-
tology: the pragmatic dimension to express its application to
a certain domain with an intended use, developed following
a specific methodology or design method; and the semantic
dimension as a representation mechanism that structures,
organises and formalises a particular content, according to
a level of granularity.

An ontology contains classes, relationships, instances and
axioms. Classes correspond to entities in the domain under
analysis. Relationships relate such entities. Instances are the
actual objects that are in the domain. Axioms constrain the
use of all former elements.

Focusing on autonomous systems, ontologies are used
as a knowledge representation mechanism, in terms of a
specification of a conceptualisation. Hence, the ontology
contains the concepts to be manipulated by the actors of the
autonomous system. The ontological elements are defined
based on a computational language, such as OWL or UML.

A first example of ontologies developed for autonomous
systems relates to their use for mobile robots. The underlying
idea is to conceptualise the different entities taking part in
the operation of a mobile robot. Ontologies describe the
environment, as a repository of the objects in it [9] or the
location the robots are moving in [10] [11]. Mobile robots
also need to construct and manipulate representations of
the surrounding environment built up by means of sensors,
where ontologies represent spatial knowledge [12] [13] [14].

Mobile robots are usually faced with real-time and com-
plex tasks which might require extremely large knowledge
to be stored and accessed. Ontologies help to structure this
knowledge and its different levels of abstraction [15], to
describe task-oriented concepts [16], to act as metaknowl-
edge for learning methods and heuristics [17] or to define
concepts related to actions, actors and policies to constraint
behaviour [18].

Additionally, ontologies have been used for agent-based
systems, where the stress has been on using ontologies for
knowledge sharing and exchange among the different agents
in the system [19]. Common, global or shared ontologies are
used to overcome the semantic heterogeneity among agents.

Commitments to the shared ontology permit the agents to
interoperate and cooperate while maintaining their autonomy
[20] [21] [22] [23] [24].

Recently, ontologies have been used within autonomic
computing developments, as a knowledge representation
mechanism to provide support for information exchange
and integration. Autonomic systems require knowledge from
different sources to be represented in a common way. The
shared conceptualisation allows to reduce structural and
semantic heterogeneity, which appears when the autonomic
system handles data whitin different schemes, contents or
intended meanings. Moreover, having ontology axioms and
rules to verify the model play a major role, when auto-
nomic systems are faced to a high heterogeneity of data
and semantics [25] [26] [27]. As for other autonomous
systems, ontologies have been developed to the describe the
autonomic system [28] or its environment [29].

Autonomous systems have thus benefited of using ontolo-
gies for their design and operation [30] [31] :

• Ontologies clarify the structure of knowledge: per-
forming an ontological analysis of a domain allows
to define an effective vocabulary, assumptions and the
underlying conceptualization. The analysis also allows
to separate domain knowledge from operational or
problem-solving one.

• Ontologies help in knowledge scalability: knowledge
analysis can result in large knowledge bases. Ontologies
help to encode and manage them in a scalable way.

• Ontologies allow knowledge sharing and reuse: by
associating terms with concepts and relationships in the
ontology as well as a syntax for encoding knowledge in
them, ontologies allow further users to share and reuse
such knowledge.

• Ontologies increase the robustness: ontological rela-
tionships and commitments can be used to reason about
novel or unforeseen events in the domain.

• Ontologies provide a foundation for interoperability
among heterogeneous agents and system’s elements.

Hence, ontologies provide a common conceptualisation
that can be shared by all those involved in an engineering
development process. They also procure a good mean to
analyse the knowledge domain, allowing the separation of
descriptive and problem-solving knowledge. They can be as
generic as needed allowing its reuse and easy extension.
Ontologies can serve as the semantic support for conceptual
modelling, guiding and constraining the intended meaning
of the conceptual models of the autonomous system.

IV. THE OASYS FRAMEWORK

The OASys Framework captures and exploits the concepts
to support the description and the engineering process of any
autonomous system. This has been done by developing two
different elements:
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Figure 2. ASys Ontology structure

• An autonomous systems domain ontology (OASys):
The term autonomous systems covers too broad a
domain, being applied to a wide range of systems.
Finding common features and elements shared by dif-
ferent autonomous systems will aid for their description
and engineering. Hence, a domain ontology describing
concepts, relationships and axioms related to the au-
tonomous systems domain, as a representation-based
mechanism built on UML (a tool suitable to represent
ontologies as well as to be used for model-driven engi-
neering to develop the final software assets). The aim
is to provide generic building elements to cater from
generic autonomous systems to specific applications.

• An OASy-based Engineering Methodology: Once the
domain ontology is described, it serves as the basis for
an ontology-based engineering process for autonomous
systems, whose structure aims at being re-usable and
scalable.

Software-intensive systems are usually developed in an
ad-hoc engineering process, i.e., specifically built to fulfill
specific requirements of a project or application, without
general guidelines which will allow a further partial or
full re-use. Furthermore, a myriad of different users (either
human or artificial) interact in the engineering process,
generally without sharing a common conceptualization of
the problem. The development process is usually prone to
misunderstandings, as well as time- and effort-consuming. A
common conceptualisation of relevant concepts and devel-
opment techniques will be useful to aid in the requirements
specification and development phases of an autonomous
system engineering process.

A. The Ontology for Autonomous Systems: OASys

OASys has been developed to describe the domain of au-
tonomous systems, as software and semantic support for the
conceptual modelling of autonomous system’s description

Figure 3. ASys Engineering Ontology structure

and engineering. The pragmatic dimension of the ontology,
i.e., its application to the domain of autonomous systems,
has been addressed considering two different ontologies
as part of it: the ASys Ontology to conceptualise the
autonomous system’s description, and the ASys Engineering
Ontology to do likewise with the autonomous system’s
engineering process.

For its development, we have followed the METHON-
TOLOGY methodology [32] that provides the guidelines and
steps for ontological engineering, from knowledge acquisi-
tion to ontology evaluation.

As starting point, the knowledge acquisition phase where
documents and ontologies have been reviewed. Documents
have been analysed to come up with existing terminology
and definitions for the different domains, subdomains, appli-
cations and aspects considered in the ontology’s structure.
The sources included articles, technical reports describing
body of knowledge, and books. As underlying focus, the re-
search and ideas developed in the ASys research programme.
Existing well-established glossaries and ontologies have also
been assessed to be integrated in the ontology.

Next, the development activities to obtain a prototype of
the ontology which evolves as new versions are considered.
These activities encompass, among others, the specification,
the conceptualisation, and the formalisation of the ontology:

• The specification activity aims at answering questions
such as which domain is considered, which use is given
to the ontology, and who will use it.

• The conceptualisation activity organises and structures
the knowledge acquired using external representations
that are independent of the knowledge representation
and implementation paradigms in which the ontology
will be formalised and implemented afterwards.

• The formalisation activity has as goal to formalise the
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Table I
SYSTEM SUBONTOLOGY PACKAGES

Package Purpose

General Systems To provide concepts to characterise any kind of
system’s structure, function and behaviour

Mereology To gather general concepts for whole-part rela-
tionships

Topology To collect general concepts for topological con-
nections

Table II
ASYS SUBONTOLOGY PACKAGES

Package Purpose

Perception To define concepts to describe the perceptive and
sensing process in an autonomous system

Knowledge To specify concepts to describe the different kinds
of knowledge (models, ontologies, goals) used by an
autonomous system

Thought To characterise concepts to describe the goal-oriented
processes in an autonomous system

Action To collect concepts about the operations carried out
and performing actors in an an autonomous system

Device To gather concepts to describe the autonomous sys-
tem’s devices

conceptual model. This has been made using UML [33]
to implement the ontological elements in the ontology.

To consider the semantic dimension of the ontology, the
contents of the ASys and ASys Engineering Ontologies
have been organised and structured into subontologies and
packages. Subontologies are used to organise the ontological
elements into generic knowledge to domain-specific ones.
Each subontology contains different packages that gather
aspect-related concepts and relationships. Both subontolo-
gies and packages have been designed to allow future
extensions and updates to OASys.

The ASys Ontology contains the concepts, relations, at-
tributes and axioms to characterise an autonomous system,
organised in two subontologies (Figure 2):

• The System Subontology contains the elements nec-
essary to define any systems structure, behaviour and
function, based on general and well-established theo-
ries, which consists of different packages (Table I).

• The ASys Subontology elements specialise the Sys-
tem Subontology concepts and relationships for an
autonomous system. The subontology is organised in
different packages which address the different aspects
and functionalities in an autonomous system: the per-
ception, thought, and action activities based on knowl-
edge that an autonomous system performs (Table II).

The ASys Engineering Ontology collects the ontological
elements to describe and support the construction process
of an autonomous system. It comprises two subontologies
to address at a different level of abstraction the ontological

Table III
SYSTEM ENGINEERING SUBONTOLOGY PACKAGES

Package Purpose

Requirement To gather concepts to describe systems re-
quirements

Perspective To provide concepts to describe different
perspectives in a system

Engineering Process To define concepts to describe the engineer-
ing process

Model-driven To collect concepts to describe model-driven
engineering

Table IV
ASYS ENGINEERING SUBONTOLOGY PACKAGES

Package Purpose

ASys Requirement To specify concepts to describe the re-
quirements in an autonomous system

ASys Perspective To gather concepts to describe an au-
tonomous system from different aspects

ASys Engineering Process To provide concepts to describe the
costruction process of an autonomous
system

elements to describe the autonomous system’s engineering
development process (Figure 3).

• The System Engineering Subontology gathers concepts
and relationships related to process and software sys-
tem’s engineering. It is based on different metamodels,
specifications and glossaries which have been long
used for software-based developments. The subontol-
ogy contains different packages to address different as-
pects to consider, as needed, within a system’s develop-
ment: requirements, engineering process, perspective,
and model driven (Table III).

• The ASys System Engineering Subontology contains
the specialisation of the System Engineering Ontology
contents, as well as additional ontological elements to
describe a concrete autonomous system’s engineering
process, organised as different packages (Table IV). To
mention that this subontology does not yet include an
ASys Model-driven package, since the specific model-
driven development for autonomous systems in the
ASys research project will be later specified.

B. The OASys-based Engineering Methodology

The OASys-based Engineering Methodology is a generic
ontology-based, autonomous systems engineering method
based on OASys ontological elements. The methodology fo-
cuses on the description on how to carry out the autonomous
system generic engineering process, having as guideline the
ontological elements in the System Engineering and ASys
System Engineering Ontologies. Being OASys-based, the
methodology considers the ontological elements required in
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Figure 4. The Use Case Modelling subtask

Figure 5. The Use Case Detailing subtask

Figure 6. The Structural Analysis task
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Figure 7. The Behavioural Analysis task

Figure 8. The Functional Analysis task

the different tasks, by specifying the OASys packages to be
used.

The engineering methodology tries to transfer state-of-
the-art systems engineering methods to the lame engineering
practices in cognitive autonomous systems construction. The
methodology consists of two main phases: ASys Require-
ment to identify the autonomous system requirements, and
ASys Analysis to consider the autonomous system analysis
of its structure, behaviour and function.

The ASys Requirement phase identifies and elicits stake-
holders’ requirements for the system, to characterise the pro-
cesses and the system. Traditional requirements engineering
techniques are used to specify the requirements. The System
Use Case task obtains the system and subsystem’s use cases
models through the Use Case Modelling subtask (Figure
4) and the Use Case Detailing subtask (Figure 5). All the
elements shown in these UML class diagrams are defined as
ontological elements in the ASys Engineering Ontology.

The different models obtained as workproducts of this
phase are constructed using the ontological elements defined

in the Requirement and ASys Requirement packages, as it
is exemplified in Section V.

The ASys Analysis phase describes the autonomous system
from different viewpoints, paying attention to the structural,
behavioural and functional features in the autonomous sys-
tem. The concepts and relationships considered to describe
the tasks, subtasks and workproducts are defined as onto-
logical elements in the ASys Engineering Ontology.

The Structural Analysis task (Figure 6) considers the
system from a structural viewpoint, consisting of different
modelling subtasks to analyse the system’s subsystems and
elements, variables, algorithms, and ontologies. The main
work products obtained are the Structural and the Knowl-
edge Models. The Structural Model focuses on modelling
the mereotopological relations among the subsystems and
elements in the autonomous system, by refining the General
Systems, Mereology, and Topology packages. The Knowl-
edge Model considers the different kinds of knowledge for
an autonomous system, specialising the Knowledge Package
concepts into different models.
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The Behavioural Analysis task (Figure 7) targets the sys-
tem from a behavioural viewpoint, obtaining a Behavioural
Model through a Behaviour Modelling subtask, which cap-
tures autonomous system behaviour. The Behavioural Model
is obtained by specialising the ontological elements in the
General Systems Package.

The Functional Analysis task (Figure 8) analyses the
system from a functional viewpoint, obtaining a Functional
Model that specialises the concepts from the Perception,
Thought and Action packages. The Functional Model con-
sists of different models: the Agent Model identifies the
different actors in the autonomous system, as defined in the
Action Package; the Operation Model captures the opera-
tions performed, as specialisation of the Operation taxonomy
in the Action Package and the Perception ones defined in the
Perception Package; and the Responsibility Model specifies
the distribution of responsibilities among the different actors,
identifying their responsibilities, possible inputs, outputs and
resources to perform an operation.

V. TESTBED APPLICATIONS

OASys and its related methodology have been applied in
the description and engineering of two testbeds considered
within the ASys project: the Robot Control Testbed (RCT),
and the Process Control Testbed (PCT). The OASys-based
Engineering Methodology has been applied to the testbeds
during their analysis. Different tasks have been carried
out and several work products have been obtained. The
next sections exemplify some of the conceptual models
obtained for the testbeds. The terms in italics refer to those
ontological elements defined in the different Subontologies
and Packages of OASys. Relationships between concepts do
not follow this format, for the sake of simplicity.

A. The Robot Control Testbed

The Robot Control Testbed (RCT) is a collection of
mobile robot systems, with a wide range of implementations
and capabilities (from conventional Simultaneous Localisa-
tion And Mapping (SLAM) based mobile robots to virtual
robots inspired in rat brain neuroscience). The research aim
is to develop a general, customisable autonomous robot
architecture providing the system with the necessary cog-
nitive capabilities and robustness to perform complex tasks
in uncertain environments.

The current robotic application, Higgs, consists of differ-
ent interrelated systems to provide the desired capabilities
for autonomous navigation (Figure 9). Three different sub-
systems, composed of several elements, can be considered:
the base platform, the onboard systems, and the supporting
systems.

The base platform is a mobile robot ActivMedia Pioneer
2-AT8. It is a robust platform, specially designed for out-
door applications. The platform includes all the necessary
elements to implement a control and navigating system.

Figure 9. Base platform with onboard systems (Higgs)

Several element have been added to the base platform as
onboard systems. Hardware systems have been attached to
the platform to expand the range of functionalities, such as
an onboard computer, lasers, cameras and a GPS. Moreover,
software modules have been developed to provide the mobile
robot with further capabilities such as synthetic emotions,
communication, surface recognition and real-time processes.

Additionally, other supporting systems have been included
to complete the testbed, such as a wireless network, servers
and remote controllers to aid in the control operations of the
mobile robot.

B. RCT Conceptual Modelling

This section describes the conceptual models obtained for
the current robotic-based system, as a result of applying the
OASys-based Engineering Methodology for the RCT Re-
quirement Phase. In this Phase, the Requirements are identi-
fied, considering the RequirementViewpoint concept defined
in the Requirement Package. Requirements are organised by
means of UseCases as defined in the Requirement Package.
UseCases are modelled in the Use Case Modelling Subtask
as part of the System UseCase Task, as defined in the ASys
Engineering Process Package.

To analyse the UseCases, the Requirement Package’ onto-
logical elements in the System Engineering Subontology are
used as support. A UseCase in OASys has been defined as a
mean to capture a requirement of a system, as defined in the
Requirement Package. To define the UseCase, the Subject as
system under consideration, and the different UseCaseActors
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as objects that interact with the system are also identified,
among other aspects. As a result, a System UseCase Model
is obtained, detailing the previous identified elements. The
UML classes in the model are instantiations of the original
OASys concepts, this fact being specified by the UML roles
names in the shown associations.

When the former ontological concepts are particularised
for the Robot Control Testbed, an RCT UseCase Model is
obtained, which shows the RCT’s requirements by means
of use cases. A system’s requirements can be of different
types (physical, functional, performance, interface, design)
as defined in the Requirement Package. An initial require-
ment analysis made by the RCT developers, identified the
FunctionalRequirements for the RCT. A FunctionalRequire-
ment is defined in OASys as a requirement that specifies an
operation or behaviour that a system must perform. Primary
FunctionalRequirements for the RCT are to navigate, as well
as to survive.

The navigation Requirement is captured by means of the
UseCase Navigation, which includes the secondary Func-
tionalRequirements of being able to explore the environment,
to identify elements in the environment, and to avoid obsta-
cles. These requirements are captured in the UseCases of En-
vironmentExploration, Identification and ObstacleAvoidance
respectively (Figure 10). In turn, the FunctionalRequirement
of surviving is captured in the Survival UseCase, which
includes the SubsystemFailure and Recharge UseCases (Fig-
ure 11).

It was found interesting to detail a particular UseCase
by paying attention to the Subsystems in the System, to
detail further Requirements. Subsystems identified in the
RCT are the BasePlatform, the OnboardSystem, and the
SupportingSystem. Focusing, for example, on the Naviga-
tion UseCase previously defined, it is possible to identify
additional Requirements for the Subsystems, in the form of
a RCT Subsystem UseCaseModel (Figure 12).

C. The Process Control Testbed

The second case study to which the ontological framework
is being applied is the Process Control Testbed (PCT), which
is the chemical pilot plant designed to test the application of
autonomous system ideas to continuous processes. Its main
component is a Continuous Stirred Tank Reactor (CSTR),
as well as the related instrumentation and control systems.
The aim is to provide the plant with cognitive capabilities
to carry out complex tasks such as fault diagnosis, alarm
management, and control system reconfiguration.

The current system is shown in Figure 13. It is composed
of a CSTR type reactor (R01) where two input streams are
fed by their corresponding pumps (P01 and P02), and an
outlet stream. The chemical reactions taking place in the
reactor should be cooled with water or heated with steam,
depending on the reaction. The stirring unit assures the
homogeneous composition in the reactor. There is also a

Figure 13. PCT Process Diagram

relief valve (SV01). The hydraulic subsystem is composed
of the different tubing (for the reactants, the products, and
the cooling water and steam), the pumps used to feed the
reactants to the reactor, and the control (CV1) and relief
(SV01) valves. Two small tanks for reactants storage and
one for the product are also part of the system.

The instrumentation subsystem consists of several sensors
(one for pH, one for temperature, and one for pressure).
Moreover, there is an oxidation-reduction potential (ORP)
sensor, an electrochemical analyzer, and two electromagnetic
flowmeters to test and to control the different elements
(reactants, products and steam) in the system. The control
system is composed of a conventional computer, together
with National Instrument’s data acquisition boards for in-
put/output analog and digital signals (current and voltage).

D. PCT Conceptual Modelling

The examples of applying the OASys-based Engineering
Methodology here focus on the Structural Analysis for the
PCT, considering the StructureViewpoint. This Viewpoint
pays attention to the PCT structure, as considering the
ASysStructure Concern. A PCTStructuralViewpointModel
can be obtained (Figure 14) by instantiating the different
concepts, relationships and attributes in the Perspective and
the ASysPerspective Packages. The original concepts have
been ontologically instantiated into PCT related ones.

The Structural Analysis has as objective the analysis
of a system considering its structural aspects, under a
StructuralViewpoint. Different Engineering Models in the
form of Structural Models can be obtained as result of
performing the System Modelling Subtask defined in the
ASys Engineering Package. The Structural Model is a model
kind to describe an autonomous system from a structural
viewpoint that conforms, as a matter of fact, to a specific
level of detail that could be further refined.

For the PCT, the Structural Model consists of different
Structure Models to describe the elements, as well as the
Topology Models to describe topological connections among
the components in the system. The Structure Model spe-
cialises the ontological elements in the General Systems and
Mereology Packages, to describe the structural features of
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Figure 10. RCT Navigation UseCase Model

Figure 11. RCT Survival UseCase Model

the testbed. The Topology Model, not shown here, instanti-
ates the concepts in the Topology Package.

The PCT Structure Model shows that in general, a System
consists of Subsystems, i.e., a system that is constituent of
another one, which in turn can be decomposed until reaching
to its Elements, which cannot be further decomposed, as
defined in the GST Package. The Process Control Testbed
consists of the CSTR Reactor, the Hydraulics subsystem, the
Control System, the Instrumentation, and the Power (Figure
15).

In the model, the relationships between the System (the
PCT), and the Subsystems (CSTRreactor, Hydraulics, Con-
trolSystem and Power) are expressed by means of the UML
composition association. To point out that the relationships

between the different Subsystems and Elements are modelled
directly using UML composition, aggregation and general-
ization associations, detailing the classes roles in them. If
required, the associations could be changed into directed
associations detailed by using the terms in the Mereology
Package. However, it has not been done here to avoid
cluttering the model.

Additional Structure Models were obtained when a partic-
ular Subsystem such as the CSTR Reactor (Figure 16), the
Hydraulics (Figure 17), or the Instrumentation (Figure 18)
were analysed.

The combined use of these ontological concepts provides
for the description of the structural relations among the
components in the Process Control Testbed.
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Figure 12. RCT Navigation UseCase Model detailed for Subsystems

Figure 14. PCT StructuralViewpoint Model

VI. CONCLUSION AND FURTHER WORK

Our research has considered the autonomous systems
domain with a global view. Previous ontologies developed
for this kind of systems focused on a constrained or limited
approach, either being mobile robots or agent based systems.
The approach here has been to define the different elements
to describe the system structure and function in a way gen-
eral enough to be reused among different applications. The
resulting ontology is intended to be generically applicable
to the engineering of varied systems, being this is reflected
in its structure in terms of subontologies and packages.

Engineers developing autonomous systems describe and
characterise them considering different elements that take
part in their operation: the perception process, the knowledge
to be used, the system’s goals, the functional decomposition,
as well as the actors to carry out the system’s actions. OASys
has catered for all these aspects, by means of the subontolo-

gies and packages that have gathered, conceptualised and
formalised the ontological elements related to each one of
them. OASys has come to cover the problem of modelling in
a modular and unified view the complex systemic structures
that many autonomous systems exhibit.

Its structure and content have allowed to scale and man-
age the broad range of concepts, and prevent imprecise
definitions and mismatches when referring to autonomous
systems. The separation between the description and the
engineering aspects in a system, by means of the ASys
Ontology and the ASys Engineering Ontology, has allowed
to address independently the characterisation of the testbeds.

Moreover, the existence of different levels of abstraction
within the ontology has shown its suitability to describe an
autonomous system using a domain focalisation technique.
OASys can be further complemented with additional sub-
domain, task or application ontologies, without losing its
reusability and generality features.
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Figure 15. PCT Structure Model

Figure 16. CSTR Reactor Structure Model

The ontology for autonomous systems has also served
as an ontological metamodel to support the OASys-based
Engineering Methodology. This methodology has suggested
how autonomous systems can be characterised and should
be engineered using conceptual models. The methodology
has provided a practical approach to reuse and to extend the
ontology for concrete applications. Viewpoints provide an
adequate concept to tackle the complexity that is typical to
this kind of systems.

The engineering methodology has provided a way of
systematically devising an ontology-based account of sys-
tems going down to functional aspects that end up with the
algorithmic design.

The ontology-based conceptual modelling and engineer-
ing process offers improvements on the knowledge shar-
ing and reuse between the applications developers. OASys
and its related methodology have helped to increase the

realiability of the software models to be obtained. There
are no previous attempts to engineer autonomous systems
ontologies and an associated methodology for its application.

The OASys-based Engineering Methodology benefits
from the underlying ontological commitments and relation-
ships to build up the autonomous system’s different con-
ceptual and engineering models, ensuring against traditional
meaning and conceptual mismatches during its development.

Our aim is for any autonomous system to use the concep-
tual models based upon the ontological framework described
in this paper, as part of a model-based systems engineering
strategy [34].

An autonomous system is to perform using models of its
environment, of its actions and of itself to operate, as in
the model-based control paradigm, where those models will
be the same ones used by the engineers to build the system.
This will ultimately provide the system with self-engineering
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Figure 17. Hydraulics Structure Model

Figure 18. Instrumentation Structure Model

capabilities required for robust autonomy [35]. A further
step will be for the agents to interpret those models based
on OASys. It is yet to investigate how OASys and these
models obtained by instantiating its ontological elements,
can be used to generate meaning for the decision-making
process of the different actors of an autonomous system [36].

Next stages envision the development of a methodology
based on ontological and software patterns with the aid
of conceptual modelling tools. This refinement process of
concepts to address higher level of detail, as well as the
ontological elements usage is to be defined in the ASys
Modelling Methodology, as a next step in the overall ASys

research programme. This methodology will define, among
other aspects, how a concept is selected, how to integrate
a concept into a pattern, how to establish and to import its
relationships with other concepts, and how to detail or to
add its attributes in the development of a concrete model.
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Abstract—Multi-Agent Geo-Simulation (MAGS) aims to sim-
ulate phenomena involving a large number of autonomous
situated actors (implemented as software agents) evolving and
interacting within a Virtual representation of the Geographic
Environment (VGE). Motion planning is a critical issue since
it corresponds to one of the most important activities of
agents moving in a complex and large-scale VGE. There is
also a need for an accurate representation of the environment
in order to support efficient path planning computation as
well as reactive navigation for the detection and avoidance
of obstacles and other agents. In this paper, we propose a
semantically informed and geometrically precise virtual geo-
graphic environment method which allows to use Geographic
Information System (GIS) data to automatically build an
informed graph structure called Informed Virtual Geographic
Environmnt (IVGE). Furthermore, we propose a topologic
abstraction algorithm which builds a Hierarchical Topologic
Graph (HTG) describing the IVGE and a Hierarchical Path
Planning (HPP) algorithm which uses this graph. In addition,
we propose a graph-based neighborhood structure in order
to support motion planning of autonomous agents taking into
account the characteristics of the IVGE.

Keywords-Informed Virtual Geographic Environment
(IVGE); Hierarchical Path Planning (HPP); Navigation and
Collision Avoidance;

I. INTRODUCTION

During the last decade, the Multi-Agent Geo-Simulation
(MAGS) approach has attracted a growing interest from
researchers and practitioners to simulate phenomena in a
variety of domains including traffic simulation, crowd simu-
lation, urban dynamics, and changes of land use and cover, to
name a few [3]. Such approaches are used to study phenom-
ena (i.e., car traffic, mobile robots, sensor deployment, crowd
behaviours, etc.) involving a large number of simulated
actors (implemented as software agents) of various kinds
evolving in, and interacting with, an explicit description of
the geographic environment called Virtual Geographic Envi-
ronment (VGE). Nevertheless, simulating such autonomous
situated agents remains a particularly difficult issue, since
it involves several different research domains: geographic
environment modelling, spatial cognition and reasoning,
situation-based behaviours, etc. The autonomy of an agent is

defined by its capacity to perceive, act and decide about its
actions without external governance [23]. One of the most
fundamental capacities of a situated autonomous agent is its
ability to navigate inside a VGE while taking into account
both the agent’s and the environment’s characteristics. When
examining situated agents in a VGE, whether for gaming or
simulation purposes, one of the first questions that must be
answered is how to represent the world in which agents
navigate [25]. Since a geographic environment may be
complex and large-scale, the creation of a VGE is difficult
and needs large quantities of geometrical data describing
the environment characteristics (terrain elevation, location of
objects and agents, etc.) [20] as well as semantic information
that qualifies space such as buildings, roads, parks, as
illustrated in Figure 2. Hence, a situated autonomous agent
should consider the semantic information that qualifies the
geographic environment in which and with which it interacts.
Current approaches usually consider the environment as a
monolithic structure, which considerably limits the way that
large-scale, real world geographic environments and agent’s
spatial reasoning capabilities are handled [19].

Path planning is a typical spatial reasoning capability for
situated agents in VGE [22]. The problem of path planning
in MAGS involving complex and large-scale VGEs has to
be solved in real time, often under constraints of limited
memory and CPU resources [6]. Classic path planners pro-
vide agents with obstacle-free paths between two positions
located in the VGE. Such paths do not take into account the
environment’s characteristics (topologic and semantic) nor
different agent categories and capabilities [5]. For example,
classic planners assume that all agents are equally capable
to reach most areas in a given map, and that any terrain
portion which is not traversable by one agent is also not
traversable by the other agents. Such assumptions limit the
applicability of these planners to solve a very narrow set
of problems: path planning of homogeneous agents in a ho-
mogeneous environment. A path planning algorithm should
take into account the semantic information that qualifies the
geographic environment in which agents evolve and with
which they interact. Moreover, in navigation applications
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(local path planning) which involve several moving agents
that do not know their respective mobility plans, a scheme
for detection and resolution of collision conflicts between
agents becomes mandatory. In this project, our goal is to
address the issue of navigation and path planning for agents
having different capabilities evolving in complex and large-
scale geographic environments.

In order to achieve such a goal, a geographic environment
model should precisely represent geographic features. It
should also integrate several semantic notions characterising
these geographic features. Since we deal with large-scale
geographic environments, it would be appreciable to have
a VGE organised hierarchically in order to reduce the
search space for path planning. Indeed, hierarchical search
is recognised as being an effective approach to reduce the
complexity of such a problem [10]. There is also a need for
autonomous situated agents which are able to plan paths, to
detect and avoid both static and dynamic obstacles located
in the VGE. Static obstacles correspond to areas that are
not navigable for agents such as walls, fences, trees, rivers,
etc. Static obstacles also include obstructions resulting from
terrain elevation. Dynamic obstacles correspond to other
moving agents which are navigating in the VGE.

In this paper, we propose a novel approach to simulate
motion planning of autonomous situated agents in virtual
geographic environments. This approach is composed of
four parts: 1) a geometrically precise and semantically
enhanced virtual geographic environment called Informed
VGE (IVGE); 2) a topologic abstraction algorithm used to
diminish path planning complexity; 3) a Hierarchical Path
Planning (HPP) algorithm to support motion planning of au-
tonomous agents situated in large-scale geographic environ-
ments; and 4) a graph-based structure called Neighborhood
Graph (NG) to address collisions detection and avoidance
between moving agents in 3D virtual environments.

The remainder of this paper starts with a discussion of
related works on geographic environment representation us-
ing data provided by Geographic Information Systems (GIS)
and path planning and navigation in virtual environments. In
Section III, we present our approach to automatically create
an Informed VGE. Section IV outlines a method to enhance
the IVGE description using a topologic abstraction that
reduces the size of the topologic graph and enables building
a hierarchical topologic graph; Section V presents how
we leverage the hierarchical graph structure of the IVGE
model in order to support situated reasoning algorithms such
as hierarchical path planning. Section VI introduces our
model to support navigation in Informed VGE. Finally, we
conclude with a discussion and present future works.

II. RELATED WORKS

In this section we provide a brief overview of prior works
related to environment representation, and path planning and
navigation in virtual environments.

A. Environment Representation

Virtual environments and spatial representations have
been used in several application domains. For example,
Thalmann et al. proposed a virtual scene for virtual hu-
mans representing a part of a city for graphic animation
purposes [8]. Donikian et al. proposed a modelling system
which is able to produce a multi-level data-base of virtual ur-
ban environments devoted to driving simulations [15]. Ali et
al. used a multi-agent geo-simulation approach to simulate
customers’ behaviours in shopping malls [1]. More recently,
Shao et al. proposed a virtual environment representing
New York City’s Pennsylvania Train Station populated by
autonomous virtual pedestrians in order to simulate the
movement of people [20]. Paris et al. also proposed a
virtual environment representing a train station populated
by autonomous virtual passengers, in order to characterise
the levels of services inside exchange areas [17]. However,
since the focus of these approaches is computer animation
and virtual reality, the virtual environment usually plays the
role of a simple background scene in which agents mainly
deal with geometric characteristics. Indeed, the description
of the virtual environment is often limited to the geometric
level, though it should also contain topological and semantic
information for other types of applications. Therefore, most
interactions between agents and the environment are usually
simple, only permitting to plan a path in a 2D or 3D world
with respect to free space and obstacle regions [7].

B. Path Planning and Navigation

An extensive literature exists on agents’ path planning
in robot motion planning and virtual environments [13].
Roughly, these methods can be categorised as: path planning
(global) and navigation (local).

Path Planning: The path planning issue, which consists
of finding an obstacle-free path between two distinct posi-
tions located in a VGE, has been extensively studied. The
computational effort required to plan a path, using a search
algorithm such as A* [16] or Dijkstra [14], increases with
the size of the search space [5]. Consequently, path planning
on large-scale geographic environments can result in serious
performance bottlenecks. However, representing the virtual
environment using a hierarchical approach reduces the size
of the search space as well as the complexity of path plan-
ning algorithms [10]. Two recent hierarchical triangulation-
based path planning approaches are described in [6], namely
Triangulation A* and Triangulation Reduction A*, which
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are relevant to our work. TA* makes use of the Delaunay
Triangulation (DT) technique to build a polygonal represen-
tation of the environment without considering the semantic
information. This results in an undirected graph connected
by constrained and unconstrained edges, the former being
traversable and the latter not. TRA* is an extension of TA*
and abstracts the triangle mesh into a structure resembling
a roadmap. Both TA* and TRA* are able to accurately
answer path queries for agents since they make use of the DT
technique. However, the abstraction technique used by TA*
and TRA* aims at maximising triangle size, which does not
reduce the size of the search space. Moreover, both TA* and
TRA* assume a homogeneous flat environment, which con-
siderably reduces the capacity to handle 3D environments
enhanced with semantic information.

Navigation: An agent navigation behavior aims at
predicting local collisions and avoiding the other navigating
agents. Most current models are based on a particle approach
proposed by Helbing [11]. However, this model suffers from
several shortcomings. First, it cannot predict collisions since
it waits for navigating agents to collide before adapting
their behavior. In addition, it produces oscillations when
adapting directions, which affects the quality of the agents’
navigation behavior. Finally, Helbing’s model manages very
basic agents (particles) and it is difficult to adapt it to
more complex simulated actors. Other reactive navigation
models exist, including variants of potential fields [9]. They
can handle dynamic environments, but suffer from "‘local-
minima"’ problems and may not be able to find a collision-
free path, when one exists [13]. Often, these models do not
give any kind of guarantee on their behavior. Other naviga-
tion algorithms are based on path or roadmap modification,
which allows a path to be deformed as a result of obstacle
detection. These methods include Elastic Bands [18], Elastic
Roadmaps [24], and adaptive roadmaps [21]. Alternatively,
Lamarche and Donikian proposed to use a Neighborhood
Graph (NG) based on a Delaunay Triangulation (DT) of
the agents’ positions filtered by visibility [12]. This structure
offers a low computational cost, which enables the simula-
tion of a large number of situated agents [12]. However, this
NG does not take into account the terrain’s elevation since
it is based on a two-dimensional DT. In order to support
moving agents in virtual environments, we claim that an
NG should take into account terrain elevation. Indeed, a
real environment is rarely flat and ignoring this information
would distort the neighboring relationship between moving
agents located in the virtual environment. In Section VI,
we propose an approach which extends Lamarche and
Donikian’s method and enables us to create a 3D NG to
support motion planning of autonomous agents situated in
Informed VGE.

III. COMPUTATION OF IVGE DATA

In this section, we present our automated approach to
computing the IVGE data directly from vector GIS data.
Figure 1) depicts the four stages which compose our ap-
proach: input data selection, spatial decomposition, maps
unification, and finally the informed graph generation.

Figure 1: The five stages to obtain an IVGE from GIS
data.

Input data selection: The first step of our approach
is the only one requiring human intervention. It consists in
selecting the different vector data sets which are used to
build the IVGE. The input data can be organised into two
categories. First, elevation layers containing the geographi-
cal marks that indicate absolute terrain elevations. Second,
semantic layers are used to qualify various types of data
in space. Each layer indicates the physical or virtual limits
of a given set of features with identical semantics in the
geographic environment, such as roads and buildings. The
limits can overlap between two layers, and our model can
merge the information.

Spatial decomposition: The second step consists of ob-
taining an exact spatial decomposition of the input data into
cells. This process is entirely automatic, using a Delaunay
Triangulation and can be divided into two parts in relation to
the previous phase. First, an elevation map is computed and
corresponds to the triangulation of the elevation layer. All
the elevation points are injected into a 2D triangulation, the
elevation being considered as an additional attribute. This
process produces an environment subdivision composed of
connected triangles (Figure 3(a)). Such a subdivision pro-
vides information about coplanar areas: the elevation of any
point inside a triangle can be deduced thanks to the elevation
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(a) (b) (c) (d) (e) (f)

Figure 2: Various semantic layers related to Quebec city in Canada: (a) road network; (b) old city wall; (c) marina; (d)
governmental buildings; (e) houses; (f) sidewalk areas.

of the three original points. Second, a merged semantics map
is computed, corresponding to a constrained triangulation
of the semantic layers. Indeed, each segment of a semantic
layer is injected as a constraint which keeps track of the
original semantic data by adding additional attributes. The
obtained map is then a constrained triangulation merging all
input semantics (Figure 3(b)): each constraint represents as
many semantics as the number of input layers containing it.

Maps unification: The third step to obtain our IVGE
data consists of unifying the two maps previously obtained.
This phase can be depicted as the mapping of the 2D merged
semantic map (Figure 3(b)) onto the 2.5D elevation map
(Figure 3(a)) in order to obtain the final 2.5D elevated
merged semantics map (Figure 3(c)). First, preprocessing is
carried out on the merged semantics map in order to preserve
the elevation precision inside the unified map. Indeed, all the
points of the elevation map are injected in the merged se-
mantics triangulation, creating new triangles. Then, a second
process elevates the merged semantics map. The elevation
of each merged semantics point P is computed by retrieving
the corresponding triangle T inside the elevation map, i.e.
the triangle whose 2D projection contains the coordinates of
P. Once T is obtained, the elevation is simply computed by
projecting P on the plane defined by T using the Z axis.

Informed graph generation: The resulting unified map
now contains all the semantic information of the input layers,
along with the elevation information. This map can be used
as a topological graph in which each node corresponds to
the map’s triangles and each arc to the adjacency relations
between these triangles. Then, common graph algorithms
can be applied to this topological graph, especially graph
traversal ones. One of these algorithms retrieves the node,
and so the triangle, corresponding to given 2D coordinates.
Once this node is obtained, it is possible to extract the data
corresponding to the position, such as the elevation, and the
semantic information. Many other algorithms can be applied,
such as path planning and graph abstraction, but they are out
of the scope of this paper and will not be detailed here.

IV. TOPOLOGIC ABSTRACTION

When dealing with large-scale and complex geographic
environments the informed graph becomes very large. The
size of a topologic graph has a direct impact on the computa-
tion time of the agent’s spatial reasoning processes. In order
to optimise such a computation time, we need to reduce the
size of the informed graph representing the IVGE. The aim
of the topologic abstraction is to provide a compact represen-
tation of the informed graph suitable for situated reasoning
of situated agents. To this end, the topologic abstraction
process extends the informed graph with new layers. In each
layer (except for the initial layer which is called level 0),
a node corresponds to a group of nodes of the immediate
lower level. The topologic abstraction simplifies the IVGE
description by combining cells (triangles) in order to obtain
convex groups of cells. Such a hierarchical structure evolves
the concept of Hierarchical Topologic Graph (HTG) in
which cells are fused in groups and edges are abstracted in
boundaries. To do so, convex hulls are computed for every
node of the informed graph. Then, the coverage ratio of the
convex hull is evaluated as the surface of the hull divided
by the actual surface of the node. The topologic abstraction
finally performs groupings of a set of connected nodes if
and only if the group ratio is close to one. Let G be a group
of cells, Convex be the convexity rate, and CH(G) be the
convex hull of the polygon corresponding to G. Convex is
computed as follows:

Convex(G) =
Sur f ace(G)

Sur f ace(CH(G))
and 0 < Convex(G)≤ 1

(1)

Each node c of the informed graph can be topologically
qualified according to the number of connected edges given
by the arity(c) function: if arity(c) = 0 then c is a closed
cell; if arity(c) = 1 then c is a dead end cell; if arity(c)
= 2 then c is a corridor cell; and if arity(c) > 2 then c
is a crossroads cell. The topologic abstraction algorithm
is based on an in-depth exploration of the informed graph
structure. At each step, the algorithm processes cells based
on their topology in order to achieve a specific goal: 1)
Virtual Cells: to characterise the outside of the IVGE; 2)
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(a) Triangulated elevation map (2.5D). (b) Merged semantics map (2D). (c) Unified map (2.5D).

Figure 3: The two processed maps (a, b) and the unified map (c). The semantic colours are the same as in figure 2.

Access Cells: to identify access points corresponding to
cells connected to at least one virtual cell (Figure ); 3)
Corridor Cells: to filter excessive discretization of space
subdivision in narrow open areas (Figure ); 4) Crossroads:
to filter excessive discretization of space subdivision due to
the misalignment of edges in open areas (Figure ). 5) Dead
End: Termination of the algorithm.

Let us detail the execution of the topologic abstraction
algorithm which starts by processing the virtual cells and
then their neighboring ones.

• Step 1 (processing of virtual cells): Bring together all
the virtual cells in a virtual group, then merge into this
group all the adjacent dead end cells. Proceed to Step
2.

• Step 2 (processing of access cells): Bring together all
the access cells in a single group, then merge into this
group all the access end cells. Proceed to Step 3, 4, or
5 depending on the type of the neighbooring cell Cn.

• Step 3 (processing of corridor cells): If the current cell
Cc and its neighboor cell Cn are of type corridor, and
if the current group is of type crossroad, proceed to
Step 3-1, else proceed to Step 3-2.

– Step 3-1: If Convex(Gc ∪ Cc) > Convex(Cc ∪
Cn), then merge Cc into Gc and continue with Cn.

– Step 3-2: Build a new group Gp of type corridor
and assign Cc and Cn to it.
∗ If Gp = Gn, where Gn corresponds to the group

to which belongs Cn, then merge Gc with Gp
and Gn

∗ Else if Gc and Gs are of type corridor and if
Convex(Gc ∪ Gp∪ Gn) > max (Convex(Gc);
Convex(Gp); Convex(Gn)), then merge together
Gc, Gp, and Gn.

∗ Else if Gc and Gn are of type crossroads
and If Convex(Gp ∪ Gn) > max(Convex(Gp);
Convex(Gn)) then merge together Gp and Gn.

• Step 4 (processing crossroads cells): Build a group of
type crossroads Gc and assign the current cell Cc to it
as well as its neighbooring cells of type crossroads or
dead end. Proceed to Step 3 for cells of type corridor.

– If Gc has only one neighboor, turn it into a dead
end group.

– Else, if Gc has exactly two neighbours, transform
it into corridor and apply the tests of Step 3;

– Else, if Convex(Gc ∪ Gn) > max (Convex(Gc);
Convex(Gn)) for any Gs in dead end neighboring
groups, then merge Gn and Gc. Repeat the test of
Step 4.

• Step 5 (processing dead end cells): Build a new group
of type dead end and assign the current cell to it. This
group will further be merged with its neighbour of type
corridor or crossroads because of the tests in Steps 3
and 4.

(a) (b)

Figure 4: Illustration of the topologic abstraction
process with a strict convex property (C(gr) = 1); (a)
the exact space decomposition using CDT techniques
(63 triangular cells) ; (b) the topologic abstraction (28
convex polygons)

Results: As an illustration, our IVGE generation model
has been applied to an urban area representing the center part
of Quebec City, with one elevation map and five semantic
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layers. The creation of the IVGE takes less than five seconds
on a typical computer (Intel Core 2 Duo processor 2.13Ghz,
1Go RAM). The resulting unified map approximately con-
tains 122,000 triangles covering an area of 30km2. The
necessary time to retrieve the triangle corresponding to a
given coordinate is negligible (less than 10−4 seconds).
We applied the topologic abstraction algorithm in order to
build a three-level hierarchical and topologic graph. Level
0 corresponds to the informed graph resulting from the
exact spatial subdivision. Level 1 of the topologic graph
resulting from the topologic abstraction (with soft convex
constraint, i.e. Convex(c) = 1) reduces the total number of
cells (122,000) by merging them into 73,000 convex poly-
gons (called groups) in 2.8 seconds. Level 2 of the topologic
graph resulting from the topologic abstraction (with relaxed
convex constraint, i.e. Convex(c) = 0.9) reduces the total
number of groups by merging them into 12,000 convex
polygons (called zones) in 1.9 seconds.

V. HIERARCHICAL PATH PLANNING

In this section, we present our hierarchical path planning
algorithm (HPP for short). We then provide a computation
analysis of the algorithm complexity which aims to point
out the contribution of our algorithm. Finally, we propose a
path enhancement method in order to optimise the computed
paths for more realistic moving agents.

A. Algorithm

Let us consider the topologic graph extracted from the
exact spatial decomposition before highlighting the useful-
ness of the topologic and semantic abstractions. Since cells
are convex, it is possible to build an obstacle-free path by
linearly connecting positions located at two different borders
belonging to a given cell. Thus, it is also possible to use bor-
ders, represented by edges in the graph, to compute obstacle-
free paths between different locations in the environment.
Since the topologic graph structure is hierarchical, each node
at a given level i (except at level 0) represents a group of
convex cells or abstract cells of a lower level i−1. Hence,
our approach can be used to compute a path linking two
abstract nodes at any level.

Let us consider a hierarchical topologic graph G com-
posed of i levels. Nodes belonging to level 0 are called leaves
and represent convex cells produced by the exact spatial
decomposition. Nodes belonging to higher levels (i > 0) are
called abstract nodes and are composed of groups. Given
a starting position, a final destination, and a hierarchical
topologic graph G composed of i levels, the objective of
our algorithm is to plan a path from the current position
to the destination using G. The algorithm starts from the
highest level of the hierarchy and proceeds as follows:

• Step 1: Identify the abstract nodes to which the starting
position and the final destination belong.
Two cases need to be considered:

– Case 1: Both are in the same abstract node k at
level i.
Proceed to step 1 with the groups (at level i− 1)
belonging to node k.

– Case 2: They are in different abstract nodes k and
j at level i. Proceed to step 2.

• Step 2: Compute the path from the abstract node k to
the abstract node j.
For each pair of consecutive nodes (s, t) belonging to
this path, two cases are possible :

– Case 1: Both are leaves. Proceed to step 4.
– Case 2: Both are abstract nodes. Proceed to step

3.
• Step 3:

– If the starting position belongs to s then identify to
which group gs of s it belongs and proceed to step
2, in order to compute the path from the abstract
node gs to the closest common boundary with the
abstract node t. Else proceed to step 2 in order to
compute the path from the center of the abstract
node s to the closest common boundary with the
abstract node t.

– If the final destination position belongs to t then
identify to which group gd of t it belongs and
proceed to step 2, in order to compute the path
from the closest common boundary with the ab-
stract node s to gd. Else proceed to step 2 in
order to compute the path from the closest common
boundary with the abstract node s to the centre of
the abstract node t.

• Step 4: Once in a leaf, apply a path planner algorithm
(we used the Djkstra and A* algorithms) from the
starting position to the final goal using the convex cells
which belong to the informed graph.

The strategy adopted in this algorithm is to refine the
path planning when getting closer to the destination. The
algorithm starts by planning a global path between the start
and the destination abstract nodes (step 1). Then, for each
pair of successive abstract nodes, it recursively plans paths
between groups (of lower levels) until reaching leaves (steps
2 and 3). Once at leaves (convex cells at level 0), the
algorithm proceeds by applying a path planning algorithm
such as Dijkstra and A* (step 4). Hence, at level i, the path
planner exploration is constrained by the nodes belonging
to the path computed at level i+1.

Moving agents can use this algorithm in order to plan
paths within the IVGE. The path computed in step 2 is
actually a coarse-grained path whose direction is only in-
dicative. Since the path is refined in a depth-first way, agents

231

International Journal on Advances in Intelligent Systems, vol 3 no 3 & 4, year 2010, http://www.iariajournals.org/intelligent_systems/

2010, © Copyright by authors, Published under agreement with IARIA - www.iaria.org



(a) (b) (c) (d)

Figure 5: HPP in the IVGE (the computed path is coloured in yellow). (a) path computed with no regard for the terrain
shape; (b) path computed with regard for the terrain shape; (c) and (d) Search paths to get to a place (marina) in the IVGE
(place described by semantics) without and with regard to terrain respectively.

can perform local and accurate navigation inside an abstract
node without requiring a complete and fine-grained path
computation towards the final destination. The lower levels’
sub-paths (related to other abstract nodes) are computed only
when needed, as the agent moves. Such a just in time path
planning approach is particularly relevant when dealing with
dynamic environments. Classic path planning approaches
use the entire set of cells representing the environment
and compute the complete path between a start and a
final positions. These classical approaches suffer from two
major drawbacks : 1) the computation time of a path is
considerable since it involves all the cells composing the
environment; 2) the planned path may become invalid as a
consequence of changes in the environment. An interesting
property of our hierarchical path planning approach is the
optimization of calculation costs over time. Indeed, the entire
path is only computed for the most abstracted graph, which
contains a small number of abstract nodes compared to
the informed graph (convex cells at level 0). In addition,
our approach provides a just in time path planning which
can accommodate a dynamic environment. Furthermore, this
hierarchical path planning is adapted to any type of agents,
whenever we are able to generate the abstracted graphs
taking into account both the geographic environment and
the agents’ characteristics.

B. Complexity Analysis

In order to highlight the outcomes of our approach, let
us compare the computation cost of our hierarchical path
planning with the standard path planning. Let G0(V0,E0) be
the graph representing the virtual environment at level 0,
which corresponds to cells produced by the spatial decom-
position process. Let V0 correspond to the set of vertices and
E0 correspond to the set of edges at level 0. Let |V0| = N
be the number of nodes of the graph G0. Let us consider

a starting position s and a destination position d located in
the virtual environment. The computation cost of the shortest
path between s and d at level 0 (represented by the graph G0)
is denoted by C0(N) and is given by the following equation:

C0(N) = O(N ∗ ln(N)) (2)

Let us now compare C0(N) with the computation cost
of our hierarchical path planning algorithm which relies on
the hierarchical topologic graph with k levels. To this end,
we need to raise some assumptions for the sake of simpli-
fication. First, let us assume that the topologic abstraction
process may be thought of as a function h which abstracts a
topologic graph Gi−1 and builds a new topologic graph Gi.
The function h can be written as follows:

h(Gi−1(Vi−1,Ei−1)) = Gi(Vi,Ei) with 0≤ i≤ k−1 (3)

Let li be the abstraction rate between two successive levels
i−1 and i (with 0≤ i≤ k−1). Since the abstraction process
aims at reducing the number of nodes at each new level, we
have li > 1+ε (with 0≤ i≤ k−1) as illustrated in equation 4.

li =
|Vi−1|
|Vi|

with li > 1+ ε and ε > 0 (4)

Second, let us suppose that the kth level of our
hierarchical topologic graph is composed of m nodes. N
which corresponds to the number of nodes of the graph G0
can be expressed using equations 3 and 4 as follows:

N = m∗ lk−1 ∗ ...∗ l0 (5)
N ≥ m∗ (1+ ε)k with k > 0 and ε > 0 (6)

N = m∗
k−1

∏
i=0

(li) with k > 0 and m > 0 (7)

232

International Journal on Advances in Intelligent Systems, vol 3 no 3 & 4, year 2010, http://www.iariajournals.org/intelligent_systems/

2010, © Copyright by authors, Published under agreement with IARIA - www.iaria.org



Let lAvg be the average value of li (with 0≤ i≤ k−1). Using
lAvg, equation 7 becomes:

N = m∗ lk
avg with k > 0 and m > 0 (8)

Let us replace the term N in equation 2 by its value in
equation 8:

C0(m) = O(m∗ lk
avg ∗ ln(m∗ lk

avg)) (9)

Equation 9 can be developed as follows:

C0(m) = O(m∗ ln(m)∗ lk
avg +m∗ lk

avg ∗ ln(lk
avg)) (10)

Let Nbk be the number of nodes composing the computed
path at level k. The computation cost of Nbk is given by the
following equation:

Nbk = O(m∗ ln(m)) with k > 0 and m > 0 (11)

The hierarchical path planning algorithm involves the com-
putation of the shortest path at level k and the refinement of
the path linking each pair of successive nodes at lower levels.
Therefore, the shortest path from s to d corresponds to the
computation of Nbk at level k and its refinement through the
lowest levels. Such a shortest path is denoted Ck and has a
computation cost which can be computed by the following
equations:

Ck(m) = Nbk ∗
k−1

∑
j=0

l j
avg (12)

Ck(m) = Nbk ∗
lk
avg−1

lavg−1
(13)

The term Nbk in equation 13 is replaced by its value
expressed in the equation 11 as follows:

Ck(m) = O(m∗ ln(m)+m∗
lk
avg−1

lavg−1
) (14)

Let us compare the computation costs of standard path
planning approaches (equation 10) and our hierarchical path
planning approach (equation 14). First, it is obvious that the
first term m ∗ ln(m) in equation 10 is inferior to the first
term m ∗ ln(m) ∗ lk

avg in equation 14 since the abstraction
rate lk

avg > 1. Second, in a similar way, the second term
m∗(lk

avg−1/lavg−1) in equation 10 is inferior to the second
term m∗ lk

avg∗ ln(lk
avg) in equation 14. In conclusion, the hier-

archical path planning algorithm along with the hierarchical
topologic graph that we propose is at least ln(lk

avg) orders of
magnitude faster than standard path planning approaches.

C. Path Optimisation

The topological abstraction only groups together adjacent
cells or groups of cells with respect to the convexity crite-
rion. While this approach is efficient to reduce the size of the
topologic graph, it gives up the optimality of the computed

path. Indeed, paths are optimal in the abstract graph but
not necessarily in the initial problem graph (informed graph
at level 0). In order to improve the quality of the computed
path (i.e., length and visual optimisation), we perform a post-
processing phase called path optinmisation (Figure 6). Our
strategy for path optimisation is simple, but produces good
results. The main idea is to replace local sub-optimal parts
of the computed paths by straight lines. We start from one
end of the path (Figure 6(a)) and for each node part of the
computed path, we check whether we can reach a subsequent
node in the path in a straight line. If this is possible, then
the linear path between the two nodes replaces the initial
sub-optimal sequence between these nodes (Figure 6(b)).

(a) (b)

Figure 6: (a) The original computed path ; (b) The
computed path after optimisation.

Results: The HTG resulting from the topologic ab-
straction process is particularly suitable to support HPP in
IVGE. Two types of HPP have been implemented: 1) a
path linking two positions located in the IVGE using the
A* algorithm (Figures 5(a) and 5(b)); and 2) a search path
linking a position to a qualified area within the IVGE using
the Dijkstra algorithm (Figures 5(c) and 5 (d)). Figure 5(a)
shows a path planning which avoids obstacles such as
buildings, walls, but does not take into account the terrain
characteristics. Therefore, this path crosses areas coloured
in red which represent steep slopes. However, Figure 5(b)
respects both the terrain and the obstacles in the IVGE. To
illustrate path planning towards a target area qualified by
one or several semantics, Figure 5(c) shows the computed
path to reach the marina (the marina is coloured in blue at
the top of the figure). This path avoids obstacles such as
buildings, walls, but does not take into account the terrain
characteristics. Figure 5(d) avoids steep slopes (coloured in
red) as well as obstacles situated in the IVGE and reaches
a place identified by the semantic information (marina).
Finally, in order to highlight the outcomes of the path
optimisation process, we randomly selected 19 starting and
destination positions in the IVGE. For each pair of positions,
we compared the original computed path length with the
optimised path length. Figure 7 depicts the comparison of
the non optimised computed path length and the optimised
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path length. It shows how the optimisation process reduces
the computed path length by an average of 16%.

Figure 7: Optimised versus non-optimised paths
lengths.

VI. NAVIGATION

The geometrically precise spatial subdivision along with
the topologic abstraction of the virtual geographic environ-
ment are not sufficient to handle the navigation of several
moving agents populating the same IVGE. A structure and
a mechanism allowing for dynamic collisions detection and
avoidance is necessary to achieve consistent motion planning
of moving agents in IVGE. In this section, we first introduce
the concept of neighborhood graph (NG) for the support
of agent navigation. Next, we detail the algorithm that we
propose to build an NG while taking into account obstacles
such as walls and fences as well as terrain elevation.

Neighborhood Graph: A neighborhood graph (NG)
consists of a data structure reflecting the relative positions of
moving agents while taking into account obstacles located
in the IVGE. Two entities are considered neighbors if they
are not separated by any obstacle. Since the NG is based on
moving agents’ positions, it should be updated as rapidly
as the movement of agents. Therefore, its computation
complexity must be optimised. Moreover, if we make no
assumption about the perception distance and the angle of
the agent’s field of view, the complexity of building the
NG should only depend on the number of agents rather
than on their relative distances. Based on these assumptions,
we define our NG using a 3D Delaunay Triangulation
(3D-DT) of moving agents (dynamic information) filtered
using both the description of static obstacles situated in
the IVGE such as walls and obstructions resulting for the
terrain’s elevation (static information). Figure 8 shows an
example of construction of an NG considering obstacles and
obstructions within the IVGE. In the following sud-section,
we propose an algorithm to build NGs and we analyse its
complexity.

Algorithm: In this section, we present a step-by-step
description of our algorithm to build NGs. In a first step, the

spatial positions of the moving agents are collected and con-
stitute the set of points to triangulate. Let n points be given
by their Cartesian coordinates p1(x1,y1,z1), p2(x2,y2,z2), ...,
pn(xn,yn,zn). The algorithm is based on three steps. Step 1:
Compute the 3D-DT; Step 2: For each edge Ei, j of the DT
linking a pair of points (Pi, Pj), verify if this edge crosses
an area defined as an obstacle in the IVGE. If yes, remove
Ei, j. Step 3: For each edge Ei, j of the DT linking a pair of
points (Pi, Pj), verify if Pi and Pj are obstructed as a result
of the terrain’s elevation. If yes, remove Ei, j.

The complexity of construction of the 3D-DT for n
moving agents is of the order of O(n ln n), making it usable
for a large number of moving agents (Figure 8(a)). In the
second step, for each edge Ei, j of the 3D-DT, a verification
is computed to ensure the visibility (free of environment
obstacles) between the moving agents (Figure 8(b)). In the
third step, for each edge Ei, j of the 3D-DT, a verification
is computed to ensure the visibility (free of environment
obstructions resulting from terrain elevation) between the
moving agents (Figure 8(c)). If Ei, j is not free of obsta-
cles and obstructions, the edge is deleted from the 3D-
DT (Figure 8(d)). Let us now analyse the complexity of
our algorithm. The 3D-DT (Step 1) can be computed in
O(nlogn) running time [2]. In Step 2, for each edge Ei, j
considered, O(n) verifications are computed to ensure that
Ei, j is free of environment obstacles. These verifications
have a linear complexity which only depends on the number
of vertices (corresponding to the moving agents). Step 2
runs in O(n) time. In Step 3, for each edge Ei, j considered,
O(n) verifications are computed to ensure that Ei, j is free of
obstructions due to the terrain elevation. Step 3 also runs in
O(n) time. Since Step 1 is O(nlogn), the complexity of our
NG algorithm is dominated by Step 1 and thus of O(nlogn).

VII. DISCUSSION

In order to reduce the search space, we proposed an HTG
that groups convex cells and groups of cells. Hence, each
abstract node at level i contains a subset of this graph at
level i−1, composed by at least one node or abstract node.
The extraction of this HTG only requires an acceptable one-
time computation cost and a low memory overhead. Despite
the reduction of the number of nodes, this technique raises
two application-dependent issues that must be addressed:
hierarchical traversal cost and information richness.

First, the hierarchical traversal cost increases with each
grouping, which might limit the performance of the search
space reduction brought by the hierarchical representation.
Indeed, despite the number of levels of the HTG, the path
planning process provides moving agents with a set of
convex cells (belonging to level 0) to pass through in order to
reach the final destination. This means that the path planning
process must inevitably traverse the HTG from top to bottom
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(a) (b) (c) (d)

Figure 8: Generation of the neighborhood graph (NG): (a) initial 3D-DT using the moving agents positions (green circles);
(b) filter of 3D-DT considering obstacles (red shapes) in the IVGE; (c) filter of 3D-DT considering terrain elevation (yellow
shapes) in the IVGE.

in order to compute such a set of cells.

Second, the information richness decreases with each
grouping level, which could lead to useless additional ab-
straction levels that may not improve the decision-making
of the HPP algorithm. Indeed, the more potential sub-paths
an abstract node contains, the less its choice influences the
path planning process. Therefore, the determination of the
number of topologic abstraction levels must be carefully
analyzed with respect to these two critical issues in addition
to the application requirements.

Another important aspect of our IVGE is its capability
to represent geographic environments which are distributed
in space. By using the HTG, our model is capable of
representing portions of geographic environments which are
not adjacent in space. For example, consider the problem
of traveling by car from Quebec city (QC, Canada) to
New York (NY, USA). We need to compute the shortest
(minimum distance) path from a given address in Quebec
city, such as 312 Marie-Louise, to a given address in New
York city, let us say 1213 4th Avenue, Brooklyn. Given a
detailed description of the geographic environment showing
all roads annotated with driving distances, a classic planner
can compute such a travel route. However, this might be an
expensive computation, given the large size of the descrip-
tion of the geographic environment. This problem may be
solved in a three-step process. First, we compute the path
from 312 Marie-Louise to a major highway leading out of
Quebec city. Second, we compute the path from Quebec to
the boundaries of New York. Third, we compute the path
from the incoming highway to 1213 4th Avenue, Brooklyn.
Assuming that the second path is mostly composed of
highways and can be quantified (distance and travel time),
it is easy to model this path using a conceptual node in
our hierarchical topologic graph. A conceptual node allows
for linking spatially distributed geographic environments and
hence allows us to accurately compute optimal paths with
respect to these environment characteristics.

In contrast to Lamarche and Donikian’s NG [12] which
only takes into account static obstacles such as walls and
fences (Figure 8(b)), our NG model also includes obstruc-
tions resulting from the terrain’s elevation (Figure 8(c)).
Lamarche and Donikian’s NG is based on a 2D-DT im-
plementing the algorithm proposed in [4] whose compu-
tation cost is of O(nlogn) [12]. However, Attali et al.
proposed an optimised algorithm to build a 3D-DT which
also runs in O(nlogn) [2]. Our NG extends Lamarche and
Donikian’s approach with respect to the algorithm’s com-
plexity (O(nlogn)). Our NG takes into account the terrain’s
elevation and uses Attali’s optimised 3D-DT and thus runs
in O(nlogn). In addition to its good properties in terms of
computation complexity, the DT also has good topological
properties. Indeed, it ensures that each point is connected
to its nearest neighbor. An NG inherits from this property
by adding the concept of filtering visibility. We define the
k− direct neighborhood Vk(E) of an agent E as all agents
related to E by k arcs in the NG. This set contains the
nearest visible neighbors to an agent within k hops from
E, considering the NG. This property shows that for the
collision detection purposes, only agents belonging to V1(E)
(also called immediate neighbors) need to be tested. On the
other hand, according to the method of construction, the
k− direct neighborhood adapts to the density of popula-
tion. For example, in a dense environment, the k− direct
neighborhood contains a set of agents which are visible and
close to the agent E, and in environment of low density,
it contains a set of remote visible agents. The k parameter
allows to specify the number of hops while accessing the
agent neighbors by agent type.

VIII. CONCLUSION AND FUTURE WORKS

In this paper, we proposed an accurate and automated
approach for the generation of semantically enhanced and
geometrically precise virtual geographic environments using
GIS data. This novel approach offers several advantages.
First, the description of the IVGE is realistic since it is based
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on standard GIS data and accurate because it is produced
by an exact spatial decomposition technique which uses
data in a vector format. Hence, this description preserves
both the geometric and the topological characteristics of
the geographic environment and enables a graph-based de-
scription of the virtual environment enhanced with seman-
tics. The main outcome of such a semantically enhanced
and geometrically precise virtual geographic environment
concerns agents’ situated reasoning capabilities such as
path planning and navigation in large-scale and complex
geographic environments. We proposed a hierarchical path
planning algorithm (using Dijkstra and A*) which takes ad-
vantage of our IVGE model to provide paths which take into
account the agents’ and environment’s characteristics. We
also proposed an algorithm to build neighborhood graphs,
a graph-based structure used by moving agents to support
navigation (collision detection and avoidance).

We are currently working on further improvements of
the IVGE description by integrating enriched knowledge
representations (called the environment knowledge) using
Conceptual Graphs aimed at assisting situated agents’ in-
teractions with the IVGE and helping them achieve their
goals. The goal of the environment knowledge integration
is to extend the agents’ knowledge about their surrounding
environment. We are also working on the extension of the
neighborhood graph concept to support agents’ perception
capabilities within the IVGE. The above-mentioned con-
tributions of our model offer new opportunities for many
applications in a variety of application domains including
the entertainment industry (games and movies), security
planning and crowd management (planning events involv-
ing large crowds), and environment monitoring in natural
environments.
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Abstract - The Web offers autonomous and frequently useful 
resources in growing manner. User Generated Content (UGC) 
like Wikis, Weblogs or Webfeeds often do not have one 
responsible authorship or declared experts who checked the 
created content for e.g., accuracy, availability, objectivity or 
reputation. The user is not able easily, to control the quality of 
the content he receives. If we want to utilize the distributed 
information flood as a linked knowledge base for higher-
layered applications – e.g., for knowledge transfer and learning 
– information quality (iq) is a very important and complex 
aspect to analyze, personalize and annotate resources [1]. In 
general, low information quality is one of the main 
discriminators of data sources on the Web [2]. Assessing 
information quality with measurable terms can offer a 
personalized and smart view on a broad, global knowledge 
base. We developed the qKAI application framework [3] to 
utilize available, distributed data sets in a practically manner. 
In the following, we present our adaption of information 
quality aspects to qualify Web resources based on a three-level 
assessment model. We deploy knowledge-related iq-criteria as 
tool to implement iq-mechanisms stepwise into the qKAI 
framework. Here, we exemplify selected criteria of information 
quality in qKAI like relevance or accuracy. We derived 
assessment methods for certain iq-criteria enabling rich, game-
based user interaction and semantic resource annotation. Open 
Content is embedded into knowledge games to increase the 
users’ access and learning motivation. As side effect the 
resources’ quality is enhanced stepwise by ongoing user 
interaction. By the example of image tag rating in folksonomies 
we demonstrate a practicable use case for qualifying web 
resources by keyword-oriented group search and game-based 
tag ranking in detail.  

Keywords - Information Quality, Folksonomy, Open Content, 
Semantic Annotation, Knowledge Transfer. 

I.  INTRODUCTION 
If we want to embed Web content into knowledge 

transfer and learning, the question about the data’s’ quality is 
indispensable. Information quality (iq) is an important 
concern if we want to build knowledge out of information 
towards education. Currently, Web users are claiming for 
more sophisticated content and less triviality [4]. To utilize 
autonomous web resources qualitative assessment of the 
broad information load becomes more and more important. 

To let users interact with Open Content [5] out of 
distributed web resources, enhanced inquiry, selection, 
storage and buffering are important prerequisites. 

Nevertheless, statements of the resources iq enhance its 
fitness for use. The more we know about a resource, the 
better we can reuse it. We developed the qKAI application 
framework (qualifying Knowledge Acquisition and Inquiry) 
[3] - a service-oriented, generic and hybrid approach 
combining knowledge related offers for convenient reuse. As 
part of the qKAI application framework, we implemented the 
qKAI hybrid data layer to acquire, store and represent Open 
Content out of distributed resources. In qKAI Open Content 
is boosted as an inherent part of higher-layered applications 
in knowledge and information transfer via standard tasks of 
knowledge engineering and augmented user interaction. 
Especially regarding smart user interaction, we have to offer 
user interfaces with high scores in certain information quality 
criteria. If we get to know about a resource that it contains 
Chinese text by analyzing its metadata, we can deduce that 
its “understandability” is almost not ideal for European 
users. There are lots of small hints and tasks that are very 
helpful altogether to assess and enhance information quality 
aspects of Open Content. In the following, we introduce the 
meaning of information quality in qKAI exemplified with 
selected criteria of iq. We explain the relation between these 
criteria, qKAI data and interaction issues with Open Content.  

A. Structure of this contribution 
First, we introduce some further background. In Section 

2 follows the state of the art. Section 3 gives an overview of 
information quality (iq) criteria. Section 4 offers some more 
details about assessing Web contents’ quality. Section 5 
shows how to combine traditional information quality 
metrics with enhanced user interaction, Section 6 exemplifies 
the use case of pictures’ relevance in folksonomies, Section 7 
gives a short analyzes of tagging systems. Section 8 explains 
our derived approach: keyword-oriented group search for tag 
ranking in folksonomies. Section 9 shows our game-based 
tag rating approach qRANK. Section 10 illustrates some 
evaluation results regarding our approaches versus the 
standard Flickr keyword search. Section 11 offers further 
application scenarios and use cases. At least this contribution 
ends up with conclusion and outlook in Section 12. 

B. Utilizing Open Content for knowledge transfer and 
 learning 
The qKAI application framework serves as basis to 

develop rich user interaction with Open Content [6] upon it. 
Actually, we implement and evaluate knowledge 
visualization and game prototypes. qMAP acts as an 

238

International Journal on Advances in Intelligent Systems, vol 3 no 3 & 4, year 2010, http://www.iariajournals.org/intelligent_systems/

2010, © Copyright by authors, Published under agreement with IARIA - www.iaria.org



interface to visualize and interact with Open Content like 
images, texts or videos geographically on a map. qMATCH 
offers the user term-image or term-term assignment 
questions out of Flickr content. qCHUNK lets the user guess 
Wikipedia articles while he gets presented chunks out of 
them. qMAP is a geocoded, map-based gaming board to 
visualize Open Content like Wikipedia articles or Flickr 
images. Some examples are shortly presented in Chapter 6. 
We see game-based interaction as a use-case with high 
design and interaction receivables that is well suited to 
evaluate enhanced interaction with Open Content exemplary. 

C. Assessing the information quality of autonomous web 
resources 

“Information quality (iq) is one of the main discriminators of 
data and data sources on the Web. … The autonomy of Web 
data sources renders it necessary and useful to consider 
their quality when accessing them and integrating their 
data.” [2]. 
 
Information quality is often described as “fitness for use” [7] 
in the relevant literature. Metadata plays an important role 
for the determination of iq-criteria. Information quality is to 
a great extend subjective, because we have to mention multi-
dimensional criteria while assessing context-, user- and task-
dependent. Subjective dimensions of iq must be assessed by 
the help of user interaction [2]. User interaction can be basic, 
direct or indirect feedback. 
 
… “Many iq-criteria are of subjective nature and can 
therefore not be assessed automatically, i.e., independently 
and without help of the user.”… [2] 
 
Because iq is often subjective, task- and context-dependent, 
user interaction plays a very important role while assessing 
subjective iq-criteria. To let users rate and rank content 
according to certain iq-criteria, questionnaires are widely 
used. 

D. Semantic annotation of resources 
qKAI delivers an URI about every resource it utilizes in 
RDF [8] representation. Semantic interlinking between the 
provenance resource and the new, annotating qKAI URI 
connects the URIs following Linked Data paradigms. 
Semantic interlinking allows following all references (links) 
automatically. HTML for example does not offer this ability. 

E. A global interaction rewarding model (GIAR) 
An ontology-based interaction rewarding model (GIAR) 

is work in progress. qKAI rewards any kind of interaction 
with resources and other users to increase user participation 
and incentive. Therefore, we are designing a catalogue of 
interaction tasks and order them according to domain, type 
and further iq- criteria. For every interaction the user earns 
points according to a global point and level system like in 
game-based scenarios. We are rewarding external activity 
also, like e.g., listening to music at Last.fm, making friends 
at Facebook or tweets at Twitter. Every interaction is stored 
in a personal profile file that builds knowledge-related 

reputation step by step. Every resource has its own 
transaction and interaction protocol (see Figure 3 in Chapter 
6). The protocol can be statistically evaluated to enable 
automated ranking, rating and deriving further iq-criteria. A 
social interaction rewarding community is under 
development to visualize the global interaction rewarding 
concept. 

II. STATE OF THE ART AND RELATED WORK 
Wang [9], Naumann [2] and Bizer [13] a.o. offer 

comprehensive research work about categorization, 
definition of information quality and related vocabulary in 
the domain of webbased information system. Wikipedia [10] 
has its own quality assessment deploying a review mode by 
authors. Freebase [11] allows the user to rearrange, connect, 
correct or annotate available resources. Rating, ranking and 
recommendation at Amazon [12] are good examples for 
enhanced user interaction to qualify content. Flickr offers 
properties related to a picture that enable to rate a photos 
quality. Tagging allows users to restructure and weight their 
knowledge in a self-controlled way. Revyu [14] allows the 
users to rank and rate everything. In qKAI we will integrate 
Revyu by querying whether a resource is annotated by 
Revyu yet. The reputation of a thing, person or resource in 
qKAI is increased if there is a Revyu entry about it. The 
existence of available interlinked context information in e.g., 
other web platforms is a first and simple step to determine 
information quality of resources according to scores.   

III. INFORMATION QUALITY CRITERIA AND OPEN WEB 
CONTENT 

The “fitness for use” can depend on numerous factors 
like actuality, believability, completeness or relevance. Not 
all single criteria are assessable independent from each other 
[13]. Next to several further properties the most important 
criteria of information quality in web applications are 
actuality, reputation, believability and accuracy of content. 

In contrast to processes inside of enclosed organizations 
that analyze iq as cyclic management task the assessment of 
iq in the Web relies on autonomous information providers in 
an open information space. Therefore, in webbased systems 
IQ is assessed by the help of user interaction to determine the 
“fitness for use” of an information source for the specific 
task on hand [13]. Social aspects of iq especially in the 
context of Web 2.0 are reputation and trust of the author. 

Important for the believability of information is the 
reputation of the creator. Every user has his own opinion 
based upon own experience or the experience in his 
knowledge circle. All experiences that are made with 
resources in qKAI are logged in history protocols. Different 
opinions about the reliability or trustworthiness of single 
actors regarding certain themes emerge. Personalized 
knowledge views can be deduced this way. 

 
There are trust metrics and policies for reputation-based 

systems available in literature and research [15] that can be 
implemented next to interaction-based and metadata-
relying metrics. 
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A. Categorizing Information Quality 
The categorization of information quality is in respective 

literature available according to various criteria and 
dimensions [16]. We did not find much about generic 
interaction components to assess ongoing iq in web-based 
knowledge systems by online assessment [17] components 
with game-based features. We see especially the 
combination of reputation-based and global metrics as 
promising first step towards an incentive and motivating way 
to assess iq sustainable. 

TABLE I.  IQ CITERIA AND THEIR CLASSIFICATION FOR AUTONOMOUS 
INFORMATION SYSTEMS BASED ON  C. BIZER’S CATEGORIZATION [13] 

Category Criteria/Dimension Objective/
subjective 

Intrinsic criteria 
(Independent of the user’s 
context) 

Accuracy* objective

Consistency objective

Objectivity objective

Timeliness objective

Contextual criteria 
(Context, task and user 
dependent) 

Believability subjective

Completeness subjective

Understandability subjective

Relevancy subjective

Reputation subjective

Verifiability subjective

Amount of Data subjective

Representational criteria Interpretability subjective

Rep. Conciseness subjective

Rep. Consistency objective

Accessibility criteria Availability objective

Response Time objective

Security objective
 

*Accuracy is interpreted in a bias way in qKAI: On the one side, we have to 
assess the data accuracy, on the other side we speak of semantically and 
syntactically correct information. The last one can only be assessed by 
enhanced user interaction of experts or collective intelligence approaches 
(Wisdom of crowds). 

 
Accuracy is defined as the percentage of data without 

data errors, such as non unique keys or out of range values. 
Mohan et al. give a list of possible data errors [2]. 

B. Iq-criteria for the qKAI system domain 
It is not practicable to measure all available iq-criteria at 

once. We have to select the most important criteria for our 
domain. In qKAI we have a strong focus on knowledge 
transfer with smart interaction. To offer knowledge-related 
content, we have to fulfill e.g., semantically correctness of 
factual data. We interpret semantically correctness as one 
aspect of accuracy. Accuracy is defined as the degree of 
correctness and precision with which information in an 
information system represents states of the real world [14]. 

Figure 1 shows the actually most important iq-criteria in the 
qKAI system domain. 

Technical or also called accessibility criteria like 
availability, response time or security depend almost on soft- 
and hardware concerns. We developed the qKAI hybrid data 
layer as part of the qKAI application framework to offer 
good results for these technically oriented criteria on an 
affordable Quadcore-platform. qKAI is suitable to search 
and explore distributed resources in an effective manner and 
represents our ongoing and enhanced research toward hybrid 
data management for distributed resources with rich 
interaction on top of it. To reach good results in the frontend, 
the backend – including the data layer - has to be suitable for 
this purpose. E.g., if a user waits too long, to get first search 

results, the motivation to ongoing interaction will rapidly 
increase. The iq-criteria “response time” and “availability” 
have to be enhanced by technically aspects like hard- or 
software requirements. 

C. Reputation as quality criteria and for users’ motivation 
Reputation can be seen as the sum of single experiences 

and expectation about trustworthiness and competence of a 
person, a group or an organization. Reputation has much to 
do with image and status of a person or a thing and is an 
important factor in online communities, where trust and 
reliability come into play. Most online communities that 
collect feedback to qualify content do not offer any incentive 
to rate and rank. The missing motivation of users to interact 
on the content is an essential problem, because there are no 
rational reasons to participate sustainably and the chance is 
taken to let other users do the ratings [18]. Creating and 
enhancing the own reputation is next to the simple fun [19] a 
good motivator to embed online users into to content-related 
participation without material incentive [18] [13]. Ebay and 
Amazon are successful examples for building reputation by 
users’ feedback. In qKAI, the reputation of users is stored 
implicitly in their personal profile and increases with every 
kind of interaction on Open Content. A resources reputation 
is stored in their semantically linked qKAI annotation URI 
and is also increased by any interaction or analyzes, the 
resource is involved. 

Smart 
interaction 

and 
representation 

Knowledge 
acquisition, 
inquiry and 

mediation for 
transfer 

Accuracy 
 

Timeliness 
 

Relevancy 
 

Amount of Data 
 

Interpretability 
 

Understandibility 
 

Reputation and 
Believability 

 
Rep. Conciseness 

Figure 1. Most relevant iq-criteria for the qKAI system domain: 
knowledge transfer and smart interaction based on autonomous resources 
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IV. ASSESSING THE QUALITY OF WEB CONTENT 
…”Information quality assessment is the process of 

assigning numerical values (iq-scores) to iq-criteria. An iq-
score reflects one aspect of information quality of a set of 
data items.” …[1] 

 
To assess the iq of information sources, a scoring 

function calculates assessment scores form the collected 
ratings. The scoring function decides which ratings are taken 
into account and might assign different weights to ratings. 
Which criteria to take for a specific rating should be 
adjustable by the user and his task on hand? Our research 
showed the following classifications and assessment models 
to be most suitable for qKAI and webbased information 
systems with knowledge-related concerns in general. 
Naumann identified three main factors the quality of 
information is influenced by in his query-oriented approach: 

• the perception of the user (the subject of a query),  
• the data itself (the object of a query), 
• the process of accessing the data (the predicate of a 

query) [2]. 
 

C. Bizer [13] derived three levels of information quality 
metrics in web-based information systems: 

• Content-Based Metrics use information to be 
assessed itself as quality indicator. The methods 
analyze information itself or compare information 
with related information. 

• Context-Based Metrics employ meta-information 
about the information content and the circumstances 
in which information was created, e.g., who said 
what and when, as quality indicator. 

• Rating-Based Metrics rely on explicit ratings about 
information itself, information sources, or 
information providers. Ratings may originate from 
the information consumer herself, other information 
consumers, or domain experts. 
 

We adjusted these three levels to assess iq for qKAI 
needs to first, second and third level assessment divided 
into Metadata analysis, user interaction and intelligent 
analysis. There is no absolute quality, but we can compare 
resources with each other (Open World Assumption) and 
weight them based on the amount and structure of metadata, 
for example. Enrichment of a resource happens in a 
corresponding qKAI URI by semantic interlinking and 
annotation. Ranking according to available metadata 
properties or interaction history is possible too. 

A. First level assessment: Metadata analysis 
According to Bizer this level enables Context-based 

assessment of metadata directly related to a resource like 
format, timeliness, author, provenance or language, which 
can be automatically detected. Metadata can be seen as a 
quality feature. The more metadata we are extracting, the 
better we get to know the content. In qKAI we are 
implementing the support of Aperture [20] to fetch e.g., 
Dublin core elements [21] like listed in Table 2. 

TABLE II.  EXEMPLARY DUBLIN CORE ELEMT SET FOR 
METADATA [21] 

Element Definition and recommended value formats 

Title A name given to the resource.  
Value format: Free text. 

Creator An entity primarily responsible for creating the content
of the resource. Value format: Name as free text.

Subject A topic of the content of the resource. 
Value formats: Library of Congress Subject Headings 
(LCSH), Medical Subject Headings (MeSH), Dewy 
Decimal Classification (DDC). 

Description An account of the content of the resource. Value 
format: Free text.

Publisher An entity responsible for making the resource 
available. Value format: Name as free text.

Contributor An entity responsible for making contributions to the
content of the resource. Value format: Name as free 
text.

Date The date when the resource was created or made 
available. Value Format: W3C-DTF. 

Type The nature or genre of the content of the resource.
Value Format: DCMI Type Vocabulary. 

Format The physical or digital manifestation of the resource.
Value Format: MIME-Type. 

… …

 
Comparable iq scores can be derived out of adjustable 

quality policies like e.g., available metadata property count: 
The less metadata properties a resource contains, the smaller 
is its iq score in believability or reputation. Even provenance 
and timeliness are very important aspects concerning trust in 
a resources’ content. Information about the author is also 
very relevant for the resources quality. A user with high 
personal scores in certain knowledge domains has high 
reputation in this area. We can speak of local reputation here, 
because it is dependent the same way, the iq-criteria are, 
from task, user and context. 

B. Second level assessment: User interaction 
We allocate criteria here that can be assessed with the 

help of user interaction. Questionnaires are often used to get 
feedback from the user for this purpose. According to Bizer 
this is called Rating-based assessment. 

The user can help e.g., to enhance accuracy even 
regarding semantically correctness. To evaluate factual 
knowledge like “Berlin lies at the Spree” or “Hanover is the 
capital of Lower Saxony”, we see user rating and ranking 
following the established Web 2.0 manner as an effective 
solution to mark wrong content and to rank valuable or 
popular content step by step. Next to this crowd sourcing 
community approach we offer role- and level-based quality 
control mechanisms. Lecturers earn rewards while rating and 
creating educational resources out of Open Content; students 
earn rewards while answering questions, managing gaming 
tasks, exploring further content or ranking their favorites. 
Step-wise content can be qualified this way. Resources are 
marked following their quality level as reviewed, proofed 
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or not yet qualified to enable embedding in different levels 
of knowledge transfer and learning. Integrating online 
assessment components like multiple-choice or assignment 
question types into social oriented software seems to be a 
new approach – as far as we know. Although, online 
assessment and rating mechanisms have many things in 
common and can be complementary, their combination is not 
mentioned so far. 

C. Third level assessment:  Intelligent analysis 
By Content-based assessment employing Natural 

Language Processing to detect some more information 
hidden inside a resource. Aperture  [20] and Virtuoso 
Spongers [22], for example, enable comprehensive solutions 
for these tasks. In case if more text engineering is needed, 
there are comprehensive solutions for standard Natural 
Language Processing (NLP) tasks (e.g., by OpenNLP [23]) 
to perform sentence detection, NER (Named Entity 
Recognition), POS (Part-Of-Speech) tagging or even 
semantic chunking. Table 1. shows the related iq-criteria 
from relevant literature. If we talk about information quality, 
we also talk about user preferences and personalization. It is 
obvious that many of the iq-criteria are relevant while user 
interaction takes place, because they are subjective – user, 
task and context dependent. Most of the iq-criteria have 
direct impact on the users’ interaction. There are only a few 
iq-criteria like “amount of data” or “completeness” that can 
be assessed with little or no user interaction at all. Even 
technical criteria influence usability, ease of use and user 
motivation elementary. Without fulfilling e.g., technical 
criteria in a sufficient way, smart interaction is not possible 
at the user side. Altogether, the 2nd level of our qualifying 
model with strong focus on user interaction is the most 
important and influential one if we want to determine 
relevant, but subjective iq scores. 

V. IQ ASSESSMENT WITH THE HELP OF ENHANCED USER 
INTERACTION 

Incentive for user participation is implemented as 
globally rewarding system of any interaction in qKAI 
(qPOINT, qRANK). Table 3 shows interaction types, their 
assigned reward in form of gaming points and improvable iq-
criteria. Every interaction is based on a resource. We are 
implementing different types of interaction like described in 
the following. 

TABLE III.  INTERACTION TASKS, ASSIGNED REWARDING POINTS 
AND IMPROVABLE IQ-CRITERIA 

Interaction Reward Improvable iq-criteria

Edit +50 points Accuracy, consistency, 
objectivity, timeliness, 

believability, reputation, 
completeness, understandability

Create +100 points Completeness, accuracy, 
verifiability, amount of data

Annotate/ 
add/interlink 

+50 points Completeness, accuracy,
verifiability, amount of data, 

interpretability, understandability

Rate/rank +10 points Relevancy, accuracy, 
believability, reputation, 

objectivity, interpretability, 
understandability, rep. 

conciseness

A. Simple and direct feedback 
Like in common surveys and evaluation, rating happens 

by questionnaires with predefined scores. These ratings can 
evaluate persons, resources or knowledge units. 

B. Enhanced feedback and game-based interaction  
Every resource that is visualized or just queried by qKAI 

can be rated and ranked by user interaction or automated 
metrics like metadata detection. The more a resource is 
requested, the more statitistically data we gain. The more we 
know about a resource, the better we can personalize its 
usage. 

Next to edit, create, annotate, add, interlink and rate 
resources and users we offer the following game-based 
options. qKAI jokers allow game-based functionality to add 
additional sources and to qualify metadata by rating and 
ranking input to the qKAI knowledge base. Playing the 
“Know-it-all-Joker” bounds the user to add a source (or 
information) that proves contrary statements. The 
“Nonsense-Joker” marks an information unit as semantically 
wrong or inconsistent and defers it to review mode by other 
qKAI users. The “Hint-Joker” allows looking up related 
sources or other users’ answers as solution suggestion. The 
“Explorer-Joker” allows exploring the right answer on the 
web outside of qKAI during a predefined time. The 
“History-Joker” enables lookups in played answers, ratings 
of other users by logged interaction and transaction 
protocols. Statistical protocol analysis is suitable to infer 
further metadata. 

C. Indirect and automated feedback 
History protocols and interaction recording allows to 

deduce statistically results for rating and ranking purpose. 
Therefore, Simple Scoring Functions, Collaborative 
Filtering, Web-of Trust algorithms or Flow Models can be 
deployed in the future. 

VI. THE RELEVANCE OF PICTURES IN FOLKSONOMIES 
In this section we introduce one of our example use cases 

to enhance and determine the quality of Open Content by 
collective intelligence. Tagging is very popular in online 
communities these days. Everybody can participate in 
tagging content. Tags offer a wide range of keywords but are 
subjective as well and might be confusing sometimes.  

A. Relevance of pictures 
Focus here is the quality of the images found on the web. 

With Flickr [40] a highly demanding data source with more 
than two billion images and over two million new images per 
day is given. A crucial problem that has emerged during the 
study was the relevance of the found images. Many images 
that are found with the help of the Flickr web service do not 
clearly correspond to the search term. They do not deliver 
the desired content. The challenge that arises from this is the 
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automatic sorting of images according to their relevance. 
Flickr offers a very comprehensive interface (API) which 
allows more possibilities than the pure web service. We 
developed a small application called Flickr-analyzer that is 
used for analytical purposes. The search for clean images, in 
contrast to text or text-picture combinations is difficult 
because they contain too little information to be found. [24] 
 
"There are many resources which are not searchable in 
folksonomies because they do not contain most of the 
relevant tags" [25]. 
 
One way to facilitate the search of images on the Web is 
additional metadata e.g., by adding tags of our own choice. 
This kind of annotation is different from professional 
annotations in that they do not use notations and relations. 
Basically annotations facilitate the search and navigation of 
resources. The common form of this annotation is referred to 
in the latest generation of the Web as collaborative tagging. 
Services that allow this type of metadata generation are 
known as tagging systems. The most famous among them 
are Flickr [40], YouTube [44] and Del.icio.us [45]. 

B. Tagging and tagging systems 
If user index resources with additional keywords called 

tags, this is called "tagging". There are two types of tags: 
normal tags and machine tags. The former are from users 
randomly selected keywords that reflect mostly the image 
content or additional information about the resources. 
Machine tags are machine-generated tags. These include 
auto-tagging and tags, which have a certain shape. Geo-tags 
are information indicating the geographical coordinates of 
the origin of the pictures or the coordinates of objects, which 
are shown in the pictures. Web 2.0 services that allow   
collaborative tagging are known as tagging systems [26]. 
Tagging not only organizes the resources in tagging systems 
in a better way, but also means that a collaborative network 
is formed.  
 
"Social tagging is used by users to build both its own 
network, as well as the network to" watch ", and get as new 
sources for the topic areas of interest" [27] 

C. Geo-Tagging 
Geo-tagging is composed of two words, "Geo" and 

"tagging" and describes the geographic positioning of e.g., 
images. Many images are from a GPS receiver located at the 
camera automatically. This means images will be 
automatically marked with longitude and latitude. In Flickr, 
users geo-tagged their photos on a specific format: geo: lon = 
13.127787 geo: lat = 52.393684. This allows an image to be 
found with the help of the coordinates. In Flickr, people 
upload over three million geo-tagged images per month [40]. 
For the organization and search of resources in tagging 
systems tags are a very important source of information. The 
quality of the image search is highly dependent on how well 
the image with keywords, called tags, is annotated [28]. A 
visual representation of the vocabulary used in these tagging 
systems is known as tag clouds. To gain a better 

understanding of the use of tags to obtain, the following will 
present the so-called tag-space and the associated tagging 
behaviors of users are examined more closely. The analysis 
refers mainly to the photo community Flickr and the 
bookmarking service Del.icio.us. Figure 2 represents the 
most popular tags from Flickr in a tag cloud. This type of 
representation is an alternative to the classical search by text. 
It allows that users access also information that they have not 
sought explicitly. They click their way through the tags to 
images or to others that are similar. The tags in a tag cloud 
will appear sorted alphabetically. The size of the font 
depends on the frequency of the tags. Not too surprising is 
that the terms are chosen very general, since only these are 
used by most users. Striking here is mainly that some of the 
keywords differ only in the singular and plural (flower, 
flowers, or girl, girls) or abbreviations of another (and nyc 
newyorkcity). To express it only in numbers: there are about 
5.5 million Flickr photos tagged with "nyc" and about 7.5 
million other images are annotated with "New York”. This 
means that many images actually reflect the same context, 
but are not found because they were not indexed 
consistently. A user writes in a Flickr discussion forum: 
 
"Is there anything Flickr admins can do about people not 
tagging their photographs with relevant tags. I’m tired of 
finding random naked people when searching for baseball 
shots " [40] 

 
This raises the question: Are user really tagging in the 

common interest? The response of another user on it:  
 

"Tags are for the people applying them, so, although they 
may have no relevance to you, they may have relevance to 
the person tagging” [40] 
 
Users annotate their resources primarily of self-interest. 
Terms they use may be relevant for them, but in the common 
interest they are rather irrelevant. An added value to the 
community arises primarily, if users annotate photos from 
other users, as they choose in this case rather more objective 
descriptions. 

VII.  ANALYZIS OF TAGGING SYSTEMS 
The fact that social tagging is free of ontologies makes it 

simple for general use but more difficult for machine 

Figure 2. Flickr image tag cloud 
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evaluation. A good classification (taxonomy) is essential for 
a large amount of data. The use of a tag of more than one 
person can provide a common classification scheme. Tags 
can be recognized as a connection between users and 
resources. Which users share a tag and what resources were 
annotated with similar tags is important analytical 
information in research with folksonomies. 

A.  Folksonomies 
Users can annotate resources in a tagging system. In the 

literature this is referred to as collaborative tagging. The 
collection of tags, created this way is called folksonomy. 
The term "folksonomy" consists of the words "folk" and 
"taxonomy" and is attributed to Thomas Vander. Taxonomies 
are classification systems for data, which are usually 
hierarchical. Unlike taxonomies, folksonomies have no 
hierarchical structure and are not developed to purposes of 
classification, but arise automatically as users tag resources. 
The advantage of folksonomies is their simplicity, since 
users have complete freedom in the allocation of tags. There 
are two types of folksonomies: broad and narrow 
folksonomies, which is crucial for the analysis of tagging 
systems. 

 
Broad folksomony 
In broad folksonomies, many different users (user A to F in 
Figure 3) an index of content creators is made available to 
any document or similar tags. Thus, the document content 
from a variety of different or the same subject headings is 

described [29] . Users that 
use the same keyword are 
grouped together in 
groups and find the 
document on the basis of 
this keyword again (arrow 
in both directions). The 
most popular Web 2.0 
application that uses this 
kind of multiple 
annotations is the social 
bookmarking service 
Del.icio.us. 
 
Narrow folksonomy 
In narrow folksonomies 
(Figure 4) tags are issued 
only once and recorded 
only once. Therefore 
users can only assign new 
tags. There is no way to 
count and tag frequencies 

observed distributions. Mostly the author (or the content 
creator) creates the first tags. Sometimes it is also allowed to 
other users to add additional tags. Web 2.0 services that work 
with narrow folksonomies include Flickr, Technorati, 
YouTube, a.o.. 

B. Weaknesses of Folksonomies 
The classification of resources by folksonomy users itself 

is a problem because the tags are dependable from their own 
view. This view is understandably subjective, and therefore 
needs not always to agree with other folksonomy users. This 
subjectivity limits the retrieval of a resource within the 
folksonomy. Similarly, 
ambiguity is problematic 
for the retrieval of 
resources because they 
deteriorate the precision 
of the keyword search. 
Here, the precision of the 
results is enhanced by 
reducing ambiguous 
terms and the yield of 
synonymous words, 
which were not included 
in the keyword search. 
This weakness could be 
an offset by the use of 
ontologies. Ontologies 
enable the creation of 
semantic relations to 
represent different levels 
of abstraction and thus 
express the relatedness of 
individual elements. At 
the same time ontologies allow support for synonyms, 
homonyms and multilingualism. Ontologies can handle the 
annotation of resources more efficient, as well as open up 
extensive search option. Synonyms can be recognized and 
included in the search: Who is looking for "Brasil", is also 
looking for "Brazil". The display of related concepts can 
guide the search in the right direction: If you are looking for 
"mac", you could also be interested in "osx". Upper and sub 
terms can extend and refine the search: If you are looking for 
'newyorkcity' perhaps in particular for "central park" or more 
generally for "usa". Recent research in folksonomies tries to 
analyze the importance and relationship of keywords. Most 
of the procedures are based on the co-occurrence of two tags. 
The calculated co-occurrence value is the number of 
resources where both tags together occur [30]. We analyzed 
concepts like the Actor-Concept-Instance model and 
similarity measures [25], [49], [50], [51]  that derive 
ontologies out of folksonomies. For detailed information 
about this topics please see [24]. The insights gained from 
these concepts will be used in Section VIII Keyword-
oriented group search and ranking in folksonomies to 
come up with our own approach for the problem of relevant 
image search. 

C. Quality metrics for folksonomies 
The absence of a single controlled vocabulary makes it 

difficult to assess how the quality of a tag is in relation to the 
retrieval of the resource. It is believed that the quality of 
search in tag based systems can be improved if you tag with 
inter-subjective meaning (a state of affairs for several 
viewers equally recognizable) or tags that were used by a 
larger group, determined automatically. This method of 
analysis, however, is only suitable for systems in which a 

Figure 4. Narrow folksonomy [29]

Figure 3. Broad folksonomy [29] 
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term may be given more often. Term frequency within a 
resource is not allowed in narrow folksonomies. In broad 
folksonomies they provide important analytical information. 
The resulting power-law distribution of tags can be used as a 
basis for the analysis of broad folksonomies. You can 
concentrate in the search only to the so-called power tags.  
 
"We hope that offering power tags as a search option 
improves the precision of search results. We can justify this 
assumption by the opposing relationship between recall and 
precision. The one rises, the other falls. In the case of the 
search only after power tags, the recall - because the entire 
document-specific "long tail cut off" - is drastically reduced 
[29].  
 
In this work term frequency is used for the ranking in 
folksonomies (see Section C. Flickr groups). In [31] term 
frequency for the selection of relevant terms are used. Three 
metrics for the automatic selection of inter-subjective tags 
are presented for broad folksonomies and tested on a dataset 
of del.ici.us:  
 
Metric 1: frequently used tags 
For each tagged resource, the tags are sorted by the number 
of frequency and the five with the largest occurrence are 
elected. If a term has been used by several users for a 
particular resource, this term for an objective description is 
more relevant. 

 
Metric 2: tag congruence 
A tag consistency for resource x is defined by the tags that 
were selected by at least half of the users. This value can be 
achieved by dividing the number of all different tags for a 
resource with the number of users. Decisions in various areas 
of human activities are often made on the basis of the 
majority. More than half of the people fit in the rule of the 
majority and often use terms that were already in use. In 
broad folksonomies tagging may be like a vote for the 
semantic labeling of a resource [31]. 
 
Metric 3: TF-IRF weighting 
For each tag the Term Frequency Inverse Resource 
Frequency (TF-weight calculated IRF) is calculated and only 
the tags by the five highest values are selected. The TF-IRF 
metric is derived from the term frequency inverse document 
frequency (TF-IDF). TF-IDF is a standard measure in the 
field of automatic indexation, to find the best descriptions for 
documents. When choosing a tag for a particular resource, 
the TF-IRF formula is taking into account the frequency of 
keywords for the document. The higher the TF-IDF value, 
the more valuable is the concept. For the calculation of the 
TF-IRF value a corpus of similar resources is requires. You 
get this on by clustering [31] with the Markov Clustering 
(MCL) algorithm that creates a graph from the co-occurrence 
of tag pairs. The TF-IRF value can be obtained with the TF-
IDF formula conversion [31]. 
 
The three metrics were presented to a record of del.ici.us 
tested with 3.4 million users from different bookmarks from 

30,000 in 2007. Then the test with an online survey was 
bound to find the most appropriate metric. Metric 1 
(frequently used tags) provided the best results [31]. 
 
Evaluation of the approaches 
Most of the described approaches and ideas mainly work 
with co-occurrence, simple clustering algorithms or the 
vector space models. The resulting similarity values can 
serve as a basis for a similarity graph. In the Actor-Concept-
Instance model resources, users and tags are represented as 
nodes. For the relationships of the tags are only the 
connection graph "user tag" and "tag resource" decisive. The 
former provides an ontology based on users with similar 
tagging behavior and the latter an ontology annotated on 
similar objects. This type of graphical modeling of tagging 
systems is an important basis for ranking systems, such as 
the FolkRank [32]. The algorithm is based on the idea of the 
PageRank algorithm and is used for the ranking in 
folksonomies. The PageRank algorithm computes rankings 
on node with the idea that a node is important if many other 
important nodes point to this node. Based on the FolkRank 
algorithm, this means that a resource is then important if it is 
connected with important users or tags. The FolkRank is a 
modification of the PageRank algorithm, as this cannot be 
applied directly on folksonomies. The FolkRank algorithm 
determines a lot of relevant resources and users for a tag. 
This information can be used to assist the user in the 
annotation and in the search. 

The view of each user on a resource is subjective. Many 
resources (images) are ambiguous and are therefore 
interpreted differently by different users. The degree of 
content development is crucial. Some users use more general 
terms such as "animal", while others are more specific such 
as "dog" or "puppy" that complicate the search of resources. 
Users can also describe the same or very similar pictures 
with different keywords. While a user an image with "lake" 
annotated, this may be another tag with "sea". This problem 
is to use the surrounding to identify tags that are based on co-
occurrence relationships. The co-occurrence relationship is 
highly dependent on the amount of data. For a very large 
amount of data (like Flickr), it is relative, since one in very 
many different resources for two very similar tags like 
"animals" and "animal" can have a low similarity value of 
0.06. The main reason is that usually the tags are assigned 
mainly to Flickr only by the creator and he did not worry 
about the plural, singular or synonyms. An image that was 
tagged as "car" will probably not be additionally annotated 
with "automobile" by the same user. There are 10 times more 
images in Flickr tagged with "car" rather than "automobile". 
Procedures that try to build a threshold value from the tags 
top and narrower relations have the problem that many 
special tags are collected as generalized tags. Therefore, 
these are suitable only for supporting the user in his choice 
of auto tags and less for an annotation. Another important 
factor is the multilingualism. Members use many resources 
for different languages. Usually the mother tongue is 
combined with English. In addition, users can annotate a 
resource from different backgrounds together what is an 
advantage for the general search, but it brings considerable 
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problems for machine evaluation. Many tags mean the same 
thing but because of different languages they have a small 
co-occurrence and reduce the effect of similarity calculation 
further. It is difficult to reach a clear classification of the tags 
solely on the information of the co-occurrence frequency and 
the frequency of tags in a library. The co-occurrence 
frequency allows that the less descriptive tags (which are 
rarely used) are eliminated. 

  
The approach to combine folksonomies with existing 
ontologies provides lightweight ontologies. It filters the 
irrelevant tags and finds relationships between relevant 
concepts. The problem of ambiguity can be minimized over 
the Semantic Web ontologies. Considering the enormous 
amount of data which e.g., Flickr provides (over 2 million 
images per day), this is too complicated, but for limited 
amounts of data very demanding. The approach adopted here 
identifies the relationship between tag pairs on the semantic 
search engine Swoogle that has only the English language. 
Because tags are often multilingual, this approach is suitable 
for images that are tagged in English only, and is less 
effective for multi-language terms. This problem could be 
limited, if we automatically translate any foreign tag into 
English. Such an application is presented in [33]. It translates 
the search terms automatically in up to six different 
languages. In combination we can get multilingual image 
retrieval from Flickr.  

Quality metrics for folksonomies are suitable for the 
selection of relevant tags very well. Unfortunately, these 
mainly take into account the term frequency applicable only 
in broad folksonomies. Narrow folksonomies cannot show 
certain frequency distributions of tags since all tags are equal 
(all tags come only once). Therefore, the presented metrics 
work only for broad folksonomies. A direct application to 
narrow folksonomies does not provide the desired effect.  

 
The indirect concept is the gradation of the tags within a 

tag list – so we can develop other methods to determine the 
relevance of resources’ tags. One solution for this is 
presented in Section VIII D.  

 
The relevance of the assigned tags is critical for the 

retrieval of the images. We presented some approaches that 
examine the relevance of keywords. Since the quality of tags 
is dependent on the co-occurrence relationship and therefore 
on the tagging people the similarity graph is an efficient 
modeling method for folksonomies. This helps to consider 
the tagging behavior of users, the co-occurrence and term 
frequency simultaneously. Unfortunately, this information 
alone is not enough to improve the quality (relevance) of the 
tags automatically. But the information is well suited to 
support systems in proposing tags to the user. Some 
approaches attempt to get additional help by external sources 
such as Wordnet , Wikipedia, Google or the Semantic Web 
search engine Swoogle. These make it possible to find a 
genuine search for synonyms or discovered ontologies. 
Synonyms help eliminate the significance of ambiguous tags.  

In the next Section we introduce our own derived ideas 
and approaches to allow image search optimization in 

folksonomies. For experimental purposes only we use the 
Flickr online photo community. Flickr provides next to the 
API and the tags other metadata such as description of 
images, comments and number of clicks (views). This 
information can be used to make a statement about the 
quality of the found images. 

VIII. KEYWORD-ORIENTED GROUP SEARCH AND  
RANKING IN FOLKSONOMIES 

Groups allow pre-selected content and increase the 
precision and relevance of the recall. Our idea to improve 
search results is a keyword-oriented group search and 
ranking. We developed a tag ranking game called qRANK to 
rate and rank Web resources. Flickr allows its users to 
organize pictures in groups and related groups in collections. 
Groups, tags, views and comments are important information 
to learn from folksonomies. The aim of this work is not to 
develop a global algorithm for the complex search problem 
in folksonomies. Rather, we implemented and evaluated 
ideas and methods to optimize photo relevance and quality 
for Web photo searches. A methodology which allows an 
automatic classification and ranking of photos of their 
attractiveness was developed in [35]. Photo attractiveness is 
a very subjective term that depends on many factors. The 
feedback from the user will supply important information for 
classification and regression models to create, based on 
visual characteristics of images and the metadata 

 
 „In a wider system context, such techniques can be 

useful to enhance ranking functions for photo search, and, 
more generally, to complement mining and retrieval methods 
based on text, other meta data and social dimensions.“ [35] 

 
 Visual features such as "color", "contrast" and 

"rudeness" of images and other metadata such as tags and 
favorites lists are examined. The combination of visual and 
textual features yielded the best results for the ranking 
according to a photo’s attractiveness. 

 
Here the main issue is the quality of the image search. 

The quality of a search result is determined by the intention 
of the searcher. Therefore, it is an advantage to consider the 
search behavior and motivation of the user precisely. In 
general, a user has the following interests: 

 
1. Precise search: the user is looking for a specific 

image or images for example of the Eiffel Tower. 
2.  Search topics: he is looking for a picture or 

pictures on a specific topic such as only black cats 
or dogs of a particular race. 

3. He has no particular intention of looking rather 
out of curiosity and wants a closer look at village 
(vicinity search). 

A. Attractiveness of pictures 
This approach should help to determine the precision of the 
images by the attractiveness and popularity of the photos. A 
scenario for an exact search might look like this: A user 
searches for a picture of the new city hall in Hanover to use 
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in his school lecture. He used the two keywords "Rathaus", 
and "Hannover". Therefore the standard keyword-search 
in Flickr provides 175 results. We can display the first ten 
images at random and get the following pictures as seen in 
Figure 5. Also there are some images on the town hall, none 
of this is what he really wants to use for his work. Of course, 
among the 175 photos found there are some that correspond 
to his ideas and with a little patience he would find the right 
image. However, the user wants to find the photo that is 
relevant to his search as soon as possible. The relevance of 
the image here refers to the given information content for the 
user, as generally all images may be relevant. The intent of 
the user (use: seminar work) implies that the content of the 
image must satisfy the search term clearly. Relevance is 
indeed a relationship between an image and a user. A tag and 
a picture are defined as relevant, if the tag only describes 
aspects of the visual content of an image [36]. In the course 
of this work we call relevance (also used in precision) the 
degree to which the content of an image corresponds to the 
entered search criteria. This degree of precision can be used 
to classify images. Besides the problem that many images 
cannot be found because they were annotated with little or 
inaccurate tags, there is a further problem, to assess the 
degree of relevance. For some queries you get a very large 
selection of Flickr images that are different relevant. Since 
one is usually interested only up to a fraction of these 
images, a ranking of the found images is required. There is a 
patent publication of Yahoo! for Flickr which deals with this 
problem [29]. There are set five criteria for a ranking by 
interestingness in narrow folksonomies: 

 
1. The number of tags to a document 
2. The number of people tagging a document 
3. The number of users that get the document after search 
4. The relevance of the tags 
5. The time (the older the document, the less relevant) 

 
Most of these criteria are closely related. The first two 

criteria are important for the relevance of the tags. If multiple 
users annotate an image with different terms, they create a 
multidimensional view upon the resource. Suitably chosen 
tags facilitate the search. If the terms are very different, the 
search is inaccurate. An image that was tagged by different 
users reflects also the popularity of this picture again. Photos 
which are described with many tags are found more often. 
The criterion of time is not applicable, because a picture does 

not lose its relevance over time. The feature 
"Interestingness" is described in Flickr [40] as follows:  
 
"Many factors affect whether something is on Flickr 
interesting (or not). It depends on the origin of the clicks, 
who commented when the image of who identifies it as a 
favorite, which tags are used, and many more factors that 
change constantly.” 
 
As the components are related is deliberately not discussed 
deeply. Derived from [29] we define three different sets of 
criteria for the ranking in tagged documents (see Figure 6) 
which are of importance for our work.  

The first volume contains procedures that relate to the 
semantics of the tags. The relevance of the tags can be 
determined using the method presented in the previous 
section as the TF-IDF weighting, the cosine similarity or the 
FolkRank algorithm. In addition to these criteria, there are 
other factors, such as click-through rates, the number of 
comments and favorites list, which can be crucial to a 
relevant search (collaboration). In addition, you can include 
the relevance of terms, the feedback of the users with 
(prosumer). This can be done in a question-answer game 
where users assess metadata of resources playfully. 

For a relevant search, some of the investigated options 
shown in Figure 6 are examined. In the next approach, we 
use the click-through rates and the upload date of the 
pictures and would like to examine whether images, which 
are often viewed at the same time have a higher relevance. 
About the interface of the Flickr API can about each picture 
about click rates (views) and the upload date to be fetched. 
The number of clicks is an implicit relevance feedback, "they 
are in a high degree collaboration-oriented ranking criterion 
in the sense of Web 2.0" [29]. The mark as a favorite reflects 
the attraction and popularity of the image. In general, one 
can assume that with increasing click rate, the favorite rate 
rises. Thus, we extended our search with an additional 
function that sorts the pictures by clicking the spending rate. 
The click rate is a picture of the dependent "upload date" 
dependent. Photos that are longer online have generally a 

Figure 5. Flickr standard search for the terms „Rathaus“ and 
„Hannover“ 

Figure 6. Ranking criteria in folksonomies 
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higher click rate than actual pictures. To counteract this, the 
upload time in the calculation considered. This function is 
called the precision formula, resulting from the division of 
the click rate and the time (in seconds) that a picture is 
already online sets together. About combines the precision of 
the ranking formula for "interestingness", the relevance of 
the retrieval set is clearly improved. The same search from 
the previous example, sorted according to the precision 
value, returns the data shown in Figure 7 with the first ten 
images that the user receives after a search for "Rathaus 
Hannover". The weakness of this method is that the images 
are very new, get assigned a higher weight than older ones. 
An image that has ten clicks on the first day would have a 
very high precision value without being necessarily relevant 
for our search. The click through rate alone is not an absolute 
indicator of the relevance of a search. The click-through rate 
of an image rather reflects their popularity again. This in turn 
depends on several factors. As a rule, to Flickr photos that 
belong to a broad community often looked at. Images that 
contain many groups, and its creator are linked with many 
other users have generally higher click rates. This means that 
the pictures were annotated and rather inappropriate for a 
subject search are not relevant, but can have a very high 
popularity. In Section VIII C., an approach is presented, how 
images have grown to their relevance.  

A major problem in the search for relevant images is the 
ambiguity of the tags. The tag "Paris" can mean a city in 
France or a city in the U.S. or even refer to a name. When 
the user searches the tag "Paris" for pictures of the French 
capital, he will receive, among other things pictures from 
America or from people who are called Paris. This can 
reduce it but if we expanded the query with related terms. In 
the research of folksonomies this approach is the "tag of 
suggestion" [37] or called tag recommendation [28] [30] and 
can be used for two things. First, you can use it to help the 
users to support the annotation. Recommendations will help 
users to clarify the image content as well as reminding them 
of related semantics which may otherwise be ignored [28]. 
On the other hand we can extend the inquiry with other tags 
in order to achieve a more relevant search. We concentrate 
here on the second.  

B. Tag suggestion 
The idea of tag suggestion is used in this section to 

specify the search for images. From previous considerations 
we know that tags are ambiguous, imprecise and often 
irrelevant. Linguistic differences and the fact that users are 
not professional tagger make it difficult to find the pictures 
in Flickr. If a user has annotated a picture with the words 
"cat", "white" and "charly" we will not find this picture, if 
we search for the keyword "Katze" (German translation). In 
Flickr, there are twice as many images that are tagged as 
"cat" than with "Katze" and also about the same as many 
pictures that are tagged with "cats" instead of "cat". Even if 
these images actually reflect the same content, they form 
different result sets in Flickr. Some works in the tag list 
folksonomies combine an image with relevant concepts from 
other sources such as WordNet [36]. In this paper, we focus 
primarily on the query and try to isolate the problem of 
imprecise tagging, as we show related tags to the user 
automatically. Here the question is expanded by the user 
with the selected terms. Based on the above example, the 
user gets a list of related tags containing terms like “cat” and 
“cats” while searching for "Katze". These are terms that 
often occur together with the search word (co-occurrence 
relationships). On extending the search to several terms, also 
increases the amount of results.  

The query extension can be used to further narrow down 
the search space. This is e.g., in qMAP used to reduce the 
problem of synonyms. If a user searches for the word 
"apple" searches, it is not clear whether this term refers to 
the fruit "apple" or to the company "Apple". Such an inquiry 
would yield many irrelevant images. However, if the request 
is extended with an additional term such as "fruit" or "Mac", 
then its ambiguity is eliminated. In this simple case, the 
searcher possibly finds out on his own that his request is not 
clear and would change or expand his search with a further 
term. In most cases, however, a user does not worry about 
whether his chosen search term is ambiguous and much less 
he finds an appropriate term with which he can formulate his 
question precisely. An improperly selected tag means that 
the results are again irrelevant or relevant images are not 
found. A selection of tags that are related to the term used by 
the user in a strong correlation facilitates the search. In 
qMAP, the user gets a list of related tags available for 
selection like in the query extension. The terms selected by 
the user are involved in the request and only images are 
displayed that contain the tag list and all of the keywords. A 
multi-query search is also suitable for general subject 
searches: A user searches for a specific topic such as black 
cats. This is the request for "cat" extended with the term 
"black" and searched for images that contain both words. In 
response, the user gets only pictures that at least contain the 
two concepts “cat” and “black”. For a more precise topic 
search, this version is less suitable. From the knowledge that 
many images are annotated inaccurate, it can be assumed 
that the method of query expansion also provides images that 
do not contain any black cats. On the other hand, there are 
also pictures that would have been useful to the user on the 
context, but are not found due to the lack of tags. The 

Figure 7. Extended Flickr search for the terms „Rathaus 
Hannover“ with precision formula 
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number of tags per image is very limited in Flickr [40]. This 
is because most of the pictures are annotated only by the 
creator and are not tagged with many words. In addition, a 
user does not take the time to worry about and to discuss 
alternative and more detailed tags. In contrast, the groups at 
Flickr are used more often. A study in [38] has found out 
that over the half of the users (about 8 million) share at least 
one Flickr photo with a group. Flickr groups are self-
organized communities with common interests [38]. The 
analysis of Flickr groups is an important step to find relevant 
images that were inaccurate or not tagged. In this study, the 
groups are used primarily for the subject search. 

C. Flickr groups 
A group is a collection of people and objects that are 

either in physical proximity or share certain abstract 
properties. The main goal of a group is to facilitate the 
exchange of resources in a community. In contrast to the 
similarity graph in previous sections, groups are not 
generated algorithmically. They arise spontaneously, not by 
chance:  
 
"Users participate in groups by sharing and commenting on 
photos, most often on specific topics or themes, like a 
popular event, location, or photographic style.“ [38]  
 
Such collective behavior modes offer alternative ways to 
understand and analyze visual content. Grouping is a simple 
and well-received folksonomy function, which provides 
valuable information to detect relevant resources and 
improves the quality of the search [41]. Most groups had a 
clear theme, and are sorted in this context issues. 
 
"Two images are similar if they belong to the same Flickr 
group" [47].  
 
Users who are involved usually have the same interests. 
They exchange information and knowledge by group 
discussions and comments about the pictures. The resulting 
collective intelligence enables that the images are better 
annotated in well moderated groups. Members, who are 
friends with each other, develop similar approaches to an 
image. In [42] the effect of the grouping in a tagging system 
is presented with Group Me!, in which the user can organize 
any resources from other tagging systems in groups via drag-
and-drop. Group Me! allows not only tagging of resources 
but also tagging of the groups themselves. The annotation of 
resources can always be considered in the context of a 
particular group. This provides additional relationships that 
can be used for the quality of the resource ranking:  
 
"Tagging resources is always done in context of a certain 
group. This group context gains new relations between 
entities of the GroupMe! folksonomy, which consists of user-
tag-resource-group bindings, e.g., the group's tags are likely 
to be relevant for the members of the group, and vice versa. 
Such new relations enable advanced folksonomy-based 
ranking strategy." [43] 
 

A ranking algorithm is in Group Me! presented that uses the 
effect of the grouping for the ranking in folksonomies. The 
“Grank” algorithm based on FolkRank returns through the 
use of the group structure better results than the general 
FolkRank algorithm [43].  

In Flickr, groups are collections of people who join 
voluntarily in a community. The collections of resources that 
are collected by the group members are called “group pool”. 
Each user can create any number of groups. There are three 
different types of groups that are crucial to the search for 
these: 

 
(1) public, everyone can see the group photos and join  

the group. 
(2) public, everyone can see the pictures, membership 

by invitation only. 
(3) private, no one can find the group, membership by  

invitation only. here consider only publicly 
accessible groups. 

 
Here, we concentrate on public groups only. In [38], the 

group structure of Flickr is analyzed. The average number of 
members per group is approximately 317 (Figure 8). 

Unfortunately, there are also many groups in Flickr with very 
few members and even groups without images. These 
provide no information in this work and are known as "spam 
groups". The average number of photos in a group is 

approximately 3191 photos (Figure 9). Both images are a 
proof that the exchange of photos in groups is an 
important activity among Flickr users. More than 50% of 
the users share at least one picture with a group. Over 25% 
of the members share at least 50 images [38]. A photo can 
also be included in several groups. Groups ensure a higher 
exposure of the photos. They offer the user a wide selection 
of relevant images for a specific topic and make the photos 
easier to find. Similar difficult to the search for images is the 
search for relevant groups:  

Figure 9. Analysis Flickr groups "total images" [38]

Figure 8.    Analysis Flickr groups "number of members" [38]
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"In practice, finding groups on Flickr is relatively 
cumbersome and does not make use of the plethora of meta-
data available in the user groups and photo collections" 
[38]. 
 
 Groups are found in Flickr in the first place through their 
group name or description. The title of a group is not always 
perfectly. The description is often too broad and not specific 
enough and we find irrelevant and too many groups for a 
specific topic. According to [38] 60% of the groups consist 
out of one to five relevant subjects and only in 10% of the 
groups we find more than ten subjects. Unlike in Group Me!, 
users can annotate only the pictures in Flickr. The number of 
tags in a group is therefore limited by the maximum of 75 
words the images can be described with. Figure 10 shows 
the 100 most used tags in a group with a total of 15.222 
elements. At the beginning of the curve a few tags are placed 
with high values, the right end is composed of many nearly 
equivalent tags. This type of distribution that is similar to a 
power law curve, was discovered in broad folksonomies by 
Thomas Vander Wal [29]. 

The tag distribution of the Flickr groups is almost 
identical with the ideal power law function. The green area 
in Figure 11 contains tags that are found in most resources. 
These reflect the collective opinion of the group members 
and are more relevant for the groups’ subject. In the yellow 
area, includes the so-called "Long Tail" as the special tags. 
These are rather subjective tags that are related less to the 
subject in the group. There are no annotated Flickr groups, so 
one can derive the tags of the images to the groups when 
considering the groups as one resource. The tags, which 

occur frequently, are more relevant to the topic in the group. 
For further and detailed information about our group 
mechanics please see [24]. 

From the previous considerations we now deduce our 
tag-based search and ranking procedure for Flickr 
groups. The approach builds on the search methods used in 
Flickr, but then considers ranking of the search results by the 
most used tags in each group. In addition, this method 
eliminates groups that have little or no elements. For the 
ranking of the groups following information should be 
considered: 

 
1.) The members and the number of elements. 
2.)  The most used tags with a weighting factor. 
3.) The titles and the descriptions of the groups. 

 
The idea is that groups that contain most of the pictures in 
the ratio for the given tag are most relevant for a subject 
search. Since the groups are primarily used to get the most 
images on a specific subject, only groups are interesting, that 
provide a certain amount of images. Therefore, the group 
ranking process ranks the groups according to the quantity of 
images that are annotated with the wanted keyword. The 
most commonly used tags are elected as representatives of 
the groups. 

 
Application flow 
First, the search term is compared with the most popular tags 
in a group. All groups that contain the search term as tag are 
weighted on the frequency of their tags. If we look for 
groups that follow a clear theme, then the weighting is based 
on the number of elements with this tagged term divided by 
all the elements. If one is interested in the most pictures to a 
search term, then the occurrence of this term is used as a 
weighting factor. If we got the group with the most 
appropriate images, we can do a keyword search within this 
group and for example sort the images according to their 
relevance with qRANK (see Section IX).  
 
Then we successively take into account the following 
criteria: 

 
1. The compliance of the users’ search term with the 

groups’ tags is examined.  
 
Since users are using a known way in their annotation 
usually and not all forms of a term together, the above 
condition is extended. A user who searches for "church" is 
also interested in pictures annotated with "churches” and 
“Kirchen”. 
 

1.1. An English translation of the search term is taken 
into account in the search 

1.2. To see the similarity between the plural and singular,  
the Levenshtein metric is applied with a distance of 
two.  
 

The Levenshtein metric can be applied easily, because we 
can usually consider, that terms like "Church" and "cherry" 

Figure 10.  Example tag distribution in a Flickr group

Figure 11.  Power-Law curve [29] 
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are different in more than two places. They are not in a 
singular-plural relationship and are not together amongst the 
most used tags found in a group because they represent two 
very different topics. 
 

If a query matches with one of the top five tags, the 
affected groups are ranked according to the weighting factor. 
If several terms match the sum of all weights is formed. If 
the tag list of a group does not contain the search term or 
empty groups are weighted with Zero. All groups that are 
equally weighted are ranked according to a second criterion: 
the number of images. If the number of images is also equal, 
as third the number of members is taken into account. As a 
result of the procedure we get a ranked list of the groups. 
This method is especially effective if we seek for general 
subjects that provide a wide range of groups. Figure 12 
contains an example part of the list of results for the term 
"church", which provides a total of 1551 groups. Since the 
list in fact, very long, here is shown just a snippet. The 
column "Rank" in the table gives the position in the list that 
Flickr (sorted by the relevance) returns. The idea of this 
group ranking procedure is to find the group with the most 
relevant images. The red numbers in the table represent the 
rank that our presented method derived. At the first rank 
position, both lists are still identical, but the remaining 
positions differ massively. Many groups which "Kirche" in 
their top five tags are weighted stronger by Flickr than 
groups that use the tag "Kirche” not at all or very rare. The 
explicit consideration of the tags’ plural/singular and the 
inclusion of the terms’ English words come to significantly 
better results than the standard Flickr search. Since Flickr 
does not provide intentionally the needed data for the 
approach, they must first be created. At once, Flickr allows 
only a maximum of 500 pictures or information per request 
to download. In order to realize a dynamic and non-
redundant storage concept, the idea of the Actor-Concept-

Instance model has been implemented. For further detailed 
implementation details please see [24]. 

D. Tag ranking 
The approach discussed in the previous section allows 
ranking the groups according to their relevance. Only term 
frequencies will be considered, which are calculated from the 
tags of the images. The images in the groups are not ranked 
yet. In the following, the idea for an image ranking game 
called qRANK is presented. It provides important 
information to rank the tag list of an image automatically. 
This information is then used to sort images according to 
their relevance. 

Narrow folksonomies like Flickr, have a major 
disadvantage that they do not allow the frequency 
distribution of the indexed terms. Therefore, it is not possible 
to observe tags abundances and distributions within a 
resource. All tags come only once, so that we do not have 
simple methods to distinguish between relevant and 
irrelevant tags. A user can tag his pictures in Flickr with up 
to 75 keywords. In general, the tags are chosen arbitrarily.  

 
With known methods we mentioned in Section VIII A. like 
TF-IDF weighting we could determine the relevance more 
precisely automatically. Here we like to introduce the 
different approach qRANK, which allows us to classify the 
tag list of an image in a game-based way. This game should 
investigate in how far the process of the players acquired 
knowledge in a dynamic ranking may change the tag lists 
quality. With each pass of the game improved the tag of an 
image that can be used for further analysis, particularly for 
the improvement of the search list. 

IX. qRANK: A TAG RANKING GAME 
Most of the analysis so far considered folksonomies that 

deal mainly with broad folksonomies. The resulting 
frequency distribution of tags examined is an important 
indicator to determine the relevance of one tag in reference 
to the description ability for a resource. This collective 
knowledge can provide a statement about the relevance of a 
tag. The implementation of the tag rankings (previous 
section) by a game that implements the idea of the power-

Figure 12.  Flickr group analyzes for the term “Kirche”

Figure 13: qRANK interface 
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law curve would provide additional information for the 
ranking of images. Most approaches to rank folksonomies 
are based much more on the FolkRank algorithm [32] or 
ranking techniques based on particularly elaborate 
calculations [33]. In this work the pictures’ tag list is sorted 
according to the relevance of their tags. At the same time the 
tag list is extended and annotated with new valuable terms. 
qRANK (see screenshot Figure 13) queries available Web 
services (almost RESTful) and embeds returned content in a 
predefined gaming setting. Here we added some algorithms 
to enhance the precision (relevance) of the search results like 
e.g., interestingness rating or precision formulas for 
folksonomies. Additionally, every gaming interaction is 
logged and ranks played content enabling the users’ 
collective intelligence by and by. Results are stored in qKAI 
but are still semantically interlinked with the provenance 
source not to lose the resources’ context and for updating. 
Techniques used are semantically Linked Data (annotation, 
interlinking), server-side Java, Adobe Flex/Flash and a 
MySql database – to be flexible in representation. For further 
implementation details please see [24] and [48]. 

A. qRANK: game description 
The user gets presented a picture and a list of twenty 

tags. His task is to choose the three most relevant tags that 
reflect the subject of the picture best in his opinion. 
Subsequently the chosen terms are reviewed by the rank in 
another list, and rewarded with points depending on the tags’ 
rank position. For each term that is included among the top 
five tags, the player gets three points. In positions six to ten 
the user gets two points and for the positions 11-20 he 
receives one point. If the term is not included in the list or 
the rank is below 20, the user gets no points. The motivation 
of the player is to achieve the maximum number of points 
per round to get to the next level. The game consists of ten 
levels. In each level the player gets five consecutive images 
displayed and can reach a maximum of 45 points. The barrier 
from level one to two is at 20 points, and increases for each 
level by 5 points. So from level 6 you only come further to 
the next level having full points. 

B. qRANK: architecture and backend 
Figure 14 describes the components and the approximate 
sequence of qRANK. We downloaded a data set of relevant 
images to a certain topic from the Flickr web service and 
stored it in a MySQL database. The information for all the 
images are recorded in one table. In addition, the related tags 
that fit best on this subject are saved in another table. In the 
third table (image tag list) all tag lists of the images are 
managed. The image tag list consists of the terms that users 
have used to describe this picture in Flickr. A fourth table 
(ranked tag list) is filled dynamically. This is filled at the 
creation of the game with ten terms of the actual image and a 
related tag list tag. The ranked tag list contains for each term 
a counter, which is used to count the frequency of the term.
  

By chance, the player gets presented a photo and 20 
matching tags. The tags will be selected for a specific 
principle from the tables "related tag list", "image tag list" 

and "ranked tag list”. This achieves a useful combination of 
tags. In the very first run of a picture the length of the 
"ranked tag list" is set to twenty. While producing the 
amount of data every tag list will be employed with ten 
randomly selected tags out of the "related tag list" and 
"image tag list”. The number of tags in Flickr images is 

different; many images have less than three tags [26]. If a 
picture does not have ten tags, so in this case, the missing 
tags are added from the related tag list. These twenty tags are 
then stored in table “ranked tag list” and build the new tag 
list of images that is sorted dynamically through the game. 

C. qRANK:  gameplay 
After a player has selected three terms, they are 

compared with the tag list and awarded with points. Since 
the first run of the counter of tags is to zero, an additional 
condition is defined: If the counter of all terms is the same, 
the player gets his choice irrespective of the maximum score 
for that round. From the second pass (for each image) is the 
selection tag list combined out of the first 10 tags of the 
ranked tag list with 5 randomly selected tags from the 
"related tag list" and the actual “image tag list”. With the 
selection of the top ten ranked tags from the tag list, we 
ensure that terms that are more relevant are selected with a 
higher probability. Even here, it may happen that the actual 
tag list (image tag list) contains less than five tags. In this 
case, the remaining tags from the ranked tag list are added. 
To prevent duplicated tags, the randomly selected tags are 
compared with the related tag list and the actual tag list of 
the images with the first ten terms from the ranked tag list. 
The logic of the game is developed as web services. To get a 
better overview of the game’s flow from the perspective of 
the player, it is described as follows: 

 
1. The player gets a random  image and a collection of 

unsorted tags. He has to choose the most relevant 
three terms. 

2. The chosen three terms will be compared with the 
ranked tag list. 

2.1. If they match, he gets (depending on rank of the  
term) points and the counter of the tag are 

Figure 14. qRANK concept with tag lists 
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incremented. 
2.2. If the selected tag is not included in the ranked tag 

list, this is added thereto and the counter is set to 
"1". The player gets no points. This ensures that the 
tag list is ranked and expanded with additional 
terms. A limit on the maximum number of tags is 
not set in the game.  

 
However, the maximum number of tags is fixed by the 
quantity of the tag list and the list of related terms. The 
primary objective of this game is to evaluate the 
information gained from the existing tags to an image. 
Through an extra box users can also add optional new tags. 

D. qRANK: ranking of the images 
The information, which is calculated from qRANK can 

easily be converted into a ranking of the images. Therefore, 
qRANK itself is already a precursor of the ranking. The 
more an image is played, the more meaningful is the tag list. 
The idea behind this ranking is similar to the group ranking. 
A picture is evaluated collaboratively and as a result we gain 
a weighted list of objective tags. The subjective tags that 
insignificant for information retrieval fall out automatically. 
Tags that do not explicitly describe the content of an image 
and only have a meaning for the person, who assigned them, 
are not included by the public (the players). The result is a 
tag list for each image sorted by relevance. The degree of 
relevance of a term for an image depends on the objective 
consideration of all persons who have played this picture.  

The result is the basic principle of this tag ranking 
process. In this procedure, any tag from the ranked tag list, 
which belongs to the image, is weighted. The weighting 
consists of the simple calculation of the number of times this 
tag was chosen, divided by the sum of the possibilities that 
he stood for selection. The relevance results here out of the 
tag’s selection counter in relation to all other tags’ selection 
counters. A valuable statement is possible if an image is 
played with certain frequency. 

X. EVALUATION 
We have seen that the search for relevant groups and 

image in folksonomies represents a fundamental problem. 
Some related approaches have been described in this paper 
trying to use the resources metadata (tags to classify). From 
the analysis of these approaches in this work, new ideas have 
emerged, which were implemented as a prototype. In this 
section the effect of the implemented approaches in this 
work to search for relevant groups and pictures are shown. 
The experiments described below compare the standard 
keyword search in Flickr with our group ranking method 
and our game-based approach (qRANK). 

A. Experiment 1: group ranking  
The aim of the group ranking procedure is to find the group 
with the most relevant photos according to a topic or term. 
These are the groups sorted by relevance to the topic. To 
compare the method with the search for relevant groups in 
Flickr, we stored the term "Kirche" of 100 groups with 
information about the images, tags and users in a MySql 

database. The groups search on this term has found 1640 
groups at the time of the experiment. To download all the 
required information over the Flickr API, we have to provide 
several queries for one group. Unfortunately, the Flickr API 
does not offer the function to determine the occurrence of a 
specific identifying tag at the time of this work. Therefore, 
an additional methodology was created to determine the 
frequency distribution of tags within a group. 100 groups 
have been considered demonstratively here, with their 100 
most used tags. A data set of a million images and over 100 
thousand emerged out of this. To optimize the performance 
of the database query the set of tags was reduced to 100 most 
used tags per group. The groups are selected as follows: Fifty 
of the groups are also the first 50, as they are returned by 
Flickr and the other half, randomly selected groups from the 
rest of the crowd. 

B. Result experiment 1 
Figure 15 represents the number of relevant images of the 
first 20 groups that Flickr [40] provides on the query 
"Kirche", compared with the process of this work. The red 
bars describe the results from Flickr and the green bars, the 
results with the group rankings from this work. During the 
first eight groups in Flickr together provide a total of 100 
images to the search term, with the groups ranking 
procedure we get in the first position a group with 5262 
images. Considering that Flickr has all of its data available 
and here we included only 100 groups, the procedure 
becomes even more important. As we know Flickr does not 
explicitly take into account the tags and still less the number 
of images as a relevance criterion. Therefore, seven of the 
first eight groups in Figure 15 are empty, while the groups 
ranking procedure sorts the results by the number of relevant 
images. The relevance of the images is judged here by the 
strong commitment of the Flickr groups. The relevance of a 
group is not necessarily dependent on the number of 
matching images in a group. A group with fewer elements 
could well have more relevant images as one with more 
pictures. In this case, we can optimize the groups ranking 
method by combining it with qRANK. Thus, the tags of the 
images are evaluated within the groups by qRANK and the 
weight is derived based on the evaluation of the tags for the 

Figure 15.   Results of the Flickr group rating approach 
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image and the group. 

C. Experiment 2: game-based picture ranking with qRANK 
For this experiment, we put two different versions of 
qRANK online for one week. The first version consisted of 
250 randomly selected images to the topic "Kirche" and the 
second version of 100 images selected specifically on the 
topic of "Hund". The users should select the most relevant 
three terms for the image. In the first scenario a user always 
had to choose one of the words even if he is not sure in his 
choice. In the second game, the user could press a pass 
button to get the next picture if he found no suitable 
definition. 

D. Result experiment 2 
The first variant of the qRANK was at this time not played 
as often as originally expected, so that no term was selected 
more often than twice. This value was too small to be a 
statement about the relevance of a tag. The second variant of 
qRANK was played more often and provided due to the 
small amount of data desirable results. An evaluation of the 
ranked tag list of the one hundred pictures provided, showed 
that 56 of the pictures had their most relevant tags in the first 
place. Only nine pictures did not have their most used tags in 
the first four positions (see Figure 16): 

A one-week game period brought the result that 91% of 
the images that were played during this time, had their 
most relevant tags to the first four positions. These results 
illustrate the effect of the approach. The aim of this 
experiment is not necessarily to find new terms for an image, 
but to assess the relevance of the existing tags depending on 
the content of the image. To make a useful statement only 
images were considered, that were selected at least four 
times. Striking here was that users often choose terms in 
different languages or plural/singular relation. So many 
images in the ranked tag list appeared often in different 
languages. Regarding the search process, this is not 
necessarily a disadvantage, since users search more 

multilingual. For the evaluation of the concepts in qRANK it 
is disadvantageous in the long run, as these terms are more 
preferred, and thus reduce the probability that other terms are 
selected. This problem can be limited, if we determine these 
relationships before automatically. 

E. Resume 
All over, information quality enhancement is getting more 
and more important – especially regarding the flood of 
autonomous Web resources without responding authorship. 
We presented exemplary the role of information quality in 
web-based information and knowledge transfer with smart 
interaction.  

We adapted an existing assessment model to our purpose 
in qKAI and showed some examples for enhanced, rating-
based interaction that is suitable to qualify Open Content 
stepwise in an incentive way. Incentive for user participation 
and interaction is implemented in qKAI as game-oriented, 
ontology-based and global rewarding model for any kind of 
interaction. Information quality can be utilized as a tool to 
derive personalization and user preferences in web-based 
information and knowledge systems, because it offers a.o. 
metrics to determine the fitness for use of autonomous, 
distributed resources. 

The evaluation of our group-ranking and the game-based 
assessing approach for Flickr images showed promising 
results and the contents’ quality increased obviously. Single 
tasks are reusable and combinable in different scenarios 
(implemented as atomic Web services). 

XI. FURTHER USE CASES AND EXAMPLES 

A. qMAP: A geo-coded visualization of Open Content 
With qMAP [24] we implemented a map-based user 

interface to query, select and edit interlinked web resources. 
qMAP (see Figure 17) allows the user to filter DBpedia [39] 
entries and related multimedia content like Flickr images 
[40], YouTube [44] videos or Last.fm music [46]. 
Thematically and geographically personalized knowledge 
views are possible. Knowledge gaming content can be also 
placed on the qMAP.  

Figure 17.    qMAP frontend 

Figure 16.    Positions of the most relevant tags 
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Qualified Flickr images played first by qRANK are 
integrated into qMAP too (Figure 17 and 18). Figure 18 
shows the periphery search and explore functionality of the 
qMAP. As shown in Figure 19, every user task and 
interaction is locked in qKAI’s history protocol. Update, 
creation date or views of images are exemplary shown in 
Figure 19.  

The graphical interface of qMAP consists of three different 
states. So users can select with checkboxes individual 
functions or hide them. By default, a keyword-search in 
Flickr is set. The checkbox "search by country" the user can 
search for images within a certain radius and the checkbox 
"topic search" allows a search by topic. In order not to 
overload the map with markers, only a maximum of 100 
images to each request is used. During the area search for 
Flickr images, the user has the additional option to set a 
radius (in km). The selected area is marked in blue on the 
map (see Figure 18). 

B. qMATCH: An assignment quiz with Flickr content 
qMATCH [48] is a prototype of an image-term 

assignment gaming type. First, the user enters a term he likes 
to get images about. Then he gets presented randomized 
terms and images out of Flickr and he has to assign the right 
term to the right image via Drag & Drop assignment (see 
Figure 20).  

 

Here we need a service called wrong-answerizer to assign 
wrong, but not stupid answers. Wrong-answerizer is 
deployed in further gaming types. qMATCH is useful to 
enhance e.g., language skills, geographically, architectural or 
historical knowledge. If we use term-term assignment a lot of 
vocabulary out of various domains can be assessed: 
assigning English to German translations, assigning 
buildings to right historical epochs or assigning cities to the 
right countries. In Figure 21, the statistically protocol of a 
user and his interaction on Open Content like Flickr images 
is shown. 

XII. CONCLUSION AND OUTLOOK 
We have exemplified the role of information quality in 

web-based information and knowledge transfer with smart 
interaction. Beyond evaluating the state of the art, we 
adapted an existing assessment model to our purpose in 
qKAI and showed some examples for enhanced rating-based 

Figure 18.   Search, filter and periphery interface of qMAP 

Figure 19.  History and interaction protocol of Open Content for 
statistical analysis behind the qMAP interface. 

Figure 20.   qMATCH text-image assignment game 

Figure 21.   Knowledge game result in qMATCH with own correct 
answers and aggregated statistics. 
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interaction that is suitable to qualify Open Content stepwise 
in an incentive way. Incentive for user participation and 
interaction is implemented in qKAI as ontology-based, 
global interaction rewarding system for any kind of 
interaction (GIAR). All over, information quality 
enhancement is getting more and more important – 
especially regarding autonomous Web resources. 
Information quality can be utilized as a tool to derive 
personalization and user preferences in web-based 
information and knowledge systems, because it offers 
metrics to determine the fitness for use of autonomous, 
distributed resources. 

The quality of the image search on the Web is a very 
topical subject of research. Many approaches and algorithms 
try to optimize the search. In this study, some possibilities 
are discussed and we implemented a tag-based group 
ranking method and a game-based application for the 
ranking of images. To show the effect of the procedure, 
images from Flickr were used. The focus of this contribution 
was the evaluation of user-generated metadata, which are 
derived from online communities, the so-called tagging 
systems. Especially for the search of images they are very 
important, because images, in contrast to other distributed 
content on the Web, do not contain metadata and are 
therefore difficult to find.  

The simple form of tagging systems - free of any notation 
and relation of metadata generation - allows that content can 
be categorized by non experts. This, however, offers new 
challenges for Web search and data mining. The basic 
problem is to assess the relevance of the determined 
information. The advantage of the Semantic Web is that the 
information is in a machine-interpretable form because they 
were previously annotated semantically. It is different with 
metadata derived from the social annotation. Social 
annotation also called collaborative tagging arises when the 
common folk describe resources with keywords. In research, 
these are also known as folksonomies. To view the 
information from the folksonomies as useful advantage, they 
must be enriched with semantics. One possibility is to map 
them into lightweight ontologies. In this work, we discussed 
in detail how to combine folksonomies and tag ranking 
methods for images. The derived keyword-oriented group 
search algorithms and the ranking game qRANK are very 
promising, if the users are motivated to participate. Despite 
some weaknesses, tags are a useful addition to existing 
ontologies. 
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Abstract—We introduce bag relational algebra with grouping
and aggregation over a particular representation of incomplete
information called c-tables, which was first introduced by
Grahne in 1984. In order for this algebra to be closed and “well-
defined”, we adopt the closed world assumption as described
by Reiter in 1978 and extend the tuple and table conditions
to linear ones. We explore the problem of rewriting and
simplifying this novel type of c-tables, show how to perform
equivalence test for c-tables, and argue why it is difficult
to create a canonical form for c-tables. We present certain
answer semantics for a full-blown relational algebra with
grouping and aggregation and accordingly present algorithms
for executing the different relational algebra operators over
our representation of incomplete information. The algorithms
run in polynomial time relative to the size of the precise
information, which makes them a candidate for implementation
as part of a DBMS engine that supports storage and retrieval
of incomplete information.

Keywords-incomplete information; c-tables; relational model;
null values; bag semantics

I. INTRODUCTION

This paper extends a conference paper on the topic of
querying incomplete information ([1]). We have added the-
oretical results on simplifying and checking the equivalence
of c-tables and discussion on the existence of a canonical
form for c-tables. We have also expanded the description of
all algorithms that implement non-trivial relational algebra
operators, such as monus, grouping, and aggregation, and
added detailed proofs on the correctness and time complexity
to all algorithms.

Many times, when information is entered into databases,
the values for some of the fields are left empty for various
reasons. In some cases, partial information about the blank
fields is available. However, existing relational database
technology does not allow for such information to be
processed. Imielinski and Lipski in [2] were among the
first to propose richer semantics for null values that allows
for incomplete information to be processed. However, their
model was based on set semantics. Later on, Libkin and
Wong published a paper on querying incomplete information
in databases with multisets ([3]), but included only a limited
set of operators that excluded grouping and aggregation.

Other papers that tackle the problems of storing and query-
ing incomplete information include [4], [5], [6], [7], [8].
However, they all fail to explore grouping and aggregation
over bag semantics.

In this paper, we fill a gap in published research in the
area of storing and querying incomplete information. More
precisely, we show how bag relational algebra with grouping
and aggregation can be applied over incomplete information
represented as a particular variation of c-tables. A c-table
consists of a of c-tuples and a global condition, where every
c-tuple contains a regular tuple that may include variables
for some of its fields plus a local condition (See Table I
for an example). The semantics of a c-table is determined
by the set of relational tables that it represents, where each
representation is derived from a valuation for the variables in
the c-table. In order for the relational algebra over c-tables
to be closed and well defined, we define the semantics of a
c-table to be over the closed world assumption, as defined in
[9], and we extend local and global conditions to be linear.
We will refer to such c-tables as linear c-tables, where the
exact semantics will be presented in Section II-A.

C-tables were first introduced by Grahne in [10] to have
local and global conditions that did not contain the “+”
operator and the “>” relation. Later on, Grahne added the
“>” relation in [4]. However, we are not aware of any
published research that allows for the “+” operator to be
part of the local or global condition of a c-table. On the
other hand, introducing the “+” operator is required in order
for relational algebra with aggregation over c-tables to be
closed.

Note that several different linear c-tables may have the
same semantics, that is, have the same set of representations.
This is the reason why it is desirable to be able to check for
equivalence between linear c-tables and be able to normalize
linear c-tables. For example, when we store or visualize a
linear c-table, we would want to use a compact and easy to
understand representation. In the paper we present a novel
procedure for simplifying linear c-tables that runs in poly-
nomial time relative to the size of the precise information.
We show why it is difficult to construct a canonical form
for linear c-tables and solve the problem of comparing linear
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c-tables for equality.
The main contributions of the paper are the algorithm

for simplifying linear c-tables, the algorithm for comparting
two c-tables for equality, and the algorithms for performing
the different relational operators over linear c-tables. While
the implementation of the operator projection, selection, and
inner join are similar to the case of set semantics (see [2]),
the algorithms for monus, duplicate elimination, grouping,
and aggregation are non-trivial and novel.

A. Motivation

Real world requirements have shown the importance of
storing and querying incomplete information. However, con-
temporary database management systems (DBMSs) provide
only limited support (that is, only null values). Part of
the reason is the lack of research in the area. While the
problem of storing incomplete information is somewhat
solved, querying incomplete information remains an open
research challenge. This paper makes a significant step
towards solving the later problem.

The main hurdle towards the implementation of a DBMS
that can processes rich incomplete information is the in-
trinsic high cost of managing such information. However,
note that the algorithms that we present for performing
the various relational algebra operators are non-polynomial
relative only to the size of the incomplete information. Tak-
ing into account the ever-increasing speed of computational
resources, we believe that incorporating tools that store and
query incomplete information within commercial database
engines is feasible and practical. This work can play a key
part in such an endeavor. For example, since the code for
executing bag relational algebra operators is an important
part of the kernel of a SQL engine, our algorithms can be
used to implement a SQL engine that can query incomplete
information stored as linear c-tables.

In what follows, in Section II we define a representation of
incomplete information in terms of linear c-tables. In Section
III we describe how linear c-tables can be simplified and
compared for equality and explore the problem of existence
of canonical form for c-tables. In Section IV we define bag
relational algebra operators over linear c-tables and present
example algorithms for their implementation. In Section V
the problems of grouping and aggregation over linear c-
tables are explored. Section VI provides a summary or the
presented work and addresses areas for future research.

II. C-TABLES WITH LINEAR CONDITIONS

The problem of representing incomplete information in
the relational model is almost as old as the relational model
itself ([11], [12], [13], [14], [15]). When a null value appears
in a relational table, its value can be interpreted as no
information available, only partial information available,
value not applicable, and so on. Most of the research on null
values has concentrated on the first two meanings. Known

representations of relational tables adapting these meanings
for nulls include Codd tables, naı̈ve tables, Horn tables and
c-tables. Codd tables are relational tables, where the values
of some the fields can be null. Naı̈ve tables are an extension
of Codd tables, where each null is given a label and nulls
having the same label represent the same unknown value.
C-tables are naı̈ve tables with a local condition associated
which each c-tuple and a single global condition associated
with each c-table. A c-tuple in a c-table is part of the
representation of the c-table under some valuation when the
local condition of the c-tuples and global condition of the
c-table are both true. Horn tables are a special kind of c-
tables in which the local and global conditions are restricted
to Horn clauses.

Grahne, in [4], considered Boolean conditions over the
system 〈R, {>,=}〉 (i.e., Boolean expressions with variables
and constants defined over the set R extended with “>” and
“=”). To the best of our knowledge, except for [1], this is
the most expressive system for expressing c-table conditions
in published research.

In this paper we explore c-tables with conditions over
the system 〈R, {>, =, +}〉 ∪ 〈S, {=, 6=}〉, where R is
used to denote the set of real numbers and S is the set of
strings over some finite alphabet. While the “+” operator is
introduced in order to make the algebra closed relative to
aggregation, the system over strings is introduced in order
to extend the expressive power of c-tables. Note that we
do not explore conditions over 〈Z, {>, =, +}〉, where
Z is the set of integers, or over 〈R, {>, =, ∗, +}〉. The
reason is that, although these systems are more expressive,
reasoning with them is much harder. For example, Fischer
and Rabin have shown that the time complexity of deciding
whether a formula over the first system is satisfiable is super
exponential ([16]). Similarly, the time complexity of the
fastest known algorithm for solving the same problem for
the second system, which is presented in [17], is higher than
exponential.

A. Definitions

We next present the syntax and semantics of a linear c-
table.

Definition 1 (syntax of linear c-table): A linear c-table
T as a finite and unordered bag of linear c-tuples and a
global condition1. A linear c-tuple with attributes {Ai}ai=1

is the sequence of mappings from Ai to D(Ai) ∪ Vi plus a
local condition, where i ranges from 1 to a, D(Ai) denote
the domain of Ai and Vi is used to represent a possibly
infinite but countable set of variables over D(Ai). The local
and global conditions can range over the system 〈R, {>, =,
+}〉 ∪ 〈S {=, 6=}〉.

1In order to keep the notation simple, we do not use special syntax for
c-tuples and c-tables, where it will be clear from the context when we are
referring a c-table (c-tuple) and when to a relational table (tuple).
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name school condition
John y x = 1
Mark y x 6= 1
q z TRUE

g.c. (q 6=“Mark”) ∧ (q 6=“John”) ∧ (z 6= y)

Table I
AN EXAMPLE LINEAR C-TABLE

Table I shows an example of a linear c-table. We will refer
to the part of a linear c-table where the data is stored as the
main part and to the remaining parts as the local condition
part and the global condition part, respectively. In Table I, x,
y, z and q are used to represent variables. Since our model is
limited only to the domains of real numbers and strings, the
domain of a variable that does not appear in the main part of
a linear c-table can be inferred from the context in which it
appears. Fore example, we can use the local condition x = 1
to deduce that the domain of x is the set of real numbers.

Table I expresses the information that either there are no
students or there are two students that study in different
schools and the name of one of them is “John” or “Mark”
and the name of the other one is neither “John” nor “Mark”.
Note that in this example and throughout the paper we will
be using the closed world assumption. The assumption states
that the database contains all existing individuals. In our
example, we have used this assumption to conclude that
there are at most two students in the database.

In order to formally define the semantics of a c-table,
Imielinski and Lipski introduce a function called rep that
maps a c-table T to a possibly infinite set of relational tables
([2]). Intuitively, the meaning of the rep function is that
given a c-table T , the function returns all relational tables
that T represents under different valuations. In [2], this
function is defined relative to the open world assumption.
We define it relative to the closed world assumption. In
the definition that follows, main, lc and gc are used to
denote the main part, the local condition part, and the global
condition part of a linear c-table, respectively. The symbol
ε is used to denote the empty set.

Definition 2 (semantics of a linear c-table): A linear c-
table T represents the set of relational tables that are defined
by the following equation.

rep(T ) = {T ′|∃v, such that v(T ) = T ′} (1)

In the definition, v is a mapping that maps the variables in T
to constants in the corresponding domains and is generalized
to linear c-tuples as follows.

v(t) =
{
v(main(t)) : v(lc(t)) ∧ v(gc(T ))

ε : otherwise
(2)

The value of v(main(t)) is calculated by substituting the
variables in the main part of t with the values to which v

Figure 1. Three different ways to represent the same two-dimensional
point set as union of polyhedra

maps them. The mapping v is further extended to linear c-
tables as shown in Equation 3, where {ti}ki=1 are the linear
c-tuples in T .

v(T ) = {| v(ti)|i ∈ [1, k] ∧ v(ti) 6= ε |} (3)

In the above definition, we have used the common nota-
tion {| · |} to denote a bag of elements. While it is possible
to define an ordering on the linear c-tuples inside a linear
c-table, we leave this topic as area for future research.

Definition 2 is novel and differs from the definitions pre-
sented in [2], [4]. Unlike these papers, we define duplicate
semantics for c-tables and use the closed world assumption.

From now on, when the distinction is clear from the
context, we will refer to linear c-tuples simply as c-tuples
and to linear c-tables simply as c-tables.

III. SIMPLIFYING LINEAR C-TABLES

An important part of simplifying a linear c-table is
simplifying the local conditions and the global condition,
which are both expressed as linear conditions, and checking
for their satisfiability. Details on how to simplify a linear
condition and how to check if it is satisfiable under at least
one valuation are presented next.

A. Linear Condition Simplification and Satisfiability Check

A linear condition is a Boolean expression and, as such,
can be expressed as a disjunction of positive conjunctions.
A positive conjunction is a conjunction of positive atomic
linear conditions, where the later has the form ā · x̄ = b̄
or ā · x̄ < b̄ (x̄ is a variable vector and ā and b̄ are
vector constants). An atomic linear condition includes in
addition negative conditions of the form ā · x̄ 6= b̄. An
intuitive representation of a positive conjunction is a multi-
dimensional polyhedron, which defines a semilinear set.
Therefore, a linear condition can be interpreted as a set of
disjoint polyhedra. Note however that, as shown if Figure 1,
such a representation is not unique.

Let us first consider the algorithm that was proposed in
[18] for normalizing conjunctions of linear equalities and
inequalities. More precisely, the paper represents a conjunc-
tion of atomic linear conditions by the system Ax̄ ≤ b̄,
Ex̄ = d̄, ¬(c̄ix̄ = f̄i), where A and E are matrices
with constants, b̄, d̄, c̄i and f̄i are vectors of constants
and x̄ is a variable vector. The normalization algorithm
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runs in polynomial time and relies on calls to a module
that solves linear programs. We will refer to this algorithm
as normalize.The algorithm has the added advantage that
it recognizes sets of unsatisfiable atomic conditions and
reports them as such by returning the empty set. Part of the
algorithm deals with the elimination of redundant conditions,
which is an extension of the research that is published in
[19]. The pivot theorem from [18] follows.

Theorem 1: If two sets of atomic conditions over 〈R, {+,
>, =}〉 define the same point set, where R is the set of real
numbers, then their canonical forms will have identical set
of equality conditions, the same inequality conditions up
to multiplication by a positive scalar, and the same set of
negative conditions.

Algorithm 1 simplify(C)
1: c1 ∨ c2 ∨ ... ∨ cn ← C, where {ci}ni=1 are positive

conjunctions.
2: result← break up(c1, . . . , cn)
3: if result = ∅ then
4: return false
5: end if
6: return g1∨· · ·∨gm, where {gi}mi=1 are the conjunctions

in result.

Algorithm 2 break up(c1, . . . , cn)
1: result← {normalize(c1)}
2: for i← 2 to n do
3: for g ∈ result do
4: result← result ∪ {normalize(g ∧ ci)}
5: result← result ∪ {normalize(g ∧ ¬ci)}
6: result← result ∪ {normalize(¬g ∧ ci)}
7: result← result− {g}
8: end for
9: end for

10: for g ∈ result do
11: if g = false then
12: result← result− {g}
13: end if
14: end for
15: return result.

The pseudo-code for simplifying a linear condition C is
presented in Algorithm 1. The algorithm first breaks C into
a disjunction of positive conjunctions. Next, the algorithm
divides the conjunctions so that they do not overlap. As a
final step, the algorithm normalizes the conjunctions that are
computed using the normalization algorithm from [18]. The
following theorem address the correctness of the algorithm.

Theorem 2: Algorithm 1 is correct, that is, C =
simplify(C) for any linear condition C.

Proof : Line 1 of Algorithm 1 breaks C into disjunctive
normal form and therefore does not change the value of

C. Algorithm 2 breaks up conjunctions so that they do not
overlap. The conjunction of the expressions g ∧ ci, g ∧¬ci,
and ¬g ∧ ci is equal to g ∨ ci. Therefore, Lines 4-7 of the
Algorithm 2 remove g from the set of conjunctions stored
in result and add g ∨ ci. Therefore, the net effect of the
lines is to add ci to result. Therefore, after Lines 1-9 of
Algorithm 2 the conjunctions {ci}ni=1 are added to result.
Lines 10-14 of Algorithm 2 remove false conjunctions
from result. If after this process result is empty, then C is
not satisfiable and false is returned correctly at Lines 4
of Algorithm 1. Line 6 of Algorithm 1 returns the computed
disjoint conjunctions. �

Theorem 3: Algorithm 1 runs in O(mc · 3n) time, where
m is the length of the linear condition C, n is the number
of conjunctions in the disjunctive normal form of C (i.e.,
n ≤ (

√
2)m), and c is a constant.

Proof : In order to verify the running time of the algorithm,
note that Line 1 takes O(m ·n) time. Line 1 of Algorithm 2
makes a call to the normalization procedure from [18],
which runs in O(mc) time (the length of each conjunction
is smaller then the length of C). Lines 2-9 of Algorithm 2
make at most 3n−1

2 − 1 calls to the procedure from [18].
The reason is that during the kth iteration of the outer for-
loop there can be as many as 3(k−2) conjunctions in result
and therefore as much as 3(k−1) calls to the normalization
procedure from [18]. Lines 10-14 of Algorithm 2 take
less time to execute than Lines 2-9 of Algorithm 2 and
therefore do not contribute to the complexity. Therefore,
n∑
k=2

3k−1 = 3n−1
2 − 1 is an upper bound on the number

of calls to the normalization procedure and each call takes
O(mc) time. �

Algorithm 1 can be used to test the satisfiability of a
linear condition. However, the part of the algorithm that
removes the overlapping part of the conjunctions will no
longer be needed. The modified pseudo-code is shown in
Algorithm 3. We will refer to the simplified algorithm
as fast simplify. Alternative methods for testing for linear
condition satisfiability are described in [20], [21]. The full-
blown algorithm is only useful when we want to eliminate
including the same point set multiple times by breaking up
a linear condition into disjoint polyhedra.

Algorithm 3 fast simplify(C)
1: c1 ∨ c2 ∨ ... ∨ cn ← C, where {ci}ni=1 are positive

conjunctions.
2: for i← 1 to n do
3: ci ← normalize(ci)
4: end for
5: if ci = false for i = 1 to n then
6: return false
7: end if
8: return c1 ∨ · · · ∨ cn
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Theorem 4: Algorithm 3 is correct, that is
fast simplify(C) = C. Moreover, fast simplify(C)
returns false exactly when C is not satisfiable.

Proof: The algorithm breaks C into disjunctive normal
form and normalizes each conjunction. This will not affect
the value of C. Note that when C is not satisfiable each
conjunction ci will be evaluated as false (see [18] for a
formal proof) and therefore the method will return false.
�

Theorem 5: The running time of Algorithm 3 is O(n ·
mc) = O((

√
2)m · mc), where m is the length of the

linear condition C, n is the number of conjunctions in the
disjunctive normal form of C (i.e., n ≤ (

√
2)m), and c is a

constant.
Proof: Line 3 is executed n times and the complexity of

the normalize method is O(mc). �
The algorithm can be applied not only to conditions over

the system 〈R, {>, =, +}〉, but also to conditions over the
system 〈R, {>, =, +}〉 ∪ 〈S, {=, 6=}〉. To do so, substitute
each atomic conditions of the form x 6= c, where x is a
string variable and c is a string constant with x = c1 ∨ x =
c2∨· · ·∨x = cr∨x = cr+1, where cr+1 is a newly introduced
string constant and {ci}ri=1 are the existing string constants
excluding c. In other words, we pin the value of x to be
equal to one of the existing constants (excluding c) or to a
new constant, which is equivalent to stating that x 6= c.

Similarly, substitute each atomic condition of the form

x 6= y, where x and y are string variables with
i 6=j∨

i,j=1,r+2

(x =

ci ∧ y = cj), where cr+1 and cr+2 are newly introduced
constants and {ci}ri=1 are the existing string constants. In
other words, we add the restriction on the variables x and
y that they are equal to distinct constants, which implies
x 6= y.

Alternatively, Line 1 of the algorithm can be modified to
require the breaking of C into not necessarily positive con-
junctions. This modification allows the direct application of
the normalization algorithm to a linear condition containing
strings because the algorithm from [18] handles inequality
conditions in addition to equality and weak-inequality (i.e.,
greater than and less than) conditions.

B. C-Table Simplification

Note that there may be different c-tables representing the
same set of bag relational tables, that is, it may be the case
that T1 6= T2 but rep(T1) = rep(T2). The following defini-
tion formally defines the concept of c-table equivalence.

Definition 3 (c-table equivalence): If rep(T1) = rep(T2),
then we will say that T1 and T2 are equivalent and write
T1 ≈ T2.

Algorithm 4 shows how to simplify a c-table. The algo-
rithm relies on the notion of c-tuple unification, which is
defined next.

A B condition
1 2 x = 1
z 2 x = 2
p w x = t

g.c.: t 6= 1 ∧ t 6= 2

A B condition

a b
((a = 1) ∧ (b = 2) ∧ (x = 1))∨
((a = z) ∧ (b = 2) ∧ (x = 2))∨
((a = p) ∧ (b = w) ∧ (x = t))

g.c.: t 6= 1 ∧ t 6= 2

Table II
A C-TABLE AND THE RESULT OF APPLYING STEPS 1 AND 2 OF THE

C-TABLE SIMPLIFICATION ALGORITHM

Definition 4 (c-tuple unification): The c-tuples t1 and t2
of the c-table T are unifiable exactly when the formula
lc(t1) ∧ lc(t2) ∧ gc(T ) is not satisfiable. We will denote
this check as unifiable, that is unifiable(t1, t2) = ¬(lc(t1)∧
lc(t2) ∧ gc(T )).

Algorithm 4 simplify(T )
1: for t ∈ T do
2: if fast simplify(lc(t) ∧ gc(t)) = false then
3: remove t from T
4: end if
5: end for
6: while ∃{t1, t2} s.t. unifiable(t1, t2) do
7: remove t1 and t2 from T
8: create c-tuple t with main part X̄ = x1, x2, ..., xn,

where n is the arity of T and {xi}ni=1 are newly
introduced variables.

9: add to t the local condition (X̄ = main(t1)∧lc(t1))∨
(X̄ = main(t2) ∧ lc(t2))

10: add t to T
11: end while
12: for t ∈ T do
13: lc(t)← simplify(lc(t) ∧ gc(T ))
14: if lc(t) = false then
15: remove t from T
16: else
17: while main(t) contains the variable x for an at-

tribute and fast simplify(lc(t) ⇒ (x = c)) = true
do

18: replace x with constant c in main(t)
19: end while
20: end if
21: end for
22: gc(T )← true
23: return T

The intuition behind the definition is that if two c-tuples
have local conditions that cannot both hold under any
valuation, then at most one of the c-tuples could be present
in any representation of the c-table and therefore the two
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c-tuples can be merged into a single c-tuple.
Table II shows the result of applying the first eleven

lines of the algorithm. The following theorem captures the
correctness of Algorithm 4.

Theorem 6: Algorithm 4 is correct, that is,
simplify(T ) ≈ T for any c-table T .

Proof: Lines 1-5 of the algorithm remove c-tuples that are
not part of any representation. Therefore, they will not have
an effect on rep(T ). Lines 6-11 of the algorithm unify c-
tuples that can be unified and thus reducing the size of the c-
table without changing its representations. The reason is that
two c-tuples that have incompatible local conditions cannot
both appear in any representation. Lines 12-22 of of the
algorithm move the global condition to the local conditions
and simplify the resulting local conditions. Again, this will
not affect the set of representations for the table. �

The next theorem describes the time complexity of Algo-
rithm 4.

Theorem 7: Algorithm 4 runs in O(d3·(
√

2)d·m·(d·m)c+
(m · d)c · 3(

√
2)m·d · n) time, where n is the number of c-

tuples, m is the greater of the size of the longest c-tuple and
the size of the global condition, d is the number of c-tuples
with non-trivial local conditions (i.e., local conditions that
are different than true), and c is a constant.

Proof: Lines 1-5 of the algorithm takes O((
√

2)m ·mc ·
d) time. The reason is that algorithm fast simplify, which
takes O((

√
2)m ·mc) time, needs to be applied to d local

conditions.
Lines 6-11 will take O(d3 · (

√
2)d·m · (d ·m)c) time. The

reason is that
(
d
2

)
+
(
d−1

2

)
+ · · · +

(
2
2

)
= O(d3) iterations

of the while loops can be performed and each iteration can
take as much as O((

√
2)d·m · (d ·m)c) time because we use

the fast simplify algorithm on expressions as long as d ·m
when checking if two c-tuples are unifiable.

Line 13, which has the highest time complexity in the loop
defined by Lines 12-21, can be applied on a local condition
as big as m · d and therefore takes O((m · d)c · 3(

√
2)m·d

)
time. The line can be applied at most n times.

Line 22 can be be executed in constant time. �
Note that Algorithm 4 can be improved by applying

dynamic program or iterative dynamic programming tech-
niques ([22]). For example, we can buffer existing results
and use them in performing new calculations. This approach
will save time because most of the presented algorithms pro-
duce c-tuples with local conditions that have subexpressions
in common.

Note as well that Algorithm 4 does not produce a
canonical form for c-tables. In order to understand why
it is challenging to create a canonical form for c-tables,
consider the first c-table from Table III. As the table shows,
there are two different ways to apply Algorithm 4. Since
the algorithm is non-deterministic, applying the algorithm
differently yields different results. Therefore, the purpose of
Algorithm 4 is not to find a canonical form for c-tables but

A condition
1 x < 2
1 3 < x < 5
1 4 < x < 6

A condition
1 x < 2 ∨ 3 < x < 5
1 4 < x < 6

A condition
1 x < 2 ∨ 4 < x < 6
1 3 < x < 5

Table III
AN EXAMPLE C-TABLE SIMPLIFICATION

to simplify a c-table. Since, as Table III suggest, unifying
two c-tuples can prevent us from unifying one of the c-tuple
with a third c-tuple, the problem of finding a canonical form
for c-tuples is intrinsically hard.

C. Checking for C-Table Equality

As we have seen so far, c-tables are different from
relational tables because they allow multiple ways to rep-
resent the same information. Therefore, checking for c-table
equality is not trivial. The following theorem describes one
possible way to do so.

Theorem 8: Two c-tables T1 and T2 represent the same
set of tables exactly when simplify(T1−̇T2) = ∅ and sim-
plify(T2−̇T1) = ∅, where “−̇” is the monus operation that
is introduced in the next section.

Proof: ⇒ Let T1 and T2 represent the same set of tables.
Then simplify(T1−̇T2) ≈ ∅ and simplify(T2−̇T1) ≈ ∅.
However, note that if a c-table represents the empty set,
then all local conditions will be unsatisfiable after Line 13
of Algorithm 4 and Lines 14-15 will remove all c-tuples
from the c-table and make it empty. Therefore, it will be the
case that simplify(T1−̇T2) = ∅ and simplify(T2−̇T1) = ∅.
⇐ Let simplify(T1−̇T2) = ∅ and simplify(T2−̇T1) = ∅.

Then rep(T1−̇T2) = ∅ and rep(T2−̇T1) = ∅ and therefore
it must be the case that T1 and T2 represent the same set of
relational tables. �

IV. BAG RELATION ALGEBRA FOR C-TABLES

So far, we have defined the syntax and semantics of c-
tables and presented an algorithm for their simplification.
Next, we will describe how relational algebra2 can be
extended to handle c-tables. Specifically, since we are using
the closed world assumption, we are able to develop a sound
and complete extension of relational algebra that is closed.
The definition of three terms follows.

Definition 5 (closed relational algebra): A relational al-
gebra is closed exactly when the result of applying any
operator q with arity n of the relational algebra to the c-
tables {T}ni=1 produces a c-table, that is, q(T1, . . . , Tn) is
always a c-table.

2Our choice of relational algebra is arbitrary, that is, any language with
the expressive power of relational algebra, such as relational calculus, can
be used instead.
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Definition 6 (sound relational algebra): A relational al-
gebra is sound exactly when only correct answers appear in
the result of q(T1, . . . , Tn) or formally rep(q(T1, . . . , Tn)) ⊆
q(rep(T1, . . . , Tn)) for any c-tables {Ti}ni=1 and operator q
with arity n.

Note that throughout the paper we use q(rep(T1, . . . , Tn))
to denote the result of applying q to each table in the set
rep(T1, . . . , Tn).

Definition 7 (complete relational algebra): A relational
algebra is complete exactly when all correct answers
appear in the result of q(T1, . . . , Tn) or formally
q(rep(T1, . . . , Tn)) ⊆ rep(q(T1, . . . , Tn)) for any c-tables
{Ti}ni=1 and operator q with arity n.

A relational algebra operator is well defined exactly when
it is closed, sound, and complete. In this section we define
the semantics of projection, selection, inner join, union,
monus, and duplicate elimination over c-tables with bag
semantics and show that all operators are well defined. The
grouping and aggregation operations are discussed in the
next section.

A. Projection

Definition 8 (syntax and semantics of projection): If T
is a c-table with attributes Ā, then we denote the projection
of the attributes Ā′ over this c-table as πĀ′(T ). The
pseudo-code for performing the projection operator is
shown in Algorithm 5.

The c-table πĀ′(T ) is constructed from the c-table T by
removing all columns in Ā− Ā′ and leaving the same local
and global conditions.

Algorithm 5 πĀ′(T )
1: for t ∈ T do
2: remove attributes outside the set A from t
3: end for
4: return T

Note that the above definition defines duplicate-preserving
projection. The duplicate-eliminating projection, which is
more common in the relational model, can be constructed
by applying the duplicate-elimination operator to the result
of applying the duplicate-preserving projection. Algorithm 5
does not remove conditions that include variables associated
with removed attributes because these conditions are still
relevant. For example, even if an attribute that contains the
variable x is removed from Table I, the variable x should
not be removed from the local conditions because it stores
the information that only one of the first two c-tuples can
appear in any representation.

Theorem 9: The projection operator is well defined.
Proof: We need to show that rep(πĀ(T )) = πĀ(rep(T )).

⇒ Let T1 ∈ rep(πĀ(T )), where T1 is a relational table.
Then there exists a valuation v such that T1 = v(πĀ(T )).
Let T2 be a relational table that extends T1 with arbitrary

A B condition
2 x x 6= 3
2 4 TRUE

g.c. x 6= 2

B C condition
4 1 TRUE
2 z z > 3

g.c. TRUE

Table IV
EXAMPLE R1 AND R2 C-TABLES

B condition
4 TRUE
2 z > 3

g.c. TRUE

B C condition
4 1 TRUE ∧ 1 > 2
2 z z > 3 ∧ z > 2

g.c. TRUE

Table V
THE RESULT OF πB(R2) AND σC>2(R2)

values for the attributes outside the set Ā. Then the equation
T1 = πĀ(T2) will hold. Let v′ be the valuation v extended
so that T2 = v′(T ). Then T2 ∈ rep(T ) and therefore T1 ∈
πĀ(rep(T )).
⇐ Let T1 ∈ πĀ(rep(T )). Then there exists valuation v

such that T1 = πĀ(v(T )). Let T2 be a relational table that
extends T1 with arbitrary values for the attributes outside
the set Ā. Then the equation T1 = πĀ(T2) will hold. Note
that T1 = v′(πĀ(T )) where v′ is a valuation that extends v
to the attributes outside the set Ā according to the values of
the attributes in T2. Therefore T1 ∈ rep(πĀ(T )). �

Table IV shows two example c-tables that we will use
throughout this section. The left part of Table V shows
the result of πB(R2). The following theorem describes the
complexity of the projection operator.

Theorem 10: The projection operator takes O(s) time,
where s is the size of the c-table on which the projection is
applied.

Proof: The operator goes though the c-tuples of the c-table
exactly once and eliminates certain attributes. Therefore, the
time complexity of the operator is equal to order the size of
the c-table. �

B. Selection

Definition 9 (syntax and semantics of selection): We de-
note the selection over a c-table T as σγ(T ), where γ is
a predicate formula over 〈R, {>,=,+}〉 ∪ 〈S, {=, 6=}〉 that
references the variables {Ai}ni=1 that have the same names
as the attributes of T . The pseudo-code for performing
selection is presented in Algorithm 6.

Algorithm 6 σγ(T )
1: for t ∈ T do
2: θ(t) ← a substitution that substitutes every variable

Ai with t[Ai] (the value for the attribute Ai in t).
3: lc(t)← lc(t) ∧ γθ(t)
4: end for
5: return T
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Theorem 11: The selection operator is well defined.
Proof: We need to show that rep(σγ(T )) ≡ σγ(rep(T ))

for every c-table T . But this is equivalent to proving that
there exists valuations v and v′ s.t. v(σγ(T )) = σγ(v′(T )).
However, we have defined selection over c-tables in such
a way so that v(σγ(T )) = σγ(v(T )) for any valuation v,
which proves that selection is well defined. �

The right part of Table V shows the result of σC>2(R2).
The following theorem proves the time complexity of the
selection operator.

Theorem 12: The selection, as we have defined it, takes
O(s ∗m) time, where s is the size of the c-table and m is
the size of the selection condition.
Proof: The number of c-tuples in the c-table is bounded by
s. For every c-tuple, we need to add to its local condition
a condition of size m and therefore the time complexity of
the algorithm is O(s ∗m). �.

In order to save space, c-tuples with unsatisfiable local
condition can be removed from the c-table, where we can
use the fast simplify algorithm to detect such c-tuples.

C. Inner Join

Definition 10 (syntax and semantics of inner join):
Consider a c-table T1 with attributes {Ā, B̄} and a c-table
T2 with attributes {B̄, C̄}. We denote the inner join of
T1 and T2 on the set of attributes B̄ as T1 ./B̄ T2. The
pseudo-code for performing inner join is presented in
Algorithm 7.

Algorithm 7 T1 ./B̄ T2

1: T ← empty c-table with attributes Ā ∪ B̄ ∪ C̄
2: rename the variables in T2 so that T1 and T2 do no share

variables
3: for t1 ∈ T1 do
4: for t2 ∈ T2 do
5: if fast simplify(πB̄(main(t1)) =

πB̄(main(t2)))! = false then
6: main(t)← (t1, πC̄(t2))
7: lc(t)← lc(t1) ∧ lc(t2) ∧ (t1[B̄] = t2[B̄])
8: add t to T
9: end if

10: end for
11: end for
12: gc(T )← gc(T1) ∧ gc(T2)
13: return T

Theorem 13: The inner join operator is well defined.
Proof: Let v be a valuation of the distinct variables of

T1 and T2 (after Line 2 of Algorithm 7 is executed). We
need to show that v(T1 ./B̄ T2) = v(T1) ./B̄ v(T2). Let
t ∈ v(T1 ./B̄ T2). Then there must exist t1 ∈ T1 and t2 ∈ T2

such that the main part of t is equal to the join of the main
parts of t1 and t2. Then t = v(t1) ./B̄ v(t2) and therefore
t ∈ v(T1) ./B̄ v(T2). The other direction is analogous. �

A B C condition
2 x 1 x 6= 3 ∧ x = 4 ∧ TRUE
2 x z x 6= 3 ∧ x = 2 ∧ z > 3
2 4 1 TRUE ∧ TRUE

g.c. x 6= 2 ∧ TRUE

Table VI
THE RESULT OF R1 ./ R2

Table VI shows the result of R1 ./ R2. The following
theorem proves the time complexity of the inner join oper-
ator.

Theorem 14: Inner join takes O(n′ ·n′′ ·(
√

2)m ·mc) time,
where n′ and n′′ are the sizes of the c-tables that are being
joined, m is the size of the longest local condition in them,
and c is a constant.

Proof: The code inside the double for-loop is executed
n′ · n′′ number of times. The main time complexity in
Lines 5-9 come from the call to the fast simplify method,
which takes O((

√
2)m ·mc) time to execute. �.

D. Union

Definition 11 (syntax and semantics of union): If T1 and
T2 are c-tables, then we will denote their union as T1 ∪
T2. The pseudo-code for calculating the union of c-tables is
presented in Algorithm 8.

Algorithm 8 T1 ∪ T2

1: T ← empty c-table
2: rename the variables in T2 so that T1 and T2 do no share

variables
3: for t1 ∈ T1 do
4: add t1 to T
5: end for
6: for t2 ∈ T2 do
7: add t2 to T
8: end for
9: gc(T )← gc(T1) ∧ gc(T2)

10: return T

Note that we define the union operator to be duplicate
preserving. Duplicate eliminating union can be performed
by applying duplicate elimination to its result.

Theorem 15: The union operator is well defined.
Proof: We need to show that v(T1 ∪T2) = v(T1)∪ v(T2)

for any valuation v. Let t ∈ v(T1 ∪ T2). Then there exit
c-tuple t1 such that t1 is in either T1 or T2 and t = v(t1).
Therefore, t ∈ v(T1) ∪ v(T2). The reverse direction is
analogous. �.

The following theorem proves the time complexity of
Algorithm 8.

Theorem 16: The time complexity of Algorithm 8 is
O(n + m) where n and m are the sizes of T1 and T2,
respectively.
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Proof: The time complexity of the algorithm comes from
Lines 3-5, which take O(n) time, and Lines 6-8, which take
take O(m) time. Therefore, the total time complexity of the
algorithm is O(n+m). �.

E. Monus

In bag relational algebra over bag relational tables
monus is defined as: T1−̇T2 = {t[k]|t ∈ T1 ∧ k =
max(count(t, T1) − count(t, T2), 0)}, where t[k] is used
to denote the tuple t replicated k times and count is a
function that returns the number of occurrences of the tuple
specified as the first parameter in the table specified as
the second parameter. The following definition extends the
monus operator to c-tables.

Definition 12 (syntax and semantics of monus): The
monus of two c-tables T1 and T2 is defined as T1−̇T2.
The pseudo-code for performing the monus operator is
presented in Algorithm 9.

Algorithm 9 T1−̇T2

1: rename the variables in T2 so that T1 and T2 do no share
variables

2: V ← T1

3: i← 0
4: for t1 ∈ T1 do
5: j ← 0
6: for t2 ∈ T2 do
7: X[i][j] = (main(t1) = main(t2)) ∧ lc(t1) ∧

gc(T1) ∧ lc(t2) ∧ gc(T2)
8: j ← j + 1
9: end for

10: i← i+ 1
11: end for
12: gc(V )← gc(V )∧

m∧
j=1

[
n∨
i=1

(Y [1, j] = · · · = Y [i−1, j] =

Y [i + 1, j] = · · · = Y [n, j] = 0 ∧ Y [i, j] = 1)] ∧
n∧
i=1

[
m∨
j=1

(Y [i, 1] = · · · = Y [i, j − 1] = Y [i, j + 1] =

· · · = Y [i,m] = 0 ∧ Y [i, j] = 1)]
13: for t ∈ V do
14: lc(t)← lc(t) ∧ ¬[

m∨
j=1

(X[i, j] ∧ (Y [i, j] = 1))]

15: end for
16: return V

Theorem 17: The monus operator is well defined,
where the definition of complete is changed to:
[Rep(T ′)−̇Rep(T ′′)] ∪ {∅} ⊆ Rep(T ′−̇T ′′).

Proof: The algorithm first renames the variables of T2 so
that they are distinct from those in T1. Next, it calculates the
matrix X and sets a restriction on the possible values for the
matrix Y . The value of X[i, j] contains the condition that
must hold for the ith c-tuple of T1 to be deleted from T1 and
the c-tuple that “deletes” it to be the jth c-tuple of T2. The

x 6= 3 ∧ x 6= 2 ∧
x = 4 ∧ TRUE ∧ TRUE

x 6= 3 ∧ x 6= 2 ∧
x = 2 ∧ z > 3 ∧ TRUE

TRUE ∧ x 6= 2 ∧ 4 = 4
TRUE ∧ TRUE FALSE

A B condition

2 x
x 6= 3 ∧ ¬((X[1, 1]∧
Y [1, 1] = 1) ∨ (X[1, 2] ∧ Y [1, 2] = 1))

2 4 TRUE ∧ ¬((X[2, 1]∧
Y [2, 1] = 1) ∨ (X[2, 2] ∧ Y [2, 2] = 1))

g.c. (x 6= 2) ∧ ((Y [1, 1] = Y [2, 2] = 1 ∧ Y [1, 2] = Y [2, 1] =
0) ∨ (Y [1, 2] = Y [2, 1] = 1 ∧ Y [1, 1] = Y [2, 2] = 0))

Table VII
SHOWS THE MATRIX X AND THE RESULT FOR R1−̇R2

matrix Y [i][j] has the restriction that for each j there exists
exactly one i such that Y[i][j]=1 and that for each i there
exists exactly one j such that Y [i][j] = 1 (the elements of
the matrix Y can only take the values 0 and 1). The matrix
Y is used to enforce the condition that every c-tuple t2 in
T2 can be used to delete at most one c-tuple of T1 and that
every c-tuple t1 in T2 can be deleted at most once. Lastly,
the local conditions that we add to the resulting c-table do
the deletions. They specify that if for some valuation both
X[i][j] and (Y [i][j] = 1) hold, (i.e., if a c-tuple t′i in T ′

matches with a c-tuple t′′j in T ′′ and the valuation is such
that t′i can not be deleted by any c-tuple other then t′j and
t′j can only delete t′i), then the c-tuple that was constructed
from the ith c-tuple in T1 should be deleted from the resulting
c-table V .

Given a valuation v, each c-tuple in T1 will be deleted
only if there exists a matching c-tuple in T ′′. Moreover,
given a valuation v, every c-tuple in T2 can delete at most
one c-tuple from T1. Therefore, the algorithm is correct and
Rep(T1−̇T2) ≡ [Rep(T1)−̇Rep(T2)] ∪ {∅}. Here {∅} is
used to represent the empty c-table. �

Note that we had to modify the definition of a complete
relational algebra because we constructed the global condi-
tion of T1−̇T2 in such a way so that we allow for {∅} to
be a possible representation. It is our believe that this is an
intrinsic problem of monus when dealing with the closed
world assumption.

A demonstration of how monus can be applied over the
example c-tables from Table IV is shown in Table VII.
The following theorem describes the time complexity of
Algorithm 9.

Theorem 18: Monus, takes O(m · n) time, where m and
m are the sizes of the c-tables on which the operation is
performed.

Proof: The complexity of the algorithm comes from the
two for-loops. The code inside the double for-loops runs
in constant time and it is executed O(m · n) time. �
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A B condition
2 x x 6= 3 ∧ (x 6= 4 ∨ FALSE)
2 4 TRUE ∧(x 6= 4 ∨ x = 3)

g.c. x 6= 2

Table VIII
THE RESULT OF ε(R1)

F. Duplicate Elimination

The last relational algebra operation that we will explore
in this section is duplicate elimination. In the relational case,
duplicate elimination can be defined as a grouping on all the
attributes. We adopt similar definition here.

Definition 13: We will denote the duplicate elimination
operator applied to the c-table T as ε(T ). We will compute
ε(T ) using the formula ε(T ) = groupĀ(T ), where Ā are
the attributes of T .

Note that the result of the group operation is a nested c-
table (see Table IX for an example of a nested c-table). We
define the semantics of a nested c-table and of the group
operation in Section V-A.

Theorem 19: The duplicate elimination operator is well
defined.

Proof: ε(Rep(T )) ≡ groupĀ(Rep(T )) ≡
Rep(groupĀ(T )) ≡ Rep(ε(T )), which proves that
duplicate elimination is well defined. The fact that the
equation groupĀ(Rep(T )) ≡ Rep(groupĀ(T )) holds
follows from the fact that the group operation is well
defined over c-tables, which will be proven in Section V-A.
�

The result of ε(R1), where R1 is the c-table defined in
Table IV, is shown in Table VIII.

V. APPLYING AGGREGATION TO C-TABLES

To the best of our knowledge, no research has been
previously published in the area of applying grouping and
aggregation to c-tables. We are aware of research on ap-
plying aggregation to fuzzy numbers ([23]) and to random
variables ([24]), but the query results in these algorithms
are approximations. On the other hand, the research done
in constraint databases ([25]) has explored the problem of
aggregation over constraint databases. Unfortunately, the
operation of aggregation in most constraint database systems
is not closed ([26]). We are also aware of recent research in
the area of auditing confidential information ([27]), which,
however, deals only with aggregation over Boolean vari-
ables.

In general, we would like to be able to evaluate a
relational expression of the form ĀFagg1(B1),...,aggn(Bb)T ,
where Ā∪{Bi}bi=1 are the attributes of T , Ā = {Ai}ai=1, and
each aggi is one of the aggregates: min, max, sum, count and
avg. In the relational case, the above expression is evaluated
by grouping the tuples that have the same value for the

attributes Ā into a single tuple that has this common value
for the attributes Ā. The value for the remaining attributes is
calculated by applying the aggregation operations {aggi}ni=1

to the value of the B̄ attributes of the tuples in the group. In
order to extend this definition to c-tables, we will need to be
able to group c-tuples and perform aggregation on c-tuples.

A. Grouping

The result of the grouping operation is a nested c-table
that consists of nested c-tuples. An example nested c-table
is shown in Table IX. Informally, a nested c-table consists
of c-tuples that can have more than one value for some of
the attributes. A formal definition follows.

Definition 14 (nested c-tables and c-tuples): A nested c-
tuple with single valued attributes {Ai}ai=1 and multi-valued
attributes {Bi}b1 is the sequence of mappings from Ai to
D(Ai) ∪ Vi for i ranging from 1 to a plus the sequence
of mapping from Bi to a bag of values over D(Bi) ∪ Vi
for i ranging from 1 to b plus a local condition over 〈R,
{>, =, +}〉 ∪ 〈S, {=, 6=}〉. Note that here D(A) is used
to denote the domain of A and Vi is used to represent a
possibly infinite, but countable, set of variables over D(Ai)
in the first case and over D(Bi) in the second case.

A nested c-table is a c-table that contains nested c-
tuples. The semantics of a nested c-table is similiar to the
semantics of a regular c-table as described in Section II-A
(see Equations 1, 2, and 3). The only difference is that a
nested c-table represents a set of nested bag relational tables
(see [28]) under different valuations and consists of a bag
of nested c-tuples.

The algorithm for performing the grouping uses the con-
cept of a semi-unifiable c-tuples and the ≺ relation for c-
tuples, which are formally presented next.

Definition 15 (semi-unifiable c-tuples): The c-tuples
{ti}ni=1 of the c-table T are semi-unifiable relative to
the set of attributes Ā exactly when the expression
n∧

i,j=1

πĀ(main(ti)) = πĀ(main(tj)) is satisfiable under

some valuation.
Informally, a bag of c-tuples are semi-unifiable relative

to the set of attributes Ā exactly when the c-tuples can be
potentially grouped into a single nested c-tuple in which Ā
are the single-valued attributes.

Definition 16 (the ≺ relation): We will write t1 ≺A t2,
where t1 and t2 are c-tuples and Ā is a set of at-
tributes exactly when main(πĀ(t2)) can be constructed
from main(πĀ(t1)) by substituting some of the variables
in main(πĀ(t1)) with constants.

Informally, the ≺ relation compares the main parts of two
c-tuples to determine if one c-tuple has more specific values
than the other. The ≺ relation is transitive and defines partial
order.

Definition 17 (syntax and semantics of grouping): We
denote the result of grouping by the attributes Ā of T as
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A B condition
2 x x 6= 3 ∧ (x 6= 4 ∨ FALSE)
2 4 TRUE ∧ (x 6= 4 ∨ x = 3)

2
2 4 x 6= 3 ∧ TRUE ∧ x = 4

g.c. x 6= 2

Table IX
THE RESULT OF groupBR1

A B C condition
x y 1 (x+ y = 3) ∨ (x > 4) ∨ (x < 0)
x 3 2 (x+ y = 3 ∧ x < 2) ∨ (x < 0)
2 3 3 x > 5
2 3 4 TRUE
3 4 5 TRUE

Table X
EXAMPLE C-TABLE R

groupĀ(T ). The pseudo-code for performing the grouping
operator is shown in Algorithm 10.

The result of the grouping operation will be a nested c-
table, that is, the value of a field in it may be a bag of values.
For example, in groupĀ(T ) the values for the attributes in
Ā will be single values and for the the rest of the attributes
- bag of values. The result of groupBR1 is shown in Table
IX, where R1 is shown in Table IV.

Theorem 20: The group operator is well defined, that is,
groupĀ(Rep(T )) ≡ Rep(groupĀ(T )).

Proof: Line 1 copies T into the resulting c-table (our
running example is on the the c-table R shown in Table
XVIII and we show how to calculate groupA,B(R)).

Line 2 clusters the c-tuples into e-bags relative to the
attributes of Ā. Table XI shows the two e-bags that will

A B C condition
x y 1 ((x+ y = 3) ∨ (x > 4) ∨ (x < 0)) ∧ t = 1
x 3 2 (x+ y = 3 ∧ x < 2) ∨ (x < 0)
2 3 3 x > 5
2 3 4 TRUE

A B C condition
x y 1 ((x+ y = 3) ∨ (x > 4) ∨ (x < 0)) ∧ t 6= 1
3 4 5 TRUE

Table XI
E-BAGS IN groupA,B(R)

4

1 1

2

4

2

4

1

2

4

Graph 1                        Graph 2                        Graph 3                        Graph 4                        

1

2

Figure 2. The four possible graphs for the first e-bag

C[i] value c-tuples
C[1] x < 0 ∧ t = 1 {1, 2, 4}
C[2] 0 ≤ x < 2 ∧ x+ y = 3 ∧ t = 1 {1, 2, 4}
C[3] 2 ≤ x ≤ 4 ∧ x+ y = 3 ∧ t = 1 {1, 4}
C[4] 4 < x ≤ 5 ∧ t = 1 {1, 4}
C[5] x > 5 ∧ t = 1 {1, 3, 4}
C[6] x < 0 ∧ t 6= 1 {2, 4}
C[7] 0 ≤ x < 2 ∧ x+ y = 3 ∧ t 6= 1 {2, 4}
C[8] x > 5 ∧ t 6= 1 {3, 4}
C[9] (x+ y 6= 3 ∧ 0 ≤ x ≤ 4) ∨ (4 < x ≤ 5 ∧ t 6= 1) {4}

C[i] value c-tuples
C[1] ((x+ y = 3) ∨ (x > 4) ∨ (x < 0)) ∧ t 6= 1 {1, 2}
C[2] ((x+ y 6= 3) ∧ (0 ≤ x ≤ x)) ∨ (t = 1) {2}

Table XII
THE ARRAY C FOR THE TWO E-BAGS

D[i] values c-tuples
D[1] C[1] ∨ C[2] {1, 2, 4}
D[2] C[3] ∨ C[4] {1, 4}
D[3] C[5] {1, 3, 4}
D[4] C[6] ∨ C[7] {2, 4}
D[5] C[8] {3, 4}
D[6] C[9] {4}
D[i] values c-tuples
D[1] C[1] {1, 2}
D[2] C[2] {2}

Table XIII
THE ARRAY D FOR THE TWO E-BAGS

be constructed after applying Line 2 to our example. Note
that Line 2 is equivalence preserving and that c-tuples from
different e-bags cannot contribute to the same resulting
nested c-tuple under any valuation. This is why it suffices
to perform the group operation to the c-tuples in each e-bag
and then merge the results.

Line 3 partitions each e-bag further into r-bags. In other
words, we partition the space over which the local conditions
of the c-tuples in the e-bags is defined into non-overlapping
polyhedra. Each r-bag corresponds to a set of disjoint

A B C condition
x y 1 y 6= 3 ∧ x 6= 2 ∧R
x 3 2 y 6= 3 ∧ x 6= 2 ∧R
2 3 4 y 6= 3 ∧ x 6= 2 ∧R

x y
1
2 x 6= 2 ∧ y = 3 ∧R

2 3 4 x 6= 2 ∧ y = 3 ∧R
x y 1 x = 2 ∧ y 6= 3 ∧R

2 3 2
4 x = 2 ∧ y 6= 3 ∧R

x y
1
2
4

x = 2 ∧ y = 3 ∧R

R = ((x < 0 ∧ t = 1) ∨ (0 ≤ x < 2 ∧ x+ y = 2 ∧ t = 1))

Table XIV
THE CONTRIBUTION OF THE FIRST R-BAG OF THE FIRST E-BAG TO THE

RESULT OF groupA,B(R)
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Algorithm 10 groupĀ(T )
1: V ← T
2: Cluster the c-tuples of V into biggest bags of semi-unifiable c-tuples relative to Ā - we will call this e–bags. If a c-tuple

belongs to more than one e-bag, then make copies of the c-tuple and put a copy in each e-bag. To do so, add the local

condition x = i to the ith copy of the c-tuple for i < u and the local condition
u−1∧
i=1

x 6= i to the uth copy, where x is a

newly introduced variable and u is the number of times the c-tuple is copied.

3: Partition each e-bag further into r-bags. To do so, call break up(
p∨
i=1

lc(ti)), where {ti}pi=1 are the c-tuples in the e-bag

that is being processed. This will produce a set of non-overlapping conjunctions {ci}wi=1. Let C = {ci}wi=1. Rewrite the
local condition of each ti as a disjunction of cis. Next, break C into equivalence classes relative to the operation ∼. We
define ci ∼ cj exactly when the set of the rewritten local conditions in which the two conjunctions appear is the same.
Next, create an array D, where D[i] is the disjunction of all the conjunctions in the ith equivalence class. Reconstruct
V by substituting each e-bag with a bag of r-bags. The c-tuples in ith r-bag of a given e-bag will have the same local
condition as the corresponding value of D[i] and the main parts will correspond to the c-tuples that contained the local
conditions that formed the equivalence class corresponding to D[i].

4: From each r-bag, create a set of vertices, where each vertex corresponds to a distinct c-tuple in the r-bag (i.e., for
duplicate c-tuples we will have a single vertex). Next, find all spanning undirected graphs that are transitive and have
the property that if there is an edge between the vertices n1 and n3 and there exists a third vertex n2 such that t1 ≺Ā t2
and t2 ≺Ā t3, where t1, t2 and t3 are the c-tuples corresponding to the vertices, then there are edges between n1 and
n2 and between n2 and n3.
Next, the set of nested c-tuples that correspond to each graph are created. Their union yields the result of doing the
grouping. More precisely, suppose that we are examining an r-bag r and a graph G associated with it. Since G is
transitive, it will contain a set of disjoint complete sub-graphs, where each such sub-graph will correspond to a resulting
nested c-tuples. If the vertices in the complete sub-graph belong to the c-tuples {ti}pi=1, then the corresponding nested
c-tuple will have the single value (x1, . . . , xa) for the attributes Ā, the bag of values {| πB̄main(ti)|}pi=1 for the

attributes B̄, and the local condition Lr ∧ RG ∧ (
p∧
i=1

[(πĀmain(ti)) = (x1, . . . , xa)]). The condition Lr is the local

condition of the r-bag r. The condition RG is the condition that projection on the Ā attributes of the main parts of the
c-tuples that correspond to nodes in G that are connected should be equal, while the projection on the Ā attributes of
the main parts of the c-tuples that correspond to nodes in G that are not connected should be distinct.

polyhedra. Note that this operation is equivalence preserving.
The additional constraint that all the conjunctions that form
the D[i] of a given r-bag appear in the same set of c-
tuples’ local conditions guarantees that the r-bags partition
the possible valuations, that is, under every valuation the
local condition of at most one r-bag of every e-bag will be
true. In other words, given an arbitrary valuation and an e-
bag of r-bags, either none of the c-tuples’ local conditions
will be true or the local conditions of all the c-tuples in
exactly one r-bag will be true. For our example, Tables XII
and XIII show the value of the C and D array, respectively.
Note that, in order to keep the example simple, the local
conditions are not normalized using the algorithm from [18].

Next, the algorithm constructs a set of graphs for each
r-bag, where each graph corresponds to a valuation. In a
graph, there is an edge between two vertices if under the
corresponding valuation it is true that πĀ(main(t′)) =
πĀ(main(t′′)), where t′ and t′′ are the c-tuples correspond-
ing to the vertices. A graph is valid, that is, a corresponding
valuation exists exactly when (1) the graph is transitive (2)
if there is an edge between the vertices n1 and n3 and

there exists a third vertex n2 such that n1 ≺Ā n2 and
n2 ≺Ā n3, then there are edges between n1 and n2 and
between n2 and n3. This is why all the graphs having these
two properties are constructed and these graphs show which
c-tuples in the r-bag will be grouped relative to the attributes
Ā under different valuations. Figure 2 shows the graph for
the first r-bag of the first e-bag, where the c-tuple numbers
are preserved from Table XI. The resulting c-tuples that are
constructed from the four possible graphs are shown in Table
XIV. �

The following theorem proves the time complexity of
Algorithm 10.

Theorem 21: A variable c-tuple is a c-tuple that has
variables in it it, while a regular c-tuple is a c-tuple that
does not. Let v be the number of variable c-tuples in T , m
be the greater of the size of the longest c-tuple and the size
of the global condition of T , n be the number of regular
c-tuples with distinct main parts, r be the highest count of
regular c-tuples that have the same main part but distinct
local conditions, s be the number of attributes in T , and c
be a constant. Then the total time to perform Algorithm 10
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is O((2v + n) · s+ (2v + n) · 3
√

2
m·(v+r)

· (m · (v + r))c +
(2v + n) · 2v+r · 2v+n).

Proof: Line 2 of Algorithm 10 takes O(2v + n) · s time
because it may take as much as O(2v · s) time to partition
the variable c-tuples and then O(n · s) time to determine
the groups for the regular c-tuples. Note that we get this
low time bound thanks to the fact that regular c-tuples with
distinct main parts can not appear in the same e-bag.

Line 3 will take O((2v+n)·3
√

2
m·(v+r)

·(m·(v+r))c) time
because the size of a c-tuple’s local condition may grow to
a size of O(m · (v + r)) after the normalization procedure
from [18] is applied.

Line 4 takes O((2v +n) ·2v+r ·2v+n) time because there
maybe as much as 2v+r r-bags in each e-bag and each r-bag
may contain as much as n+v distinct c-tuples and therefore
there are 2v+n possible graphs for each r-bag. �

B. Performing the Aggregation

Now that we have defined how grouping over c-tables
can be done, performing aggregation is straightforward. The
following definition contains the details.

Definition 18 (syntax and semantics of aggregation):
Let T be a c-table. We will denote a grouping by the
attributes Ā = {Ai}ai=1 and aggregation for the attributes
B̄ = {Bi}bi=1 as A1,...,Aa

Fagg1(B1),...,aggb(Bb)T , where the
sets Ā = A1, . . . , Aa and B̄ = B1, ..., Bb are disjoint and
their union yields all the attributes in T . The value for agg
can be min, max, sum, count, or avg. Algorithm 11 shows
the pseudo-code for performing the aggregation.

Algorithm 11 A1,...,Aa
Fagg1(B1),...,aggb(Bb)T

1: V ← groupĀT
2: for t in V do
3: perform the mapping from Table XV to Table XVI

on t, where {xi}i = 1n are new variables and the
function con is defined in Table XVII.

4: end for
5: return V

Note that Line 3 of Algorithm 11 performs aggregating
over the B̄ attributes by introducing new variables in the
main parts of the result and moving the aggregations to the
local conditions.

Theorem 22: The aggregation operator that is defined in
Algorithm 11 is well defined.

Proof: The correctness of the grouping algorithm follows
from Theorem 20 and the correctness of the con operator.
Let us next examine the con operator. For the min operation
it adds the condition that the new variable must be smaller
than the value for the other c-tuples for that attribute in
the group, which is the desirable behavior. The correctness
of the max operation is analogous. The count operation is
implemented correctly because it returns the count of the c-
tuples in each group. The sum operation adds the condition

Ā B̄ condition
a1 . . . ak b11 . . . b

1
n c

. . .
bp1 . . . b

p
n

Table XV
A COMPLEX C-TUPLE t

Ā B̄ condition

a1 . . . ak x1 . . . xn
c ∧ con(x1, agg1, b11, . . . , b

p
1)∧

· · · ∧ con(xn, aggn, b1n, . . . , b
p
n)

Table XVI
THE RESULT OF ĀFagg1(B1),...,aggn(Bn)(t)

that the value for the aggregate attribute must be equal to
the sum of the values for that attribute in each group, which
is the expected behavior. Finally, for the avg operator we
add the condition that x ∗ n must be equal to the sum of
the values for the aggregate attribute and therefore the new

value for the attribute will be

n∑
i=1

bi

n , which is exactly the
average operator. �

Table XVIII shows the result of BFsum(A)R1, where
Table R1 is defined in Table IV

VI. CONCLUSION AND FUTURE RESEARCH

In the paper, we presented algorithms for querying c-
tables extended with linear conditions using the closed world
assumption. We have chosen this representation because it
is the least expressive extension of c-tables over which bag
relational algebra with grouping and aggregation is closed

(agg) con(x, agg, b1, . . . , bn)

min
n∧

i=1

(x ≤ bi)

max
n∧

i=1

(x ≥ bi)

count n

sum x =
n∑

i=1

bi

avg x+ · · ·+ x︸ ︷︷ ︸
n times

=
n∑

i=1

bi

Table XVII
EXPLAINS THE OPERATOR con

A B condition
2 x x 6= 3 ∧ (x 6= 4 ∨ FALSE)
2 4 TRUE ∧ (x 6= 4 ∨ x = 3)
y 4 x 6= 3 ∧ TRUE ∧ x = 4 ∧ y = 2 + 2

g.c. x 6= 2

Table XVIII
THE RESULT OF BFsum(A)R1
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and can be well defined. As expected, the running time of
the presented algorithms is polynomial relative to the size of
the certain information and non-polynomial relative to the
size of the incomplete information.

A major topic for future research is optimizing the al-
gorithms for performing the different relational operations.
For example, in the relational case, the join between two
tables can be performed in different ways and the efficiency
of performing the join depends on the implementation. The
same applies for joining c-tables.

In general, there are different ways of performing the
deferent relational algebra operations over c-tables. The pur-
pose of this paper is to define their semantics by presenting
example algorithms for doing the operations. The presented
algorithms are not optimal and optimization techniques such
as dynamic programming and iterative dynamic program-
ming can be used to optimize the different relational algebra
operators over c-tables.

Other possible extensions of the presented work follow.

• Explore c-tables with variables over additional do-
mains, such as date or currency. • Speed up the presented
algorithms by sacrificing their accuracy, that is, explore
approximate query answering for incomplete information.
• Explore integrity constraints for incomplete information
and how they can be used to perform semantic query
optimization.
• Extend research done in relational databases, such as re-
search on view maintenance, transaction control, logging and
recovery, to databases that contain incomplete information.
• Explore introducing an ordering of the c-tuples in a c-table
and defining an order by operator.
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Abstract—Navigation is a kind of application widespread
especially in mobile devices. We can find complex navigation
systems that combine two or more types of navigation. This
can lead to a complex service which can increase the efficiency
and comfort of user’s movement. The user and even the path
can be characterized by a large number of variables. This
fact opens a problem of finding a path that will satisfy
chosen variables. We tried to point out interesting issues
concerning combined navigation. For some of the issues, we
propose possible solutions. The solutions are based either on
solutions from existing products or on our own experience from
the JRGPS project supporting combination of public transport
and walk. The path reliability is one of the important factors
for connection planning. We propose several different points of
view at path reliability under the condition of public transport
network. Using detailed data from the connection provider,
we can see how the characteristic features of public transport
networks involve this path parameter.

Keywords-navigation; complex navigation; pedestrian navi-
gation; public transportation; mobile device; GPS device

I. INTRODUCTION

Path searching applications (navigation systems) can be
built in cars, they can be run on mobile devices to navigate
walkers or even bikers. They can be used for search-
ing connection in timetables of public transport networks.
The usability in human transportation is various.

There are two main kinds of navigation. First, there are
applications, where the movement is depending mostly on
the user itself (walkers, cars, bikers and so on). Second,
there are applications dealing with the scheduled movement
while using different transport services. The border between
scheduled movement and individual movement do not have
to be always strict. We suppose that good navigation system
should be able to combine both the above mentioned ap-
proaches. Furthermore, there can be restrictions on the path
found (reliability, safety, price, usability for people with
limited movement abilities, or given movement speed).
The good navigation should also take into account individual
preferences and limitations of the user in the context of
the planned path.

Complex navigation systems combine several types of
navigation to increase the overall effectiveness and comfort
of users movement. Providing complex path planning leads
to the problems of connection between transport networks.

This paper is based on our experience in the development
of an application for mobile devices that search the shortest
path combining public transport and walking. We worked
with timetables and map base for the city of Prague. This
paper is an extended version of a paper [1].

In the following text, we will outline several problems and
issues connected with developing complex navigation. We
will also propose solutions used in our prototype application.
All the screenshots introduced in the paper are from this
application. Finally, we will summarize advantages and
disadvantages of combined navigation and propose intention
of our future work.

II. STATE OF ART

In the area of pedestrian navigation used in urban location,
there are at least two different approaches. The first one
is a tourist guide which is able to plan point-to-point path
using walk exclusively. While navigating through the path,
the navigation is able to highlight points of interest along
the path [2]. The second one is a navigation that combines
the walk with other types of transportation suitable for
pedestrians. This application can still serve as a tourist guide,
but the aim is often to serve as a path planning tool for
everyday use.

On the other hand, the navigation systems can be cate-
gorized according to their dependency on a connection to
a mobile operator. The off-line navigation system is able
to work in areas where the connection is not available. For
example, it can happen in a subway train going between two
neighbor stations. The path plan is computed by the mobile
device itself in off-line navigation. The on-line navigations
system can have more actual data than the off-line ones.
The cost of data transfers from the operator can increase
the cost of on-line navigation.

The complex navigation systems, that combine several
types of transportation of pedestrians, are often implemented
as on-line services. For example, “Google Maps Naviga-
tion” [3] or “Navitime” [4] are a kind of on-line services.
On the other hand, “Nokia Maps” [5] provides an off-
line navigation for pedestrians, but the complexity is so far
limited for a combination of car and walk. The situation is
similar in “TomTom” [6] , “Navigon” [7] , “Mio” [8].
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III. ISSUES

When creating complex navigation, there are several prob-
lems that should be challenged to reach certain quality of
resulting application.

A. Navigation in a Scheduled Network

The services in a public transport (scheduled) network
should follow a valid timetable. The separate parts of path
in this network are therefore predetermined in space and
time. These parts can have a fixed starting moment or they
can start periodically.

Path planning in a scheduled network has one important
property: The plan of the entire path can vary in space
according to the starting time value. The consequence is
that the path plan may differ significantly for two relatively
close moments. See Figure 1. t
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Path I: now

Path II: a minute later

Figure 1. Path Plan Variability: The requirements for the highlighted path
plans differ only by the starting time.

The validity of timetables is limited and should be kept up.
In addition, there may be unplanned changes in the sched-
ules. Temporary exceptions, technical problems, and other
unforeseen events may affect the schedule as well.

B. Navigation of Walkers

It is not necessary to consider the current time when
planning the walking route as a walker can typically start
the journey at any time. But some sections of the walking
path may be passable only at certain times of the day or
in some days only. In this case, the current time should be
considered. It is possible to find more complicated cases
where the passage of some sections may be significantly
more difficult and slower in certain periodical moments.

C. Combination of Different Navigations

1) Fixed and Free Sections of Path: When planning
the combined path, it is necessary to distinguish sections
fixed in time and free sections. The time gaps can appear
between the parts of a planned path. These gaps can repre-
sent, for example, waiting for the service of public transport.

The free parts of planned path could be moved in order to
minimize the gaps or to satisfy the preferences of the user.

In order to properly combine the sections of path, it is
necessary to know their length. In addition, the starting point
for fixed sections is given and cannot be moved. The time
is the key parameter for planning of the combined path.
Individual public transport services are represented by fixed
sections only. Walking paths could be represented by both
fixed and free sections. It is necessary to know the time
needed to get through the section.

When planning the combined path, it is necessary to
determine the length of each section before it is planned
into the path. In the case of public transport, the duration
is determined by the current time and the valid timetable of
a service which implements current section. The duration of
walk section is determined according to the time needed by
the user to get through the section. In both cases, the user
defined parameters will be important for the planning. These
parameters will affect the choice of sections, and in the case
of walk, they will also affect the length of individual
sections.

Additional information about the character of a section is
needed in the case of more complicated sections of walk path
such as barriers or super elevated parts of path. The time to
overcome such a section is based on current dispositions of
a particular user.

The main parameter for planning paths in public transport
is time. Walking paths are often based on distance parameter
in tourist navigators. The distance can be easily converted to
time on simple walking sections. In more complex sections
such as barriers or various sections of elevation, we require
additional information about the section. Time needed to
pass such a section is a much more practical information for
the planning. Walking around a city is completely different
from the normal tourist routes and the duration of the travel
is incomparably more important than the distance.

2) Combination of Different Search Networks: Both pub-
lic transport network and a network of pedestrian pathways
may be very large and when combined, the total size of
the searched network can grow over computation possibili-
ties of mobile devices. Effectiveness of the overall planning
is strongly dependent on the chosen solution.

Some solutions of searching the shortest path are com-
pared in [9]. For the combination of different networks,
the approach similar to “highway hierarchy” [10] seems to
be promising.

Currently, portable devices have sufficient computing and
memory capacity to handle the combination of path plan-
ning. It is necessary to choose an appropriate representation
of data that will not exhaust the memory capacity of portable
devices. This can lead to an application independent on
the current availability of connection. Update of the timeta-
bles can be made when the connection or other mechanism
for the update is available.
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D. Path Reliability

Beside the path length, the reliability of path found might
be the important parameter which involves usability of
the path. To determine the reliability of public transport
services, we may require an additional data from the carrier.
On the other hand, the reliability of the connection can be
viewed as the frequency of services at the particular section.

Some fixed sections can be repeated in a relatively short
periods of time. This behavior is similar to the behavior
of free sections. For example, tube in the rush hour when
the arrivals are relatively frequent. If the user misses such
planned service, it does not have to be necessary to re-plan
the entire path.

An interesting challenge might be planning a path, where
the user may miss some of the services or even all of them.
Respectively, missing a service will lead to a minimal delay
in following path sections.

When dealing with unreliable network, one of the ap-
proaches is to use approximative methods of finding optimal
path. Two such methods are compared in [11].

Response to Failures in the Network: The failures of
certain parts of network can occur in both public trans-
port network and network of walk paths. Downtime can
be known in advance and then it should be included in
the update.

The failure may occur suddenly and then the user should
have a possibility to change planning options to bypass
actually unreachable part of network.

E. Appropriate Map Data

One of the major problems is the unavailability of ap-
propriate map data for the planning of pedestrian paths.
Most of the existing map data is not sufficiently detailed to
pedestrians. First, the map base should include actual data
for pedestrians – sidewalks, crosswalks, pedestrian zones,
footpaths and other routes applicable to pedestrians. Spatial
data should be in vector format, which can be easily used
to create search structures.

1) Crosswalks: The map data should contain details of
the crosswalks, or crosswalks with the signaling device
where it is necessary to calculate the specific interval for
the path section. The crosswalks are essential for legal
crossing of the roads. In most countries, pedestrians are not
allowed to cross the road in places close to the crosswalks.
The situation is more complicated when the sidewalk is bor-
dered by a railing or other such barrier. To determine where
the crossing of the road is acceptable outside the crosswalk
is a separate problem. However, if the map data are not
detailed enough, we cannot solve this problem anyway.

2) Spatial Data: The map data should contain infor-
mation about elevation. Due to the variable dispositions
of walkers the map data should contain information about
various barriers. It is particularly important to distinguish

the high thresholds of sidewalks or stairs, because for some
user, it is an obstacle, for some users it is not.

3) Grade-separated Crossings: Important information is
the grade-separated crossings like bridges and subways. In
the cases, where it is not possible to move freely between
the levels of path, the incorrectly labeled crossings could
lead to mistakes in navigation. The various levels of path
need to be distinguished also when entering the starting
point.

This information is relevant for the navigation in public
transport itself. The path between refuges of one stop is often
realized by a special crossing, like underpass or stairway. It
is necessary to know the properties of the path connecting
these refuges to determine correctly the length of the transfer
within the stop.

F. Combining Pedestrian and Public Transport Networks

Another problem is the combination of data for pedes-
trians and public transport network. Combination must be
done in both directions.

1) Street Refuges in the Map: It is necessary to determine
the nodes in the pedestrian network from where the walkers
can get in the public transport services. The ideal situation
is when the map data contains the street refuges connected
to the public traffic network. If the refuges are not in map
data, it is necessary to add the node representing refuge
including the path connecting the refuge with the surround-
ing pedestrian network. The connection of the refuge into
the pedestrian network is also important for the search of
transfers between public traffic services.

2) Mapping the Stops in Public Transport Network on
the Street Refuges: The network of public transport is
typically created on the basis of routes of individual lines.
Each stop in the itinerary of the line is identified by the name
of the refuge where the service stops. If there are several
refuges of the same name, there is a problem of how to
create a unique mapping between the names of refuges in
the timetable and the refuges in the map. This problem
does not occur if the street refuges from timetables are
identified by geographical coordinates. The carrier should
know the position of refuges, where its services stop.

G. Searching a Network of Public Transport

Paths search in the network of public transport is com-
plicated by the fact that the value of each edge depends on
the current time. Precise value of the edge is unknown until
it is planned in some path.

1) Unreliable Transfers: If a transfer is realized within
a single refuge, the following problem may occur.
The timetable specifies only the expected time of departure
from the refuge. In real traffic, there are deviations from
the schedule. It has consequences especially for the line
changing: If two services are scheduled at the same time at
the same station, it is not possible to guarantee which service
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arrives first in the real situation. If we consider the transfer
between these services at the same minute, the transfer from
the first service to the second one is possible, but the transfer
in the opposite direction cannot be guaranteed. The timetable
does not determine the order of arrival of the services.

2) Length of Platform: Until now, we were considering
stop refuge as a point. However, the length of platform can
be noticeable. If the passenger has to walk across a long
platform, it can lead into several minutes of delay against
the planned path.

It is appropriate to walk across the entire platform only
in the case, when the passenger is getting in the service on
the opposite side than he is getting off. By walking across
the platform into the appropriate position, the passenger can
spare some time. This can lead into a faster transfer and
the passenger can catch earlier following connection.

The problem of passenger position at the platform makes
sense only if the passenger arrives at the platform just in time
of service departure. If the passenger comes earlier, then he
is able to cross the platform into the appropriate position
during his waiting for the service arrival. Likewise, if
the passenger will be waiting for the following connection in
the planned path, then the time needed to cross the platform
after getting off the previous service could be subtracted
from the waiting time.

IV. SOME SOLUTIONS

When implementing a prototype of a complex navigation
for pedestrians, we applied some solutions to problems
mentioned in section III.

A. Linking the network of walk paths and public transport
network

In order to move freely between search network of
the public transport and search network of walk paths, it
is necessary to connect both networks in certain nodes.
The connecting nodes should be the street refuges, where
the passengers are getting in and off the services of public
transport.

1) Street Refuges in the Map: The street refuges were
missing in the map base available to us. We get the posi-
tions of street refuges from other source. It was therefore
necessary to correct the coordinates of refuges and it was
necessary to connect the refuges into existing network of
walk paths.

2) Mapping Stops in the Network of Public Transport to
the Street Refuges: In our case, we did not have mapping
of the street refuges of public transport to the places in map
base. Nodes in the network of public transport are identified
only by the stop names. For each stop, we had several
refuges, representing different places in the map base. It was
therefore necessary to distinguish the stops in the network
of public transport, according to a service of public transport
that is stopping at the given street refuge.

It was not possible to separate various street refuges of one
stop in the public transport network. On the basis of practical
experience, we know that the lines of public transport stop
at different refuges. To be able to perform the mapping,
we had to manually record a set of services that passes
the given street refuge. So, we have assigned a line and
direction to each refuge. However, this was not enough for
unique mapping.

More complex situations may appear if one line is going
through more refuges of one stop. We had to add a lookout
for one stop forward and one stop backward on the line
route. Still more complicated situations may appear where
this approach will not work. The mapping created by
matching refuges to stops requires maintenance in the case
when the route of some line is changed. It is preferred
that positions of the street refuges are identified directly in
the data from the carrier.

B. Searching a Network of Walk Paths

On the basis of map data, we had available, we created
a search graph for the network of walk paths. The vertices
of this graph are crossing or closing of some polyline.
Specific nodes of this graph are the street refuges, which
hold the identification of corresponding stop in the public
transport network. So it is possible to move continuously
from the walk paths search network to the search network
of public transport.

Each polyline is represented by two oriented edges being
to each other in opposite directions. The value of the edges
determines the duration of walking, which usually depends
on the walking speed and segment length. The problem
occurs in sections with superelevation or some kind of
barrier and at the crossings. The edge value may vary
depending on the direction and can be even dynamic. In
these cases, the details from map base are very important,
because they determine the duration of walking in the given
section. The duration should be parameterized by the actual
dispositions of the user.

1) Network Reduction: When converting vector data to
a network, it is possible to make a simple reduction of
the vertices, where there is no branching of the graph.

2) Entering Position on the Map: When entering
the starting and target position on the map, it is necessary
to determine precisely the walk path that is closest to
the user. We do not know the path from general position
to the closest walk path, so we approximate it by a direct
line. The selection of the closest walk path is given up to
the user (see Figure 2). This choice can be complicated,
and if the automatic approximation fails, the user can make
a correction immediately according to his knowledge of
the current location. In the worst case, the user will rely
on the automatic choice.
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Figure 2. Starting position selection
The cross marks the selected starting position. The nearby

walk paths are highlighted. The chosen section of walk
path is the one closest to the starting position.

C. Searching a Network of Public Transport

We have created the search graph for the network of public
transport from available timetables. Vertices represent stop
refuges, each refuge has its position on the map from where
the user can continue in walk path.

Each edge represents a possibility to take a service to
the next stop on the route of the line. The edges are
characterized by a value, which determines the duration of
travelling to the neighboring refuge. But if the user should
get on a service in the planned path, then it is necessary
to add a waiting time to the value of currently planned
path. This time is derived from the current time (when
the user gets to the stop according to the path plan) and
valid timetable of the service he is waiting for.

Other approach could be representing every departure of
a service as a vertex. This approach is robust for complex
scenarios but not necessary in our case. Moreover this ap-
proach shows significantly lower performance as described
in [12].

Graph Reduction: An interesting method of rail net-
work reduction is described in [13]. Under certain condi-
tions, it can be used to reduce the network of city public
transport and so speed up the planning significantly. Fortu-
nately, it is possible to solve the task in acceptable time [14].
Such reduction is generally an NP-hard problem [15]. Using
approach based on this reduction the computational com-
plexity will decrease to the level, where the path planning
itself can be computed on portable devices in reasonable
time [16].

The timetables determines the dynamic part of the graph.
The representation of timetables should deal with the irreg-
ularities of a real world. One of the interesting approaches
is described in [17].

Unreliable Transfers: If the planned path includes
a transfer inside one refuge between two lines, which are

leaving in the same minute, we are not able to ensure
the order of services in most cases. We handle the situation
by searching the departure time of the following service from
the next minute from actual time. So, it cannot happen that
we plan a transfer, which the user cannot make.

D. Path Planning in Combined Network

If we consider the task in general case, we are given
the starting and the target position on the map and we want
to find a path to connect them. When planning, we start
planning of walking routes from the starting position to all
public transport stops in a particular area. Similarly, we plan
walking routes for the target position. Walk paths should
be searched in the opposite direction if, for example, super
elevation has to be taken into account.

The general task of finding combined path is reduced
to the task of planning connection in the public transport
network. When planning transfer between services, it is still
needed to use the walking graph to determine the transfer
duration.

Searching Walk Path to the Stop: When searching for
walking path from the starting position, all stop refuges
in a given area are relevant to us. The passenger can use
public transport service after reaching the refuge. The user
can adjust the size of area, according to the distance he is
willing to walk. Due to this limitation it is not necessary to
search the entire network of walk paths, but only a relatively
small part.

Due to the breadth first search, we are able to find all paths
from the starting position to all street refuges in the area at
once. The following search is made in the network of public
transport, where the starting positions are the street refuges
reached by walk, and their initial estimation of shortest path
length is duration of the walk from the starting point.

Precomputation of Transfers: To avoid searching over
both networks simultaneously, we performed precomputa-
tion of walk transfers and added special edges representing
transfers into the network of public transport. As a result,
we do not have to leave the search graph for public trans-
portation during the search, so the overall branching of
computation is decreased.

As it is a precomputation, it is necessary to specify
the maximum length of walk transfer between services while
creating search graphs. If we do not limit the length of
walk transfer, it would lead to unbearable increment of
branching of public transport search graph. It is unreliable
for both computational and memory demands. On the other
hand, if we choose the limit of walk transfers too strict,
the path planning possibilities would be reduced. Some of
the transfers would not get into the search graph due to
precomputation. The limit of walk transfer is determined
during the compilation of data, mostly based on experience
and tests.
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Figure 3. Precomputed Transfers Limit
The number of precomputed edges in dependency of

the limit of maximum walk transfer distance.

The Figure 3 shows the growth of the number of pre-
computed edges with the increasing limit of walk transfers.
For higher values, the number of edges in search network
rises more than twice after adding the precomputed transfer
edges.

Searching Connection in Public Transport: Due to pre-
vious steps, the planning of path is reduced into the search-
ing path in the enriched graph of public transport. A specific
part of this search is that in addition to previously found
paths it is necessary to remember the current time. The wait-
ing time for a service changing is determined according to
the current time and timetable that is currently valid. On
the basis of the current time other parameters of the dynamic
network could be determined.

The user parameters and preferences should be taken into
account when planning the path. In particular, the maximum
number of transfers, the maximum length of walk section
(the user is willing to walk continuously only for a certain
distance), walk speed and more.

E. User Preferences

Users may have very different movement dispositions.
This can significantly affect planning of the path. We tried
to take at least basic user parameters into account.

1) Walk Speed: All walk edges in search graphs are
valued by the duration rather than length. Except special
edges, this value is a walking time. The walking time
is determined by the length of walk section, which is
represented by the edge, and the default walking speed,
for example, 5km/h. The appropriate correction of length
of the walk section is performed only if the user changes
the default walking speed.

Special edges are distinguished by additional indication
of the character of the section, which is represented by
the given edge. The value of special edges is not affected
by walking speed.

Figure 4. User Defined Starting Position
The user defined position is connected to the search

network. The connection planning mechanism starts from
all the assigned starting positions simultaneously counting

in the initial path length estimation.

2) The Maximum Length of Continuous Walking Section:
This parameter is added especially for precomputation of
walking transfers, which are theoretically limiting possibil-
ities of walk transfer. The parameter will lose effect if it is
set to a value higher than the limit of precomputed walk
transfers. At the same time, this parameter limits the size
of the area for searching walk paths to the closest street
refuges.

F. User Places

In everyday use of our navigation, some set of places will
be used frequently as starting or target points of path search.
These places can represent home, work, school, etc. In these
cases, most users already know the walking path, and know
the time that it takes to the stops in certain area. Therefore,
we have introduced a possibility to predefine these places,
including duration of walk paths to the stops. Predefined
positions reduce the time needed for user input and increase
user comfort of the application.

G. Reliability of the Network

A sudden reduction of the transport network may occur
during the travel, for example, due to a technical fault of
the route or vehicle. In this case, the current path plan
may be irrelevant and needs to be recomputed according
to the new situation.

1) Excluding Line: In our application, we allow the user
to react to a situation similar to the exclusion of a particular
line, which is affected by the failure. Any number of lines
can be excluded from the search. After that, the path will
be planned using other routes.

2) Excluding Section: Failure of a part of the network
can affect both public transport and walk paths network.
In both cases, it is necessary to allow the user to identify
the affected part of the network and reschedule path plans
another way. This action may require experienced user, and
we do not solve it in our application.
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V. RELIABILITY OF THE CONNECTION IN PUBLIC
TRANSPORT NETWORK

In this section, we will consider the reliability of the con-
nection in public transport network as a probability that
the service will not be delayed. With increasing value of
the delay, the reliability will decrease.

The reliability of the connection found can be one of
the user requirements on the path plan. But it can also be
an additional information for planning the robust connection.
For example, if we plan the path using not the fastest but
reliable services it could be better than planning a slightly
faster path using unreliable services. It is probable that
the fast but unreliable path will fail, and the reliable path
will be faster in the real situation.

The public transport service provider has often detailed in-
formation about the real movement of the vehicles. The dif-
ferences between schedule and real situation are important
for setting the path reliability.

A. Real-time Information about the Delay

The ideal condition for planning the path to minimize
the delay is to know the real position of the services. In that
case, the path plan does not have to be based on the schedule,
but can be directly assembled according to the actual situ-
ation in public transport network. The complication is that
the situation can change during the realization of the path. It
would be necessary to recompute the path plan dynamically
in order to reflect the actual situation.

This solution puts high requirements on connection be-
tween public transport services provider and target appli-
cation. It also requires a higher computation capacity to
manage the dynamic path recomputation.

B. Delay Dependency on a Daytime

The delay of the service can be caused by a periodically
repeated event, for example, morning traffic jams. To detect
these events, it is necessary to analyze the detailed data from
the public transport network provider in a certain time range.
Based on the analysis, the prediction of the delays can be
propagated into the path planning mechanism. This analysis
can be useful for the public transport provider as well.

The Figure 5 shows values of delay measured between
two check points in public transport network for a single line
in a three different days of week. The delays are measured
according to time of a day. Negative values indicates that
the delay is decreased in given pass of the section.

Furthermore, if we consider the path reliability as a fre-
quency of services, we can recognize the dependency on
the day time. The frequency of services is derived from
the schedule, so it apparently has a periodical character.

C. Delay Dependency on a Path Section

There is a question on where to count the delay prediction.
It can be count for every combination of a stop refuge,
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Figure 5. Section Delay for Various Days
Vertical axis shows the time of a day, horizontal axis

shows the value of section delay in seconds.

service, and time of a day separately. This will lead to a large
set of data. We can use the results of network reduction
described in [16].

The principles of network reduction come from the similar
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behavior of several services in certain path section. This
corresponds to the delay prediction. It is probable that
the services running in a certain section will have similar
results on the delay prediction. The events causing the delay
would affect all the services same way in the certain section.
This could reduce the problem to setting the delay prediction
for whole path section.

Let us have a certain delay predicted for the given section
in a given time of a day. It means that if the service arrives
the section with some delay, it is probable that the value
of the delay of a service after leaving the section will be
increased by the value predicted for the section.

The Figure 6 shows values of delay measured between
two check points in public transport network for three
different lines.

It can be seen that in the early morning and late in
the night, the delays are minimal. During the morning and
in the afternoon the delays increase. The character of delay
shows some similarities during the day among the services
in the given section.

D. The View of Public Transport Service Provider and
the Passenger

The public service provider often watches every service
instance separately. That means that the delays are counted
in absolute value. In contrary, the passenger does not care
about the certain instance of a service. He counts the delay
of a service against the schedule.

For example, if the delay of some service is higher than
the interval between two following services of the same
designation, the passenger will count the delay against
the previous scheduled service. In contrary for the service
provider, the delay will be counted against the real scheduled
instance of given service.

This situation can lead into misinformation of a passenger,
which can think that the service arrives even sooner that it
is scheduled. Nevertheless, the travel time will be increased
in consequence of the delay.

VI. USE CASES

A. Path Plan Dependency on Starting Time

The following example of a path plan shows two paths
between the same places. The only difference on the input
of planning is the starting time. The first path starts only
one single minute earlier. This situation shows, how critical
is the current time and reliability of schedule of public
transport services for the resulting path plan. See Figure 1.

In the case of failure in the network, the situation will be
similar. The new recomputed path will have a significantly
different plan in comparison with the original path plan
leading through the unavailable part of network.
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Figure 6. Section Delay for Various Services
Vertical axis shows the time of a day, horizontal axis

shows the value of section delay in seconds.

B. Example of Advantageous Walk Transfer

Benefits of combination of walk paths with the public
transport will appear in situations where it is better to walk
to a distant stop concerning the overall length of path.
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Figure 7. Advantageous Walk Transfer
For overall path length, it is advantageous to consider

the possibilities of travelling from all stops in certain area.
Sometimes the long initial walk section could lead to

a shorter path, especially in town areas separated by river
or other obstacles.

The Figure 7 shows initial walk segment of path plan leading
from the starting position to a remote stop.

VII. PRACTICAL ISSUES

When implementing real navigation system, the develop-
ers may face to many issues. Let us mention some of them.

A. User Interface

A basic interface usable for most people can be described
as graphic screen with maps and menu where users may
use pointing device (touch screen, mouse, or joystick) and
occasionally also enter some textual input. But what can we
do if our users are unable to look at the map and follow
the displayed hints?

One can propose voice navigation using hands-free. It is
used in car navigation system, so it is a proven technology.
For people able to watch the traffic well, it is usable to listen
to the navigation system. When the visibility is worse, it
can be useful (and for pedestrian moving in dark or fog or
being blind it is quite common to behave so) to listen to
the surrounding sounds very carefully. Even in the day, it
can be important to know that some car is getting closer
from behind. So, we must be very careful in using voice
navigation. At least, the user must be able to state when
it is possible to listen to the navigation and when to other
sources.

B. Data Precision

Most cars behave similarly and can use most of the paths
in the same way. The problems may arose by large or very
heavy vehicles. This issue can be solved when they occur (it
is not possible to go through, let us go around) or in advance
by extending the system by some additional information.

Most limitations of the path are somehow indicated by
special signs. The vehicles are divided into classes according
to its characteristics. The characteristics of the class must
satisfy the limitation of the selected path.

Also pedestrians may have different characteristics and
movement limitations. Some of them cannot see. Others
use wheelchair. Others have baby-coach. Others simply have
problems with using stairs or very steep roads.

So, the limitations for pedestrian navigation may be binary
(wheelchair are not able to go upstairs), sometimes it is not
so strict and should be solved in a broader context (is it
sometimes better to elevate the baby-coach a few stairs than
go around for several minutes). Similarly, with baby-coach
it is usually possible to use high-floor bus but it is less
comfortable than going by (getting in and out) a low-floor
vehicle. Then the hint must take into account how big time
and price penalty the user is willing to pay for restricting
himself to low-floor vehicle. The users must be able to
specify their quite complex preferences and the system must
be able to evaluate more possible paths according different
restrictions.

Support for wheelchairs and baby-coaches require more
precise data than necessary for general users. It must be
ensured that the way is wide enough and smooth enough to
be used by the users. The data have to contain such details
like, for example, the height of the sidewalk above the road
if we want to navigate user through a crosswalk.

C. Data Cleansing

A question arise how to keep the data with all the de-
tailed information actual. There are many subjects that can
change the path properties. Some of the subjects announces
the changes, so the data provider can propagate the change
into the actual data set.

There is an option to keep the data up to date and
furthermore to make the data more precise. We expect
the navigation is running on a mobile device equipped
with GPS receiver. Then it is technically possible to collect
the real data as the user is moving along the path found
by the navigation. The problem is that the user position is
a kind of private information.

The user himself should directly decide if he wants to
record his position while walking or not. The recorded data
could be used locally. The application can make the path
planning more accurate if the same path is overtaken re-
peatedly. The user himself should directly decide if he wants
to share this recorded data with other users and/or the data
provider.

The data collected by volunteers represent the real move-
ment of certain types of users. This opens the whole area on
how to utilize this data and how to verify their authenticity.
This comes to another thought. The data provider does not
have to be only a central authority. The collected data can
be shared peer-to-peer by users itself. For example, the first
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user that encounters an unexpected obstacle in the path can
propagate it to the others. Then the navigations of other users
can adapt the path plan to this obstacle. The problem how
to verify the authenticity of an information about obstacle
arises again.

D. Data Timeliness

According to our experience, the original data from
their owners are changing only rarely – correspondingly to
the data owners’ needs. The proper service of the navigation
system requires data to be always up-to-date.

Another issue is that the users update their local copies of
the navigation data only time to time. It is therefore required
to mark the data with validity intervals (sometimes it is, for
example, known how long a diversion will be valid).

Moreover, it can be necessary to adapt to changes faster
than they arrive from the data owners – a data update
mechanism. It is possible to make some updates using data
measured by system maintenance team. Such solution has
some limitations and brings additional costs. On the other
hand usability of such system is then higher.

E. Data Sources

When creating complex service, the data set could come
from several different data sources. We have described
the problems of combining the data for the search procedures
and what kind of data can be needed for the final application.
It is probable that the data are owned and/or managed by
different authorities.

Several problems arises. First, the distributing responsi-
bility for keeping the data updated. Second, the ownership
of the data created by combining different search networks
or the ownership of the changes in available data.

The availability of data is not given only by technical
issues, but can also depend on the willingness of authorities
managing and/or owning the data.

The usability of the final application depends on available
data and on the ability to maintain the data. When con-
cerning multiple different data sources and entities, which
provide the data, a service-orientd architecture can be an
advantageous solution. At least it will be advantageous for
the part of application handling the data set preparation.

VIII. SYSTEM STRUCTURE

When creating complex navigation system, it is necessary
to handle a large amount of data from various sources.
Several tasks can be done repeatedly (for example, when
preparing updates of navigation data.) It is advantageous to
separate the task into several independent processes.

Reasonable complex navigation systems would share at
least some of the requirements and can have similar struc-
ture.

A. System Requirements

It could be advantageous (depending on the business
model) to equip the system with both on-line and off-line
access. The system should therefore have on-line access
point, client software and data distribution subsystem.

Usually there are more sources (owners) of the needed
data. We would need data integration.

The data from original sources may be distributed once
upon a time. The system is expected to have the latest
data possible. There must be an opportunity to incorporate
changes in the environment that happen between the source
data updates. A tight cooperation with traffic control centers
can be an advantage.

The system should cover at least these parts:

• import data from their owners,
• data synchronization/integration,
• data management/maintenance (including information

on changes),
• data modification to match navigation system needs,
• on-line navigation service,
• data distribution,
• client software for off-line navigation,
• interface for collection of data changes.

Import

?

Data from various sources

?
Data integration

?
Integrated data

?
Navigation data creation, pre-computation

?
Navigation data

?

Data distribution

Figure 8. Simplified system structure
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B. Necessary Parts

Considering overall design, there are parts necessary
to ensure certain quality of provided navigation service.
The Figure 8 shows the basic sequence of processes and
data stores. The result of this sequence is a navigation
service provided on-line or data sets for distribution to off-
line clients.

The on-line service can take advantage from access to
the actual data updates. So, it is possible to offer temporary
or unverified data updates directly to the user. The Figure 9
shows the basic solution including the update mechanism.

C. Update Sources

One of the problematic parts is the creation of data
updates. The suggestion for the updates can come from

different sources. In the case of an unreliable source of
suggestion, the updated data should be verified before
propagating to the end user. The other option is to mark
the unverified data and leave the decision to the end user.

IX. FUTURE PLANS

A. Multicriterial Path Search

So far, we discussed only finding the time shortest path
with some restrictive conditions. Requirements on the final
path plan may vary and may not always be strict conditions.
To be able to take into account various preferences it will be
necessary to perform multicriterial search on a combination
of networks. One of the promising approach, is to find
Pareto-optimal solution for multicriterial path search, which
is studied for railway networks in [18].
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A computational complexity may exceed the possibilities
of portable devices. It is therefore appropriate in the context
of this approach to consider a different approach to the over-
all solution.

1) Reliability of the Path Found: One of the characteristic
features of planning in public transport is the fact that
the timetables are only a prescription for service scheduling.
In real cases, the services can be delayed or cancelled. In
the case, some of this situation is frequent, we can count
on a certain probability that the service comes on time or
will have a certain delay. If we know these probabilities,
we can take the reliability of the connection into account
when planning the path. Alternatively, if the user requires
a reliable path, we can adjust the planning to handle the most
probable delays.

Moreover, the following situation may arise. A service
with less frequent intervals can occur in the path. Missing
this service would mean a serious time loss for the user.
In this case, it is appropriate to plan the route so that
even in bad traffic conditions with high probable delays, it
would be possible to guarantee a high probability of catching
the critical service.

2) Points of Interest: Like in the case of ordinary tourist
navigation, we should also be able to add points of interest.
So the route plan could be adapted to the requirement to
visit a point of interest or a category of points of interest,
which is located closest to the direction of the planned path.
These ideas are based on the assumption of multicriterial
path planning.

X. CONCLUSION

The combination of different types of navigation can bring
advantages as well as disadvantages. Moreover, the com-
bination of different networks can bring us into specific
situations.

A. Advantages of Combination of Two Different Types of
Navigation

1) Path Efficiency: Combining the two networks gives
us much more scheduling options than using only one
type of navigation. Moreover, for walk sections we have
far more information than if we use only the navigation
in public transport. The resulting path plan does not have
to estimate the transfers’ duration, but is more accurate,
because the transfer path is known. This allows us to plan
more efficient and more reliable paths.

2) Environmental Aspect: We are trying to offer comfort-
able and accurate planning in the city using public transport
to a wide range of users. This way we are increasing
the comfort of the use of public transport and the level of
transport-related services. The more users will prefer public
transport over less ecological alternatives, the smaller will
be the impact of urban transport on the environment.

B. Disadvantages of Combination of Two Different Types of
Navigation

1) Different Planning: We try to combine two very differ-
ent networks. Each of them has different rules and heuristics,
which can be successfully applied in one network, but may
not be valid in the other one. It is therefore necessary to
separate the search. On the other hand, the whole travel plan
should meet the common criteria. To achieve this, it is often
necessary to use a different mechanism in each network.

2) Different Sources of Data: For a network of public
transport we need data of timetables and data of the positions
of stops refuges. Walk network needs map data, including
details needed for navigation of walkers. The application
needs data from two different entities. In the case of com-
mercial deployment of applications, the question ”how to
split the profit?” arises.

C. Available Data

While developing our application, we had data for the city
of Prague available. Map data provided to us “the Czech
Office for Surveying and Mapping”. Although the map data
were not initially designed for the operation of navigation,
we managed to adapt mechanisms working with them, so
that our application was able to bring reasonable results.

The available data have shown that the operation of the ap-
plication is not limited by memory or computing capabilities
of portable devices. In addition, a limited connectivity is
sufficient to keep the data updated. For most European cities,
the search parameters should be comparable, excluding
much larger cities like Paris, London, or Moscow.

Later on, we had data of the real movement of public
transport services in the city of Prague. The comparison of
real positions of services against the schedule brings us new
pieces of knowledge and also new questions.

D. Real Life Consequences

Using the JRGPS application, we learned that it can be
reasonable to change slightly our habits: In some cases, it is
better to go on foot instead of waiting for public transport
and in some other cases, it can be advantageous to change
entry or leaving stop.
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[16] V. Martı́nek and M. Žemlička, “Speeding up shortest path
search in public transport networks,” in DATESO 2009,
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Abstract—Emerging traffic management systems and smart 
road environments are currently equipped with all necessary 
facilities to enable seamless mobile service provisioning to the 
users. However, advanced sensors and network architectures 
deployed within the traffic environment are insufficient to 
make mobile service provisioning autonomous and proactive, 
thus minimizing drivers’ distraction during their presence in 
the environment. An ideal system should provide solutions to 
the following two interoperability problems: interoperability 
between the in-car and roadside devices produced and 
programmed by different vendors and/or providers, and the 
need for seamless and flexible collaboration (including 
discovery, coordination, conflict resolution and negotiation) 
amongst the smart road devices and services. To tackle these 
problems, in this paper we propose UbiRoad middleware 
intending utilization of semantic languages and semantic 
technologies for declarative specification of devices’ and 
services’ behavior, application of software agents as engines 
executing those specifications, and establishment of common 
ontologies to facilitate and govern seamless interoperation of 
devices, services, remote systems and humans.  

 
Keywords- context-aware services; cooperative traffic; smart 

road; middleware; semantic technologies; agents 

I.  INTRODUCTION 
There is about half of a billion drivers only in Europe, 

who wish driving to be more comfortable, efficient, 
ecological and less risky. Not far are the times when cars will 
themselves prevent accidents. People spend more time in 
vehicles and they are expecting also more possibilities to 
work and use various services while traveling, which 
requires new travel infrastructure and automation services 
[2]. These should combine various vehicles, their drivers and 
passengers, smart roads and appropriate Web services [3]. 
Recent wireless and internet technologies enable completely 
new possibilities to integrate available efforts into the new 
advanced traffic paradigm – cooperative traffic [4]. 

Service-oriented architectures related to traffic 
management, smart roads and future context-aware services 
for drivers are closely integrated into the Internet of Things 
[5], which is a world where things can automatically 
communicate to computers and each other, providing 
services for human benefits. In such “Future Internet”, 
intelligence and knowledge will be distributed among an 
extremely large number of heterogeneous entities: sensors, 
actuators, devices, cars, road infrastructures, software 

applications, Web services, humans, and others. To realize 
this vision, there is a need for an open architecture, which 
will offer seamless connectivity and interworking between 
these heterogeneous entities. Moreover, ensuring 
collaboration, synchronization but also control of this 
distributed intelligence is a challenge that needs to be 
addressed, or the Internet of Things will become a chaotic, 
un-controlled and possibly dangerous environment since 
some actors of this Internet have impact on the real world 
(e.g., software or humans through actuators). Cooperative 
traffic domain enables interoperability between a large 
number of heterogeneous entities, while ensuring 
predictability and safety of their operation, is difficult 
without an extra layer of intelligence that will ensure the 
orchestration of these various actors according to well-
defined goals, taking into account changing constraints, 
business objectives or regulations. This paper introduces 
such a middleware layer (UbiRoad). It provides cross-layer 
communication services (data-level interoperability) to the 
entities and extended multi-agent technologies will provide 
collaboration-support services (functional protocol-level 
interoperability and coordination) for these entities. The 
UbiRoad middleware concept apparently entails a vision of a 
multifaceted, multi-purpose and multipronged middleware 
platform applying multidisciplinary approach to extension 
and enhancement of the future smart traffic environments 
UbiRoad middleware should be rather seen as a meta-
structure on top of the future intelligent transportation 
systems and services and as intelligent stratum between the 
smart road device layer and the future service oriented 
architectures.  

A first major problem to be addressed by UbiRoad is 
inherent heterogeneity, with respect to the nature of 
components, standards, data formats, protocols, etc., which 
creates significant obstacles for interoperability among the 
components of ubiquitous computing systems. This 
heterogeneity is likely to induce some integration costs that 
will become prohibitive at a very large scale preventing a 
rich ecosystem of applications to emerge. It is generally 
recognized that achieving the interoperability by imposing 
some rigid standards and making everyone comply could not 
be a case in open ubiquitous environments. Therefore, the 
interoperability requires existence of some middleware to act 
as the glue joining heterogeneous components together. 

The second major issue is to guarantee high level of 
safety. Since the IT infrastructure and through them users are 
going to have real actions in the real physical world through 
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various actuators we have to ensure that these actions are 
properly controlled and coordinated. Despite the wish to 
enable as many actors as possible to have access to physical 
world objects around the world to enable a large set of 
diverse applications, this should be done in a well-
understood and safe manner. The “things” will have to 
exhibit some required behaviors that humans have adopted to 
assemble in cooperative traffic social interactions. 

The UbiRoad approach can be seen as studying the 
triangle of device-software-human interaction seen from the 
perspective of the above described scenarios. Henceforth we 
refer to “device” as to any monitored or controlled physical 
objects including e.g., vehicles. Substantial research results 
related to edges and vertices of this triangle have been 
(recently) reported [6, 7, 8] (e.g., efforts related to 
middleware for embedded systems, efforts related to 
integration of diverse software systems and services, etc). 
What is missing is an integrated coherent approach to cover 
the whole triangle. Moreover, many on the past research 
initiatives do not truly deal with the core topic, which is 
interoperability versus just interconnectivity. The 
components of cooperative traffic systems should be able not 
only to communicate and exchange data, but also to flexibly 
coordinate with each other, discover and use each other, 
learn about the location, status and capabilities of each other, 
and jointly engage in different traffic situations. Moreover, 
the components must achieve the above using an always-on, 
safe, robust and scalable means of interaction. 

Further in this paper, we argue in favor of fully 
interoperable (though heterogeneous), highly dynamic and 
extensible smart road environments. We present a 
specialized agent-driven middleware platform UbiRoad, in 
which each ubiquitous smart device (as well as each 
individual service exposed as an individually accessible 
entity through the environment) will be assigned a 
representative agent within UbiRoad. The resulting multi-
agent system will be exploited as a mediation facility 
enabling rich cooperation capabilities (e.g., discovery, 
coordination, adaptability, and negotiation) amongst the 
devices inhabiting the smart traffic environment. Utilization 
of semantic technologies [9] in UbiRoad will ensure efficient 
and autonomous coordination among UbiRoad agents and 
will thus ensure interoperability between associated devices 
and services. Several UbiRoad ontologies are an important 
asset contributing to interoperability realization within future 
smart traffic environments. These ontologies are used not 
only for the benefit of UbiRoad middleware architecture, but 
also and most importantly for facilitation of interoperability 
and integration of existing and brand-new future devices, 
services and methodologies. Through appropriate declarative 
specification of smart road components’ behavior and using 
sophisticated choreographic control agents in a multimodal 
dynamic networked environment, the UbiRoad enables 
various devices and services to automatically discover each 
other and to configure complex services functionally 
composed of the individual services’ and devices’ 
functionalities. 

The rest of the paper is organized as follows: in Chapter 
II we are providing the motivating scenario for the new 

challenging requirements to traffic management systems; in 
Chapter III we list the requirements and related challenges to 
be addressed when designing such systems; in Chapter IV 
we provide possible solution for the challenges based on the 
concept and architecture of the so called Global 
Understanding Environment; in Chapter V we discuss some 
important and challenging features of appropriate agent-
driven platform (UBIWARE) suitable for UbiRoad 
implementation, such as: semantic adapters and integrators 
(called OntoNuts); semantic visualization technology (called 
for-eye); user-driven system configuration (via so called 
smart comments); and semantic blogging; in Chapter VI we 
overview appropriate software architecture; in Chapter VII 
we briefly discuss on Traffic and Mobility ontology and 
system integration; in Chapter VIII we briefly comment on 
related work; and we conclude in Chapter IX. 

II. MOTIVATING SCENARIO 
Consider the following story, in which we try to integrate 

several possible scenarios of future use for the UbiRoad 
middleware. 

(Beginning of the story) “Timo lives in Jyväskylä. 
Former researcher, he is a widely recognized expert in the 
field of intelligent software agents. Nowadays Timo owns a 
small IT business based in Jyväskylä, and his firm is often 
subcontracted by large IT and telecom enterprises to perform 
highly specialized development services. Therefore, Timo is 
a frequent guest in Helsinki and Helsinki region, where most 
of his company’s employers reside. Despite considerable 
distance between Jyväskylä and Helsinki, Timo likes neither 
airplanes, nor trains, and always travels inside Finland by 
car. Fortunately, he is a big cars-lover and a good driver. 

Timo arrived in Helsinki early in the morning and spent 
the whole day participating in a few various business 
meetings and research seminars. Now, when he is about to 
leave Helsinki, he feels very tired. He could stay in Helsinki 
overnight, but he has another important meeting scheduled 
for tomorrow at 7 am in Jyväskylä. Not to fall asleep on the 
way back to Jyväskylä, Timo drops by the nearest cafeteria 
and drinks a cup of strong coffee. Having felt a burst of 
energy after the sprightly drink, he gets into his car and 
leaves Helsinki at dusk. In the car Timo selects from his 
audio collection some nice invigorative music to listen to and 
sets the car control system’s operating mode to ‘exhaustion’ 
using the available on-board control panel. Timo knows that 
in this mode the awareness levels of a multitude of software 
agents, which inhabit his car and make it a part of the 
UbiRoad intelligent transportation system, reach the highest 
possible value. Now he feels much less vulnerable because 
of fatigue, as agents in this mode help significantly reduce 
exposure to various on-road risks. The in-car control system 
adjusts climate conditions (temperature, humidity, level of 
oxygen) to optimal levels with respect to the selected 
operating mode: it aims to maintain cool, fresh, oxygen-rich 
atmosphere inside the car in order to prevent the driver from 
falling asleep; and activates on-board alarm system, which is 
configured to give to the driver light and audio indication 
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every 30 seconds (not allowing him falling asleep). The 
corresponding UbiRoad traffic agent (representing Timo and 
his car as a dynamic road user entity) sets own hazard level 
to ‘red’, thus notifying other road users of potential risks 
associated with its road user. When Timo drives onto the 
motorway going out of Helsinki, he feels much more 
comfortable and relaxed, as he is sure that all necessary 
measures of passive risk prevention have been undertaken 
and as he should no longer pay attention to the oncoming 
traffic (on motorways directions of traffic are separated). 

To shake himself up a bit, Timo switches to the left lane 
(each direction of the motorway connecting Helsinki and 
Lahti has two lanes) and starts overtaking all cars, which 
slowly go on the right lane. The speed limit on this 
motorway is 120 kmph and driving at it can be refreshing. 
After some time of such racing Timo however forgets about 
the speed, which immediately goes beyond 130 kmph, and 
the traffic agent monitoring velocity and controlling speed 
regimes detects inadmissibly excessive speed (via comparing 
actually measured vehicle’s velocity with the speed limit that 
the agent can read from RFID-enhanced traffic signs located 
on the sides of the road) and activates a loud beep tone 
combined with an appropriately marked blinking red LED on 
the control panel. Timo takes this as a timely signal to calm 
down, decelerates to the allowed speed limit and uses the 
cruise control functionality embedded into the steering wheel 
to fix the speed at the current level. Now he can release the 
accelerator completely and give his leg some rest. 

Timo utilizes voice control system to engage a travel 
estimator service and thus to find out the approximate time 
of his arrival in Jyväskylä. The specialized voice recognition 
system reads Timo’s oral instructions, interprets them and 
finally transforms them into the format recognizable by 
UbiRoad agents. Then the corresponding communication 
agent finds an appropriate travel estimator service in the 
Internet, negotiates service contract with the agent 
representing the service and finally invokes the service. The 
result of travel duration estimation, 2 hours and 10 minutes, 
appears on the LCD screen built in the control panel to the 
right of the driver’s seat. Timo decides to call home and let 
his wife know he is coming back soon. Timo’s mobile phone 
is already connected with the in-car control system via 
Bluetooth. Timo utilizes voice control to access his phone 
and then voice dial to call Anna. While the picked number is 
being dialed, playing music is automatically damped down, 
and as soon as the phone connection is established, the 
conversation is output through the in-car embedded speaker 
system. After several minutes of chatting with Anna, Timo 
notices that he is driving already in the neighborhood of 
Lahti. Here 3G telecommunication network is available. The 
communication agent immediately detects this and using the 
LCD screen asks Timo if he is willing to switch to a video 
call. Timo accepts the offer by pressing the corresponding 
button on the touch-sensitive screen. The communication 
agent immediately requests the video capture service from a 
tiny camera embedded in the control panel in front of the 

driver’s seat. Then it rearranges the current voice call 
session as a new video call session without interrupting the 
call and interweaves the audio component acquired through 
Timo’s hands-free microphone with the video component 
obtained by the in-car embedded video camera. A live view 
of Anna appears on the LCD screen of the control panel. 
However, as shifting driver’s focus to this side screen is 
inconvenient and distracting the driver from actual driving, 
the picture on the screen is instantly projected on the 
internal surface of the car’s windscreen just in front of the 
driver’s seat. The projected image is however semi-
transparent not to impede driver’s clear view of the road. 

Timo finishes talking with his wife when Lahti is 
already left behind. He notices that twilight almost gave the 
place to solid night, but the motorway is still well 
illuminated. Timo decides to make a short stop at the 
picturesque roadside restaurant “Tähtihovi” in order to 
stretch his legs and have another cup of coffee before 
proceeding to the most difficult and boring part of his trip. 
Soon after this stop Timo should drive off the motorway to 
the side route leading to Jyväskylä. The traffic agent 
recognizes this major route change and reminds Timo of it 
well in advance using available visual indication means 
(LCD screen, projection on the windscreen, etc.) As Timo 
turns to the needed side road, he soon finds himself 
completely benighted as roadside lamps are uncommon 
here. He switches to upper beam to see at least something. 
Using embedded luminosity sensors, the agent monitoring 
external physical environment immediately detects severe 
lack of light on the road and activates built-in night vision 
system that multiply amplifies luminosity of the reflected 
light both in visible and infrared spectrum, thus being able 
to identify distant objects also by the heat they emit (e.g., 
oncoming cars, cyclists, pedestrians, elks, etc.). Such 
enhanced view of the road environment is projected on the 
internal surface of the car’s windscreen so that it maximally 
coincides with the driver’s field of view. Hence, Timo is 
now able to see everything much more clearly and recognize 
moving objects well in advance. What is more, in observed 
conditions of dark driving on a narrow bidirectional road the 
traffic agent starts to provide necessary assistance services 
such as improved navigation and automated signaling, e.g., 
a dynamically changing light-modulated traffic map of the 
neighborhood (specifically highlighting the route 
undertaken) is projected on the right side of the windscreen; 
upcoming turns and bends of the road are visually indicated 
(e.g., in the form of light arrows in the upper part of the 
windscreen); crossroads and cars approaching from the 
opposite direction are also identified for the driver in good 
time; switching from upper to lower beam (in proximity of 
oncoming cars) and back is performed automatically. 

Luckily, the road is almost empty at night, and Timo 
almost reaches Jyväskylä when he catches up a heavy truck 
slowly going ahead of his car. Road is constantly dodging 
and the road-bed is narrow to comfortably overtake the 
truck. Timo almost loses patience waiting for a more or less 
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straight section of the road, and as soon as such section 
appears ahead, he confidently sends the car on the opposite 
lane and starts overtaking the truck. Suddenly he sees an 
opportune notification of an oncoming vehicle, which is still 
on the other side of the hill ahead of Timo and is thus 
unseen, but is quickly approaching. Perhaps, Timo is too 
tired as he makes an estimation error: he decides that he has 
enough space and time to complete the maneuver and 
continues overtaking. The oncoming car is however 
approaching too fast making head-on meeting with Timo’s 
car almost inevitable. Moreover, the truck being overtaken 
turns out to be a long road-train, and it is already too late to 
get back behind it because Timo’s car has passed more than 
a half of the truck’s length already, when Timo realizes that 
he fell a victim to his own fatigue and impatience, and that 
only a miracle can now save him from head-on collision 
with the other car. UbiRoad intelligence is such a miracle. 

The UbiRoad traffic agent that resides in Timo’s car 
establishes communication with the approaching car’s 
traffic agent immediately after it recognizes the presence of 
another vehicle in the proximity. At the same time it 
maintains communication with the traffic agent of the truck. 
The agents jointly monitor the process of rapprochement of 
the (three) vehicles. When Timo starts his overtaking 
maneuver, the traffic agents realize the situation is no longer 
standard. They integrate their individual traffic information, 
jointly reason upon it in the dynamic traffic context, and 
deduce that the collision is unavoidable. To prevent the 
traffic accident or any other dire consequences of Timo’s 
mistake, the agents must undertake active measures of risk 
mitigation. The traffic agents of the approaching car and the 
truck notify their drivers of the potentially critical hazardous 
traffic situation and forcibly decelerate their vehicles to buy 
Timo enough time for successful completion of the 
overtaking maneuver. For its part, Timo’s traffic agent 
aggressively visualizes the imperative “complete the 
maneuver”, thus granting some extra confidence to its 
driver, who is already close to panic. Given such clear 
instruction, Timo accelerates even more and safely 
completes the overtaking maneuver. In twenty minutes, 
when he, exhausted as a squeezed lemon, but happy to 
escape probably fatal traffic accident, parks his car in his 
parking slot, another in-car agent reads Timo’s schedule for 
tomorrow (stored in the organizer application within Timo’s 
mobile phone) and sets engine warming-up timer to 6.30 am 
…” (end of story). 

To be able to make this scenario a reality we have to face 
several challenges described in the next chapter. 

III. UBIROAD MIDDLEWARE CHALLENGES 

A. Interoperability 
By proclaiming interoperability as its major ultimate 

objective, UbiRoad approach deals with three major types of 
interoperability problem: technical interoperability (being the 
capability of devices, protocols and other technical standards 
to co-exist and interoperate), semantic interoperability (being 
the capability of various system components to treat and 

interpret exchanged data and information identically and 
share a common understanding of it), and pragmatic 
interoperability (being the capability of system components 
to capture willingness of partners to collaborate or, more 
generally, to capture their (and even human users’) intent). 
Technical interoperability will be achieved through the 
agent-based mediation between different devices and 
standards with the aid of special adapter components and 
tunneling mechanisms. Semantic interoperability is the main 
focus of the UbiRoad approach as it is a prerequisite for 
seamless information internetworking and integration, and 
for smooth autonomous communication between various 
resources within a smart traffic environment. Semantic 
interoperability can be achieved by exploitation of rich 
metadata describing informational objects and semantic 
resource descriptions written in compliance with well-
established semantic standards and on the base of predefined 
domain ontologies and UbiRoad Ontologies. Pragmatic 
interoperability amongst smart space components is achieved 
through appropriate design of declarative specifications of 
such components’ behavior and on-the-fly agent-based 
identification of this behavior using given descriptions. 
Finally, the most innovative type of interoperability, which 
UbiRoad provides, is the so-called ‘cross-layer’ 
interoperability, e.g., interoperability between devices and 
services in a smart traffic environment. This particular class 
of interoperability problems is often difficult to solve even 
on individual basis. However, UbiRoad provides native 
support for cross-layer interoperation by implementing the 
paradigm of resource-oriented networking. This paradigm 
enforces unified treatment of various system components, 
e.g., devices, services, applications and even users, as 
different types of resources (Figure 1).  

 

 
 

Figure 1. Agent-driven smart road interoperability 
 

The communication is then established between 
resources regardless their particular type provided that 
negotiation is performed by resources’ representing agents 
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(associated with resources within smart traffic environments 
and beyond) as shown in Figure 1 and appropriate Semantic 
Web standards for unified resource description are used. 

B. Flexible Coordination 
As smart traffic environments are basically deployed to 

provide users with dynamically configured, customized, 
value-added and on-the-move autonomously operating 
services, UbiRoad targets establishment of such service 
creation and provisioning framework that would emphasize 
the above mentioned characteristics of ubiquitous services. 
Customization, personalization, added value, dynamicity and 
autonomy of services is to be achieved through construction 
and utilization of context-aware, adaptable and 
reconfigurable composite service networks. Service 
networks can be composed using declarative specifications 
of service models. Reconfigurability of service networks is 
made possible via utilization of hierarchical modeling of 
service control and its run-time execution. Dynamic 
adaptation of services is performed by special context-aware 
control components built in service networks. The traditional 
tradeoff “customization vs. autonomy” can be dealt with 
through a balanced use of user-aware goal-driven on-demand 
service composition, AI-enriched active context-awareness 
capturing user intent, and user-collaborative passive context-
aware service composition. Though it is a challenging task, 
utilization of agent-based approach for service composition 
makes it much more flexible compared to traditional 
orchestration approaches. This difference in flexibility can be 
seen from the definition of the traditional Semantic Web 
services (SWS) given in [18] (“Self-contained, self-
described, semantically marked-up software resources that 
can be published, discovered, composed and executed across 
the Web in a task-driven way”) and the definition of 
proactive (agent-driven) SWS given in [19] (“Self-contained, 
self-described, semantically marked-up proactive software 
resources that can be published, discovered, composed and 
executed across the Web in a task-driven way, and which 
behave to increase their utility and are the subject of 
negotiation and trade”). Agents can bring many valuable 
features into a service composition framework, e.g., 
precomposition, distributed hierarchical control of service 
networks (not requiring a dedicated underlying 
infrastructure), and enhanced negotiation of non-functional 
service parameters. 

C. Self-Management 
UbiRoad brings self-management aboard via presenting 

totally distributed agent-driven proactive management 
system. UbiRoad agents monitor various components, 
resources and properties within the system architecture and 
infrastructures belonging or otherwise interacting with the 
managed smart road environment, and react to changes 
occurred by reconfiguring the architecture in appropriate 
way with respect to the predefined (or inferred) configuration 
plan. Configuration plans basically represent enhanced 
business models, which are adhered to during 
accomplishment of communication procedures between 
different parties. Due to purely distributed layout of the agent 

system and outstanding agents’ programmability, merely all 
kinds of business models can be formalized and enacted by 
the UbiRoad management platform (due to richness of the 
utilized agent communication language and of the associated 
ontology base). In addition to this, UbiRoad agents are 
capable of learning via utilizing available data mining 
algorithms and further dynamically reconfiguring the 
managed architecture on the basis of acquired knowledge, 
thus being capable of inferring (also collaboratively) new 
configuration plans. UbiRoad can be deployed on top of any 
architectural model (including ad-hoc and peer-to-peer, 
which is of crucial importance for highly dynamic traffic 
environments) due to benefits of agent technologies and 
open resource interfaces. Also, the UbiRoad platform can 
make use of contextual information extracted from the 
managed networking environment in order to act as 
appropriately to the observed requirements and 
circumstances as possible. 

D. Trust and Reputation 
Trust is identified as one of the major and most crucial 

challenges of the future computing and communications. We 
envisage a semantic ontology-based approach to building a 
universal trust management system. To make trust 
descriptions interpretable and processable by autonomous 
trust management procedures and modules, trust data should 
be given explicit meaning via semantic annotation. Semantic 
trust concepts and properties will be utilized and interpreted 
using common trust ontologies. This approach to trust 
modeling is especially flexible because it allows for various 
trust models to be utilized throughout the system seamlessly 
at the same time. Trust information can be incorporated as 
part of semantic resource descriptions and stored in 
dedicated places within the UbiRoad platform. 
Communication and retrieval of trust information will be 
accomplished through corresponding agent-to-agent 
communication. Agents representing communicating 
resources must be configured appropriately to handle all 
necessary trust management activities between the 
corresponding communication parties. Trust management 
procedures can be realized as a set of specific business 
scenarios in the form of agent configuration plans. 

E. Other Challenges 
Specifically, due to utilization of extended intelligent 

agent technology UbiRoad significantly contributes to 
realization or enhancement of the following important 
characteristics and functionalities of collaborative traffic 
environments: 
• Data mining and knowledge discovery (e.g., utilization 

of accumulated statistics of traffic accidents), which 
may be organized either by establishing centralized 
Web server with appropriate data processing services or 
by local processing of the analytics and exchanging of 
it in a P2P manner; 

• Learning (e.g., case-based learning, when traffic agents 
can learn on sets of predefined examples of traffic 
situations); 
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• Global data and knowledge reuse (e.g., traffic 
environments have a common infrastructure, which 
inter alia provides means for storing and sharing of 
traffic information; agents may access external 
information sources located, for example, in the 
Internet); 

• Enhanced traffic services (e.g., traffic services such as, 
for instance, traffic signs are RFID-annotated, which 
allows agents to identify them and conveniently 
communicate their meaning to drivers or take on 
appropriate actions); 

• Enhanced collaboration between various road-users 
(e.g., collaboration between drivers on the road can be 
significantly enhanced and automated by the dialog 
between their representative agents; proximity-driven 
collaboration); 

• Global context awareness, contextual filtering and 
visualization (e.g., traffic situations are treated by 
traffic agents in context (set of relevant contexts); 
traffic information can be displayed for a driver with 
respect to the observed context or as the reaction to 
contextual changes occurred; combined utilization of 
active context awareness (e.g., in critical situations) and 
passive context awareness (e.g., when user decision is 
required)); 

• Critical situation management (e.g., protocol-based 
collaboration, i.e., when agents recognize critical traffic 
situations, they can use corresponding predefined 
action plans for effective prevention/avoidance of these 
situations). 

 

IV. THE SOLUTION BASED ON GLOBAL UNDERSTANDING 
ENVIRONMENT 

The solution for UbiRoad challenges is based on results 
of SmartResource [8] and UBIWARE [10] projects. Their 
objectives were research and development of the large-scale 
environment for integration of smart devices, web services 
and humans based on Semantic Web and agent technologies. 
The projects belong to the Industrial Ontologies Group [17] 
research roadmap towards the Global Understanding 
Environment (GUN) [11, 12]. When applying Semantic Web 
in the domains of ubiquitous computing and smart spaces, it 
should be obvious that Semantic Web has to be able to 
describe resources not only as passive functional or non-
functional entities, but also to describe their behavior 
(proactivity, communication, and coordination). In this 
sense, the word “global” in GUN has a double meaning. 
First, it implies that resources are able to communicate and 
cooperate globally, i.e., across the whole organization and 
beyond. Second, it implies a “global understanding”. This 
means that a resource A can understand all of (1) the 
properties and the state of a resource B, (2) the potential and 
actual behaviors of B, and (3) the business processes, in 

which A and B, and maybe other resources, are jointly 
involved. 

According to GUN, resources (e.g., devices, humans, 
software components, etc.) can be linked to the Semantic 
Web-based environment via adapters (or interfaces), which 
include (if necessary) sensors with digital output, data 
structuring (e.g., XML) and semantic adapter components 
(e.g., XML to RDF). Agents are assumed to be assigned to 
each resource and are able to monitor data coming from the 
adapter about states of the resource, decide if more deep 
diagnostics of the state is needed, discover other agents in 
the environment, which represent “decision makers” and 
exchange information (agent-to-agent communication with 
semantically enriched content language) to get diagnoses and 
decide if any maintenance action is needed. Implementation 
of agent technologies and Multi-Agent Systems (MAS) 
within GUN framework allows mobility of service 
components between various platforms, decentralized 
service discovery, FIPA communication protocols 
utilization, and MAS-like integration/composition of 
services. 

Agent-based layer of GUN-based architectures (e.g., of 
UbiRoad middleware), in addition to the agents, which are 
the representatives of the resources of interest, includes also 
an agent managing the repository of roles and scenarios 
encoded in RDF-based Semantic Agent Programming 
Language (S-APL) [13], an agent managing the repository of 
reusable atomic behaviors (i.e., software components that 
agents can load if a scenario prescribes), and an agent 
managing the directory that facilitates flexible discovery of 
agents (and thus of corresponding resources). S-APL – is a 
hybrid of semantics (metadata/ontologies/rules) specification 
languages, semantic reasoners, and agent programming 
languages. It integrates the semantic description of domain 
resources with the semantic prescription of individual and 
collaborative agents' behaviors. 

A. Universal Adapters for UbiRoad 
Semantic adapters layer is one of the most important 

layers of GUN and UbiRoad architecture (see Figure 2). 
Ideally the adapter should be that kind of software that is 
able to automatically reconfigure itself for each new resource 
based on its declarative description. As a result of adaptation 
any parameters observed, measured or collected elsewhere 
about the resource will be available in the same semantically 
rich format (RDF-based) referring some shared ontology. 
We developed RscDF (Resource State/Condition Description 
Framework) as a subset of S-APL and an appropriate format 
for adapters output [14]. It extends RDF by making it more 
suitable for semantic annotation of dynamic and context-
sensitive data about the resources. It provides opportunity to 
put any RDF statement into context, which is described by a 
container of RDF statements. Appropriate schema also 
includes some specific properties able to describe dynamic 
and if needed multilayered context of statements. In [20] it is 
argued that there must be at least four categories of 
ontologies to represent and capture context-sensitive sensor 
data (devices ontology – to recognize different devices in the 
environment; context ontology – to model environmental 
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information; data ontology – to make uniform of data 
coming from different sensors; and domain ontology – to 
represent a specific domain, e.g., collaborative traffic). 

 

 
 

Figure 2. Semantic adapters for heterogeneous resources 
 

B. Reusable Behaviors for UbiRoad Components 
Behavioral layer is another important layer of GUN and 

UbiRoad and it is designed to make every domain resource 
proactive, which means able to autonomously behave 
towards achieving certain goals depending on its role in the 
domain. Such behavior depends on the nature and the type of 
the resource, its placement in the environment, relations with 
other resources, environmental parameters, etc. In UbiRoad, 
autonomy and proactivity of resources were implemented by 
means of software agents. The main challenge however was 
to avoid designing different agents for each of heterogeneous 
resources but implement just one universal behavior engine 
for an agent (to make it like an “artist”), which will be able 
to play any declaratively described behavior according to its 
current role. We require designing such reusable declarative 
behavior descriptions to be made with as minimal effort as 
possible and with maximal reuse of previously designed 
behaviors and their components when designing new ones 
(see Figure 3). Ideally the agent should be that kind of 
software that is able to automatically reconfigure itself for 
each new resource based on declarative description of this 
resource role in the domain or within some business process. 
We designed RgbDF (Resource Goal/Behavior Description 
Framework) as S-APL subset and a tool for semantic 
annotation of behavioral properties of the resource (goals, 
plans, roles, actions, intensions, etc.). It extends RDF by 
making it more suitable for semantic annotation of data 
about proactive and autonomous behavior of the resources 
[15]. The extension (in addition to the features provided by 
RDF, OWL and relevant reasoners) allows making explicit 
links from behavioral properties of proactive resources to 
appropriate atomic software components, which are intended 
to implement described behavior when appropriate. The 
roles (i.e., appropriate behaviors) of agents can be chosen 
and changed depending on current context of the situation, 

and this means that each agent should be able to download 
from some shared place the description of a new role 
whenever needed. Taking into account that some situations 
may be time-critical to react and that available semantic 
reasoners are not always able to provide decisions in real 
time (see analysis made in [21]), the UbiRoad solution 
allows (when appropriate) combining semantic reasoning 
(e.g., automated online generation of the actions plan in S-
APL and implementing it) with the plans compiled in 
advance and available as hard-written (e.g., in Java) reusable 
atomic behaviors [13]. 

 

 
 

Figure 3. Reusable behaviors for UbiRoad “actors” 
 

C. Coordination of UbiRoad Resources 
The coordination layer is the next important layer of 

GUN and UbiRoad architecture and it is designed to make 
every domain resource collaborative, which means on the 
one hand coordination of autonomous and proactive parts of 
this resource (which are also smart resources themselves) 
and on the other hand coordinate own behavior with other 
resources within an organization (or within a scenario, which 
involves several individual proactive participants as shown 
in Figure 4) towards achieving consensus between personal 
and collaborative goals.  

 

 
 

Figure 4. Reusable coordination scenarios in UbiRoad 
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We designed RpiDF (Resource Process/Integration 
Description Framework) as S-APL subset and a tool for 
semantic annotation of policies and metarules for controlling 
individual behaviors of the resources towards achieving 
collaborative goals. It extends RDF by making it more 
suitable for semantic annotation of collaborative behavior of 
the resources. The extension allows putting explicit 
constrains on individual rules, plans and utilized atomic 
behavioral software components, which are intended to 
implement corroborative goal-driven behaviors (scenarios) 
of the group of proactive resources (see Figure 4). It should 
provide ontologies and tools to design, share, reuse and 
integrate universal semantically-configurable scenarios for 
required coordination [16]. 

 

V. UTILIZATION OF THE UBIWARE PLATFORM’S 
FEATURES FOR UBIROAD 

 
UBIWARE (“Smart Semantic Middleware for 

Ubiquitous Computing”) has been developed by Industrial 
Ontologies Group (http://www.cs.jyu.fi/ai/OntoGroup) 
according to GUN vision. UBIWARE can be considered as a 
new software technology and a tool to support design and 
installation, autonomic operation and interoperability among 
complex, heterogeneous, open, dynamic and self-
configurable distributed industrial systems, and to provide 
following services for system components: coordination, 
collaboration, interoperability, data and process integration. 

The UBIWARE project was a major step in a longer path 
that aims to build GUN (Global Understanding 
Environment). That is, a platform or middleware that 
supports flexible integration of all kinds of resources that 
have not been a priori designed to be interoperable into new 
processes that have not been specified when designing the 
platform. The basic approach in development has been that 
of agile development – creation of a succession of prototypes 
with improving functionalities on every release combined 
with concrete use cases with companies. 

The version UBIWARE 3.0 of the platform (Spring-
Summer, 2010) appear to be a tool for creating and executing 
configurable distributed systems based on generalized and 
reusable business scenarios, which heterogeneous 
components (actors) are not predefined but can be selected, 
replaced and configured in runtime. Possible UbiRoad-
related scenario on top of UBIWARE 3.0 platform is shown 
in Figure 5. 

Extended version UBIWARE 3.1 (Summer-Fall 2010) is 
based on Cloud Computing architecture and provides both 
ontology-driven component- and scenario-based application 
design and configuration environment for the end-users and 
also platform-as-a-service to enable continuous run of the 
applications. 

Several innovative features, technologies and 
components of the UBIWARE platform are making it as an 
excellent tool to enable the UbiRoad vision and appropriate 
software implementation. Therefore we will provide more 
details about it within the following text. 

 
 

 
 

Figure 5. Abstract UbiRoad scenario implemented as a (self)configurable system on top of UBIWARE 3.0 platform 
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A. OntoNuts – Proactive Semantic Adapters 
OntoNuts [22] have been proposed as an ontology-based 

instrument to enhance complex distributed systems by 

automated discovery and linking external sources of 
heterogeneous and dynamic data and capabilities during 
system runtime. 

a) 

 

b) 

 
c) 

 

d) 

 

e) 

 
Figure 6. External (a) and internal (b) view on an OntoNut and examples of OntoNuts usage (atomic (c) and (d) and composite (e) OntoNuts) 
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An OntoNut can be seen from the two points of view and 

therefore it has two basic components: external and internal. 
External view to an OntoNut sees it as a tool for proactive 
advertising of capabilities of some external information 
(Figure 6 (a)) or service (Figure 6 (b)) provider. By such way 
each agent is able to actively advertise its capabilities 
(especially ones related to utilization of external services and 
databases) to other agents at the platform. Such 
advertisements generally include semantically annotated 
capability profile (presented in S-APL). Internal view to an 
OntoNut contains semantic description (S-APL) of the 
capability utilization plan for the agent with all needed 
information on how to access, invoke and monitor process of 
querying, executing and integrating of some external 
information sources or services. 

Figure 6 (c) (also d) shows example of the OntoNut, which 
has been designed to wrap the capability of some external 
database querying. Due to such OntoNut the agent who has 
direct access to the database and knows how to make 
appropriate queries to get information from it, now will be 
also able to advertise such capability to other agents and 
provide appropriate service for them.  

Interesting case is shown in Figure 6 (e) where complex 
OntoNut wraps two other OntoNuts and therefore is able to 
perform complex distributed query to two remote and 
heterogeneous (!) databases. 

OntoNuts can be either preprogrammed by system 
designers or automatically created by agents themselves. 
Possible general rule for an agent of automatic OntoNut 
appearance can be presented like below: 

IF  I have the plan how to perform certain complex or  
simple action or the plan how to answer complex or simple 
query… 

AND   {time-to-time execution of the plan is part of my 
duty according to my role (commitment) OR I am often 
asked by others to execute action or query according to this 
plan}… 

THEN I will create ONTONUT which will make my 
competence on this plan explicit and visible to others 

OntoNuts approach looks similar to the Semantic Web 
Services [18] however provides much more potential due to 
agent-driven proactivity of services (or service components) 
and data sources. Added value of proactivity for similar 
purposes has been described in [19]. 
 
B. 4i (For-Eye) – Visualization-as-a-Service 

4i (For-Eye) [23-24] is a smart ontology-based 
visualization technology able to automatically discover and 
utilize external visualization service providers and 
dynamically create and visualize mashups from external data 
sources in a context-driven way. 

 

 
 

Figure 7. For-Eye-Browser illustrated: Visualization-as-a-Service applied to ubiquitous objects 
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While OntoNuts are used for advertising, remote access 
and utilization of external capabilities (software or 
ubiquitous), 4i technology is applied to enable “Human-as-a-
Service” by providing both: interface from UBIWARE 
infrastructure to a human and vice versa. The key of 4i 
approach is that instead of designing human interfaces 
(which is quite labor-consuming task) for each needed 
combination of data sources, presentation, context, etc, it is 
proposed to utilize (reuse and integrate when appropriate) 
external interfacing software components acting as 
visualization service providers. Therefore slogan of 4i 
technology is “Visualization-as-a-Service”. 

The generic vision of future tool (4i Web Browser), 
restricted version of which is currently part of UBIWARE 
platform, is shown in Figure 7. Given URI of some resource 
(document, device, human, etc.) and the task is to visualize 
it. The selection of properties (to be shown) of the resource 
as well as the neighborhood of it depend on the context of 
the concrete viewer. Browser should be aware about the 
context (either by explicit provision of it from the user or by 
referencing to URI of some annotated reusable context 
published in the Web).   Also the configuration of the 
resource may be explicitly provided similarly to the context; 
and the policy applied to current visualization (which 
components or properties of the resource can be shown to 
such a user with particular access rights and which not). 
Finally appropriate visualization service will be discovered 

and utilized, which is able to show such kind of resources 
and their neighborhood on the screen (Figure 7).     

 
C. Smart Comments – User-Driven Configuration Tool 

Smart Comments – is smart ontology-based technology for 
end-user-driven control and configuration management of 
the application in runtime based on smart mapping of 
appropriate tags from natural language comments provided 
by a SW engineer and the source code. 

Via Smart Comments an end user (not a programmer) 
will be able to modify the business logic of an application. 
Figure 8 illustrates such possibility.  If S-APL programmer at 
the design phase leaves a Smart Comment (natural language 
description synchronized with the code through several 
configurable variables) attached to some S-APL construct 
(e.g. S-APL rule as shown at the picture), then the interface 
for this rule modification can be automatically generated and 
called during runtime by the end-user. S-APL modifications 
can be applied immediately to the constantly running system 
without stopping it. 

Therefore Smart Comments are serving both for 
documenting S-APL code (supported by UBIWARE engine) 
and for automatic generation of end-user interface for system 
reconfiguration whenever needed on the fly. 

 

 
 

Figure 8. Example of a Smart Comment and appropriate reconfiguration user interface 
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D. Semantic Blogging – Collecting Annotated History 

Blogging or collecting and publishing own history 
(usually by humans) is very popular feature of e.g. various 
Web 2.0 applications. Taking into account that UBIWARE 
and especially UbiRoad applications are supporting complex 
distributed business processes, which involve various 
components (humans, vehicles, devices, services, 
infrastructure, etc.), we assume that blogging may serve not 
only to humans but to other ubiquitous or software entities. 
Own history (especially semantically annotated one) 
collected by each system component can be later processed 

by various intelligent tools and useful patterns can be 
discovered and reused. 

In Figure 9, the semantic blogging is shown for the 
maintenance lifecycle management of a vehicle.   Integrated 
information from sensors, fault detectors, diagnostic software 
or humans, maintenance workers, etc., collected in timely 
fashion and automatically annotated provides valuable 
source of data for predictive maintenance of that particular 
vehicle and possibly of the same type of vehicles.  In 
UBIWARE, semantic blogging is agent-driven and all 
history data is represented in S-APL (i.e. can be processed 
and exchanged by agents).  

 

 
 

Figure 9.  Lifecycle of a semantic blog related to vehicle maintenance domain 
 

VI. UBIWARE: INNOVATIVE SOFTWARE 
ARCHITECTURE 

The UBIWARE Platform is a development framework 
for creating complex self-managed multi-agent systems in 
various domains (not only for the UbiRoad). It is built on 
the top of the Java Agent Development Framework 
(JADE), which is a Java implementation of IEEE FIPA 
specifications. JADE provides communication 
infrastructure, agent lifecycle management, agent 
directory-based discovery and other standard services. In 
UBIWARE, a multi-agent system is seen, first of all, as a 
middleware providing interoperability of heterogeneous 
resources and making them proactive and in a way smart. 
The central to the UBIWARE Platform is the architecture 
of a UBIWARE agent depicted in Figure 10 together with 

four main innovations behind it (approach, engine, 
language, OntoNuts).  It can be seen as consisting of three 
layers: the Behavior Engine implemented in Java, a 
declarative middle-layer (Behavior Models corresponding 
to different roles the agent plays), and a set of sensors and 
actuators which are again Java components. The latter we 
refer to as Reusable Atomic Behaviors (RABs). We do 
not restrict RABs to be only sensors or actuators, i.e. 
components concerned with the agent’s environment. A 
RAB can also be a reasoner (data-processor) if some of 
the logic needed is impossible or is not efficient to realize 
with S-APL, or if one wants to enable an agent to do some 
other kind of reasoning beyond the rule-based one. 
Current version of UBIWARE platform (see updates in 
[17]) contains a set of RABs and the libraries that 
simplify UBIWARE application development.  
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Figure 10.  UBIWARE agent architecture with four main innovations 
 

 
The middle layer is the beliefs storage in Semantic 

Agent Programming Language (S-APL), which is a 
Resource Description Framework (RDF) - based language 
integrating features of several kinds of tools: agent 
programming languages (like AgentSpeak and AFAPL), 
semantic reasoners (like CWM), querying languages (like 
SPARQL), business process description languages (like 
BPEL) and agent communication content languages (like 
FIPA SL). What differentiates S-APL from traditional 
APLs is that S-APL is RDF-based. This provides the 
advantages of the semantic data model and reasoning. An 
additional advantage is that in S-APL the difference 
between the data and the program code is only logical but 
not any principal. Data and code use the same storage, not 
two separate ones. This also means that: a rule upon its 
execution can add or remove another rule, the existence or 
absence of a rule can be used as a premise of another rule, 
and so on. None of these is normally possible in 
traditional APLs treating rules as special data structures 
principally different from normal beliefs which are n-ary 
predicates. S-APL is very symmetric with respect to this – 
anything that can be done to a simple statement can also 
be done to any belief structure of any complexity. 

Together with the main UBIWARE engine, an 
OntoNuts technology and OntoNuts engine have been 
implemented. OntoNuts technology tackles the problem of 

distributed querying in UBIWARE-based multi-agent 
systems. Due to it and based on the Open World 
Assumption (alternatively to e.g. BPEL with the Closed 
World Assumption), the OntoNuts engine is able to 
discover and automatically utilize (in a runtime) new 
services (capabilities) that have just appeared in semantic 
service registry or/and to easily connect external data 
sources and run distributed queries over them. The 
backward chaining algorithm was implemented to meet the 
platform-specific features and the language. The algorithm 
implementation is used in the planning of distributed 
queries. To support database connectivity, a special type of 
OntoNut called DoNut has been implemented that 
provides additional functionality to the user when dealing 
with the relational data sources. Special attention was paid 
to the mapping and transformation (adaptation) of the 
external sources. It is known that the Service Oriented 
Architecture (SOA) is an approach of integrating available 
enterprise applications in a flexible and loosely coupled 
manner to enable more sophisticated, complex and 
distributed applications. SOA is built on the notion of 
services (external capabilities, which are realizations of 
self-contained business functions). SOA is based on 
choreography and orchestration of services. Choreography 
is concerned with describing the external visible behavior 
of services, as a set of message exchanges, from the 
functionality consumer point of view. Orchestration deals 
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with describing how a number of services, two or more, 
cooperate and communicate with the aim of achieving a 
common goal. S-APL is a language capable to describe 
both choreography and orchestration (through OntoNuts) 
of external capabilities (data or functional services) and 
internal atomic capabilities (Reusable Atomic Behaviors) 
needed for designing and executing a complex business 
process. UBIWARE platform nowadays is such a 
middleware solution that combines the features of the 
application server, the semantic web platform and the 
agent-driven platform, where agent-driven semantic 
applications can serve end-customers with the high quality 
web-based GUIs, enhanced user-friendliness and 
responsiveness. The platform has become an application-
independent runtime environment, where special 
infrastructure agents take care of the platform itself, not of 
the applications being run on it. At the same time, the 
personal user agents have been introduced, thus making 
the platform user-oriented infrastructure for creation of 
various kinds of applications. Those applications have a 
freedom to use a web front-end, on-the-platform user 
management and other infrastructure or define their own 
platform components depending on the needs of the 
application. Latest architecture of the platform follows 
cloud computing paradigm combined with agent 
architecture, in which two groups of agents were 
identified. The first group includes the agents which are 
application-specific, whereas the second group gathers 
infrastructure agents providing services to those 
application-specific ones. 

 

VII. ONTOLOGY AND SEMANTIC INTEGRATION FOR 
TRAFFIC MANAGEMENT 

 
To enable interoperable scenarios on top of UBIWARE 

platform (written in S-APL) and seamless integration of 
external capabilities there is a need for shared domain 
ontology. To run UbiRoad application on UBIWARE, the 
Traffic & Mobility Ontology is being developed as 
collaborative effort of Industrial Ontology Group, VTT 
(Technical Research Center of Finland) and Cooperative 
Traffic ICT SHOK Consortium.  Due to complexity of the 
domain and heterogeneity of components, standards and 
actors there, such effort is a quite challenging task which 
will include: 

• Vehicles Ontology 
• Drivers Ontology 
• Infrastructure Ontology 
• Logistics Ontology 
• Organizations/Products/Services Ontology 
• Behavioral Ontology 
• Monitoring/Diagnostics/Control/Maintenance 

Ontology 
• Cooperative Scenarios Ontology 
• Policy Ontology (security, privacy, safety, 

economic, skills/demands, environmental, 
operational, institutional, personal, cultural, etc.) 

Ontology is especially important for the OntoNuts 
technology performance because it allows externalizing 
not only data sources, services and other capabilities, but 
also remote and heterogeneous systems as whole.

 

 
 

Figure 11.  Agent-mediated heterogeneous traffic management systems integration 
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In Figure 11 it is shown that services provided by remote 

traffic management systems (heterogeneous, distributed, 
“self-interested”) can be automatically advertised, mediated, 
utilized and integrated via agent-driven OntoNuts. 
UBIWARE platform in this case will act as kind of smart 
semantic “glue” linking and integrating remote systems as 
services according to user-driven scenarios. 

 

VIII. RELATED WORK 
 

The topics related to cooperative traffic, traffic 
management systems, smart traffic environments, driver 
assistance, etc., are quite popular nowadays. It would be 
quite challenging to observe all various approaches and 
solutions in these fields.  However not all of them recognize 
the needs and benefits, which semantic and agent 
technologies may bring to provide scalability, flexibility and 
interoperability for available solutions, systems and 
products. Lets observe few additional samples of research 
efforts, which are also basing their solutions on semantic 
or/and agent technology. 

The Intelligent Systems Group's (ISG) 
(http://www.ee.oulu.fi/research/isg) is trying to develop 
enhanced adaptivity and context-awareness for smart 
environments. The research specifically focuses on the 
creation of dynamic models that enable monitoring, 
diagnostics, prediction and control of target systems (living 
and artificial) or operating environments  making the 
environment adapt to the users, instead of making the users 
adapt to an environment. In [25] ISG present their work 
towards achieving context-awareness in mobile devices by 
combining Semantic Web technology with sensory data. 
They show that some context data pertaining to the user, 
such as location, time, and physical surroundings, is vital for 
the realization of intelligent maps able to reason on the 
sensory data with the help of appropriate ontologies and to 
utilize its inference output to achieve context-awareness. 

Researchers from AI & CS Lab, University of Porto, in 
[26] explored potential benefits of concepts such as visual 
interactive modeling and simulation to implement a 
cooperative network editor embedded in a collaborative 
environment for transport analysis. They argue that 
traditional approaches lack adequate means to foster 
integrated analyses of transport systems either because they 
are strict in terms of purpose or because they do not allow 
multiple users to dynamically interact on the same 
description of a model. They show that the use of semantic 
approach and a common geographical data model of the 
application domain enable different experts to interact 
seamlessly in a collaborative environment. 

Efforts of NEARCTIS (FP7-th Network of Excellence 
for Advanced Road Cooperative traffic management in the 
Information Society, http://www.nearctis.org/) focus on 
cooperative systems for road traffic optimization, and it 
covers a wider scope as it appears that cooperative systems 

have to be integrated into the whole traffic management 
systems. One of challenges they recognized is to provide 
means for sharing resources (data, experimental tools, 
bibliographical databases), organizing the spreading of the 
knowledge and research results, for which one cannot avoid 
utilization of Semantic Technologies.  

Deducing spatial knowledge for car driver assistance is of 
special importance for emerging Advanced Driver 
Assistance Systems. Such systems cannot rely only on in-car 
sensors infrastructure, but also require thorough 
environmental tracking. In [27] an approach is presented of a 
distributed ad-hoc infrastructure that collects and 
disseminates tracking data of environmental objects and 
allows ontology-based reasoning. It is shown that such a 
system can facilitate driver assistance based on spatial 
knowledge. 

In general, driver assistance system demands a common 
domain understanding for scene representation to enable 
information exchange between a vehicle and a driver. In [28] 
an ontology modeling approach is presented for assisting 
drivers through safety alerts during time critical situations. 
Designed Intelligent Driver Assistance System (I-DAS) 
manages appropriate alert parameter representation in XML 
format while the recognition and interpretation of a critical 
situation is done using ontology. Authors argue about the 
feasibility of combining the advantages of ontology with the 
reasoning power of logic-based languages. 

Researchers from Advanced Highway Maintenance and 
Construction Technology Research Center, University of 
California-Davis, are investigating issues related to 
transportation asset management and related infrastructure 
maintenance. In [29] they present their asset management 
solution based on combination of semantic models of mobile 
and stationary transportation assets with the visualization 
capabilities of Google Earth. Semantic models can represent 
complex relationships between diverse asset classes and 
Google Earth is used for visualization because of its 
accessibility to a wide range of users and ability to combine 
different types of data. The model defines stationary and 
mobile assets, and real-time traffic sensors. Results show that 
the developed semantic models facilitate integration of 
appropriate software and hardware systems. 

Vehicular traffic in modern cities makes our mobility 
there quite time and resource consuming. Therefore we 
expect from future traffic management systems significant 
savings of fuel and time if traffic control mechanism could 
be effectively discovered.  

In [30] the problem of real time traffic data availability 
and processing is handled by utilizing ubiquitous database 
and intelligent agents for traffic data management. 
Ubiquitous database provides automatic everywhere access 
to the data and so the called unique routing agent is used to 
handle the distribution of the database, route discovery and 
maintenance. The method has been simulated for the 
measurement of traffic related parameters (traffic load, 
occupancy and trip time). 

 

300

International Journal on Advances in Intelligent Systems, vol 3 no 3 & 4, year 2010, http://www.iariajournals.org/intelligent_systems/

2010, © Copyright by authors, Published under agreement with IARIA - www.iaria.org



IX. CONCLUSIONS 
In this paper, we approach the traffic-collaboration-

support problem from the semantic viewpoint. In other 
words, the semantic technologies have a two-fold value in 
UbiRoad. First, they are the basis for the discovery of 
heterogeneous resources and data integration across multiple 
domains (a well-known advantage). Second, they are used 
for behavioral control and coordination of the agents 
representing those resources (a novel use). Therefore, 
semantic technologies are used both for descriptive 
specification of the services delivered by the resources and 
for prescriptive specification of the expected behavior of the 
resources as well as the integrated system (i.e., declarative 
semantic programming). While the standard semantic 
technology is capable of effective description of static 
resources only, the UbiRoad is a tool for semantic 
management of content relevant to dynamic, proactive, and 
cooperative resources. The agent technology is extended by 
developing tools for semantic declarative programming of 
the agents, for massive reuse of once generated or designed 
plans and scenarios, for agent coordination support based on 
explicit awareness of each other’s actions and plans, and for 
enabling flexible re-configurable architectures for agents and 
their platforms applied for cooperative traffic domain. 
However, taking into account that the efficiency of semantic 
technologies and available tools for real-time applications as 
well as agent technologies (e.g., agent negotiation within fast 
developing situations) is still questionable, a smart way to 
combine semantic and agent approaches with efficient online 
data processing and automation tools would be reasonable. 

This paper is an extended version of conference paper [1] 
accepted for journal publication. 
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Abstract—Considering the design of universally designed in-
terfaces for static and dynamic web pages, this work focuses on
the group of users with cognitive/intellectual disabilities, while
simultaneously accounting for the needs of users with motor
and sensory deficits. A number of specific inclusive techniques
are applied to the login mechanism of a web service in the
course of the redesign of this site. The techniques evolve, i.e. are
tested, validated, and refined, over a series of implementation
iterations and subsequent evaluation, involving personas and
scenario testing, an expert panel, and user testing. The testing
shows that the web service’s resulting login mechanism is much
more universally accessible than today’s solution. Generically
applyable, universal design principles are derived for a number
of intellectual deficits, such as problems with linguistics (text and
language), learning and problem solving, orientation, focus and
attention span, memory, and visual comprehension.

Keywords-Cognitive disabilities; intellectual deficits; impairment;
deficiencies; accessibility; e-inclusion; universal design; user expe-
rience; web pages.

I. INTRODUCTION

Accessible web sites and online services is a topic of high
concern for industry, public actors, and research likewise.
However, people with sensory deficits are typically in focus
here, while motor and cognitive impairments often are given
less attention. This article concentrates on the latter, sometimes
also referred to as intellectual deficiencies, extending the work
presented in [1].

There is a strong rationale to address the topic of cognitively
accessible web pages. In 2006, roughly 22 million people in
the United States were counted to have cognitive disabilities
due to various reasons [2], while world-wide estimates for
2008 range as high as 400 million people [3]. These numbers
include the intellectual challenges typically encountered by a
number of elderly people with various degrees of severity.

The starting point for the project described in this article
was a case provided by the Norwegian public services provider
Altinn [4], involving a redesign of their site [5]. One of the
requirements for the new design and the new functionality
was to accommodate for people with cognitive challenges.
A detailed survey of all requests to Altinn’s help desk had
revealed that 33% of the users had problems with the login
process [6], and the service provider considered it a strategic
goal to reduce the number of help requests by developing a
new page design and an improved service architecture.

The paper is organized as follows. After an introduction
to relevant cognitive impairments (Section II), a brief review
(Section III) of related and previous work summarizes other

research, points at gaps to fill, and names this work’s con-
tributions towards these goals. Next, the status quo of the
current solution is detailed (Section IV) before the develop-
ment method is explained (Section V). This is followed by
the listing of generic design principles with a subsection for
each considered cognitive impairment (Section VI). This also
includes a discussion of the benefits for other user groups
as well (Section VII). After that, the prototype is presented
(Section VIII), with a special section on instruction videos
(Section IX). Finally, there is a general discussion regarding
the consequences of this work’s findings (Section X) before
the final conclusion is drawn.

II. COGNITIVE IMPAIRMENTS

Cognitive impairments can be defined as “(the) substantial
limitation of one’s capability to think, including conceptualiz-
ing, planning, sequencing thoughts and action, remembering,
interpreting subtle social cues, and manipulating numbers and
symbols” [2] and can appear at any age. Causes for these
impairments include prenatal fatal influences, injuries, and
mental illnesses. Basically, a person with cognitive challenges
has over-the-average difficulty succeeding with one or more
types of mental tasks.

There are several ways to classify cognitive disabilities. In
the context of this research it seems appropriate to distinguish
between a clinical-diagnostic and a functional approach. Clin-
ical diagnoses of cognitive disabilities include

• autism,
• Down Syndrome,
• traumatic brain injury (TBI),
• dementia,
• dyslexia,
• dyscalculi, and
• learning difficulties in general [7].

Clinical diagnoses are of course helpful and necessary from
a medical perspective, but for the purpose of accessibility,
classifying cognitive disabilities by functional disability is
more useful. Functional disabilities ignore the medial and
behavioral causes of the disability and instead focus on the
resulting abilities and challenges [7], [8]. It is also worth
mentioning that, naturally, any impairment can have various
degrees of severity, ranging from mild variants to extreme
cases. This vast range makes the universal design of web pages
very challenging, and it is obvious that even the most cautious
design cannot cope with all variants of impairments that exist.
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By looking at the aforementioned survey, areas of difficulty
with the previous solution could be identified. E.g., 27% of
the calls to Altinn’s help desk were related to finding the
right service, and 33% of all users had problems with the
login routine [6]. The close inspection of data also allowed
to classify user groups according to a particular deficit. For
instance, the cognitive requirement needed to find the proper
service is the ability to orientate in a website.

The following listing of impairments was identified as
relevant to represent the target group of users with cognitive
deficits.

• Linguistic (text and language)
• Learning and problem solving
• Orientation
• Focus and attention span
• Memory
• Visual comprehension

One of the most important objectives of the project was to
derive a number of principles for good web design concerning
these given target groups. This process started with a review
of related work.

III. PREVIOUS AND RELATED WORK, AND THIS ARTICLE’S
CONTRIBUTIONS

Works related to the topic of this project include an early
version of this paper which has been presented previously with
preliminary results [1].

In the design guidelines for web design for impaired users,
i.e., without a specific focus on the cognitively disabled, [9]
give a large number of detailed design instructions. [10] derive
a set of cognitive user characteristics based on neuroscience;
however, the work lacks concrete design suggestions. While
the [11] provides an exhaustive and detailed listing with
concrete design principles, it remains unclear how these are
justified with regard to the particular cognitive impairments
considered. The same applies to the work by [12], even though
this work is not equally detailed. Next, [13] presents a great
number of design suggestion with a considerable amount of
detail, and [7] lists a set of concrete design guidelines in a
tabular format and marks them as “applies to” with regard to
four major areas of cognitive challenge. On the downside, both
documents lack the justification for why particular guidelines
are derived. [14], [15] discuss cognitive accessibility with
regard to concrete examples and list some derived practical
design suggestions. The listings appear to be far from com-
plete, though. And last but not least, parts of the WCAG 1.0
[16] and 2.0 [17] specifications cover measures for cognitive
impairments, but only to a limited degree [18], [11], [14].

In contrast to the aforementioned research, the contribu-
tion of the present work is to derive generic design princi-
ples/guidelines for people with cognitive deficits from concrete
examples, and by means of testing and user studies. Moreover,
each guideline is associated and hence classified with regard
to a specific impairment. Also, in contrast to the cited works,

the focus here includes orientation problems as well, as they
seem to be very common (27%) with the given (Altinn) case.

IV. CURRENT SOLUTION

Figure 1 shows a screenshot of the current login solution
at the time of writing, which was the starting point for
the development of the inclusive design. It illustrates several
problematic areas, including those discussed below.

1) The grayed-out area on top shows inaccessible function-
ality, is irrelevant in the given setting, and does thus
not help users to focus on the login process below in a
satisfactory manner.

2) The user has to choose the preferred login method out
of a list of options on the middle left, such as password,
PIN code from mobile phone, and smart-card. There
may be too many list items to read for users with reading
deficits.

3) The little icon, which is placed after each list item,
and which symbolizes the security level of each login
method, is likely to confuse non-technical users and
those with problem solving challenges. It may further be
problematic for individuals with visual comprehension
deficits.

4) The main login part on the middle right of the page
consists of the fields for user input such as social
security number and password, and changes according
to the choice of login method on the left. The resulting
two-column layout of the page may be too complex
to understand for users with focus problems, and it
might also be problematic to those with attention span
challenges.

Also the screenshot of the “My page” shown in Figure 2, at
which the user arrives after the login procedure, shows a page
with a number of issues, including the following.

1) The page structure is rather complex and not easily
comprehensible. It is not straight forward to understand
why a particular piece of content is relevant for the user
to reach her goals, and how this content relates to other
content on the page. This is likely to confuse particularly
users with orientation problems and learning difficulties.

2) There is too much information to process, and there is a
lot to read for the user to understand the page structure.
This might be problematic especially concerning people
with dyslexia.

By way of conclusion, it appears the technical possibilities
are in the center of today’s solution. Content is grayed out
because it is a “cool” design effect, too many login methods
are presented because — among other reasons — they are
technically possible, the security level is shown, even though
it is only of interest to the minority of users, and parts of the
page are dynamically altered because it is technically possible
to embed all parts of one task in the same page. What is
needed is a solution which puts the human and his and her
needs into the center.

304

International Journal on Advances in Intelligent Systems, vol 3 no 3 & 4, year 2010, http://www.iariajournals.org/intelligent_systems/

2010, © Copyright by authors, Published under agreement with IARIA - www.iaria.org



Figure 1. Screenshot of the current login solution

V. METHODOLOGY

Among the objectives of the project were to build a pro-
totype for a new login solution with improved design and
functionality as compared to the current solution as specified
in Section IV. Another goal was to derive generic guidelines
concerning the design of web pages with regard to people with
intellectual impairments. It is simultaneously stressed that the
developed solution also accounts for the needs of individuals
with mobility and sensory deficits, as the user interface meets
the requirements of the WCAG 2.0 Recommendation Level
AA.

The design guidelines were formulated as hypotheses, im-
plemented in the prototype, and tested for verification. The
guidelines are naturally influenced by the results of user
testing in other previous projects of our research team. The
implementation was refined in several iterative cycles to reflect
the feed-back from each evaluation phase.

There were multiple types of evaluation: First, different
persona profiles helped to speed up the implementation and
testing in the beginning of the development process. The fictive
characters, six in total, were given appropriate properties to
cover the spectrum of impairments of the target groups, such as
“has concentration difficulties”, “poor memorizing abilities”,
etc. They were associated with scenarios, allowing simple and
cheap cognitive walk-throughs by means of role plays and
methods like “thinking aloud”.

Second, when the prototype had reached a certain degree of
maturity, the evaluation was conducted by a panel consisting

of experts in accessibility, e-inclusion, and universal design.
The experts were presented walk-throughs while discussing
all aspects of the implementation and were able to provide
the latest feed-back from their research areas.

Third, while getting close to the prototype’s completion, a
minor user study with eight users representing the cognitive
target groups was carried out. The users had various cognitive
challenges, such as minor dementia, reading and writing
difficulties, focus problems, etc. The number of users was
bound by budget limitations. We believe, however, that viewed
as a complement to the personas and expert evaluation, the size
of the user study is reasonable.

Finally, all design recommendations were collected in an
online best-practices tutorial [19]. As the financing institutions
of the projects limited the target to the Norwegian market,
the tutorial currently comes in Norwegian only, but an En-
glish translation is planned in the long-term. Besides topics
addressing

• universal design,
• legal matters,
• cognition,
• on system planning, specification, implementation, and

evaluation,
• related recommendations, specifications, standards, and

standardization organizations,
• useful links and tools,
• glossary, and
• literature
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Figure 2. Screenshot of Altinn’s “My page” (partly in Norwegian)

the tutorial also lists the design guidelines with practical ex-
amples in Hyper-Text Markup Language (HTML), Cascading
Style Sheets (CSS) and JavaScript.

VI. DESIGN RECOMMENDATIONS

The following sections detail the identified design principles
or guidelines. They are meant as recommendations and “best
practice”. Neither of the principles below are listed in any
specific order. It is noted that a design measure for a particular
functional area may be in conflict with measures from different
functional areas, and it therefore happens in some cases that
opposite measures for different functional areas have to be
balanced against each other.

A. Text and language

Linguistic problems are difficulties with writing and in
particular reading larger amounts of text. A dyslectic may
represent this user group. There are no recent statistics, but
numbers for Norway from 2005 indicate that approximately
1/3 of the population have moderate to serious reading and
writing challenges [20], while other sources talk about 15-
20% of the population [21].

The following non-exclusive listing of design principles
accommodates linguistic problems.

• Short paragraphs with a reasonable amount of text
• Text in columns with a limited number of characters per

line. Concurrent research is yet inconclusive concerning

the optimum line length for highest comprehension [22],
but we believe that 60–100 characters is a reasonable
number.

• Short and concise sentences
• Avoidance of non-literal text, such as allegories,

metaphors, slang, and colloquialism
• Avoidance of technical expressions and expert talk
• As few abbreviations and acronyms as possible, and all

with proper explanation
• Use of short or non-compound words in languages were

single words can be assembled to longer words (such as
Norwegian and German)

• Enhancement of semantics by high-quality multimodal
content, e.g., symbols/icons, graphics/images, audio,
video (depending on the context)

• Textual content structured in short and easily compre-
hensive logical units like paragraphs and lists, preferably
with a heading in advance. Units easily separable from
the remaining content

• Choice among several languages for both international
and national sites

• Sufficiently long display of subtitles or help text in video
to enable slow readers to capture everything. It is of
advantage if the user can pause play-back, repeat a timed
media sequence, or alter the play-back velocity.

B. Learning and problem solving & orientation

Some individuals lack the mental flexibility to process
information and to apply knowledge in order to solve a
given problem. Combined with a low mental endurance, this
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typically results in frustration and a user turning away from
the task set out. After all, the vast majority of users seeks to
get things done with the least possible effort [23] and thus
expect things simply to work [24]. Many tasks which have to
be solved, such as login, are viewed only as an impediment
before the main objective beyond (for instance, filling out an
electronic tax statement form) can be accomplished.

Orientation difficulties are part of this class of problems. To
cope with these challenges, the design principles listed below
should be followed.

• Standard compliant, working solutions, tested thoroughly
and on a number of different platforms and user agents
(e.g., browsers) to ensure compatibility

• Choice among several alternatives, such as login methods,
to solve a task so that a user can pick the one she is most
familiar with. However, the number of alternatives should
be kept low, depending on the context.

• Multiple modalities for conveyance of content, and pos-
sibility to let the user decide upon the preferred modality.
An example is to accompany an instruction video by
showing a series of key frames from that video with
textual description conveying the same message

• Show only content relevant in a given setting to ease
orientation

• Common design conventions to make processes pre-
dictable, such as hovering effects for responsive user
interfaces, known technologies like drop-downs to com-
pact item listings, and for instance a top-bottom left-right
ordering of information in terms of relevance for users
with a Western background

• Consistent layout and functionality, to give a “learned
once, apply everywhere” effect

• Information about the process, like “what” (description),
“why” (reason) and “how” (clear instructions), as well
as informative error messages and showing potential
solutions to problems aim at supporting the process of
solving a particular task

• Provision of not only links to help and contact infor-
mation but also expert systems and demonstrations to
make the user’s threshold to seek help low enough, and
to enable them to help themselves

• Help and demonstration as specific as possible
• Content in logical units which are easily distinguishable

from each other
• Information about where in the hierarchy a user currently

is, the so-called bread crumb trail
• Responsive user interface, with hints for content and

functionality, such as so-called tooltips or other hovering
effects on buttons, links, and other page elements, con-
tinuation dots for listing extracts, dynamic mouse pointer
form depending on the underlying content, prefilled text
input fields, etc.

• Classification of large amounts of data with regard to
several criteria, with pointers for each classification, to
let the user make the preferred mental connection

• Personalized content and functionality in terms of user

profiles and sessions, which is essential for functionality
like the user’s “most used services”, “services used last
time”, and “self-chosen services”, as well as state of visit,
in terms of data like recognized user name and date and
time of last visit

• Ability to search the entire site in an intelligent manner in
order to quickly find exactly the information or resource
the user has been looking for, for those who prefer to
search rather than to navigate

• A 2-step method concerning the user’s approach to large
quanta of information is often helpful, where a simplified
view should be the default option, from which a link to
the high-level, i.e., complex, view should be provided

• A personalized “latest news” section, giving service status
information, and an update on changes since the last visit
and on current important issues

• Avoidance of lengthy scrolling, rather provision of links
to additional content

• Links leading to content on the same site should be
opened in the same window/tab as the current page. The
user should be informed before opening new windows or
tabs with content on external sites

C. Focus and attention span

Attention span refers to the ability to focus on what is
important at a particular point in time, and to be able to keep
that focus during a longer time period. Similar aspects are
one’s concentration ability and distractibility.

The design principles identified to accommodate attention
span deficits include the following items.

• Only content relevant in a given context, in particular no
display of grayed out, irrelevant content

• Use of static page elements, and avoidance of flashing
and scrolling elements

• Visual cues to draw the user’s attention, such as high-
lighting the active input field

• Larger processes split up into smaller logical chunks, each
of which can be solved with a low attention span

• Consistent layout and page structure in order not to
distract the user

• Modifications of the page after it has finished loading not
too far away from the center of the page to gain the user’s
attention

• Avoidance of long durations of timed media, such as an
audio clip or a video

D. Memory

Memory difficulties in general denotes the user’s ability to
recall what has been learned over time. Any memorizing type
can be affected, such as working memory, and short-term and
long-term memory. Important design principles accounting for
these challenges are listed subsequently.
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• Larger processes split up into several logical units/tasks,
each of which as brief and simple as possible, according
to the Divide-and-Conquer principle

• Reminders concerning the overall context (e.g., “You
want to fill out a tax form”), and explanation of the
particular context (“Therefore you have to login”)

• Information about the progress for a particular task, possi-
bly giving it a title as well (“Step 1 of 2: Login method”),
and proper instructions for what has currently to be done,
(“Choose how to login”) and what the requirements are
(“You will need ...”)

• Easy navigation within the process in order to give the
user the possibility to go to arbitrary parts of it and to
acquire information herself, for example by means of
navigation buttons, tabs, or a breadcrumb trail

• Sufficiently short play-back of timed media, depending
on the content

E. Visual comprehension

Some cognitive impairments cause difficulties in processing
visual information. This demands for the following non-
exclusive list of design principles.

• Use of several modalities to convey a particular message,
leaving it to the user to choose the form that best fits her
needs. Typical examples of modality sets are {text, still
image/graphic} and {text, audio/voice}

• Complementing of still images with offering animations
or video, and vice versa, i.e., offering the modality sets
{text, graphic, image animation} and {text, still image,
slide show, video}

• Voice accompanying a video for improved understanding
ability, as voice accompanying the visuals in a video
decreases the time needed for understanding

• Presentation of video content (and accompanying voice)
in a sufficiently calm manner to give users the time to
process the information given

• Screencasts showing a small region of interest instead of
the entire screen to allow users to differentiate between
the video and the actual page

For a discussion of instructions videos, it is referred to
Section IX.

VII. BENEFITS FOR OTHER USER GROUPS

Despite the fact that measures for different intellectual
deficits sometimes have to be balanced against each other, in
general not only a particular target group benefits from certain
design principles but rather the vast majority of users.

For instance, the set of design principles for an individual
with visual impairments greatly overlaps with the sets for those
with language and text difficulties and for those with visual
comprehension deficiencies. Next, the group of computer
novices shares a considerable number of design measures with
users known to have learning and problem solving deficits.

Computer novices are likely to have a limited amount of web
skills for problem solving and at the same time are untrained
regarding the specific problem. This leads to situations where
a user is overwhelmed by the technological challenge and
therefore lacks the ability to keep the overview, and to focus
on what is important in the process.

Tired users typically lack the ability to concentrate over
longer periods of time, so they can be categorized as having
attention span impairments. Another example is elderly people
who sometimes suffer from loss of short-term memory and
may have poor concentration skills. This is a compound
functional problem consisting of memory and attention span
deficits. Finally, even expert users and people with good web
skills may be facing challenges when they — being in a new
situation — are untrained for a particular task.

To sum up, the majority of design principles for a user group
with intellectual impairments helps other user groups as well,
and they often are useful for almost any user. This result is
consistent with other recent research [25]. After all, a user’s
cognitive abilities vary over time and typically depend on a
particular situation. For instance, consider the situation of a
car driver who must not let the eyes off the traffic. Any text
message must thus be read out loud to him, which corresponds
to the impairment blindness.

VIII. PROTOTYPE

The final login prototype comprises a number of pages,
including pages covering various login methods, a new portal
page, a personalized “My Page”, and a page demonstrating
screencast technology. A screenshot of the first step during
the login process is shown in Figure 3.

All pages and all page elements were checked (manually)
throughout the design process against all parts of the design
guidelines to ensure the inclusive result. And as already
mentioned, there were several iterative cycles in which the
requirements specification and consequently the page design
were improved by the feedback from the evaluation phases.

It can be seen that all points of criticism, as expressed in
Section IV, have been addressed.

1) Only relevant content is shown.
2) The list of options has to been cut down from 7 options

to 4, while the remaining alternatives are “hidden” in a
drop-down element

3) The security icon has been removed entirely; instead, a
link to more exhaustive security information is provided
(in the right-hand “assistance” box). Also, the status bar
(on top of the page) displays security information, such
as ’insecure connection’

4) The login process has been split up into 2 steps/pages
(of which only the first is shown in Figure 3); one where
the login method has to be chosen, and another one with
the main login part (which depends on the choice in step
1)
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Figure 3. Screenshot of the prototype’s first step out of two of the login process

The example illustrates also a number of other design
principles as well, such as the use of symbols/icons for fast
comprehension, buttons for quick navigation, easily separable
blocks of content, etc. User with orientation difficulties in
addition to low vision will benefit from a fluid/flexible page
layout where the page elements stay approximately in place
compared to each other when zooming into the page, i.e.,
when increasing font and image dimensions. This is also
an advantage when the user has a screen with only small
dimensions available. Figure 4 shows a combination of both
implications.

The prototype also includes a user-specific personalized
page which matches the “My page” of today’s solution as
mentioned in Section IV. A screenshot of this page is given
in Figure 5. In the prototype, we have addressed all issues
encountered previously, including the following.

1) Now there is a “clean” and simple page structure with
blocks of content which are easily distinguishable.

2) All content irrelevant in the given context has been
removed. Each content block is summarized by a concise
title. Icons are additionally used to convey the meaning
of associated text.

IX. INSTRUCTION VIDEOS

During the building of the prototype, there was a high focus
on multimodality to improve user interface and experience of

the old solution. This involved in particular the use of instruc-
tion videos or so-called screencasts, where an example user
shows and tells how to solve certain problems, e.g., the task of
logging in, by means of screen and voice recordings. Various
versions of screencasts were tested in several development
cycles with hearing impaired / deaf and in particular elderly
individuals in a subproject [26], and the design principles
found regarding cognitive deficits are the following.

• Subtitles and boxes with help texts not to far off the
screen’s middle to catch the user’s attention, and easily
distinguishable from the video content

• Marker / colored area around the cursor to draw the user’s
focus

• Particular regions of interest marked with for instance red
color

• The page with the screencast opening in the same
tab/window, and links for navigating back from the
screencasts

A number of other principles, e.g., “textual” (Section VI-A)
for text and subtitles, “memory” (Section VI-D) for length of
the video, and “visual” (Section VI-E) for the region of interest
apply as well for screencasts. Other principles found mainly
address the needs of people with sensory (visual) deficits. They
are listed here for completion purposes.

• Yellow foreground on black background gives the best
visibility of text and image objects

• Offering of a variety of voice presentation concerning a
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Figure 5. Screenshot of the prototype’s personalized “My page”

speaker’s gender, pronunciation, and dialect

Another important finding is that the majority of users had
problems interacting with the (Flash) media player. I.e., a large
number of users was unable to play a video, stop it, replay it
if needed, invoke and leave again full-screen mode, etc. One
conclusion is that the controls of the media player remain to be
hinders in particular for people with cognitive challenges. As
the focus of the implementation was on open technologies like
international web standards, it has been viewed as outside the
scope of the project to modify the proprietary code of Adobe’s
Flash media player.

X. DISCUSSION

Concerning the development of static and dynamic web
pages, the remedy is to consider intellectual impairments
throughout the entire design chain for the system to be built,
consisting of

• requirements formulation,
• system architecture and design,
• implementation and integration, and
• testing, evaluation, and verification.

The aim must be to build cognitively accessible solutions, to
give users the possibility to participate in the technological
progress, and to achieve a stronger market impact of the
product or service.

Next, the complexity and heterogeneity of the group labelled
cognitively impaired must not be underestimated. As we have

seen, cognitive impairments can arise in several ways, and they
can affect many aspects of human function. However, some
impairments affect only some functions, not others. This has
consequences for the design of ICT for these groups. We find
that our results correspond with [27] who underscores in a sur-
vey of the research in the field, that “one size does not fit all”.
For example, the principle of simplicity can be recommended
on a general level, as we know from other research that most
users disapprove complex web pages. However, when applied
to specific groups in specific contexts, we will find that a
feature or interface solution that one user may find simple,
would be too difficult for another. Accordingly, we must avoid
defining “simplicity” in general terms and instead understand
it in terms of the cognitive skills and capabilities of the actual
user and user groups.

Likewise, when it comes to practical interface design, “most
users do better with wider interfaces, but some may do better
with narrower interfaces” [27]. We must therefore be careful
in the formulation of design recommendations to account for
the diversity all user groups. This is particularly pertinent
for the development of universally designed solutions where
there must be an increased focus on utilizing the potential for
developing flexible, personalized, and customized solutions.
Successful solutions of the future must be adapted to the
individual needs and capabilities of each single user. Actual ac-
cessibility and usability cannot be reduced to specific features
and interface affordances. Our list of recommended design
principles is hence not exhaustive and must be applied within
an appropriate framework that provides individualization and
personalization.
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Figure 4. Screenshot of the prototype’s login process with narrow page
dimensions and a zoom factor of ca. 150%

XI. CONCLUSION AND OUTLOOK

The login process of an existing website has been made
more accessible and usable concerning users with intellec-
tual deficiencies, and in particular with linguistic, learning
and problem solving, focus and attention span, memory, and
visual-comprehension challenges in mind. Additionally, and in
contrast to other work, the topic orientation problems has been
addressed.

A number of generic accessibility principles was derived for
each deficiency, and these principles were implemented in the
improved login solution. This work aims hence at basing the
heuristics and educated guesses typically given in the literature
on concrete examples. The prototype has undergone several
iterations with various testing, including personas, experts, and

user feedback. The final testing results show that the prototype
provides a solution which suits the needs of the target group
much better than today’s solution.

Concerning future work, future international standards/re-
commendations should reflect the knowledge about cognitive
deficits and technical remedies regarding static and dynamic
web pages in their technical recommendations.
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Abstract—Policy-based Autonomic Management monitors a
system and its applications and tweaks performance param-
eters in real-time based on a set of governing policies. A
policy specifies a set of conditions under which one or more
of a set of actions are to be performed. It is very common
that multiple policies’ conditions are met simultaneously, each
advocating many actions. Deciding which action to perform
is a non-trivial task. We propose a method of diagnosing
the system to try to determine the best action or actions to
perform in a given situation using Abductive Inference. We
develop an original method of building a causality graph to
facilitate diagnosis directly from a set of policies. We propose
two alternate methods of ranking diagnosis hypotheses based
on their likelihood of success. Performance of the diagnosis
method is evaluated within an autonomic management system
monitoring the performance of a LAMP (Linux, Apache,
MySQL, PHP) server being governed by the manager. The
performance of the diagnosis method is compared against
previous methods used by an existing autonomic manager. The
results are favourable when compared to previous methods
of action selection and to the server running without the
autonomic manager. A walkthrough of an example experiment
using diagnosis is presented to gain additional insight into the
method.

Keywords-Autonomic Computing; Policy; Policy-based Man-
agement; Diagnosis; Adbuction

I. INTRODUCTION

Autonomic Computing represents an effort to make dis-
tributed, highly interconnected and interdependent systems
into self-reliant systems, capable of configuring, optimizing,
healing and protecting themselves [1]. Taking a naming cue
from the human autonomic nervous system, the motivation
behind autonomic computing is to relieve the massive strain
on human Information Technology workers from managing
and configuring large systems. The task of installing, config-
uring, and micro-managing these systems needs to be passed
on to the system itself, leaving only high level goals and
objectives to be specified by human operators.

Policy-based Autonomic Management aims to fill one
piece of the Autonomic Computing vision, by automating
the configuration and optimization of several applications
running together, in real-time. Performance metrics are mon-
itored for running applications, and configuration parameters
are tweaked in real-time to match the current environment
and workload [2]. The goal is to achieve some Quality of

Service (QoS) objectives [2]. The knowledge used to decide
what to change and when to change it is stored within a
set of policies. The primary type of policy in use in current
autonomic management systems is the action policy (also
called obligation or expectation policies) [3]. An action
policy specifies actions for a manager to perform given that a
specific set of events or conditions are present [2]. When the
conditions of a policy are true and action should be taken,
the policy is said to be violated.

In a system containing multiple policies governing the be-
haviour of the autonomic manager, multiple policy violations
advocating many different actions are not only inevitable but
are in fact commonplace. The violation of multiple policies
may be the result of several discrete problems, or a single
problem manifesting itself in several locations. Determining
which action to perform out of the set of all actions available
is a non-trivial decision [4]. Current work on selecting an
action in such a situation has attempted to assign weights
to actions based on a number of factors, and then execute
the action with the highest weight. We propose to use
abductive diagnosis [5] to try and determine the best action
to perform. Abductive diagnosis uses knowledge of causal
relationships between problems and causes to hypothesize
about the specific cause or causes of a given set of problems
[6]. This knowledge can be modeled in a bipartite graph.
We introduce a method of building such a graph using the
policies themselves, with no modifications or other input
required. We then test this method by implementing it in an
existing Autonomic Management tool.

The remainder of this paper is organized as follows:
In Section II we examine related work in Policy-based
Autonomic Management and Diagnosis. In Section III, we
discuss an Autonomic Management tool, called BEAT, in
which we have implemented our diagnosis work. Section
IV describes the current method of policy action selection.
In Section V, we introduce Abductive Reasoning and Di-
agnosis. In Section VI, we propose a method of applying
Abductive Diagnosis to Policy-based Autonomic Manage-
ment. In Section VII we describe the implementation of
the method as well as our experiments, and present some
results in Section VIII. Section IX presents an illustrative
example of the diagnosis method in action. Finally, Section
X provides conclusions and some thoughts on future work.

313

International Journal on Advances in Intelligent Systems, vol 3 no 3 & 4, year 2010, http://www.iariajournals.org/intelligent_systems/

2010, © Copyright by authors, Published under agreement with IARIA - www.iaria.org



II. RELATED WORK

Work in Policy-based Autonomic Management focuses on
both the manager and the policy language itself. One such
language is Ponder [7], an object-oriented, declarative policy
language. It is designed as a generic language that can be
used in a number of different implementations [7]. AGILE
[8] is another policy language, designed for flexibility and
to provide run-time adaptation of policies. It has been devel-
oped as part of a larger policy-based autonomic management
system. Lymberopoulos et al [2] have developed a policy-
based framework in which policy adaptation is the key focus.
The authors construct a framework for network services
management, with policies capable of being dynamically
adapted to meet a changing workload and environment [2].
Other policy languages include PDL (Policy Description
Language) from Bell Labs [9] and CIM-SPL (Common
Information Model Simplified Policy Language), which is
from the DMTF (Distributed Management Task Force) and
is part of their larger CIM [10].

Abductive logic has been used in policy conflict detection
by Bandara et al [11]. In this method, conflict detection
is done prior to execution on a formalized version of the
policies. Other work on diagnosis in autonomic computing
has developed outside of policies, and has focused on
determining the component that is the root cause of a given
problem using machine learning methods. Duan and Babu
[12] developed a system called Fa which monitors a large
number of system metrics and performs diagnosis using a
learned classifier. The classifier is learned via supervised
learning by annotating sets of system metric values with
failure states. Ghanbari and Amza [13] combine models for
anomaly detection on individual components together into
a single belief network, modelling the structure and causal
relationships of components. Learning based on observing
injected faults is performed to refine the model and the
probabilities associated with the causal relationships. Also,
the individual models used to detect component anomalies
must be trained.

Previous work on diagnosis has not considered the use of
policies. Our approach to diagnosis therefore differs from
previous work in that it focuses specifically on diagnosis in
policy-based autonomic management. We make use of the
structure and content of the policies themselves, thus making
our approach domain independent.

III. BEAT AUTONOMIC MANAGER

The diagnosis algorithm has been implemented in a
previously developed Autonomic Management tool, called
BEAT (Best Effort Autonomic Tool). BEAT is a policy-
based autonomic management framework, described in [3],
[4]. Policies are used to specify how the management is
performed as well as how the manager itself operates.
The BEAT management system knows how to monitor
and manipulate the system, and the policies provide the

necessary rules to dictate how such manipulations should be
carried out. These are low-level policies specifying specific
actions to be taken under specific circumstances. Individual
monitored system and application metrics are used to de-
termine the situation (conditions) and actions consist of the
modification of specific tuning parameters.

expectation policy RESPONSETIMEViolation
if (APACHE:responseTime > 2000.0) &
(APACHE:responseTimeTREND > 0.0) then

AdjustMaxClients(+25)
test MaxClients + 25 < 501 |

AdjustMaxKeepAliveRequests(-30)
test MaxKeepAliveRequests - 30 > 1 |

AdjustMaxBandwidth(-128)
test MaxBandwidth - 128 > 128

end if

Figure 1: Pseudo-code Response Time Policy

A single policy, or policy rule, consists of two main
components: A set of conditions, and a set of actions. Figure
1 shows a pseudo-code version of a typical policy in BEAT.
This policy describes what should occur when the response
time of a web server exceeds a certain threshold. Note that
this is only a representation of a policy. Actual policies in
BEAT are not written in this way, and are instead built in
a GUI and stored within a relational database. The policy
essentially states that given that these conditions hold true,
one of these actions should be performed (if CONDITIONS
then ACTIONS).

Policy conditions compare some system metric to a
value using a specified operator, and can be com-
bined using standard logical operators. A single condi-
tion is not unique to one policy, but can be contained
within several policies within the system. In Figure 1,
the conditions are APACHE:responseTime > 2000.0 and
APACHE:responseTimeTREND > 0.0. In these cases, the
metrics being monitored are the response time of the Apache
web server and the recent trend of the response time.

Policy actions specify some system or application pa-
rameter to be modified in response to the violation of the
policy. For example, in Figure 1, AdjustMaxClients(+25) is
an action modifying the Max Clients parameter of Apache
by increasing it by 25. The action may also contain a
test that must be performed and passed before execution.
This could be used, for example, to prevent modifying
a value beyond some hard upper and lower bounds. The
AdjustMaxClients(+25) action is associated with the test
MaxClients + 25 < 501, thus enforcing an upper bound
of 500 on the Max Clients parameter. Again, a single action
may be advocated by multiple policies. In addition, a policy
will specify a list of actions, with the implication that only
one should be executed, but not all. The decision as to which
action to execute falls on the Autonomic Manager itself.

The BEAT Autonomic Manager consists of several com-
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Figure 2: BEAT Autonomic Manager Architecture [3]

ponents which interact with each other to provide the full
management functionality. Figure 2 [3] shows the general
architecture of the system. Monitor components (labelled
M) monitor the state of the system and running applications
being managed, and forward this information to the Monitor
Manager. The Monitor Manager aggregates and processes
this information, and generates events which are sent to the
Event Handler. This component then determines if the events
are of interest (if they represent a violation of a policy), and
forwards events to the Policy Decision Point (PDP). The
PDP uses the policy information to determine what, if any,
action should be taken. Actions to be executed are then sent
to the Policy Enforcement Point (PEP), which is responsible
for executing the action. The PEP determines if the action
can be performed, and if so, forwards it to an appropriate
Effector component (labelled E), which performs the actual
modification to system and application parameters. Policies
and other information are stored in the Knowledge Base
and manipulated via a Policy Tool. The Event Log records
previous events.

IV. POLICY ACTION SELECTION

In a system containing multiple policies governing the be-
haviour of the autonomic manager, multiple policy violations
advocating many different actions are not only inevitable but
are in fact commonplace. The violation of multiple policies
may be the result of several discrete problems, or a single
problem manifesting itself in several locations. Determining
which action to perform out of the set of all actions available
is a non-trivial decision [4]. There are a few ways in which
an action can be selected. One possibility is to simply select
the first action that arises, which is essentially an arbitrary
selection. This method takes nothing into account in its
decision making, leaning heavily on the expertise of the
policy designer, and therefore seems to be a poor choice.

Another option is to weight policies and actions based on
some criteria. Possible criteria include [4]:

• The severity of the violation, which refers to how far a
threshold value on a metric has been exceeded.

• Manually assigned weights on policy conditions.
• The advocacy of the action, which refers to the number

of violated policies advocating the same action.
• The specificity of the policy, which refers to the number

of conditions used to trigger the policy, assuming that
policies containing more conditions should be dealt
with first.

These criteria and others can be used separately or in
combination to provide some guidance in the action selection
process. These criteria are based on intuition, and it is
unclear how well they choose the best action to execute. An-
other possibility is to employ machine learning techniques
to learn the “best” action to select in a given circumstance,
based on previous experience [14], [15]. Again, this could
be used in conjunction with other techniques to improve the
action selection mechanism.

If an incorrect action is selected and taken, not only is
time wasted before the correct action can be selected, but
the modification of application tuning parameters that should
not have been modified may cause further problems. This
makes action selection a key problem in the performance of
an autonomic manager.

V. ABDUCTION AND DIAGNOSIS

Abductive reasoning is an alternative to deductive and
inductive reasoning. This form of reasoning most closely
resembles how a human diagnoses problems. Let us say that
a problem consists of a set of rules, a specific case, and a
result that occurs given the two. In abductive reasoning, we
have the set of rules and the result, and we hypothesize
about the specific case that is causing the result [6]. For
example, if a doctor is diagnosing a patient, the set of
symptoms experienced by the patient would be analogous to
the result and the doctor’s medical knowledge would be the
set of rules. The doctor’s diagnosis as to what the potential
ailments the patient could have would be the set of specific
case hypotheses. Note that unlike deduction and induction,
we do not arrive at a definitive decision or conclusion; we
can only build hypotheses representing what the specific case
might be [6].

Peng and Reggia [6] present a formal method of rep-
resenting and diagnosing an abductive reasoning problem.
Given a set of disorders representing underlying problems,
a set of manifestations representing observable symptoms,
and knowledge of the causal relationship between the two,
adbuctive methods can be used to build a diagnosis. This
can be represented by a graph, which we will call a Causal
Network, containing both the disorder and manifestation
sets. An edge from a disorder to a manifestation indicates
that the disorder may cause the manifestation, although
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Figure 3: Causal Network Example (based on example from Peng
and Reggia [6])

it is important to note that it may not. A disorder can
cause multiple manifestations, and a manifestation may be
caused by many different disorders. Given a set of currently
present manifestations and the causal network, diagnosis
can be performed to build a set of hypothesis disorder sets
that could explain the manifestations. It is impossible to
guarantee that a definitive diagnosis can be obtained. The
best that can be achieved is the construction of a set of
hypotheses. Each hypothesis contains a set of disorders that
fully explain the present manifestations, but determining
which hypothesis is correct or even which hypotheses are
more likely to be correct is a non-trivial task.

A simple example is given in Peng and Reggia [6]
describing a causal network for the diagnosis of automotive
problems. It uses a small set of disorders and manifestations
and presents the causal associations between them that form
the causal network graph. The disorders include battery
dead, left headlight burned out, right headlight burned out,
and fuel line blocked. The manifestations are engine does not
start, left headlight does not come on, and right headlight
does not come on. Figure 3 shows the causal network
for these disorders and manifestations, including the causal
associations between them.

A cover of a given set of present manifestations is a
set of disorders such that each present manifestation can
be caused by at least one disorder in the set. Each cover
represents a single hypothesis solution, giving one potential
explanation for the manifestations. Peng and Reggia [16]
suggest that simpler covers are more likely to be true than
complex ones. It is then these simple covers that we wish to
find when diagnosing a problem. There are several different
suggested criteria for judging the simplicity of a cover. A
single-disorder cover is a cover that consists of only a single
disorder. An minimal cover contains the minimal number of
disorders required to cover all present manifestations. An
irredundant cover is a cover where each disorder causes at
least one manifestation that no other disorder in the cover
causes. A relevant cover is a cover that contains no disorders
that are not a cause of at least one present manifestation.
These criteria create increasingly broad sets of covers as
we move from single-disorder to relevant covers. The set of

single-disorder covers for a set of manifestations is a subset
of the set of minimal covers, which is a subset of the set
of irredundant covers, which is finally a subset of the set of
relevant covers.

Of these criteria, irredundancy seems intuitively to be the
best choice. Single-disorder covers are unnecessarily restric-
tive, and clearly insufficient in situations where more than
one problem (disorder) can occur simultaneously. Minimal
covers are also too restrictive, as it is easy to imagine
a case where a minimal cover is clearly not the most
likely explanation of the manifestations. For example, in
medical diagnosis, a minimal cover may consist of a single
rare disease, where another cover may exist containing two
common diseases. Clearly the minimal cover is less likely
in this case. Relevant covers, on the other hand, represent
the other extreme in which far too many covers are accepted
as plausible. Irredundant covers will therefore be used for
diagnosis.

An algorithm has been developed by Peng and Reggia
in [6] to diagnose the problem by constructing the set of
all irredundant covers of the present manifestations. The
actual diagnosis algorithm, presented in Figure 4 is quite
simple. The algorithm starts with a set of hypotheses, and
is given the set of current manifestations. It then iterates
through each manifestation (in no particular order), revising
the hypothesis set each time to represent all irredundant
covers of the new manifestation as well as previously added
manifestations. Once all manifestations have been accounted
for, the algorithm is complete.

1: hypothesisSet = {∅}
2: while moreManifestations do
3: mnew = nextManifestation;
4: hypothesisSet = revise(hypothesisSet, causes(mnew))
5: end while
6: return hypothesisSet

Figure 4: Diagnosis Algorithm

The heart of the algorithm is the revise method. The
method, which accepts the current set of hypotheses as
well as the set of causes for the manifestation being added,
results in a new hypothesis set that contains all irredundant
covers of the set of manifestations that have been processed,
including the new one. It does this by first finding all
hypotheses in hypothesisSet that are also irredundant covers
of the new manifestation, and leaving them unchanged. It
then modifies any remaining covers so that they also cover
the new manifestation by adding new disorders to them.
Finally, any duplicate or irredundant covers created in the
last step are removed. Details of the algorithm and revise
method can be found in [6].

Let us return to our basic example of automotive diagnosis
from [6], illustrated in Figure 3, and take a high level look
at the diagnosis algorithm in action. Let us say that we
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are currently observing all of the possible manifestations,
that is, engine does not start, left headlight does not come
on, and right headlight does not come on. We start with
an empty hypothesis set in line 1 of the algorithm, and
lines 2 to 5 proceed to loop through each presently observed
manifestation, one at a time. The first manifestation, engine
does not start, is retrieved in line 3. Line 4 revises our
current hypothesis set, which is empty, by including the
causes of engine does not start, which are battery dead and
fuel line blocked. This results in a set of two hypotheses,
namely, either battery is dead or fuel line is blocked.

Next we add the left headlight does not come on manifes-
tation, and revise the hypothesis set with its causes (battery
dead and left headlight burned out). The revise method first
picks out battery is dead as a cover of both the original
manifestation and the new one, and decides to leave it in
the hypothesis set. Next, it modifies the second cover, fuel
line is blocked, so that it covers the new manifestation. This
is done by adding the disorder left headlight burned out.
Other covers are possible, but would not be irredundant. This
results in a new set of hypotheses, where either battery is
dead is true (which would cover both manifestations itself),
or fuel line is blocked and left headlight burned out are both
true.

Finally, we add the last manifestation, right headlight
does not come on, using its causes (battery dead and
right headlight burned out). This brings us to our final set
of hypotheses, which explains (covers) all three presently
observed manifestations. We still have only two hypotheses.
Either the disorder battery dead is true, which itself explains
all three manifestations, or fuel line blocked, left headlight
burned out and right headlight burned out are all true simul-
taneously. Both of these hypotheses are irredunant covers of
the set of presently observed manifestations. Logically, it
makes sense that given the manifestations, either the battery
is dead or the fuel line is blocked and both headlights are
burned out.

VI. MAPPING POLICIES TO A CAUSAL NETWORK

In order to perform diagnosis, a Causal Network contain-
ing potential disorders, manifestations, and their relation-
ships must be constructed. We do this based on existing
information contained within the set of policies governing
the Autonomic Manager, at run-time. In this way, diagnosis
can be used for action selection without requiring any extra
diagnosis-specific information to be added. This method of
bridging the gap between policies and abductive diagnosis
constitutes our main original contribution.

Each policy contains a set of conditions and a set of
actions. These conditions and actions are not unique, and
the same conditions and actions will be used by many
different policies. The manifestations can be derived from
the conditions, in that each condition is directly mapped
to a single manifestation. If the condition is true, then

the equivalent manifestation is considered present. Disor-
ders are derived from the policy actions, with each action
being used to build a single disorder. Since an action is
intended to correct some parameter that is thought to be set
incorrectly for the current environment and workload, then
that parameter being incorrectly set can be considered the
underlying disorder causing the manifestations. For example,
if an action specifies that the Max Clients parameter of the
Apache server should be increased by 25, then the disorder
derived from such an action would be Apache Max Clients
too low.

Associations between the generated manifestations and
disorders can be easily derived from the policies as well. If
a policy containing the condition used to derive a certain
manifestation also advocates the action used to derive a
certain disorder, then that manifestation could potentially
be caused by the disorder and should be associated with
it. Since conditions and actions are replicated across many
different policies, this method results in a fairly well con-
nected Causal Network. Diagnosis can then be performed
using this Causal Network, essentially finding the action or
actions that can potentially cause all present conditions to no
longer be true, thus eliminating all policy violations. Figure
5 gives a psuedo-code version of the algorithm.

1: disorderSet = {∅}
2: manifestationSet = {∅}
3: causalRelationships = {∅}
4: for all policies p do
5: for all conditions c in p do
6: m = Manifestation(c)
7: if m not in manifestationsSet then
8: manifestationSet += m
9: end if

10: for all actions a in p do
11: d = Disorder(a)
12: if d not in disorderSet then
13: disorderSet += d
14: end if
15: causalRelationships += (d, m)
16: end for
17: end for
18: end for
19: return hypothesisSet

Figure 5: Policy Mapping Algorithm

The size of the Causal Network depends on the number of
policies deployed in the system, and the level of redundancy
in the policy conditions and actions. To look at one extreme,
if each policy contains completely unique conditions and
actions, it will result in a graph with many nodes and very
few connections. If, on the other hand, the conditions and
actions are replicated throughout many different policies
(which is the usual case), the graph will have fewer nodes
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and be well connected. Even with a large number of policies,
the Causal Network will remain a simple bipartite graph, and
should scale well as the number of policies increases.

expectation policy RESPONSETIMEViolation
if (APACHE:responseTime > 2000.0) &
(APACHE:responseTimeTREND > 0.0) then

AdjustMaxClients(+25)
test MaxClients + 25 < 501 |

AdjustMaxKeepAliveRequests(-30)
test MaxKeepAliveRequests - 30 > 1 |

AdjustMaxBandwidth(-128)
test MaxBandwidth - 128 > 128

end if

expectation policy CPUViolation
if (CPU:utilization > 85.0) &
(CPU:utilizationTREND > 0.0) then

AdjustMaxKeepAliveRequests(-30)
test MaxKeepAliveRequests - 30 > 1 |

AdjustMaxBandwidth(-128)
test MaxBandwidth - 128 > 128

end if

Figure 6: Pseudo-code CPU Policy

Figure 7 shows an example Causal Network derived from
example policies in Figure 6. The CPUViolation specifies
actions to be taken to lower CPU utilization in the event that
it exceeds a threshold value of 85%. For simplicity in the
diagram, the Manifestation nodes that would be generated
for the trend conditions (APACHE:responseTimeTREND
and CPU:utilizationTREND in Figure 6) are omitted,
as they would be identical to the nodes derived from
APACHE:responseTime and CPU:utilization, respectively.
In the actual causal network, they would be present.

Since each action must pass an associated test before it
can be executed, diagnosis must generate a list of hypothe-
ses, with the first one that passes its associated tests being
executed. The set of all hypotheses obtained from diagnosis
must therefore be ordered from most likely to be effective
to least likely to be effective. The only ranking method
currently implemented is to sort the hypotheses based on
the number of disorders they contain. This can either be
done in ascending or descending order, causing the system to
favour either hypotheses containing fewer disorders or more
disorders, respectively. This translates to the system either
preferring to execute fewer actions when using ascending or

Figure 7: Policy derived Causal Network

preferring to execute many actions with descending.
Let us see how this causal network could be used for some

very basic diagnosis. Say that we observe the manifestation
Response Time > 2000ms. We can see that any of the
disorders could be the cause, that is, our set of hypotheses
includes three single disorder hypotheses (Max Clients Too
Low, Max Keep Alive Requests Too High, and Max Band-
width Too High). Now, let us say that we also observe the
manisfestation CPU Utilization > 85%, and update our set
of hypotheses using the causes of this manifestation. This
reduces our set of hypotheses to two, namely, Max Keep
Alive Requests Too High and Max Bandwidth Too High. You
may note that a hypothesis containing both Max Bandwidth
Too High and Max Clients Too Low, or both Max Keep Alive
Requests Too High and Max Clients Too Low would also
be a potential cover of the present manifestations. In both
cases, however, the disorder Max Clients Too Low would be
redundant, and we only wish to look for irredundant covers,
as discussed in Section V.

Hypotheses containing disorders must then be translated
back into something useful to the autonomic manager, that
is, a list of actions or sets of actions to perform. For each
hypothesis, each disorder contained within it is used to
look up the original action used to build the disorder. The
actions for a single hypothesis are grouped together, and if
executed, the entire group must be executed together, since
all disorders contained in the hypothesis are required to
cover the present manifestations. Using our example, the
two single disorder hypotheses of Max Keep Alive Requests
Too High and Max Bandwidth Too High would be translated
back into the actions AdjustMaxKeepAliveRequests(-30)
and AdjustMaxBandwidth(-128), as seen in Figure 6.

VII. EXPERIMENTS

The diagnosis action selection method was implemented
in the BEAT Autonomic Manager discussed in Section III.
Modifications to BEAT were made in the Policy Decision
Point (PDP) component, inserting diagnosis in place of the
existing method. We compared the diagnosis method to other
methods of selecting policy actions by configuring BEAT to
manage a web server, and measuring its performance under a
stressful workload. Performance is measured with the auto-
nomic manager using the action selection method previously
used in BEAT (describe in Section IV), with two variations
of the newly developed diagnosis algorithm, and with the
server running without intervention by the manager. Policies
are specified with the goal of maintaining specific response
time, CPU utilization, and memory utilization ranges, and
the methods of action selection can be compared on how
well they achieve these objectives. Service differentiation
will be used and controlled by the autonomic manager.
Incoming requests to the server are divided into three service
classes, namely, gold, silver and bronze, with gold being
given highest priority and bronze lowest.
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Figure 8: Experimental Setup

A. Test Environment

Figure 8 shows the basic setup of our experiments.
Server: The server machine hosts a web server running a

PHP bulletin board application [17]. The application makes
use of a database, also running on the server machine. The
server is a LAMP stack (Linux, Apache, MySQL, and PHP),
with the BEAT Autonomic Manager installed.

Clients: There are three client machines responsible for
generating the workload for the server. Each machine rep-
resents one service class, namely, gold, silver and bronze.
Requests sent by the gold machine are to be given highest
priority, and requests sent by the bronze machine are to be
given the lowest. In a real world implementation, requests
could be divided into classes based on a pricing plan,
importance as a part of a larger system, or some other
prioritization scheme. Load was generated using Apache
JMeter 2.3.4 Load Generator [18].

B. Systems Under Test

Four configurations will be contrasted with each other
to evaluate the performance of the diagnosis algorithm.
These include the system without the aide of BEAT, with
BEAT enabled and using the previously developed action
selection method, and finally with two different versions of
the diagnosis algorithm.

Policies Disabled: A base configuration with the BEAT
autonomic manager disabled, and with differentiated ser-
vices disabled (all requests are treated equally). This will
provide a frame of reference for judging the performance
improvement offered by the autonomic manager with each
form of action selection.

Weighted Actions: Section IV outlines a set of criteria
that can be used to guide action selection. These criteria,
(severity, specificity, weight and advocacy), are implemented
in BEAT [15] and combined together to determine a total
weight for each action, with higher weighted actions being
given priority. Details of this can be found in Bahati et al.
[15]. For the purposes of this experiment, we will refer to
this as the Weighted Actions method.

Diagnosis with Fewer Disorder Priority (Diagnosis -
Fewer): The first of the two forms of the diagnosis algorithm
is Diagnosis with Fewer Disorder Priority. The algorithm
itself for both forms is identical. The difference is in the
ordering of hypotheses. In this form, hypotheses containing
fewer disorders are ranked higher than hypotheses with more
disorders. Essentially, this makes the assumption that the
simplest hypothesis is most likely the correct one. In many
cases this will result in a single action being taken, but it is
not necessarily always the case.

Diagnosis with Many Disorder Priority (Diagnosis -
Many): This second form of the diagnosis algorithm re-
verses the ordering of the first. It makes the assumption that
taking multiple actions will be more likely to be successful
than taking a single action. As such, hypotheses containing
more disorders will be given priority over those containing
fewer. The diagnosis algorithm is otherwise unchanged from
Diagnosis with Fewer Disorder Priority. This will often
result in multiple actions being taken.

C. Measures of Performance

Four metrics will be measured to determine the relative
performance of each version of the Autonomic Manager.

• Apache Response Time (Server) - This is the response
time of the Apache web server as measured from the
server itself. This value is extremely important, as
it is the measure by which the autonomic manager
itself determines how well the server is performing.
It measures response time by continuously requesting
a single page from the web server and measuring the
time it takes to receive it. It does not use the KeepAlive
option, meaning that a new connection must be opened
for each request. It is also independent of the service
differentiation mechanism used for requests received
from external machines.

• CPU Utilization - This is the percentage of the CPU
currently in use on the server machine. This does not
refer to the amount of CPU being used by the web
server only, but rather the total CPU usage.

• Memory Utilization - This is the percentage of the total
memory that is in use on the server. Like the CPU
Utilization metric, this represents total memory usage
for the entire server machine.

• Client-side Response Time - This is the response time
as measured by the client machines. The time taken
to complete each request (from the time the request is
sent until the entire page has been received) is recorded.
These requests make use of the KeepAlive option,
meaning that requests sent by a single ‘user’ attempt
to re-use the same existing connection. The set of all
client-side request response times can be divided into
the three service classes (gold, silver and bronze) to
analyze the effects of service differentiation.
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D. Workload

All three client machines ran identical workloads, and
were started and stopped simultaneously. The workload was
designed to overload the system to a point where without
the aid of the autonomic manager, the CPU is running at
100% and server-measured response times are over the 2
second threshold. The workload started with a single thread
(or user), and ramped up linearly to a total of 25 threads (or
users) over a period of 8 minutes. Each thread continuously
performed a small loop consisting of a “think-time” delay
of 750-1250ms, and a request to a page randomly chosen
from 24 dynamic (PHP generated) pages offered by the
PHP Bulletin Board application running on the server. A
request included retrieving the HTML page as well as all
other resources (images, etc.) contained on the page. This
continued for one hour, at which point the test was halted.
Each thread used the KeepAlive option, thus attempting
to reuse its existing connection to the server as much as
possible to avoid reconnecting.

E. Policy Goals

The policies are designed in such a way as to maintain
certain performance objectives, or goals. These typically
consist of a threshold value on a measured metric within the
system. The duty of the autonomic manager is to achieve
these goals as best it can. These goals roughly translate
to the conditions of the policies. When the conditions are
violated, the policy actions are intended to attempt to push
the metric back under the threshold. Without going into
detail as to the specific policies and policy actions, the
following are the general goals of the set of policies used
in this experimentation:

• Apache HTTP server response time, as measured from
the server should be below 2 seconds.

• The CPU Utilization should be below 90%. If utiliza-
tion falls below 85%, then more CPU resources should
be used, if needed. Essentially, the system should make
use of as much CPU as it can up to the 90% threshold.

• Memory Utilization should be below 50%.
• Priority should be given to the gold, and then the silver

and finally the bronze service classes in that order.

VIII. RESULTS

The experiment was performed identically with each of
the four systems under test (Policies Disabled, Weighted
Actions, Diagnosis - Fewer, and Diagnosis - Many). Each
test was run for exactly one hour, and repeated a total of 5
times. Averages and standard deviations were calculated for
each run and averaged over the 5 repeats of the experiment.

Table I shows the metrics measured on both the server
and client machines. These include the response time of
the Apache web server (as measured by the mechanism
described in Section VII-C), CPU Utilization and Memory
Utilization. The values shown are the average values for an

Disabled Weighted Diag. Fewer Diag. Many
Apache Resp. 3336ms 1195ms 1031ms 1163ms

CPU Util. 98.3% 74.4% 82.5% 82.4%
Memory Util. 22.3% 24.6% 24.0% 24.1%

Gold Avg. 2182ms 1798ms 1389ms 1465ms
Silver Avg. 2228ms 4021ms 3920ms 3827ms

Bronze Avg. 2192ms 4742ms 5543ms 5239ms

Table I: Average Results

Figure 9: Apache Response Time Box Plot

entire run. The metric averages are then averaged across all
5 replications of the experiment. Figure 9 shows the Apache
Response Time data for all experiment replications as a box
plot, and figure 10 is a box plot the CPU Utilization for all
experiments replications.

Judging by the measured response times of the Apache
web server, we can easily see that the three tests performed
with the autonomic manager outperform the system with the
manager disabled. CPU utilization also comes down under
the threshold value, while memory utilization increases by
a trivial amount and stays well below threshold levels. The
response times for the three action selection methods are

Figure 10: CPU Utilization Box Plot
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Figure 11: Gold Response Time Box Plot

similar, with Diagnosis Fewer (favouring hypotheses with
fewer disorders, or fewer actions to take) beating out the
other two, which match up fairly evenly. Both variations of
the diagnosis algorithm also make better use of the CPU, as
outlined in the goals of our set of policies in Section VII-E,
without going over the 90% threshold.

The Gold, Silver, and Bronze response times in table
I are the client-side response times of the gold, silver,
and bronze client machines, respectively. Response times
experienced by the client machines show a different side
to the performance of the web server than those measured
by the server-side response time monitor. As mentioned in
Section VII-C, the server-side response time metric does not
use KeepAlive, while the client machines do. This means
that the server monitor needs to open a new connection
for each request, and as such potentially wait in a queue
again. Another difference comes from the effect of service
differentiation on the client requests. The most important
of the client response time measures is that of the gold
service class, as the silver and bronze classes should be
sacrificed to maintain its performance. The test is designed
to put the server under stress, and as such we should see
response times of the silver and bronze classes sacrificed
to maintain the performance of the gold class. Figure 11 is
a box plot of the Gold Class Response Time data for all
experiment replications. Both diagnosis algorithms perform
better than weighted action selection on gold response time,
as well as silver response time, with diagnosis favouring
fewer actions having the edge. Figure 12 shows the gold,
silver, and bronze response times for the system using the
diagnosis algorithm favouring fewer actions, for a single
repetition of the experiment. Service differentiation is clearly
visible in this graph, as the system keeps the gold class
consistent at the expense of silver and bronze.

Figure 13 compares the Apache response times for
weighted action selection and diagnosis favouring fewer

Figure 12: Client Response Times for Diagnosis Fewer

Figure 13: Apache Response Time

actions, for a single repetition of the experiment. The
graphed curves are Bezier curve approximations of the actual
data, in order to more clearly show the difference between
the performance of the two methods. A Bezier curve is a
parametric curve approximation of the data used to smooth
the data. The data shown is from a single experiment,
not averaged over all 5 repetitions, and represents results
consistent with all experiments.

Table II shows the same metrics as table I, except only
for the overload period of the experiment. That is, the ramp
up time to the maximum load of 25 clients per machine
(for a total of 75 clients) is excluded, leaving only the time

Disabled Weighted Diag. Fewer Diag. Many
Apache Resp. 3722ms 1300ms 1095ms 1247ms

CPU Util. 99.9% 78.0% 86.8% 87.2%
Gold Avg. 2333ms 1872ms 1398ms 1463ms

Silver Avg. 2365ms 4442ms 4387ms 4257ms
Bronze Avg. 2336ms 5404ms 6657ms 6233ms

Table II: Average Results - Max Load Only
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Figure 14: Apache Response Time Over Threshold

Disabled Weighted Diag. Fewer Diag. Many
Apache Resp. 290.30 14.94 11.19 16.19

CPU Util. 3.65 0.04 0.13 0.15

Table III: Server Metrics Area Over Threshold

period when the server was operating under maximum load
(75 clients total). The results are slightly different in value
to those of the entire run, but values in comparison with
each other remain consistent.

Another way to look at the data is to examine not the av-
erages but the amount of time the value is over the specified
threshold, and by how much. This can be done by calculating
the area of the curve over the threshold. Figure 14 shows
the measured response time of the Apache web server with
the manager disabled and with weighted action selection,
compared to the threshold value of 2000ms, for a single
repition of the experiment. The area between the threshold
value and the response time curve above it provides a useful
measure of how well the goals of the policies are being
achieved. Table III contains these values. The values shown
are averaged over the 5 experiment repetitions. The system
with the manager disabled exceeds the thresholds of both
Apache response time and CPU utilization far more than
with the manager enabled. Diagnosis favouring fewer actions
comes out on top yet again, with weighted actions and
diagnosis features multiple actions coming in second and
third, respectively. Note that since the units of response time
and CPU utilization are not the same, we cannot compare
directly between the response time and CPU utilization area
over threshold values.

IX. EXAMPLE RUN WITH DIAGNOSIS

To help illustrate how the autonomic manager behaves,
particularly when using the diagnosis algorithm for action
selection, we will take a look at an example experiment
run and go into some detail at a few points of interest. The
information examined is from a single experiment repetition,

Figure 15: Example Run with Diagnosis - Response Time

Figure 16: Example Run with Diagnosis - CPU Utilization

but is typical of all of the experiments. We will look at the
diagnosis algorithm favouring hypotheses with fewer disor-
ders (fewer actions to take). It is difficult to tell the direct
consequences of each decision made and action executed,
since a very large number of actions are executed throughout
the experiment and the workload is dynamic. Nevertheless,
some thoughts as to why the diagnosis algorithm performs
slightly better than weighted action selection can be derived
from such an analysis.

Figures 15 and 16 show the response time and CPU
utilization metrics for an example run of the system using
diagnosis favouring fewer actions. Four points of interest are
marked on each graph and explained in some detail, in order
from left to right (sequential order in time).

Point 1: The first violations occur at around the three
minute mark (180 seconds).

1) Apache Response Time Violation
2) Apache CPU without Response Time Violation
3) PHP Response Time Violation
4) MySQL Response Time Violation
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To begin with, this is an interesting combination of violation
events. The first, third and fourth violations are all triggered
by the same conditions, namely, the response time of the web
server exceeding 2000ms and having an increasing trend.
The difference lies in the set of advocated actions by each
violation. Each policy advocates actions related to a different
component of the system, namely, the Apache web server,
the PHP cache, and the MySQL database. What makes this
particular set of violations interesting is the second violation,
namely, the Apache CPU without Response Time Violation.
The conditions for this violation are CPU utilization above
90% and rising, and the response time of the web server
being below 200ms, a contradiction with the conditions of
the other policy violations. Clearly the response time cannot
be both above 2000ms and below 200ms. What probably
has occurred is that both states were present at some point
in the interval between the last time the policies were
checked for violations and this time. This interval during
these experiments was 10 seconds.

The diagnosis algorithm then attempts to build hypotheses
that can explain the situation we are seeing, even though
we know that these particular violations do not represent
a single snapshot of the state of the system, but rather
what has occurred over the last 10 seconds. This is not
necessarily a bad thing, as such seemingly contradictory
information may in fact lead the diagnosis algorithm to
finding a better solution by eliminating some extraneous
actions or even including actions that may not have been
considered otherwise. Whereas the weighted action selection
will select an action based on applying some importance to
each policy and each action independent of each other, the
diagnosis algorithm takes into account the entire situation
in its decision making. This may account for some of why
the diagnosis algorithm performs better than weighted action
selection.

The diagnosis algorithm builds the set of all possible
actions or sets of actions that can cover the given policy
violations. In this case, the first three are single actions that
cover every condition in each policy. Since in this example
the algorithm is favouring hypotheses with fewer disorders
(fewer actions to take), these single actions are ranked first.

1) Decrease the maximum number of clients in Apache
2) Decrease the maximum number of KeepAlive requests

in Apache
3) Decrease the maximum bandwidth, which compro-

mises the performance of lesser service classes to
maintain the performance of higher classes, with gold
being the highest and bronze the lowest.

Hypotheses indicating that more than one action should be
performed are ranked lower. An example of such a hypoth-
esis is one that advocates both decreasing the MySQL Key
Buffer size and increasing the cache memory available for
PHP at the same time. The ordering of hypotheses containing

the same number of actions is arbitrary, and is based on the
order in which the violations are given to the algorithm and
how the algorithm operates. It can be considered essentially
random. Nevertheless, actions are attempted in the order
they are sent to the PEP. In this particular case, the first
action (decrease the maximum number of clients) was not
performed because its associated test failed (the parameter
was already at its lowest possible value). The second action,
decreasing the maximum number of KeepAlive requests, was
performed.

Point 2: After the first set of violations, a large number
of the policy violation situations consist simply of the three
Response Time Violations.

1) Apache Response Time Violation
2) PHP Response Time Violation
3) MySQL Response Time Violation

Since all three of these violations share the same conditions,
the resulting diagnosis is simply a list of all actions advo-
cated by the three policies, because any of these actions will
cover all of the conditions of all three. Since the diagnosis
algorithm performs no ordering of the actions within itself,
it will build the same set of potential actions as the weighted
action selection method, except it will make no attempt to
determine which is more likely. As such, it will probably
make a similar, if not slightly worse decision. The tests
attached to the actions also make a difference in which
action is selected, as all tests for an action must pass before
the action can be executed. This means that several higher
ranked actions may be skipped before reaching an action
that can be performed, potentially neutralizing some of the
effect of ordering.

Point 3: Another common policy violation situation oc-
curs at the 417 second mark. At this point, we see a
combination of both response time related violations and
CPU utilization violations.

1) Apache Response Time Violation
2) PHP Response Time Violation
3) MySQL Response Time Violation
4) Apache CPU Utilization Violation
5) PHP CPU Utilization Violation
6) MySQL CPU Utilization Violation
7) Apache CPU and Response Time Violation

We have already seen the response time violations. All three
contain the same conditions but advocate actions related
to different components of the system. The three CPU
Utilization violations (4, 5 and 6) are similarly related.
All three have CPU utilization above 90% and an upward
CPU utilization trend as their conditions, but they each
advocate different actions. The Apache CPU and Response
Time policy violation is triggered by a combination of both
web server response time conditions and CPU utilization
conditions, and advocates actions to be taken in the case
that both the response time is above 2 seconds and CPU
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utilization is above 90%. This policy attempts to dictate
what should occur when more than one type of violation
exists, and the set of actions advocated by it is actually a
subset of the actions already advocated by the other policies.
Such a policy is essentially trying to simulate some sort of
diagnosis, and is likely rendered obsolete by the diagnosis
algorithm. Nevertheless, it is in use at the moment and taken
into consideration in diagnosis. The following is the list of
actions or sets of actions returned by the diagnosis algorithm.

1) Decrease the maximum number of KeepAlive requests
in Apache

2) Increase the cache size used for PHP pages
3) Decrease the maximum bandwidth
4) Increase the MySQL thread cache size and increase

the number of Apache clients
5) Decrease the maximum number of clients in Apache

and increase the MySQL key buffer size
6) Increase the MySQL thread cache size and key buffer

size
7) Decrease the maximum number of clients in Apache

and increase the MySQL query cache size
8) Increase the MySQL query cache size and thread

cache size
As before, hypotheses containing fewer actions to perform
are preferred. Only one of these will be executed, and they
will be attempted in the order listed. Again, the ordering
within hypotheses containing the same number of actions is
essentially random.

Point 4: At around the 59 minute mark another interesting
policy violation situation occurs.

1) Apache CPU Utilization Violation
2) PHP CPU Utilization Violation
3) MySQL CPU Utilization Violation
4) Apache without both CPU and Response Time Viola-

tion
We have already seen the three CPU Utilization policy
violations. The fourth, Apache without both CPU and Re-
sponse Time, indicates that response time is within normal
constraints (below 2 seconds), and that CPU utilization is
also below the violation threshold of 90%. Clearly, as we
saw earlier with response times, this contradicts the other
three policy violations, again most likely due to the 10
second window in which violations can occur before they are
processed. The question then becomes, how should this be
interpreted? This is by no means a trivial question. Should
the violations indicating that the CPU utilization is over 90%
be trusted or the one indicating that it is below be trusted?
In weighted action selection, one of these two options will
be chosen. With diagnosis, however, both options will be
combined to find some solution that satisfies both, thus
taking into account all of the information received. Such a
difference in approach may be at least partially responsible
for the improved performance of the diagnosis algorithm.

In this case, a set of four hypotheses is generated, each
containing two actions to perform.

1) Decrease the maximum number of clients in Apache
and increase the maximum bandwidth

2) Decrease the maximum number of KeepAlive requests
in Apache and increase the maximum bandwidth

3) Increase the cache size used for PHP pages and
increase the maximum bandwidth

4) Increase the MySQL thread cache size and increase
the maximum bandwidth

As before, the actions were attempted by the PEP in the
order shown, and in this case, the very first set of actions
passed its tests and was performed.

X. CONCLUSIONS AND FUTURE WORK

A diagnosis approach using adbuction has been proposed
to help the autonomic manager decide which action to take
in the case of multiple policy violations. The approach uses
the policies themselves to build a Causal Network, which
is then used to perform diagnosis. The diagnosis algorithm
was implemented in the BEAT Autonomic Manager [3] for
testing.

We examined the performance of a web server without
the aid of the autonomic manager, with the manager using
weighted action selection, and using diagnosis. From the
results presented here, we can conclude that the diagnosis
algorithm performs at least as well as the previous method of
action selection (weighted action selection). CPU utilization
for all three action selection methods stays below the thresh-
old, but the two diagnosis methods make use of more CPU
resources than weighted action selection, keeping closer to
the threshold. Diagnosis favouring multiple actions performs
similarly to weighted action selection, except on the actual
measured client response times, where it has an edge on gold
and silver service class response times. Diagnosis favouring
fewer actions beats out the other methods across the board,
although not by a significant margin. This indicates that the
use of the diagnosis algorithm to select an action in the
case of multiple policy violations makes better decisions
than the previously developed weighted action selection
methods, more closely achieving the overall goals of the
policies, that is, keeping metrics such as CPU and Response
Time within specified thresholds. Although the improvement
offered by diagnosis was minor, in a larger scale experiment
it may become more pronounced. Further experimentation
is required to fully evaluate the method.

The advantage that diagnosis favouring fewer actions has
over diagnosis favouring multiple actions seems to indicate
that simpler explanations of the given set of policy violations
(hypotheses containing fewer disorders) are more likely to
be correct, an example of Occam’s Razor [19]. The deci-
sion making advantage enjoyed by diagnosis over weighted
action selection may be due to the fact that diagnosis
essentially attempts to use all available information together
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to make a decision, while weighted action selection pits each
option against each other. This is a subtle yet potentially
interesting distinction.

The diagnosis method is not a strict alternative to
weighted action selection, and future work could investigate
the combination of these methods. The criteria for policy
and action weighting could be used to build probabilities
into the causal network. The policies themselves should also
be examined, as a simpler set of policies may be possible
when using diagnosis. Finally, in order to fully evaluate and
drive development of these techniques forward, some larger
scale implementation and testing is likely necessary.
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Abstract – The web-based transactions, web services,
and service-oriented platforms require appropriate
mechanisms to announce, select, and use different
services. A user is always under the dilemma of ‘use
and trust’ or ‘trust and use’ for different services
based on the notion of service reputation. The
interaction between every service provider and its
users is regulated by the service level agreement and
customer satisfaction feedback. The former is the basis
for the technical audit, while the latter subjectively
validates the user perception. Selection of a most
appropriate service by correctly invoking is a
challenge. This is due to the difficulties to correctly
expose proper way to invoke a service, to the variety of
services, from on-line services, software pieces, to
shopping, and to different invoker behavior. When
considering invoker feedback, service ranking based
on user perception, or based on recommenders’
statistics are relevant. A significant aspect is played by
service similarity. The paper presents a framework
and appropriate mechanisms to evaluate the
services/providers in the light of their respective direct
impact on user perception. To accurately evaluate the
feedback after service/product consumption, we will
refine the user profile by considering the dynamics of
the feedback. The approach we propose deals with
peaks in feedbacks. We consider quick negative and
quick positive feedback as well as late vs. early
feedback with respect to the time of the transaction.
We propose formal concepts used in selecting an
appropriate service. The paper presents adapted
approaches to select services based on distance and
similarity, and introduces a similarity taxonomy to
better tune various kinds of service invocation under
specific constraints, such feature relaxation, type of
similarity, context, and service ranking. Selection is
based on the feedback from the user. The proposed
model is used for building a selection algorithm that
allows variations on service invocation. The proposal
is validated through use cases.

Keywords – recommenders; reputation; dynamic
feedback; services similarity; temporal similarity; use
profiles, dynamic patterns.

I. INTRODUCTION

With the overwhelming amount of information,
products, and services available over the Internet, it has
become harder for the users to select the ones that fit
best their needs or requirements. First of all, it is too
difficult and time consuming to sort through hundreds
of items and select the needed one. Also, there is the
problem of trusting the provider for that item and not
only that, but trusting that the provider is offering a
product that meets the user’s requirements. In order to
assist the user in selecting the product or service that it
needs, recommender systems have been proposed.

Recommender systems (RS) have been the subject of
many studies and products over the last decade. The
term was first brought up by Resnick and Varian [1],
which, as mentioned in [2], it was mostly a replacement
for “collaborative filtering” proposed in [3].
Recommender systems are defined as systems that
collect ratings from users and then analyze the data to
produce recommendations to other users [4]. There are
several techniques used to generate recommendations,
but the main categories are Content-based Filtering
(CBF), Collaborative Filtering (CF), and Hybrid
approaches [5].

RS are important in electronic commerce, especially
for marketing [6] and they have been widely used in
order to attract and retain customers. The relation
between the loyalty of users and RS was studied in [7]
using data from Amazon.com. Their findings showed
that the presence of consumer reviews helps with
retaining customers and also attracting new ones. In
time, the business gains reputation, which usually
translates to increase in business. There are a few
challenges in optimally using the recommenders due to
the variety of user’s profile and its volatility and the
reputation of different service providers. For dealing
with these aspects, recommenders usually use product
rating, confidence in service providers, and regularly
update this information for an accurate suggestion for a
given request.

In all the existing approaches, some improvable
assumptions are considered for the purpose of easily
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computing the reputation. Aspects like partial feedback,
ignorance of customer confidence, and most
importantly, lack of information on the service provider
identity are major challenges for an accurate reputation
per product, per service provider, per context, or per
user profile. In this paper, we propose an approach
taking into consideration the above challenges and
deriving mechanisms for a more accurate reputation.

Classically, two notions concerning the quality of a
delivered service are correlated for an accurate service
evaluation, i.e., QoS (Quality of Service), and QoE
(Quality of Experience). Specific to each service, there
are particular service parameters that are agreed upon
between a provider and a subscriber, commonly settled
by the SLA (Service Level Agreement). On the
provider side, the SLA parameters are used for technical
audit and litigations (leading to penalties or bonuses
towards a given user or class of users). Specific on-line
and off-line measuring mechanisms for SLA metrics and
specialized audit techniques have been proposed. On the
consumer side, the subscribers’ satisfaction is gathered
and mapped to the audit results to validate a given
service, to detect flaws in delivering a service, and to
ultimately build a view on service reputation. In general,
a record is handled per service or per products, with
respect to a given subscriber or a class of subscribers.
Customer feedback can be ‘by request’, or ‘at will’, and
embraces various forms of on-line questionnaires. As a
result, a customer might decide not to answer, or to
answer exhibiting a particular behavior. Ultimately, a
service provider might fake some feedbacks to increase
its reputation. There are various factors that influence
the computation of an accurate reputation, e.g., the
volume of ordered services, the diversity of the
subscriber classes, customer trust and loyalty, and the
dynamics of the feedbacks. Practically, the main
problem we try to find a solution for is to dynamically
and accurately compute the reputation of a
service/product, based on the system transactions. We
propose a simple formula for reputation updates (1).
The challenge is to identify the correct metrics in
computing the updated reputation.

rreal = (1+ λ) x rcurrent (1)

where:
rreal represents the updated reputation, considering
rcurrent represents the known and accepted reputation,
and
λ represents the correction based on customer 
perception and feedback behavior,  λ belongs to {(-α, α)
| α > 0}, usually having values in the vicinity of ‘0’.

The main achievement of our proposal is the following.
The recommenders systems have a powerful

mechanism to accurately indicate the real reputation,
when selecting the best service provider from a service
directory. Except some studies on QoE [17][19] that
mainly consider technical metrics, we introduce and
evaluate the customer behavior.

The paper focuses on dynamic aspects of customer
feedbacks and formalizes mechanisms for a more
accurate evaluation the reputation of a given service
delivered by a given provider in establishing policies

for λ.

The large spectrum of user behaviors (and, in general,
the variety of needed services) leads to the need of
similarity-based matching, when a given service is
required. Traditionally, the notions QoS and QoE deals
with these aspects. However, the perfect matching and the
approximate-matching depend on a large number of
factors. For example, if we consider Web Services
dedicated to weather forecast, location, month/day/year,
parameters (rain, wind, temperature, and pressure) can be
appropriate parameters when inquiring. Definitively, there
are several forecast services, and the experience of a
particular user might differ from one forecast service to
another. Some provide information that is more accurate
than others (i.e., data is more frequently updated), history
is better preserved by particular services, via backward
search, e.g., Weather Underground, etc. A similar
problem is observed when choosing and downloading a
particular piece of software, when inquiring for a
specialized on-line book shop, or for looking for a service
providing the most updated world-wide information.
Finally, some services offer a friendlier interface to
search, order, and get delivered a particular need (i.e.,
personalized interface, myAccount, etc.).

There are meta-services, providing the service at
choice. Such examples are those for buying flight tickets,
where the cheapest, the quicker, or other selection criteria
are used for service selection. Other meta-services are for
selecting the most appropriate software to download, or to
book a hotel. In most of the cases mentioned above, one
criterion is usually considered to select from an existing
service pool.

Two phases involve service features, (i) service
discovery (locating) and (ii) service selection (in the case
of a set of services, relatively satisfying the needs with
similar degrees of satisfaction). Both phases require
special mechanisms to assess service similarity. Meta-
services have a restraint number of known services, well
localized, the parameters of which are also in small
number. Then, selection appears to be less complex. With
a well known service and limited (usually one search/
selection criterion) similarity is relatively easy to be
determined. The above considerations are not longer
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valid for a large spectrum of properties a service might
expose to satisfy a given service request. To satisfy a
request, service similarity plays an important role for
timely identifying and delivering, and for an optimal
(maximal) customer (invoker) satisfaction. Customer
satisfaction is expressed by QoE, on-line feedback,
service ranking, and manifested by variations of QoS to
keep service costs and satisfaction in synchrony.

The paper is structured as follows. Section II covers
related works. An enhanced recommender model is
presented in Section III. In Section IV presents a
taxonomy of the dynamic feedback and a dual
architecture. Section V introduces computation
mechanisms for an accurate reputation of a service via
dynamic reputation update policies and heuristics. A
context-based similarity model, including distance and
similarity metrics, a similarity taxonomy, and other
facilities to consider service ranking and feature
relaxations is introduced in Section VI. Section VII
presents an algorithm to compute a minimum set of
existing services satisfying a given query, following the
newly introduced model. Section VIII concludes the paper
and presents future investigations.

II. RELATED WORKS

As the proposed approach touches the
recommendation and reputation on recommenders,
service providers, and products, we first introduce some
basic concepts.

2.1 Concepts

The core information of a recommender is a list of
offers (products) and ratings of those products based on
feedback received after a series of recommendations.
The rating is subject to incomplete, fictitious feedback,
volume of transactions for a given product or provider,
and confidence in feedback. Based on the ratings, the
recommender computes its own ranking per product.

s[r], P[r] represents a service or a provider with the
rank r, where r is an integer.

Associated with the ranking is the notion of
reputation that in fact determines the ranking. The
reputation formula, while product oriented, it might not
be accurate, as its computation cannot avoid some
realities, such as some service providers have private
relationships with recommenders (e.g., publicity,
sponsorship) or indirect servicing (recommended
product might not be produced by the front end
provider, but simply delivered by it).

Reputation is an index associated with the service or
a product based on user feedback that is taken into
consideration when the ranking is calculated. The
reputation index usually belongs to a set, {outstanding,
very good, good, acceptable, bad}. A recommender
might increase the rank of a service when its reputation
index, for example, passes from very good to
outstanding [8]

Similarity is another concept used in generating
recommendations. In order for a recommender to
suggest products to a user, it needs to find a
commonality among users (this applies in the
collaborative approach) or among the products that
were rated in the past by the user (this applies in
contend-based approach). There are different
techniques used to compute the similarity measure, but
the most used are correlation-based and cosine-based
techniques [5] [9]. Similarity is an index associated
with two services or products. For example, s1 [~/80%]
s2 means s1 is similar with s2 with an acceptance of 80%
based on the service’s features or in the same range of
ranking.

2.2 Current approaches for recommenders

Recommenders are usually classified based on the
approach for making the recommendations. There are
three main categories of recommender types: content-
based filtering, collaborative filtering, and hybrid
filtering.

The content-based filtering recommends to users
items that are similar to the ones searched by the users
in the past [5][9]. This type of recommendation
technique is mostly used to recommend text-based
items such as documents and newspapers. In order to
produce the recommendations, the system needs a
profile of the user, which is represented by a set of
terms. The profile can be obtained from the user
through a questionnaire or it can be learned from their
past transactions. This type of filtering has its
shortcomings. Since it is content-based, it needs to have
the representation of data in a matter that can be
machine-parsable (e.g., article). It is harder to apply this
technique in the case of movies, music, images, which
are not machine-parsable.

The collaborative filtering (CBF) [3] tries to predict
the relevance of an item based on the ratings done by
other users. It accumulates ratings of products and
whenever a request comes, the system identifies similar
users and recommends the products rated by them. In
this type of filtering, the user profile is defined by a
vector of items and their ratings, which is updated over
time. As opposed to the CBF, this type of filtering can
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be applied to any kinds of items, not only to machine-
parsable items. However, there are limitations with this
approach, mostly caused by the lack of data points in
initial stages: new user and new item.

The hybrid algorithms usually combine the content-
based and the collaborative algorithms to overcome
some of the limitations of the other two approaches.
This approach has been adopted by some RS [10], [11].
There are different ways to combine the two algorithms
and [5] present the different approaches in detail.

As we mentioned above, the reputation of a business
is gained in time, mainly based on reviews from users.
This brings up another point and that is obtaining
accurate reviews from users. Many users are not
willing to leave feedback after a transaction is
completed. One reason for not leaving feedback is the
lack of incentives. If there isn’t some kind of payoff for
the feedback, the user won’t put the effort into posting
one. An incentive mechanism is addressed in [12]
where incentives are given to users who provide honest
feedback through a side payment mechanism.
Examples of incentives mechanisms are Amazon’s
“Top Reviewers” practice and Epinions.com referral
fees practice [13]. Another reason for not leaving
feedback is to purposely withhold information about a
product that gives its user an advantage [14].

Another concern related to the validity of the reviews
is the manipulation of the reviews by parties with direct
vested interests. Businesses can review their own
products in order to boost the sales. Also, the
competition can leave or fabricate negative feedbacks
to undermine the competitor’s reputation. There are
ways to filter out biased feedbacks and to prevent
manipulation [15], but preventing coordinated collusion
attacks is still an issue. eBay, for example, does not
have a problem with feedback manipulation. The
feedbacks can only be left by users who are registered
with them and who made a purchase on eBay.
However, if a group of users agree with a seller to leave
positive feedback for fictitious auctions (e.g., the seller
can post multiple 1 cent auctions on which the users can
bid), the seller’s ratings can be positively affected.
These users are usually called shills. This approach
would require quite an effort (the larger the number of
shills, the bigger the impact), but it can be achieved.

Reputation is very useful in RS and eBay is one
example of a reputation system that proves that their
approach works well. However, having a centralized
reputation system, such as eBay, can bring other issues,
such as vulnerability and inflexibility of the system
[14]. In [14], the authors propose a distributed trust and
reputation management framework. The users choose a

trust broker and after each transaction with a service,
the user sends its rating to its trust broker. This way, the
trust broker builds a reputation about a service based on
the user’s feedback. The brokers exchange reputation
information among themselves in order to collect more
information about the available services. This
framework relies on the user’s feedback only, ignoring
the business model of the provider.

Recommender mechanisms [18] rank the products or
services based on feedback received after a series of
recommendations and successful transactions. The
rating is subject to incomplete, fictitious feedback,
volume of transactions for a given product or provider,
and confidence in feedback. Based on the ratings, the
recommender computes its own ranking per product,
defining the reputation (r) of a service/product. A
computational mechanism including user’ confidence
(c) and feedback expectation (e) was proposed in [16].
An attempt, rather static, of considering a static
subjective evaluation of the quality of the voice service
is described by the MOS (Mean Opinion Score). The
MOS is an arithmetic value ranging between 1 and 5,
expressing individual perception [17]. However, MOS
apply strictly to voice-related services, on an individual
basis. The metrics are purely technical and related to
codec use, packet loss, packet reorder, packet errors,
and jitter. Another standard for evaluating the speech
QoE, also considering technical metrics, is captured by
PESQ algorithms [19].

A dynamic approach for customer input is presented
by byClick system [20][21], where there is an on-line
click-counting on the number of service accesses. No
customer behavior, subscription status, or feedback
patterns are considered. However, in the current
approaches, no correlation with the frequency of users’
report and transaction peaks, as well as with the users’

report patterns were considered.

Finding similar services (approximate, but satisfactory
matching) is somehow similar to (i) text matching, (ii)
schema matching, or (iii) software-component marching.
For some text matching solutions (information retrieval)
mechanisms based on term frequency are used [28][29].
In schema matching, special techniques are using
semantics of the schemas to suggest schema matching
[30]. Mainly, linguistic and structural analyses, as well as
domain knowledge, are methods to handle schema
matching. When expanding to software component
matching [31] (considerably used in software reuse)
component signature and program behavior (usually
formally defined) are considered; in this case, data types
and post-conditions should be considered for matching.
However, these techniques are not suitable for Web
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Services [27], as data types and post-conditions are not
available. Usually, such a service has a name and text
description in UDDI (Universal Description, Discovery,
and Integration) registry, operation decryptions, and
input/output descriptions; the last two are usually
specified in WSDL (Web Service Description Language).

Dong et al. [27] proposed criteria for associating
similar terms. They introduced the cohesion/correlation
score, as a measure of how thing two terms are. However,
they do not consider particular characteristics of a term.
They applied the score only to Web Services. We start
from the point that services similarity has a meaning only
between services than can be context-oriented and belong
to a cluster (e.g., invoking a service gives a list of similar
operations with similar results). Other approaches
consider both diversity and similar at the same time
having the distance as a metric [32]. We adopt these
metric (see Section III) and adapt them to the service
similarity computation.

In fact, specific to each service, there are particular
service parameters that are agreed upon between a
provider and a subscriber, commonly settled by the SLA
(Service Level Agreement). On the provider side, the
SLA parameters are used for technical audit and
litigations (leading to penalties or bonuses towards a
given user or class of users). Specific on-line and off-line
measuring mechanisms for SLA metrics and specialized
audit techniques have been proposed. On the consumer
side, the subscribers’ satisfaction is gathered and mapped
to the audit results to validate a given service, to detect
flaws in delivering a service, and to ultimately build a
view on service reputation. In general, a record is handled
per service or per products, with respect to a given
subscriber or a class of subscribers. Feedback can be used
to enforce service similarity.

In this paper, we also expand the cluster-based
similarity to service similarity and introduce similarity
taxonomy, where the service consumer has a weight in
deciding service similarity. The idea is to establish service
ranking (and reputation) inside a given cluster, and define
similarity considering service-provider and service-user
feedback.

III. AN ENHANCED RECCOMENDER MODEL

In this section, we present a recommender model that
can handle the sub-contract mechanism, yet keeping an
accurate information on a given provider reputation
(leading to an accurate ranking).

3.1 Setting the case

A simple scenario is presented in Figure 1, where the
user is interested in service s1 from P1. The user asks
the Recommender for the best provider for service s1
within specific parameters. The Recommender replies
with either a provider that has the best reputation for
service s1 or with a list of providers {Pi} for s1. Let us
assume P1 is registered of being capable to deliver s1

(others might be registered for s1 as well). The
Recommender cannot know if P1 has the service or if it
contracts it from a different provider. If P1 is
contracting s1 from P2, the transaction between P1 and
P2 is transparent to both the Recommender and the user.
At the end of the transaction, the user sends the rating
of P1 to the Recommender and P1 receives all the credit
for the transaction. This leads to an inaccurate
reputation and altered ranking.

Figure 1. Indirect reputation

If the reputation of the provider is based only on the
user’s feedback, there is no way to assess the ultimate
role of each provider. In order to have a more accurate
picture of the providers’ involvement, we propose that
feedback from the providers be taken into account when
establishing reputation. This includes both the front
end provider (in our case P1), as well as any
subcontracted providers (in our case P2). All feedback
goes directly to the Recommender.

The ideal scenario would be when all the users and
providers report 100% of the transactions. In reality,
users don’t always leave feedback and providers do not
always report rendered services. In such a case, the
Recommender is left to deal with an incomplete set of
data. Moreover, some of the reported data may be
fabricated by both users and providers.
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3.2 Recommender representation model

Apart from the mechanism of collecting the feedback
and interfacing with the users, the core information
present in a recommender is stored in a service
database. This allows a request to be replied to with a
service or a list of services, eventually with a degree of
similarity associated with each service. Usually, the
recommender keeps information on relative ranking
among these entities.

We propose an enhanced model, which takes into
account the user’s profile and behavior, and a list of
potential providers for a given service. This allows a
more refined ranking scheme where providers can be
rated per service.

While ranking is based on user feedback, there is no
appropriate mechanism to consider the user’s
expectation (e) and credibility (c). By user expectation
we mean the probability of having the user leave
feedback after a service was delivered. The credibility
refers to the user’s ability to give a trusted rating.
Usually both, expectation and credibility are expressed
as percentage.

In Figure 2, we present the enhanced recommender
model. The recommender stores information about the
available services, the providers and their services, plus
the user profile, which includes its expectancy and
credibility. Both services and providers are associated
with a rating. The providers’ rating is done within the
context of a service. This way, the rating can be done
per product and per provider for a specific product.

Figure 2. Enhanced Recommender Model

By keeping the relationships between the providers,
their services, and also the users who requested the
available services, the recommender can provide better
suggestions and answer to more complex queries.

We classify queries in two categories, i.e., U-R and
P-R. Some salient queries U-R might be:

Query 1:

input: [s1]
output: [s1/P1, s1/P2]

The user asks for service s1 and the
recommender replies with a list of providers
that offer s1.

Query 2:

input: [s1] & [s1 (~/Ɛ)]
output: [s1/P1, s1/P2] & [si/Pi]

The user asks for service s1 and/or a service
similar to s1. The recommender replies with a
list of providers that offer s1 and/or a list of
providers who offer services similar with s1.

“~/Ɛ” represents the similarity of services
with Ɛ as proximity

Query 3:

input: [s] [P1, P2]
output: [s1/P1, s2/P1] [si/P2, sj/P2]

The user asks for a list of services offered by
certain providers. The recommender replies
with a list of services offered by those
providers.

Query 4:

input: [ s | r > x]
output: [s1/r1, s2/r2]

The user asks the recommender for a list of
services, which has a ranking “r” higher than a
certain value. The recommender replies with
the list of services.

Some relevant queries P-R might be the following:
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Query 5:

input: [ui]
output: [ui [e/c]]

The provider asks the recommender about
user ui. This may be relevant to the provider in
order to assess the user’s credibility. The
recommender replies with the ui expectation
“e” and credibility “c”.

Query 6:

input: [ all Ui, e > α, c >β]
output: [ui [e/c]]

The provider asks the recommender for a list
of users whose expectation and credibility are
higher than a certain value. This may be
relevant to the provider in order to assess the
user’s credibility. The recommender replies
with the list of user(s).

Based on the formula presented in the following
section, complex information can be gathered and more
accurate answers to different queries can be provided.

3.3 Computation mechanism

The enhanced model allows a more comprehensive
schema for computing the reputation.

Figure 3. A computation schema for recommenders

In our framework, a recommender has mechanisms
for representing services (S) with their reputation (r)
and similarities (~), provider (P), with their reputation
(r) linked to the reputation of their service providers (s),
associated with user’s (u) expectation (e) and
credibility (c). A particular relation is valid at a
moment (t). For example, a user x is expected to

provide feedback with e = 80% and the confidence on
its feedback is 70%. The feedback is on a provider (p)
providing a service (s) at the time (t). The schema
allows having a reputation view of a user at a given
time, on a given provider delivering a given service.
The schema also allows having a reputation of a
provider, as perceived by a user at a given time, if
delivered by a given service.

We are now going to concentrate on different
scenarios dictated by the amount of data reported by
users and service providers.

For example, a user sends a request to the
recommender for the best cell phone provider that
would meet certain parameters. The recommender
replies with provider P1. The user makes a request for a
number of cell phones from P1. After the transaction is
completed, all the involved parties have the option to
send feedback to the recommender. The recommender
collects the data and based on the feedback, it updates
the reputation of the involved parties. The nature of the
collected data can be divided in three main cases:

3.3.1 Matching reports

The number of feedback reports from the user
matches the number of reports from the service
provider within a particular time window relevant to the
service type. To continue with the example from
above, the user sends the feedback to the
Recommender, including the number of cell phones that
it purchased. P1 reports to the Recommender that the
user purchased a number of cell phones from it. The
numbers reported by both the user and P1 match.

A subclass of this scenario would be when P1 sub-
contracts from a different provider, P2. If P1 receives a
request for cell phones, it can send the products from its
own stock, send part from its own stock and part from
P2, or get the entire order from P2. In this case, the
Recommender would receive reports from both
providers, P1 and P2. The exact number reported would
not match since P1 will report that it sent the entire
order to the user, and P2 would report that it sent a
certain number of phones to P1, but the data can be
correlated. The correlation is done by using the
transaction completion time, the user identifier, and the
provider identifier.

3.3.2 Over-reporting providers

The number of feedback reports from user and
provider does not match. This can be caused by either
providers exaggerating the amount of transactions
completed, or by users who underreport. In this case,

S[r/~]  P{[r/s]} / u (e, c)

report
ur {s, p, t}

pr [{s, u, t}]
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some of the data can be correlated by the
Recommender.

3.3.3 Underreporting provider

The number of feedback reports from user and
provider does not match. This can be caused by either
providers that do not report every transaction, or by
users who exaggerate the amount of transactions
completed. In this case, the Recommender can correlate
some of the date.

3.3.4 Case study for reputation correction

Let us consider the following situation:

u -> [t] [p1] [s1], where u is the user, p1 and p2 are
providers, t is the time of the request, and s1 is the
service;

p1-> [t] [u] [s1], with p1 [r1/s1]
p2 [t][s1], with p2 [r2/s1]

and the following transaction reports:

|u|: reports  transactions
|p1| reports transactions (with  < )
|p2| reports  transactions


then

k = ( –) / 

In this case, for a given user u, and for the
considered service s1, the real reputation is r1’ = k x r1,
as there is an indirect service delivery form p2 via p1 to
the user u. The schema allows having a more accurate
view on who is delivering a service. Note that the
number of transactions can be either reported or
obtained by audit. In this use case, we consider that the
providers are subscribed to an automated transaction
report when delivering a service.

3.3.5 Discussion

In this section, we are comparing existing
recommender systems with our proposal, on the basis
of three main features: expectation, credibility, and
user profile, as defined in Section 3.2.

We consider a few well known recommender
systems and only selected those three main features as a
basis of comparison. The existing recommenders do not
incorporate in the user profile the expectation and
credibility of a given user.

Table 1. Feature based comparison of several
recommender systems as well as the proposed one

eBay Amazon.com Barnes
&
Nobles

proposal

expectation Not in
profile

Not in profile Not in
profile

Included
in profile

credibility Not in
profile

Not in profile Not in
profile

Included
in profile

User profile yes yes yes yes

While the considered systems (eBay, Amazon.com,
Barnes & Nobles) make use of the notion of profile
when recommending a product, the main target is to
identify potential similar services and products to either
satisfy a request or recommend a particular service
unknown to the user (using the similarity concept).

By including these features, the recommender can have
a more complete view on user’s satisfaction based on
more accurate information maintained by the system on
the user’s behavior (the degree of responsiveness of the
user ability to give trusted rating).

The performance and accuracy of a recommender
system can be enhanced by including in the user’s
profile the user’s expectancy and credibility. By having
the expectancy of a user to leave a review and also its
credibility, a recommender can better tune its
suggestions to a user’s requests with increased
certainty. Ongoing experiments will identify the
thresholds from where these features increase the
accuracy of recommendations. Particular consideration
will be given to the dynamics of user’s feedback in
terms of relationships between the frequency (volume)
of the used services or products and the accuracy of the
timely feedback.

IV. DYNAMIC FEEDBACK

The mapping QoS~QoE principally involves SLA’
metrics. In our approach, we also introduce temporal
and ethical metrics to quantify more accurately the
customer feedback. Additionally, long term and short
terms feedback patterns are identified, including spikes
feedback.

We consider the basic introduced in [16], where by
user expectation we mean the probability of having the
user leave feedback after a service was delivered. The
credibility refers to the user’s ability to give a trusted
rating. Usually both, expectation and credibility are
expressed as percentage. The new mechanism proposed
includes the status of the user and the feedback history.
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Finally, we drive feedback-based polices for service
reputation updates, by considering these metrics, based
on extreme behaviors of customers in terms of feedback,
e. g., feedback too late, too quick, too frequent, too rare,
etc.

A. Dual reputation update architecture

Two views on reputation must be correlated for a given
service/product, i.e., the provider view and the
customer view. On the provider view, the perception of
the service reputation, rexpected, represents the variation
of several metrics, as the volume of sales, the number
of new customers or lost customers in a given period.
From the customer side, rfeedback gathers customer
perception on the reputation of a service.

Therefore, we propose a dual architecture to
correlate and synchronize the two views. From the
uniformity reasons, the update heuristics will follow a
similar computation approach for both views,
implemented by specialized engines.

Figure 4 depicts the main architecture and decisional
and computation engines.

Figure 4. Dual reputation update architecture

The architecture considers two customer-facing
interfaces (I1 and I2) handling the off-line (by_request,
or at_will), and on-line (at_will), respectively,
reputation updates. I3 is considering the provider-
facing reputation updates. Three appropriate off-line,
on-line, and run-time engines deal with the updates, by
receiving and computing them via I1, I2, and I3,
respectively. In the current paper, we only focus on
aspects related to data collected via I1 and I3. For data
collected via I3, an interesting implementation, nor
related to our model, is presented by byClick [20][21].
While dynamic is different, the dual architecture can
also support this approach. Hereafter, we will only
refer to the off-line and run-time engines.

The reputation update polices and heuristics layer
implements mechanisms to synchronize the two views,
and to correlate the newly computed values. For
example, a specific function is to trigger an update of
rfeedback, when the, rexpected, has an unexpected variation,
or when its variation trespass some thresholds. A
concrete case could be when the volume of sales
increases dramatically, with no appropriate variation of
rfeedback. Appropriate heuristics will be presented in the
next sections.

It is assumed that the customer and service records
follow the model presented in [16] and enhanced in this
proposal.

Without losing the generality, but for simplicity of the
computation, we adopt the same formula, i.e., (1), as a
core mechanism for reputation update engines; only the
metrics will be specific to each view. Let us assume
that a given service has a starting reputation r0, on both
views. We use the formula (2) for computing an
updating value of the reputation:

rcurrent = r0 Π (1 + λi) (2)

where: { λi = ki x wi i = 1…..M}

M: the number of considered metrics
i: a given i-th metric [I belongs to N]
ki: basic normalized update due to the variation of the i-
th metric [ki belongs to R]
wi: weight factor associated with the i i-th metric [wi

belongs to R]

The off-line and run-time engines compute the rfeedback

and rexpected, respectively, using (2) and appropriate
heuristics for adopting λi. In the next section, we
introduce a customer dynamic model and show how the
λi are computed.

4.1 History metrics

We recall the main concepts of the enhanced
recommender model [16], which we consider as the
basis for dynamic feedback metrics:

s <r>: each service <s> has an associated reputation <r>
Pi<s,ri>: each provider offers a service with its

associated reputation
Pj<s,rj>: another provider can offer the same service

with a different associated reputation
u <e, c>: a user has a credibility and confidence metrics

associated with

off-line
feedback

on-line
feedback

run-time
system

I1 I2 I3

services,
sales

service metrics, customer

reputation update policies and heuristics layer
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Note: for simplicity, we consider that <e, c> are the
same for any service.

In evaluating the customer feedback, we consider
individual metrics and metrics for a class of
subscribers. In both cases, the feedback mode, i.e.,
‘by_request’ or ‘at_will’ helps to differentiate between
different extreme feedbacks.

feedbackMode::= {by_request, at_will}

4.2 Individual metrics

For individual metrics, ‘subscription seniority’,
‘feedback timing’, and the ‘satisfaction’ are relevant.

Seniority in profile::= {long term, regular, new}
FeedbackTiming::= {quick, regular, late }
SatisfactionDegree::= { x% | x = 0 - 100}

For policy-specification, we define satisfaction by
metrics

satisfaction = satisfied, when x > β1

= regular, when β2 ≤ x ≤ β1

= dissatisfied, when x < β2

seniority = long term, when term > τ1

= regular, when τ2 ≤ term ≤ τ1

= new, when term < τ2

feedback = quick, when t < t2

= regular, when t2 ≤ t ≤ t1

= late, when t > t1

With the above definitions, we assume that the
architecture handles the seniority of the subscribers and
the timestamps of their feedbacks after a service was
consumed.

The following patterns of interest can be identified for
each seniority profile:

a. &&<quick><satisfied>]
b. &&<quick><dissatisfied>]
c. &&<late><satisfied>]
d. &&<late><dissatisfied>]

The profile metrics quantified as ‘regular’ do not alter
the computation of the reputation.

With the new metrics, a user is characterized by
- expectation
- credibility
- seniority

and a ‘per service’ feedback pattern. The feedback
patterns comprise:

- feedback timing
- satisfaction degree
- feedback dynamics (#satisfied, #dissatisfied,

repetitive replies, observation period)

There is a calibration phase for each system, where the
appropriate values are tried and settled for the
thresholds. For example, the following steps are
considered by a calibration procedure for the feedback
timing:

(1) An ‘average’ reply time is observed and
recorded for both feedback modes for a given
service.

(2) After the calibration period, the customer
reaction is observed for that service, called
‘average’.

(3) A policy can be defined by heuristics, as
follows:

START
IF feedback mode = at_will

IF ‘feedback timing’ is ‘three times’ than the
‘average’

THEN feedback = late
IFNOT (feedback mode = at_request)

IF ‘feedback timing’ is ‘twice’ than ‘average’
THEN feedback = late

END

Heuristic #1. Settling the feedback values
In a similar way, and based on calibration, policies for
settling each threshold can be defined.

4.3 Metrics for classes of subscribers

For a class of subscribers to the same service, we
propose feedback metrics capturing the community
behavioral. In the case of a community, the individual
profiles are aggregated. In order to capture the
dynamicity of the feedback, we introduce a few
feedback metrics describing a pattern structure. In a
given observation period (Δ), we define the number of 
repetitive replies (m) and the number of satisfactions
(ni+) an dissatisfactions (ni-), as well as n- = max {ni- | i
= 1…} and n+ = min {ni+ \ i = 1….}. For example, in
Figure 2, on the top, m = 2, n1+ = 4, n2+ = 5, and n+ =
4. In the third basic pattern, when both satisfactions and
dissatisfactions are present, a pair (n+, n-) is attached to
it.

Based on a series of observations periods, a profiling
system is able to classify customers and have a coarse
granularity on the feedbacks.
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Figure 5. Basic feedback patterns

With these metrics, a reputation engine can trigger
appropriate reputation update mechanisms.
Definitively, they can be combined with the user history
metrics to build more complex (and more accurate)
updates.

4.4 Dynamics on service subscriptions

Service reputation is a main metric to justify the
existence of that service, new investment in developing
new features of the service, and new marketing
activities to promote a given service.

In our model, we consider a few metrics that portray the
dynamics of service sale, e.g., the volume of
transactions, the number of new customers in a given
period, and the number of lost customers in that period.
For the last metric, we also consider the seniority,
therefore distinguishing between long term and new
customers.

Therefore, apart its features from the quality point of
view, from the reputation perspective, a service is
described by:

- r: reputation
- vol: variation in transaction volume [± %]
- new: new customers [%]
- lost_new: lost new customers [%]
- lost_long: lost long term customers [%]

(% is considered versus the numbers at the beginning
of the observation period; usually every update
represents the start of a new period)

A revision of the reputation of a service is always based
on the above metrics.

An example of using heuristics for updating the
reputation based on the number of transactions can be:

START
IF vol = - 10%

THEN rreal = (1- 0.1) x rcurrent

ELSE
rreal = rcurrent

END

Heuristic #2. Updating the reputation versus
variations of transactions

4.5 Conclusion on the reputation update model

We presented a model for updating the reputation of
a service considering the user profile, its dynamic
feedback, on the one side, and the dynamics of service
subscriptions. In general, the reputation updates is
triggered by a significant variation of one of the service
subscription dynamics. This moment defines the origin
of an updating period. It is assumed that a
recommender system records other customer feedback
information that is considered when updating the
reputation.

In the following section, we present some basic
heuristics to update service reputation, considering the
metrics described above.

V. DYNAMIC REPUTATION UPDATING

There are several classes of updates, based on what
metrics are used.

n1+ n2+
Δ

……..

n1-

Δ

n2-

Δ
n1+

n2-
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5.1 Satisfaction and feedback based policies

The simplest way of updating the reputation is
considering the first four patterns

a. [<quick><satisfied>]
b. [<quick><dissatisfied>]
c. [<late><satisfied>]
d. [<late><dissatisfied>]

Following Policy #1, we associate with (a) and (b) a
correction θ1 and with (c) and (d) a correction θ2, with
θ2 < θ1, when the feedback_mode is ‘at_will’ and with
θ4 < θ3, respectively, when the feedback_mode is
‘by_request’, with θ4 < θ3 < θ2 < θ1. The subjective
justification of these values is given by the customer
attitude in terms of promptness of reactions and their
qualification.

The correction, in this case, is expressed by the
following policy [Policy#1]

START
IF feedback_mode = at_will

IF feedback = quick
IF satisfaction = satisfied

THEN rreal = (1+ θ1) x rcurrent

IFNOT (satisfaction = dissatisfied)
THEN rreal = (1- θ1) x rcurrent

IFNOT (feedback = late)
IF satisfaction = satisfied

THEN rreal = (1+ θ2) x rcurrent

IFNOT (satisfaction = dissatisfied)
THEN rreal = (1- θ2) x rcurrent

IFNOT (feedback_mode = at_request)
IF feedback = quick

IF satisfaction = satisfied
THEN rreal = (1+ θ3) x rcurrent

IFNOT (satisfaction = dissatisfied)
THEN rreal = (1- θ3) x rcurrent

IFNOT (feedback = late)
IF satisfaction = satisfied

THEN rreal = (1+ θ4) x rcurrent

IFNOT (satisfaction = dissatisfied)
THEN rreal = (1- θ4) x rcurrent

END

Policy #1: Reputation updates #1

The values of all weights are done by validated
calibration. For example, if the orders of a given service
do not increase (or decrease), it means that the
reputation is too high. Therefore, reputation is always
‘in question’, when the transactions for a service vary,
or the service orders show a quick increase or decrease
(in terms of volume, and in terms of new customers).

5.5 Satisfaction, feedback, and seniority based policies

Let us assume that a mechanism is in place for
complying with Policy #1; additionally, the seniority
must be considered. There are two strategies used in
our model to update the reputation: (i) an optimistic
one, and a (ii) pessimistic one.

Let us assume we have the following situation:

vol = +15%
new = 10%
lost_new = 2%
lost_long = 1%

In an optimistic strategy, would credit the ‘vol’ and
‘new’, while downplaying the ‘lost_new’ and
‘lost_long’. Following the same approach of correcting
by fraction representing the percentage, i.e., 10% is a
correction of 0,1, we have the following heuristic:

START
IF vol = +15%

new = 10%
lost_new = 2%
lost_long = 1%
THEN rreal = (1+ 0,15) (1 + 0,1) (1 – 0,02) (1-

0,01) x rPolicy#1

END

Heuristic #3. Considering variations in transactions and
subscribers (optimistic)

In a pessimistic approach, losing new subscribers or
long term subscribers is an indication of service
degradation from the quality point of view, of a
violation of the SLA with a significant number of
subscribers, or simply that the service was not upgraded
at the expected standard.

In this case, a multiplicity factor can be used to
consider the loss, e.g., k1 for loosing new subscribers
and k2 for loosing long term subscribers.

START
IF vol = +15%

new = 10%
lost_new = 2%
lost_long = 1%
THEN rreal = (1+ 0,15) (1 + 0,1) (1 – k1x0,02)

(1- k2x0,01) x rPolicy#1

END

Heuristic #4: Considering variations in transactions and
subscribers (pessimistic)
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Calibrating the values for k1 and k2 in this case follows
also a given heuristic, as expressed below:

1T 2T 3T
k1 3 2 1
k2 6 6 6

Heuristic #5: Multiplicity correction factors

In Heuristic #5, an example of selecting the multiplicity
correction factors is presented. Assume that the
unsubscribe event occurs in 1T, 2T or 3T time units for
the enrolment, the example gives more weight to the
loss of long term customers (3T < τ2 to correctly
evaluate the ‘new’).

Note1: In the model presented above we considered no
difference between the types of service, assuming that
the QoS, from the provider perspective was delivered
according to the SLA.

Note2: In the heuristics and the metrics presented
above, we didn’t consider any emotional feedback that
might influence the feedback (such as accompanying
gifts, bonuses, or penalties for QoS violations), nor
particular interests of a customer in a service provider,
such as stocks.

5.2 Reputation update considering feedback patterns

A fine grain reputation update considers the feedback
patterns presented in Figure 5. While only one pattern
can be considered to update the reputation, Heuristic #6
considers all three patterns (see Figure 5).

START
IF (Δ, m, n+) [Δ > τ1 ]

THEN rreal = (1+ m+xn+/100) x rcurrent

IF (Δ, m, n-) [Δ > τ1 ]
THEN rreal = (1+ m-xn-/100) x rcurrent

IF ((Δ, m, n+, n-)  &&Δ > τ1 ]
THEN rreal = (1+ m-xn-/100) x

(1+ m+xn+/100)x rcurrent

END

Heuristic #6. Reputation updated considering the
feedback patterns

5.3 Reputation updating policies and heuristics

By their own nature, from both views (customer,
provider), the reputation values on each view is a list,
similar with time series, with

rfeedback = {r1, r2, r3, ……….}, and (3)

rexpected = {r’1, r’2, r’3, ……}

at {t1, t2, t3, …..}

The reputation values can have the following position,
as shown in Figure 6.

Figure 6. Relative position of reputation values

While computing the real reputation on both views, and
considering the dynamics of customer feedback, we can
observe a channel trend (Figure 6a) or local anomalies
(Figure 6b). Formally, there are several cases for
defining updating heuristics.

A channel trend is considered when | rexpected – rfeedback| <
ε and an anomaly occurs when | rexpected – rfeedback| > δ,
where ε << δ, for all ti (ε and δ are thresholds that are
established per services).

The model allows implementing five heuristics for
synchronizing the feedback and expected reputation
(see (3)). This allow to adjust the market from some
actions; with no lost generality, we only consider three
potential actions, i.e., ‘increase/decrease the storage
order’, ‘increase/decrease the price’, and
‘increase/decrease the offered QoS’. These actions are
main contributors for the service costs.
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1) Synchronization

In this case, both expected and feedback reputations are
in synchronization with small variations.

IF
| rexpected – rfeedback| < ε

AND
ri > r’i for all i
OR
ri < r’i for all i

THEN “keep same storage order”
AND
“keep same prices”
AND
“keep same QoS/SLA agreements)

END

Heuristic #7. Regular computation

No particular actions are triggered, but regular
reputation computation by off-line and run-time
engines.

2) Pessimistic anomaly (from the provider)

In this case, the feedback reputation is much higher
than the expected reputation; it is a situation to increase
the objective function (benefits).

IF
| rexpected – rfeedback| > δ

AND
ri > r’i for all i

THEN
IF ‘no QoS violation”

THEN “increase storage order”
ELSE
“offer lower QoS/SLA provider metrics”

(less costs)
END

Heuristic #8. Pessimistic policy

3) Optimistic anomaly (from the provider)

In this case, the expected reputation is much higher than
the feedback reputation; it is a situation to decrease the
objective function (benefits).

IF
| rexpected – rfeedback| > δ

AND
ri < r’i for all i

THEN
IF ‘no QoS violation”

THEN “reduce storage order”
OR “reduce price”

ELSE
“offer better QoS/SLA provider metrics”
(more costs, to attract customers)

END

Heuristics #9. Optimistic policy

4) Under estimation (by the provider)

This case refers to the situation where the expected
reputation decreases, but the feedback reputation
increases.

IF
| rexpected – rfeedback| < ε

AND ri = r’i for a given I &&see ti in Fig. 3b]
AND ri-1 < r’i-1

AND ri+1 > r’i+1

THEN
(expectation decreases, customer satisfaction increases)

IF ‘no QoS violation”
THEN “increase storage order”
OR “increase price”

ELSE
“offer lower QoS/SLA provider metrics”
(less costs))

END

Heuristics #10. Under estimation policy

5) Over estimation (by the provider)

This case refers to the situation where the expected
reputation increases, but the feedback reputation
decreases.

IF
| rexpected – rfeedback| < ε

AND rj = r’j for a given I [see tj in Fig. 6b]
AND rj-1 > r’j-1
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AND rj+1 < r’j+1

THEN
(expectation increases, customer satisfaction decreases)

IF ‘no QoS violation”
THEN “decrease storage order”
OR “decrease price”

ELSE
“offer better QoS/SLA provider metrics”
(more costs)

END

Heuristics #11. Over estimation policy

VI. A CONTEXT-BASED SIMILARITY MODEL

Then main idea of our approach is (i) having well defined
service clusters, (ii) compute the distance between
service feature, (iii) evaluate service similarity, based on
service features, (iv) consider user-, service,- and
producer-based similarity reflected by the appropriate
reputations, and (v) evaluate how interchangeable two
services are. When a service query is issued the algorithm
we propose select the most appropriate service,
considering both distance and similarity between services.

5.4 Identifying clusters of similar services
Expanding what was mentioned in [27], service cohesion
of a service cluster must be strong (best potential to be
similar), while correlation between two service clusters
should be weak (service independence). We say that
service s1 is similar with s2, and note s1 ~ s2, if the
similarity confidence is greater than a given threshold δ.
In a cluster S with ||S||, where ||x|| is the cardinality of x,
we redefine cohesion and correlation as follows:

CoheS = {(si, sj) | si ~ sj (~thres > δ)} / (||S|| x (||S|| - 1))
(4)

and

CorrelS,S’ = (A (S, S’) + A (S’, S)) / 2 x ||S|| x ||S’||, (5)

where

A (S, S’) = || {si, sj | si ϵ S, si ϵ S’ si ~ sj | ~thres > δ}|| (6)

with ~score = CoheS / CorrelSS’ (7)

defining the similarity score.

We notice that ~score defines similarity classes based on
the preexisting service clusters. To enhance the similarity
score, clusters aggregation and clusters split operations
are possible. Conditions and assessments for doing these
are presented in [27].

6.2 Distance metrics for service similarity

Let us assume that a service s has n features (usually
called data-points, as they are expressed by concrete
values in an n dimensional space). The following
distance methods are adapted for comparing services:

(a) Service Euclidian distance between two services in the
n dimensional space

d(s1,s2) = 1/n Σ (a1i – b2i)
**2, for all i = 1…n (8)

where ai, bi are service features.

(b) Service city-block distance
d(s1,s2) = 1/n Σ |a1i – b2i|, for all i = 1…n (9)

(c) Service Pearson correlation coefficient

r(s1,s2) = 1/n Σ ((a1i – a)/σa) x ((b2i – b)/σb), (10)
where a and b are the sample mean of ai and bi

respectively, and σa and σb are the sample standard
deviation of ai and bi.

The service Pearson distance is defined as
d(s1,s2) = 1 - r(s1,s2) (11)

(d) Service Cosine similarity
d(s1,s2) = cos (θ) = (s1 ● s2) / (|s1| |s2|) (12)
where ● is the vector product of s1 ans s2.

By selecting a service distance metric, a clustering
algorithm computes the distance matrix between two
services. Mostly, (a) and (b) of the above are satisfying
the triangle inequality, as true metrics.

6.3 Classes of similarities

In order to select the most appropriate service, we
introduce producer-based similarity (~prod), recommender-
based similarity (~recc), and user-based similarity (~user).
Producer similarity is based on the expectation,
recommender’s similarity is statistics-based, and user
similarity is based on user feedback. In this taxonomy, s1

~prod {s2, s3, …} define a cluster of similar services, as
defined by the producer.

To refine service similarity, we introduce the notions of
primary service features and secondary service features,
as shown in Figure 7,

Figure 7. Similarity classes.

s1

s2

~s ~w
~n

(a1i)

(b2i)

340

International Journal on Advances in Intelligent Systems, vol 3 no 3 & 4, year 2010, http://www.iariajournals.org/intelligent_systems/

2010, © Copyright by authors, Published under agreement with IARIA - www.iaria.org



where the bold items represent primary service features
(A1 set), and the dashed items represent secondary service
features (A2 set) (similar for s2)

We introduce strong, weak, and normal similarity,
represented by ~s, ~w, and ~n, respectively.

Therefore, (s1 ~ s2) =

= ~s, iff all a1i ϵ A1 and b2i ϵ B1

= ~w, iff all a1i ϵ A2 and b2i ϵ B2

= ~n, iff there are a1i ϵ A1 and b2i ϵ B2 or
there are a1i ϵ A2 and b2i ϵ B1 (13)

Similarity composition allows to capture all possible
combinations, e.g,, ~prod/s represents a strong similarity
defined by the producer, based on the primary service
features.

A refinement of feature-based similarity is can be
expressed when service features do not show a direct
semantic matching, but feature composition might lead to
such a match. Considering that a subset a service feature
for a given service is equivalent with a feature for a
service the similarity is computed for, we introduce
feature composition-based similarity, as shown in Figure
2.

Figure 8. Feature composition-based similarity.

s1 ~a1k,a1m / b2z s2 (14)

with the semantic that the values of a1k and a1m composed
are similar to the values of b2z. Composition might be any
arithmetic or Boolean operator, according to the nature of
the features, e.g., if sets, then ‘U’ (union), if values, then
‘+’ (addition), etc. If type, and a1k:T1 and a1m:T2, and
b2z:T3, then, then T3 is a subtype of either T1 or T2.

Combination between ~s, ~w, and ~n, and feature
composition-based similarity can be applied following
(13).

6.4 Updating similarity

When evaluating service similarities, perfect match of
service features is desired, but rarely found, due to some
continuous values of the features. For example, looking
for a service offering the weather temperature with an
accuracy of 0.1oF is not feasible. A query on what month
the temperature is 67.3F might have no match; but, for a
given location, a query on what moth shows [75-80] oF
might be answered by April or May, if a Mediterranean
area. We identify two possible relaxations when
performing the matching.

6.4.1 Context-based feature migration

In time, and based on business models or customer
feedback, some primary features become secondary, and
vice-versa. Even more, in the same time, in different
contexts, a feature can belong to either primary or
secondary feature sets.

Let C = {ci} a set of contexts and

s1 ::= ( A1U A2)context = c1, with A1 ∩ A2 = ϕ

s1 ::= ( A’1U A’2)context = c2, with A’1 ∩ A’2 = ϕ (15)

then, the following is possible:

s1 ~context = c1 s2

s1 ~context = c2 s3 (16)

6.4.2 Feature relaxation-based similarity

Service features are not always perfectly matching (so
goes for query matching, as well). Most of the time, the
exact matching is not mandatory, e.g., if a service feature
has a numeric value a variation of a1i (usually symmetric,
but not necessarily) of +/- α1i is allowed. As a result, the
similarity metrics presented in II.B can be relaxed. The
same relaxation can be applied for similarity on data
type/subtype, for similarity concerning the set of interface
operations, or similarity concerning variations of an
algorithm implementation. For example, when a query
(with explicit relaxation of +/- 2ms) targets a service with
a response delay of 10ms, any service offering a delay
within [8ms, 12ms] is a desired matching. With no
explicit relaxation delay, 10ms is mandatory. In this case,

s1 ~a1i +/- α1i s2 <=> b2i ϵ [a1i - α1i, a1i + α1i] (17)

where a1i and b2i are the corresponding features of s1 and
s2, respectively.

s1

s2

a1k a1m a1w

b2p b2z

…

… …
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6.5 Recommender-based similarity

Recommender mechanisms rank [22] the products or
services based on feedback received after a series of
recommendations and successful transactions. The
ranking is subject to incomplete, fictitious feedback,
volume of transactions for a given product or provider,
and confidence in feedback. Based on statistics, the
recommender computes its own ranking per product,
defining the reputation (r) of a service/product.

Considering a set of service clusters a recommender
build based on type of services/products,, we define:

Cluster = {clusteri}
with s1 ϵ clusteri and s2 ϵ clusteri, for a given service
feature

s1 ~feature = ai s2 ::= |ranks1 – ranks2| < εai (18)

In general,

s1 ~Uai s2 ::= max {|ranks1 – ranks2|} < min {εai} (19)

6.6 Customer feedback reputation-based similarity

Based on customer individual metrics, context, and
potential query with relaxation, a reputation is associated
with a service/product. Heuristics for updating the
reputation have been presented in [22][23]. In general,
the following information is available:

s <r>: each service <s> has an associated reputation <r>
Pi<s,ri>: each provider offers a service with its associated

reputation
Pj<s,rj>: another provider can offer the same service with

a different associated reputation
u <e, c>: a user u has a credibility and confidence metrics

associated with
For simplicity, we consider that <e, c> are the same for
any service.

For a given user, we define similarity in terms of rs

s1 ~feedbacks2 ::= |rs1 – rs2 | < ε0 with e> e0 and c>c0 (20)

In the following, the newly introduced model is used by
an algorithm to identify the most suitable service to
satisfy a query for a service.

VII. ALGORITHM FOR SERVICE RETRIEVAL
USING SIMILARITY

We introduced a similarity model and classes of similarity
that allow a user (invoker) to use for a service in a given

context, allowing or not precise relaxation for some
service features, and under different types of similarity
(strong, weak, normal). Distance metrics were also
adopted for services, in order to cluster the most suitable
services for a particular query, before computing the
similarity.

Based on the model previously introduced and on the
user model [23] and reputation [22], a query for a service
s can be expressed as

Q (s, similarity type, context, with/without relaxation on
{a1i})

The algorithm presented below illustrates the main
steps to reach a service proposal that can be a set, a given
service, or no service at all.

Algorithm for finding a requested service query Q, based
on similarity between potential satisfying services
-------------------------------------------------------------------
1: begin
2: identify the service cluster &&&see (4)]
3: select a distance metric &&&see (5)-(9)]
4: calculate distance between all si in the cluster
5: select a subset {sk with min {d(si, sj) < ε}
6: if Q with relaxation
7: apply (10) and (11) for all mentioned features
8: if not
9: if Q with context
10: apply (12) and (13)
11: if not
12: compute a subset {si} of the set found before

step12
13: select {sl} from the subset of step 12, with

rank (sl) > δ1 and rfeedbakc > δ2 &&&see (16) and
(17)]
14: select a subset for the subset of step 13
15: return the subset of step 14
16: end

Note that the output of step 15 might be an empty set,
or a set having many recommended services complying to
the query conditions.

The complexity of the algorithm is given mostly by the
number of services features that can be considered with
relaxations.

A variation of the algorithm was experimented with
relaxation conditions for a set of contexts. The number of
features with relaxation, the number of contexts, and the
number of services into a cluster determine the
performance of the algorithm.
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Different experiments on the on-line Barnes&Nobles
system (on-line book shopping) show a reasonable
improvement on the precision the algorithm returns after
running various numbers of queries and varying different
conditions.

Figure 9. Precision of service returned to queries with
different types of similarities

With no surprise, a service satisfying a query with
relaxation riches quicker and with a higher precision the
query expectation.

6.8 Similarity issues

We presented an approach for service invocation using
similarity taxonomy where weak, strong, and normal
similarity. Practically, services are clustered and service
distance/similarity metrics were adopted from text-based
domains. A reputation-based mechanism (introduced in
[22][23]) is used in combination to context-based
similarity and feature relaxation methods to identify a set
of services that better serves a given query.

We also introduced the techniques of feature
aggregation when similarity is evaluated and the
continuous update of feature classification, i.e.,
primary/secondary, according to the context. More work
should be done on these two items, as semantic-based
aggregation should be considered.

6.7 Feature relaxation-based similarity

Service features are not always perfectly matching (so
goes for query matching, as well). Most of the time, the
exact matching is not mandatory, or, at least, the query
can explicitly mention an acceptable variation. Usually,
this is expressed as a constraint associated with a given
service feature. For example, requiring a book delivery
service, might have as a condition, delivery costs <

threshold. In other cases, if a service feature has a
numeric value a variation of a1i (usually symmetric, but
not necessarily) of +/- α1i is allowed. As a result, the
similarity metrics presented in II.B can be relaxed. The
same relaxation can be applied for similarity on data
type/subtype, for similarity concerning the set of interface
operations, or similarity concerning variations of an
algorithm implementation.

For s1 [a1, a2, a3,….an]
s2 [b1, b2, b3,…bk]

Let us assume that a few service features ai are associated
with constraints. These constraints may be expressed as
follows:

ai > expression/threshold
ai < expression/threshold
ai ϵ &&&x, y] (belongs to, as an interval)
ai ϵ {x, y} (belongs to, as a set)

For a service selection, all expressions must be returned
TRUE.

A query for a service can be represented by:

Q (s, similarity type, context, {(ai, constrainti)})

We express this as

s1 ~constraint s2 <=> bi satisfies ai, and all constrainti are
evaluated TRUE, for ALL i mentioned in the Q

For example, when a query (with explicit relaxation of +/-
2ms) targets a service with a response delay of 10ms, any
service offering a delay within [8ms, 12ms] is a desired
matching. With no explicit relaxation delay, 10ms is
mandatory. In this case,

s1 ~a1i +/- α1i s2 <=> b2i ϵ [a1i - α1i, a1i + α1i] (21)

where a1i and b2i are the corresponding features of s1 and
s2, respectively.

As a note, similarity with constraints increases the
chance to have a matching to a given query, on the
expense of additional computation. A variation of this
kind of similarity is when constraints are:

- Mandatory, for primary features (M)
- Optional (while desired), for secondary features (O)

For expressing these variations, a Q must be explicit on
the categories of features

1 2 3 4 5 6 ..
Number of queries

Precision
1.

0.8

0.6

0.4

0.2

strong similarity

weak similarity

with relaxation

343

International Journal on Advances in Intelligent Systems, vol 3 no 3 & 4, year 2010, http://www.iariajournals.org/intelligent_systems/

2010, © Copyright by authors, Published under agreement with IARIA - www.iaria.org



Q (s, similarity type, context, M:{(ai, constrainti)}, O:{(ai,
constrainti)})

A response for the system should also contain the
reference to the kind of feature/similarity, e.g.,

A response can be

{s1/M/nonO, s3/M/O, s8/M/nonO}, or simply

{s1/M/nonO, s3, s8/M/nonO},

where nonO index represents the feedback of not all
optional constraints were evaluated TRUE.

With no surprise, a service satisfying a query with
relaxation riches quicker and with a higher precision the
query expectation.

Two performance improving procedures are possible:
(i) Building a query cluster each query belongs to (as a set
of a priori known services that might satisfy the
mandatory features of a given query, and (ii) Based on the
responses, it is interesting that the same similarity criteria
used to identify similar services can be used to evaluate
the ‘satisfaction’ of the returned services.

The first procedure needs a look up in the previous
query inventory, and group them by context and user.
Then, looking by context and user ID, a subset of services
are derived. A Q is now answered by considering a
particular service cluster, sensitively smaller than the
entire set of services.

By running a few situations, with 1,000 services, 5,000
contexts, 8,000 users, and queries with 4 mandatory
features and 5 optional features, no constraints, the
following results were obtained (Figure 10).

Figure 10. Response time versus number of queries in
clustered and non clustered approaches

In the case where services are clustered (based on
previous answers) the response time is dropping by
almost half. However, a similarity (Q, A) must be also
executed to evaluate hoe the recommended services
satisfy a given query.

In terms of returned services, under the same setting,
the results are presented in Figure 11.

Figure 11. Returned services versus number of queries in
clustered and non clustered approaches

A sensitive drop in returned services is observed in the
clustered mode; however, it seems to be saturation with
the number of queries increasing. This can be caused by
the lack on context differentiation, or by the similarities of
the queries. On the latter part, more experiments are
needed.

The second procedure is used to apply similarity (Q, A)
for each service in the retuned set, and select that service
that has the max similarity. The procedure is simple, but
requires to be applied, in turn, to all returned services. To
simplify, one may select to run the similarity check only
for the primary features. In this case, with the same
settings for the experiment, the computation time is
reduced by two thirds. This is due to the fact that
similarity with constraints requires additional
computation for each feature to validate that the constraint
is TRUE.

To substantially reduce the computation time, and the
cardinality of the returned services, a condition on service
reputation reduced the time and the number of returned
services.

VIII. CONCLUSION AND FUTURE WORKS

The paper presented a framework and appropriate
mechanisms to evaluate the services/providers in the
light of their respective direct impact on user
perception. Essentially, the proposal considers several
innovative ways of considering user impact on an
accurate evaluation of a service/provider reputation.
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The proposed schema can capture indirect service
delivery and allow reputation correction based on the
real transactions.

Future investigations should focus on a more formal
definition of service/provider/feature similarity and the
stability of the reputation accuracy over a longer period.
This might lead to the reputation predictions;
specialized metrics for assessing the accuracy of
predictions in the light of indirect delivery are
challenging but seen as very helpful in web-service
driven environment.

On the user side, consistency feedback and reliability
should be correlated with the frequency of users’ report
and transaction peaks, as well as with the user’s report
patterns. This will allow detection of potential ‘off-
market’ agreements between providers and set an
appropriate service level agreement policy.

One aspect that is left out, but worth to be mentioned,
is that the reputation adaption function presented in the
thesis should be refined. We adopted a linear r = r0 (1 +λ) 
reputation adaptation function. However, some services
might listen to other forms of reputation adaptation
function, as r = r0 (1 +eλ/r0), or r = r0 (1 +logλ/r0), etc. We
think that this can be approached by defining on the
customer side and on the provider side, a most suitable
function for reputation update, considering the type of
service and the context.

Another aspect that should be validated with more date
sets is related to the duration of the trying period for
endorsing the expected reputation. For example, 1-2 moth
for a book service, 1-2 weeks for a coffee service, or 6
months for a piece of software. In this case, trying various
validation periods might provide a more accurate
reputation update.

Service reputation was calculated ‘per context’. A
global view, form the producer perspective will require
studies on weighted cross-context reputation, in the case
of a free-context query. For example, a formula might be

Scross-context = (Σ wi x rcontexti) / Σwi (22)

In this case, large statistics are needed for an optimal
tuning of wi.

Another aspect that was surprising concerned the fact
that new customers where quiet close to the estimated
reputation; this raise the issue of a finer tuning
considering customer profiles. The heuristics presented
might need updates considering exceptions.

Finally, the fact that some service features shown
strong impact on service reputation were originally
classified as secondary (or, even miscellaneous) requires a

more customer-oriented service design. Actually, the
conclusion is quite the opposite with what is going on
with the service launching, when a myriad of features are
attached to a service, without a clear evaluation of a need.
Even more, new features are added, without accurate
validation of the use and customer evaluation of the
existing ones.
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Abstract— Semantic nets are a universal information structure 

that can be used for representing nearly any kind of 

information. This is why the semantic web has also chosen to 

use them as the universal format for representing data, usually 

using RDF (Resource Description Framework) as the syntax. 

Semantic nets are also suitable for sharing information 

between different domains, organizations, manufacturers etc. 

In this paper, we describe how a semantic net and agent-based 

shared storage called Smart-M3 has been implemented and 

can be used for such information sharing. The particular 

application domain studied is building automation, where 

interoperability between equipment made by different 

manufacturers is rare. This is a great challenge for 

implementing "ubiquitously smart buildings", where building 

automation systems, user interfaces and services could 

interact. The paper describes how the Smart-M3 concept can 

be used as an enabler of interoperability, where an ecosystem 

of supplementary services is created through manufacturer-

agnostic agents. 

Keywords - Smart Buildings, Smart-M3, semantic net, 

ontologies, software agents. 

I.  INTRODUCTION 

Creating smart buildings and smart environments in 
general has been a topic of research and development for a 
long time. However, such environments are still largely 
found only in experimental or pilot environments despite 
their potential to make people's lives easier, reduce energy 
consumption and environmental footprint, as well as 
improve the quality of life in general. In this paper, we 
describe a distributed information architecture that makes it 
possible to implement such smart environments on a large 
scale by integrating information access to and control of 
different building automation systems. We also show how 

smart buildings can be created as parts of smart 
environments. 

Building automation is a domain where interoperability is 
a challenge due to conflicting interface and communication 
standards, e.g. KNX, LON, Modbus etc., in addition to a 
great number of prorietary solutions. Solutions to these 
interoperability challenges have been developed e.g. in the 
ongoing DIEM project (Devices and Interoperability 
Ecosystem, http://www.diem.fi) using device and protocol 
adapters that enable unified information access to them all on 
the Internet Protocol level and notably through Service 
Oriented Architecture (SOA) solutions. Such SOA-based 
solutions are good in the case where standards (real or de-
facto) exist for the semantic representation of the 
information. In practice, there is a lack of universal 
standards. Meanwhile there tends to be many potential 
interfaces available developed by different organisations and 
projects, which are not interoperable. This lack of 
compatibility is a major obstacle for creating Smart Spaces 
where humans and devices could interact smoothly [1].  

The Smart Spaces notation is heavily overloaded and has 
been used for describing a wide variety of things. In this 
paper, we use it to signify a geographical space where 
information is available about the space itself, the devices 
and services available in it, the people present in it and about 
other potentially useful information or services. Such a 
Smart Space concept has been initially proposed in [2] as a 
solution to enabling interoperability. As no standards exist 
that would cover the information representation needs of 
such Smart Spaces, we believe an incremental process will 
occur [3]. In the first phase, devices and systems will publish 
their available information and services using their current 
semantic notations (standardized or not). When the 
information becomes available, that makes it possible to 
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create new services that use the information, while 
augmenting it with information about the services 
themselves and information produced by them.  

In the Sedvice/M3 architecture, information is expressed 
as subject-relation-object Triples that build up labeled, 
directed multi-graphs (one or more). In the rest of this paper 
we will call such graphs semantic nets even though graph 
theory and semantic net theory use partially different 
vocabularies and present other potential incompatibilities due 
to their background and history. The Triples are represented 
using Resource Description Framework (RDF) notations. 
Triples are stored and managed by the Semantic Information 
Broker (SIB), which can be distributed over many devices. 
The Smart Space Access Protocol (SSAP) is used for 
performing operations on the semantic net.  

After this introduction, the paper gives a state of the art 
overview of building automation systems, semantic nets and 
Smart Spaces. In Section III we describe the whole system 
architecture and in Section IV we show the current level of 
implementation, followed by conclusions. 

II. BACKGROUND 

Building automation systems and Smart Spaces are 
currently two distinct domains with different technological 
and scientific backgrounds, which is the reason for splitting 
this section. We will provide an overview of the state-of-the-
art for both domains, as well as some background for the 
work reported in this paper. 

A. Building Automation Systems 

Systems integration in buildings has traditionally been 
about physical dimensions, voltage, plug dimensions etc. 
Control mechanisms usually control either one device only 
(e.g. a lamp, a refrigerator etc.) or power supply for security 
reasons (e.g. fuses, main switch etc.). Implementing 
integrated functions such as switching the power off from 
certain appliances, cutting off water supply and activating 
the burglar alarm with one single "leaving home" command 
has required a lot of dedicated cabling and custom devices, 
installed by professionals.  

Different communication standards have been defined in 
order to provide more feasible solutions, such as LON 
(http://www.lonmark.org/), KNX (http://www.knx.org/) and 
ModBus (http://www.modbus.org/). However, none of these 
has become a global standard that all manufacturers would 
support. Many solutions based on these protocols also tend 
to be expensive to install, maintain and upgrade. 
Furthermore, they are not conceived in a way that would 
allow for easy integration between them; in fact, they may 
even on purpose be designed in a way that makes 
interoperability more difficult due to commercial reasons.  

Meanwhile, remote monitoring and control of buildings 
has become a common functionality at least for bigger 
buildings such as shopping centers, office buildings, libraries 
etc. Remote monitoring services are becoming an 
increasingly important part of the business of traditional 
building companies as well as other companies. These 
systems tend to use internet as the information channel 
because it is cheap to set up and use. As people become 

increasingly connected to the internet from their homes, 
internet and the communication protocols associated with it 
have become an interesting option also for building 
automation solutions. The fact that many multimedia devices  
(including mobile phones) integrate internet connectivity by 
default, makes it possible to take systems integration and 
usability to levels that are not possible with "classical" 
building automation systems.  

Figure 1 illustrates how different devices can be 
connected to a "protocol converter" that makes device 
information available through internet protocols. The 
"protocol converter" can be an ordinary computer or a 
cheaper and more energy-efficient solution, such as the 
Home Control Center 
(http://smarthomepartnering.com/cms/) initially proposed by 
Nokia. Device connectivity is implemented through adapters 
that convert the underlying protocols into a generic internet 
interface.  

In practice, a generic internet interface nowadays 
signifies a browser-compatible format (HTML and others) 
for user interfaces and XML messages for machine-readable 
information. For successful machine-to-machine 
communication, the semantics of the XML messages have to 
be understood in the same way by both parties. The currently 
most used method for describing message semantics is XML 
Schemas. In building automation, the oBIX (Open Building 
Information Xchange, http://www.obix.org/) is an example 
of such a protocol. Devices Profile for Web Services 
(DPWS) is another initiative with similar goals. In addition 
to these, more generic messaging protocols exist that are 
intended for communication with any kind of devices (not 
only related to building automation). The PROMISE 
Messaging Interface (PMI) [4] is an example of such an 
interface. The IP for Smart Objects (IPSO) alliance 
(www.ipso-alliance.org) has similar objectives but it is 
unclear whether they have yet specified any messaging 
protocols. In practice, none of these has obtained global 
acceptance.  

There are still technical and functional differences 
between the protocols. Currently, oBIX and PMI are the 
easiest protocols to compare because their specifications are 
readily available. For the moment, oBIX does not support 
real-time events due to the lack of callback functionality, 
which is included in PMI. On the other hand, oBIX is more 
well-known. oBIX is also REST-compliant [5], whereas PMI 
currently lacks the functionality of accessing resources (e.g. 
devices, sensor values etc.) directly via a URL. The lacking 
features would be easy to add both for oBIX and PMI but for 
the moment especially the lacking features in oBIX make it 
hard or impossible to implement some functionality that is 
essential in real-life applications. As a conclusion, no 
universal standard currently exists for representing 
information neither about smart objects in general, nor about 
building automation systems.  
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Figure 1.  Connecting devices to the Internet. 

B. Semantic nets for describing Thing-related information 

Buildings are per definition complex products for which 
an extensive amount of documentation is produced both 
during the design and the manufacturing phases. CAD 
models and other technical information produced during the 
design phase are some of the most essential parts of the 
product information available when the building is taken into 
use. CAD models are a form of semantic networks that 
explicitly model "part-of", "depends-on" and similar 
relationships. The bill-of-materials (BOM) used during 
manufacturing is another important piece of product 
information that can be represented as a semantic network. 
However, the BOM is usually representing product 
information on a product-type or product-variant level rather 
than on a product-item level. The classical BOM is not 
sufficient for managing building product information, where 
each building is an individual product-item, where even the 
parts of the building have individual properties and where 
parts can be changed during the product lifecycle [6].  

Semantic networks represent sets of named relationships 
between different nodes (or objects) in a network. Using a 
collection of pair-wise relations between nodes, where every 
relation may also have an associated "strength", can 
represent a semantic network. Relation strengths are 
particularly useful when semantic networks are used for 
reasoning, e.g. for diagnostic or prognostic purposes as those 
needed in many middle-of-life (MOL), i.e. in-usage 
applications of product items [7].  

Solutions for managing semantic networks in a multi-
organizational context are being developed under the name 
"semantic web".  RDF and Web Ontology Language (OWL) 
are examples of standards being developed for the semantic 
web. Software frameworks also exist that use these 
standards, e.g. Jena (http://jena.sourceforge.net/), OpenRDF 

(http://openrdf.org/) and the Redland RDF Application 
Framework (http://librdf.org/).  

However, RDF and OWL are mainly focused on 
describing web content rather than on describing product 
information. Furthermore, the related software tools are not, 
as such, designed to be used for implementing distributed 
applications. Therefore agent frameworks could be more 
suitable for this purpose. Examples of such agent 
frameworks are ABLE 
(http://www.alphaworks.ibm.com/tech/able) and JADE 
(\http://jade.tilab.com/) that integrate inter-organizational 
communication. In a multi-agent framework, agent 
references correspond to links between nodes of a semantic 
network. Therefore agent frameworks could be used as 
building blocks for a distributed implementation of semantic 
networks for describing product information.   

When using an agent framework with support for data 
analysis and decision support, the nodes themselves can also 
be "intelligent". Especially the data analysis methods 
included in the ABLE framework could be applicable as 
decision support systems. ABLE data analysis and decision 
support agents provide support for many different data 
analysis methods, e.g. naïve Bayes, decision trees and neural 
networks. In addition to these, ABLE agents exist for both 
crisp and fuzzy rules that are useful for explicitly expressing 
expert knowledge.  This portfolio of methods is particularly 
interesting for MOL scenarios that include diagnostics, 
prognostics and condition-based maintenance. ABLE agents 
can be trained both on- and offline and included in different 
software components to perform filtering or decision-making 
on different levels.  

The Design Pattern [8] concept developed in the context 
of Object-Oriented Programming is an example of how 
object relationships, which are conceptually quite identical to 
semantic relations, can be combined with processing in well-
documented ways that are known to be "good" from a 
program design point of view. In the DIALOG software 
platform [9], semantic relations have been used as a way of 
storing product-related information structures, while agents 
implemented the needed information processing in order to 
apply some major Design Patterns to the domain of product 
lifecycle information management [10].  

DIALOG has been used for real-life applications in many 
application domains, such as shipment tracking (inventory 
management, detecting delays, project management), 
building automation (intelligent refrigerator, remote 
monitoring, condition-based maintenance), automotive 
(online tracking and collection of sensor and other data, 
condition-based maintenance) and telecommunications 
(configuration management). There are also ongoing projects 
in the same and new domains. Semantic nets have proven 
their value for storing Thing-related information, while the 
agent concept is a flexible and efficient paradigm for the 
processing of that information. However, DIALOG is 
implemented using "traditional" database and networking 
technologies, which are not initially conceived for semantic 
net and agent-based information processing. Smart-M3 is a 
paradigm and platform developed to overcome those 
limitations. 
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Figure 2.  High-level system architecture and connectivity to external systems. 

C. Semantic Net and Agent-based information processing 

with Smart-M3 

The Smart-M3 system [2][11] consists of a space based 
communication mechanism [12][13] for independent agents. 
The agents communicate implicitly by inserting information 
to the space and querying the information in the space. The 
space is represented by one or more Semantic Information 
Brokers (SIBs), which store the information as an RDF 
graph. The agents can access the space by connecting to any 
of the SIBs making up the space by whatever connectivity 
mechanisms the SIBs offer. Usually, the connection will be 
over some network, and the agents will be running on 
various devices. The information in the space is the union of 
the information contained in the participating SIBs. Thus, the 
agent sees the same information content regardless of the 
SIB to which it is connected. The high-level system 
architecture is shown in Figure 2, which includes the 
distribution routing between SIBs and external interfaces to 
protocols such as NoTA and UPnP from the agents. 

The agents may use five different operations to access the 
information stored in the space: 
Insert: Insert information in the space 
Remove: Remove information from the space 
Update: Atomically update the information, i.e. a 

combination of insert and remove executed 
atomically 

Query: Query for information in the space 
Subscribe: Set up a persistent query in the space; changes 

to the query results are reported to the 
subscriber 

In addition to these access operations there are Join and 
Leave operations. An agent must have joined the space in 
order to access the information in the space. The join and 
leave operations can thus be used to provide access control 
and encrypted sessions, though the exact mechanisms for 
these are still undefined. 

In its basic form the M3 space does not restrict the 
structure or semantics of the information in any way. Thus, 
we do not enforce nor guarantee adherence to any specific 
ontologies, neither do we provide any complex reasoning

1
 

[14][15]. Furthermore, information consistency is not 
guaranteed. The agents accessing the space are free to 
interpret the information in whatever way they want. 

We are planning to provide, though, a mechanism to 
attach agents directly to the SIBs. These agents have a more 
powerful interface to access the information and can be e.g. 
guaranteed exclusive access to the information for series of 
operations. Such agents may perform more complex 
reasoning, for example ontology repair or translation 
between different ontologies. However, they may not join 
any other spaces but are fixed to a single SIB and thus a 
single space.  

                                                           
1
 The current implementation of the concept understands 

the owl:sameAs concept 
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The M3 spaces are of local and dynamic nature, in 
contrast to semantic web which embodies Tim Berners-Lee's 
idea of semantic web [16] as a "giant global graph". We 
envision that the spaces will store very dynamic context 
information, which poses different challenges than the 
internet-wide semantic web. For example, in order to provide 
a true interoperability for local ubiquitous agents, the space 
(i.e. SIBs) will have to provide a multitude of connectivity 
options in addition to http: plain TCP/IP, NoTA [17], 
Bluetooth, RFID [18]. Furthermore, the space should be 
fairly responsive. While we do not aim for real-time or near 
real-time systems, we think response times need to remain 
within seconds in order to be acceptable.  

The responsiveness is one of the factors behind the 
fundamental decision to not enforce any specific ontologies 
and allowing the agents to interpret the information freely, as 
it lessens the computational burden of the infrastructure. 
Another, and more important reason is that we explicitly 
want to allow mashing up information from different 
domains in whatever way the agents see best. Strict ontology 
enforcement would make this kind of activity extremely 
difficult as all new ways of mashing up the information 
would require approval from some ontology governance 
committee. However, we still plan to provide means for 
ontology enforcement for cases where the space provider 
explicitly wishes to restrict the ways the information is. Such 
situations will occur in reality where such enforcement is the 
best approach. 

The information content in a M3 space may be 
distributed over several SIBs. The distribution mechanism 
assumes that the set of SIBs forming a M3 space are totally 
routable but not necessarily totally connected. The 
information content that the agents see is the same regardless 
of the SIB where they are connected [19]. Distribution may 
also occur between first order space interaction as described 
in [20]. 

Security is provided firstly as an effect of the localised 
nature of spaces coupled with the agent-join mechanisms. 
Within the space there is need for a more sophisticated 
policy mechanism to regulate access, update and the trust of 
the information at both individual triple and larger RDF 
graph structure levels [21]. 

D. Applications in M3 Spaces 

The notion of application in M3 space differs radically 
from the traditional notion of a monolithic application. 
Rather, as a long term vision, we see the applications as 
possible scenarios which are enabled by certain sets of 
agents [22][23][24]. Thus, we do not see an email 
application running in M3 space, but we could have a 
collection of distributed agents present which allow for 
sending, receiving, composing and reading email. Figure 3 
pictorially depicts the relationship between the user, her 
agents and, in this case, one space, while Figure 4 shows the 
user (via agents) interacting with many spaces. 

 

 
Figure 3.  A User's Agents, Devices, Spaces and Information. 

 
Figure 4.  A User and Multiple Spaces 

For this kind of scenario based notion of application, we 
also would like to know whether the available agents can 
successfully execute the scenario. The envisioned model of 
using this system is that the user has a set of agents which 
are capable of executing certain scenarios. If a user needs to 
perform a new scenario that the current set of agents are not 
capable of executing, she could go and find a suitable agent 
from some directory by describing the desired scenario and 
the agents she already has.  

Thus, we need some formal or semi-formal way of 
describing agent behavior both with respect to the M3 space 
and to the environment. While there exists research 
addressing behavior in multi-agent systems, for example by 
Herlea, Jonker, Treur and Wijngaards [25], this kind of ad-
hoc assembly of agents in order to execute a certain scenario 
seems to be quite unaddressed in current research. However, 
slightly similar problems have been addressed in e.g. web 
service orchestration research [26], but these still seem to 
concentrate on design-time analysis rather than run-time 
analysis.  As for shorter term, our vision is that sets of 
existing applications would be enhanced by being able to 
interoperate and thus allow execution of (automatic) 
scenarios that would have been impossible or required 
extensive work to implement without the M3 approach. 

III. BULDING SPACE AND SERVICES IT CAN PROVIDE 

Despite the lack of universally accepted ontologies for 
representing information related to buildings and the systems 
found in them, the application domain still presents some 
advantages [27]. It is possible to identify a common name for 
some key concepts, such as "temperature" and "humidity".  
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Figure 5.  Example of an Ontology (Schema). 

When it comes to the CO2 level it already becomes more 
difficult to agree on a common name. There may also be 
several different sensors of the same type. For instance, a 
ventilation machine with heat recovery would normally have 
at least four temperature sensors that need to be named. Still, 
the number of manufacturers of such machines is typically 
not too big (less than ten in Finland) so even though all 
manufacturers would choose their own names for those 
sensors, it could still remain manageable. We also believe 
that as equipment manufacturers start publishing information 
in the smart space and there are services built upon that 
information, there may also be more incentive for the 
manufacturers to start using common ontologies such as the 
simple example in Figure 5 written in a UML or Entity-
Relationship style notation. Another approach could be to 
use "forced semantics" [28] implemented by "translation 
agents" that would automatically translate information from 
one ontology to another [29].  

Figure 6 shows an example of a small semantic net [30] 
expressed as an RDF graph for representing sensor values 
from three different temperature sensors, of which two are 
located in the same room. This graph satisfies the ontology 
given in Figure 5, where the reader should be able to figure 
out the names of relationships (other than object typing) 
which are not shown for clarity.  

This limited net also illustrates some basic processing 
needs, implemented by agents. In Figure 6, sensor ts3 has 
produced three temperature readings, which is the beginning 
of a reading history. With an increasing number of sensors 
that may store historical information in the space, it becomes 
necessary to at least implement cleaning agents who take 
care of removing expired information or removing the "least 
useful" information if memory is filling up. To avoid losing 
too much information when cleaning, summarization agents 
become essential. Summarization agents will keep track of 
minimum, maximum, running average etc. values even after 
the cleaning agents have removed the original values.  

 

 
Figure 6.  Example of partial semantic net for a home with several 

temperature sensors. 

Using Figure 6 we can write queries across this graph to 
obtain readings such as those described above. We nominally 
use here a graph traversal language such as WQL [31] or 
XPath - M3 specifically supports WQL at this time and a 
SPARQL parser is being developed. 

Given a specific temperature sensor (ts2), the query to 
obtain the current temperature would take the pseudo-code 
form: 

ts2 | readings.filter( 

 latest(timestamp). 

 temperature 

Given a specfic room, the average temperature would 
take the form: 

Room | ( location-1.readings. 

temperature.asBag() )  

/ size(location-1.readings) 

where the suffix -1 denotes inverse traversal of a link and 

the functions latest(), asBag(), and size() take 
their common sense meanings when working with sets (or 
bags) of values. 

Figure 6 also shows the alarm event alarm_nn in the 
space as an example of how to handle anomaly detection. A 
sensor consistency check agent notices an abnormally great 
value difference for sensors ts1 and ts2 that are in the same 
room. The presence of a new alarm event can be detected by 
a user notification agent that takes care of notifying the user 
about the situation. The user can then take the appropriate 
action, after which the alarm event is removed manually or 
automatically when the anomaly is no longer present. 

It is quite easy to imagine a great number of other 
functionality that agents could implement based on the 
information in the space. Such functionality could be 
deciding on the target temperature in a room based on some 
"voting" rule, automatically telling the coffee and tea making 
machines how many people prefer which one, automatic 
agreement of the next appointment based on the calendar 
information available from participants in a meeting etc. 
However, the implementation of such functionality is more 
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complex than the anomaly detection described previously. It 
is also much less certain to what degree users want to have or 
even accept such functionality. However, the purpose of this 
paper is not to claim that some specific service or 
functionality is useful as such, the objective is rather to show 
that Smart-M3 significantly simplify the creation of such 
services.  

Finally, Smart Spaces as described here are not 
constrained to buildings. They can also cover greater 
geographical areas and be dedicated for other application 
domains. One example of such a domain would be 
publishing weather information collected from private 
weather stations, ventilation machines etc. for improved 
local weather forecasts, thereby improved control of heating 
and cooling in buildings and, as a consequence, improved 
energy-efficiency as a whole. 

IV. IMPLEMENTATION 

The Electrical Building Services Centre of Posintra Oy in 
Porvoo, Finland, develops demonstration solutions as well as 
commercially applicable components for integrated building 
automation. The developed systems should be low-cost, easy 
to use and easy to integrate with existing and new building 
automation systems. Current systems installed both in the 
Centre's demonstration facility  and in real buildings make it 
possible to bridge between the Internet, and a number of 
building automation protocols and proprietary device 
protocols. The software platform is based upon OpenWRT 
(http://www.openwrt.org), a Linux software distribution for 
embedded systems. The platform makes it possible to 
communicate with proprietary building automation 
protocols, and translate the messages to a common format, 
namely oBIX. This makes it possible to network the devices 
together, which previously were isolated from each other 
because of the lack of an universal protocol. The platform 
itself is running on inexpensive consumer grade hardware (a 
wireless router with Universal Serial Bus). Currently 
supported systems include real-time energy metering, data 
collection and control of air handling units, a control unit for 
electrical systems of small buildings, wireless power outlets, 
a consumer-end weather station etc. 

The difference of this approach compared to earlier 
attempts to create a common building automation protocol, is 
that we have a protocol-agnostic approach. Any building 
automation protocol can be integrated to the platform by 
means of adapter software and hardware, and thus we can 
enable any protocol for Internet connectivity. By connecting 
together various building automation protocols, we make it 
possible to combine the functionalities of various 
subsystems, and create new services that would not be 
possible without seamless integration of the subsystems. 
Currently, the subsystems are combined together by the 
oBIX protocol, which makes it possible to build hierarchal 
systems by interconnecting the devices on a local level and 
export the combined information to upper-level systems via 
oBIX as illustrated in Figure 7.  
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Figure 7.  Integration platform makes it possible to control and acquire 

data from building automation systems, and export the data to back-end 

systems. 

Converting data from proprietary protocols to oBIX 
simplifies the creation of traditional Supervisory Control and 
Data Acquistion (SCADA) applications, because the 
SCADA application now needs to understand only one 
protocol, instead of a myriad of protocols. 

However, optimal control of a building's automation 
system also needs information from other sources than the 
various systems located in the building. A simple example is 
to use weather forecast information from a meteorological 
website so that the control system can decide to start heating 
the house during the night (when electricity is cheaper) if the 
weather forecast says the next day will be colder. Including 
this type of information from outside the domain of building 
automation is difficult, if we have to use a building 
automation specific data format like oBIX.  

The Smart-M3 architecture is being integrated to the 
demonstration platform to make it possible to combine 
information from various data sources, and to do automated 
reasoning over it as illustrated in Figure 8. Reasoning agents 
might change over time, or be only temporarily available, 
e.g. if they are located in a visitor's mobile phone, PDA or 
similar. 

 

SIB

Building 

automation 

systems

Reasoning agent

Web services

”’Meetingroom

temperature is 20 C”

”Weather tomorrow: cold”

”Meeting at 0900 hrs”

User1: ”My preferred room 

temperature is 24 C”

”Action: start heating at 0400 hrs,

setpoint 22 C”

User2: ”My preferred room 

temperature is 20 C”

User3: ”My preferred room 

temperature is 22 C”   
Figure 8.      The SIB is an implementation of a data store supporting 

reasoning over cross-domain information. 
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Figure 9.  Case study overview showing an interoperability solution for a simple building automation problem. 

The integration to the SIB is not intended to replace the 
control logic embedded in building automation systems, but 
rather to facilitate using the information from the building 
automation systems together with other information. 

A. Smart-M3 Implemented for Building Automation 

In building automation there are several different 
automated devices which benefit from the knowledge of 
three simple states. These states are "Home", "Away" and 
"Vacation". This state data can be modified by status 
changes in several different system, and this data could be 
requested by any device compatible with the Smart-M3 
stack, running an agent built for this purpose. This simple 
case study was expanded to be configurable to demonstrate 
an additional benefit which could be added by the Smart 
Space approach. Our demonstration scenario requires a home 
state switch, reflecting the global state (i.e. "Home", "Away" 
and "Vacation"), and a heating system. In addition to these 
devices there are two additional parts for enabling 
interoperability: a controller and a configuration tool. In 
addition to the required interoperating components there is 
also a temperature display, and a temperature slider which 
can be configured to correspond to or set the different 
temperatures available from the heater appliance. The 
demonstration application consists of several agents

2
 

representing the functionality of the devices and a user 
interface. A conceptual model is shown in Figure 9. 

All these components contain a proprietary solution, and 
provide only a limited set of services through their agents. 
Additional services could be added to the model, and 
published to the SIB in order for the configuration tool to 
make new rules of interaction. The demonstration 
implementation contains a temperature service concept in 

                                                           
2
 Smart-M3 agents are also called Knowledge Processors. 

addition to the house state concept shown in Figure 9. The 
temperature data service is contained in the Heater, 
Temperature Slider and the display. An example 
configuration is to set the display to show the active 
temperature setting in the heater, but if there was an 
independent temperature sensor it could be configured to 
display its value as well.  

The configuration tool can add and remove 
dependencies, rules and connections by querying the SIB. In 
our scenario the heater and air-conditioning agents can be 
configured to request changes in the State switch value, or 
remove their dependency. The state is indicated by an integer 
value. When configuration has been set up, the configuration 
tool agent can leave the Smart Space, as all the necessary 
data is contained within the ontology in the SIB. 

1) Example Scenario 
All devices in the home connect to the SIB, through their 

respective SIB interfaces, and insert information about 
themselves. This information consists of a user friendly 
name, a list of services it provides and the data which 
describes its state. No automatic configuration about how 
they interact exists at this time. When the configuration tool 
is run, the user is presented with devices registered in the 
SIB, and can then configure rules.  

Rules are interpreted by a controller agent. The controller 
subscribes to changes in the data of the devices. In order to 
catch changes in state of the switch the controller listens to 

new instances of the Event class. This instance contains 
information about what has occurred. When the controller 

receives a new instance of an Event it parses through the 
list of rules, and if there is a matching rule, it will execute the 
rule. In this simple implementation a matching rule will 

create a new instance of the class Invoke and add 
properties to it according to the configured rules. 
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Figure 10.  Overview of the ontology used in the implementation of the 

case study. 

The new Invoke instance is subscribed to by the agent 
representing the service invoked, and can then be used to 
alter the internal state accordingly. 

2) Ontology 
In this use-case we created an ontology containing rules 

for automation, and concepts for expressing house state, and 
temperature. The house state is mapped to an integer value, 
but should more correctly be defined as an enumerated class 
consisting of the three states as individuals 'Home", "Away", 
"Vacation". An overview of the ontology is shown in Figure 
10. In this way the configuration tool could suggest 
potentially interesting counterparts for creating connections 
or rules. The ontology does not contain a complete set of 
concepts for building automation, but merely the concepts 
needed for this specific automation task and demonstration. 
The ontology is expressed in OWL-DL and contains classes, 
data properties and object properties. 

3) Code Generation 
The Python Code Generator was used to generate the 

agent ontology API. We recognized several features which 
would be required in order to create a practical 
implementation of the initial plan of the building automation 
ontology. Updating data in the SIB requires a delete and 
insert query. There is no support for subscribing to changes 
in properties, and thus the implementation uses classes of 

Event and Invoke to register changes. This approach adds 
significant overhead to network utilization. The generated 
API also populates all instance properties depending on 
which class it is loaded from, which could also be changed to 
a populate on demand approach in order to reduce 
unnecessary queries to the SIB, or alternatively it could make 
use of a better query receiving all properties in one message. 
At the moment all properties are queried separately. 

4) Building Automation Configuration Tool 
The tool for creating rules for the controller is a 

command line tool. The configuration tool inserts or removes 

instances of Connection. Typing "?" or "help" provides 
the list of commands and a brief explanation. There are three 

main commands; list, connect and disconnect.  
With the list command a list of registered devices are 

shown. The list also shows rules for the controller, as shown 
in the following listing of configuration tool output: 

 
HomeStateSwitch (addr=17) 

 0 State 

 This three state switch 

  corresponds to the Home, Away,  

  Vacation modes used in  

  heaters etc. 

 Connected to:  

  Heater => State 

 

5) Running the demonstration 
The source code is available from SourceForge 

(www.sourceforge.net), under the name "smart-m3". The 
demonstration is tested only for specific versions of the 
components, but may well work with other versions as well. 
If you are having trouble running the demonstration, please 
consider installing the following versions; Python 2.6.x, 
PyQt v.4.5.4 for Python 2.6 and Nokia SIB revision 98. 
Python is needed because this generated API and the Smart-
M3 Mediator

3
 are written in Python. The Qt library is used 

for the message pump of the persistent agent. The Nokia SIB 
provides the database back-end and connection library for 
the Smart-M3 Mediator. The SIB is also available from 
SourceForge, with installation instructions. To the best of our 
knowledge it does not compile on Windows. 

The agents in the building automation demonstration try 
to connect to a smart space named "x" on 127.0.0.1 at port 
10010 by default, but this can be changed for all agents in 

the file SmartSpaceConf.py. Port 10010 is the default 
for the SIB, but the smart space name must be provided. 

Running python SIB.py x starts a SIB running locally 

at port 10010 with the smart space name x. 
The simplest use-case to run is the HomeStateSwitch and 

the Heater. They have pre-configured addresses of 17 and 7 
respectively. These can be connected by the configuration 
tool using the  following commands: 

 
Command] list 

  HomeStateSwitch (addr=17) 

    0 State 

        Connected to:  

          - 

Command] connect 

Source address: 17 

Source feature: 0 

Destination address: 7 

Destination feature: 0 (State might have 

another number) 

Rule name: TestRule 

 
If these commands have executed correctly the heater 

will output its changing state following the home state 
switch. 

The agents can be started in any order, but the 
configuration tool agent does not find any devices until they 
are started. The suggested order is to run the controller and 
the configuration tool, and then any of the service providing 
devices/agents. Observe that subscriptions to the SIB result 

                                                           
3
 A caching middleware for accessing the SIB. 
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in a TCP timeout if no subscribed data is sent by the SIB 
within a quite short period of time depending on network 
configuration. The Python platform cannot independently set 
TCP keep-alive messages. It is therefore recommended to 
run the demonstration locally. There are some subscriptions 
which are not required after running the configuration tool, 
thus the example might work even after this timeout error. 

The SIB does not clear all data when running the clear 
command, and thus it is recommended to remove the smart 

space file if problems occur. This is done by running quit 

in the SIB command line interface, and then rm x, where x 
is the smart space name, and then running the SIB again 

python SIB.py x. 

6) Lessons learned 
Tool-chain: We used the Application Development Kit, 

ADK, available from SourceForge. The ADK was able to 
generate the Python API from the use-case's OWL ontology 
without problems. It was found that there are several features 
to be implemented into the ADK which would improve this 
building automation use-case. The ADK does not support 
subscriptions to changes in properties. This lead to 
modifications in the ontology in order to use subscription to 
instances instead. An improved ontology API would reduce 

overhead of creating new instances of Event for changes in 
values of the devices and sensors, instead of updating one 
property. 

Smart-M3: The architecture of the interoperability 
package as described is not, in its current form, very well 
suited for building automation. However, it raises interesting 
points about potential cross domain interoperability 
scenarios, which are much easier to implement as a result of 
access to data in a well structured form. By revealing an 
interface to the smart space for programmatically accessing 
features in devices, normally accessed by infrared remote 
controls and proprietary systems, the possibility of 
interoperating between the virtual and the physical world is 
realized. Cross domain implementations can be aided by the 
ADK, by loading several ontologies for a single agent and 
using input data from one domain and translate it into 
another. 

There is significant overhead in communication and 
application size. To the best of our knowledge the current 
SIB implementation does not scale beyond a very modest 
number of devices in a building automation scenario, and 
cannot automatically be distributed over multiple SIBs. The 
workaround to a distributed environment would be to 
implement an agent which moves data between two SIBs. 
We recognize that the overhead is partially due to the ADK 
generated ontology API and this specific implementation. 

Improvement proposals: The implementation could be 
further improved by removing the addressing scheme used 
here. It should not be needed as long as the instances are 
uniquely identifiable. The solution used here is for 
convenience when querying for a specific device, we need 
only an integer value instead of the UUID. The current 
implementation is still inadequate for real building 
automation applications, but demonstrates a working concept 
of connecting features together via the SIB. 

V. CONCLUSIONS 

Buildings are a major context for creating smart 
environments and achieving the goals of Ubiquitous 
Computing, where people could interact seamlessly with 
their everyday environment and where the various devices in 
the environment co-operate in order to achieve some "smart" 
behavior. However, there are still great interoperability 
challenges between systems in the domain of building  
automation due to several competing bus standards and 
proprietary solutions. The paper shows how such issues can 
be solved using device adapters and protocol conversion in 
so called home gateways as illustrated in Fig. 1.  

However, the question of semantic interoperability is not 
solved by home gateways. Semantic interoperability can be 
partially achieved by standards based on e.g. XML Schema 
such as oBIX and PMI but it does not seem probable that 
such standards will achieve a similar global acceptance as 
HTTP and HTML in any near future. Furthermore, those 
standards do not define device-specific semantics, such as 
the names of devices, sensors, alarms etc. In order to 
overcome such limitations, this paper describes an 
information publishing mechanism that does not require any 
pre-defined standard for making the information visible, 
discoverable and usable to others. That also signifies that it 
becomes possible for third-party solution providers, who are 
not themselves manufacturers of building material or 
building automation, to create Smart Space applications. 
Such solution providers can provide agents or agent 
frameworks that implement new functionality. Therefore, 
our goal is to provide an easy to use basic mechanism that 
makes it possible to create an open ecosystem where the set 
of potential applications is open and impossible to predict in 
advance.  

The home gateway solutions described in the paper are 
currently in use in many real buildings and are expected to 
become commercial-level volume products within a year. 
The Smart-M3 implementation described in the paper is 
implemented on a demonstration laboratory level and will 
eventually be tested in real pilot targets. Earlier experiences 
using semantic nets and agents with "classical" tools such as 
the DIALOG platform have shown their power in several 
domains such as shipment tracking, product lifecycle 
management etc. The technical, conceptual and business 
feasibility of Smart-M3 as an enabler of semantic nets and 
agents in the building automation domain still remains to be 
proven. However, the ad hoc data and processing distribution 
mechanisms of Smart-M3 that are conceived also for 
embedded devices, and notably mobile phones, are expected 
to be key enablers of future smart environments where 
buildings, vehicles, public spaces etc. can be accessed and 
used in a uniform way. 
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Abstract—Adaptive control involves both estimation and con-
trol, which are generally interdependent and partly in conflict.
Yet, the majority of adaptive controllers separate the two by
assuming that certainty equivalence holds, even if this is not the
case. In contrast adual adaptive controller, based on the idea
postulated by A. Fel’dbaum in the early 1960s, aims to strike
a balance between estimation and control at all times. In this
manner, the control law is a function of the estimates’ uncertainty,
besides the estimates themselves, thereby leading to improved
control performance. Few such controllers have ever been im-
plemented and tested in practice, especially within the context
of intelligent control, and to the best of our knowledge none
on mobile robots. This paper present two novel dual adaptive
neural control schemes for the dynamic control of mobile robots
in the presence of functional uncertainty. Furthermore, bymeans
of realistic Monte Carlo simulations and real-life experiments, a
thorough comparative analysis is performed. A notable novel
contribution of this work is the use of the unscented transform
within the context of dual adaptive control, aimed at improving
further the performance of the system.

Index Terms—Dual adaptive control; nonlinear stochastic con-
trol; neural networks; unscented transform; mobile robots.

I. I NTRODUCTION

A major motive for adaptive control is the need to have
automatic systems that operate satisfactorily in the ambience
of uncertainty. The uncertainty is typically due to unknown
and/or time-varying structure or parameters pertaining tothe
system or process under control. Hence, in addition to keeping
the controlled variable tracking its reference, an adaptive con-
troller needs to simultaneously estimate the unknown system
functions or parameters. These two objectives, termedcontrol
and estimationrespectively, are generally interdependent and
partly in conflict, in that typically estimation improves with
perturbing (persistently exciting) input signals, while tracking
performance does not. On the other hand, good tracking
performance still requires good estimates.

Most of the adaptive controllers proposed over the past
fifty-five years, including the well-established model-reference
adaptive systems (MRAS) and self-tuning regulators (STRs),
artificially separate estimation and control via the heuristic
certainty equivalence (HCE) assumption. In this manner the

This work was supported by National RTDI under Grant RTDI-2004-026.

parameter estimates are used in the control law as if they were
the true values of the unknown parameters, without any due
consideration to their inherent uncertainty. Though simple to
implement, and adequately applied in many applications, HCE
adaptive control can lead to large tracking errors and excessive
control actions, which can excite unmodelled dynamics or even
lead to instability and possibly physical damage [1]. These
effects are more pronounced in situations characterized byhigh
uncertainty, short control horizon and/or time-varying system
parameters [2], [3].

The issue of simultaneous estimation and control is best
addressed via stochastic adaptive control theory. Unlike deter-
ministic approaches, in stochastic adaptive control the uncer-
tainty in the system; be it due to unknown process parameters,
noisy measurements, or both; is characterized by probability
distributions and their associated statistical measures.Con-
sequently, the whole system is described via a stochastic
dynamic model, and the simultaneous estimation and control
problem boils down to the minimization of the expected value
of a pre-specified cost function. However, this task is rarely
straightforward and the general conditions guaranteeing the
existence of an optimal control scheme are yet unknown [2].

A major contribution in the field of stochastic adaptive
control was made by A. A. Fel’dbaum in his seminal work on
optimal control [4]–[6]. Fel’dbaum postulated that the control
signal of an optimal adaptive system should have dual goals,
namely: (i) to ensure that the controlled variable tracks the
desired reference signal, with due consideration given to the
estimates’ uncertainty, and (ii) to perturb the plant sufficiently
so as to accelerate estimation, thereby reducing quickly the
uncertainty in future estimates. These two properties are
commonly known ascaution and probing respectively, or
in Fel’dbaum’s own terminologydirecting and investigating.
Controllers exhibiting these features are nameddual adaptive.
In contrast to an HCE controller, a dual adaptive control lawis
dependent on the estimates’ uncertainty, besides the estimates
themselves, and aims to strike a balance between estimation
and control at all times. Fel’dbaum also showed that the exact
solution to the optimal adaptive dual control problem can be
derived usingdynamic programming, specifically by solving
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the Bellman equation. However, in almost all practical situa-
tions, with the exception of a few very simple examples [7], the
Bellman equation is impossible to solve, both analyticallyor
numerically, due to the very large dimensions of the underlying
space [2], [3], [8], [9].

The difficulty in finding the optimal dual adaptive control
law in almost every practical case, led to the development ofa
number of simplified approaches, that though suboptimal, still
exhibit the dual properties of caution and probing featured
by the optimal dual solution. These suboptimal dual adaptive
control schemes can be coherently divided into two groups,
namely implicit and explicit methods. Implicit solutions try
to introduce approximations to render the Bellman equation
tractable [10], while explicit solutions reformulate the problem
via modified cost functions that explicitly include a term
related to parameter estimation, in order to induce a form of
probing [8], [9], [11]. As pointed out on several occasions [8],
[9], implicit solutions are typically more complex and more
computationally intensive.

Dual adaptive control has been applied successfully in a
number of practical applications [12]–[15]. However none
of these applications involve mobile robots. Motion control
of mobile robots has captured the interest of numerous re-
searchers over the past three decades [1], [16]–[26]. This in-
terest stems from a vast array of existing and potential practical
applications [27]–[31], as well as from a number of particu-
larly interesting theoretical challenges enriching this field of
study. In particular, due to their mechanical configurationmost
wheeled mobile robots (WMRs) manifest restricted mobility,
giving rise to nonholonomic constraints in their kinematics.
Moreover, many of these WMRs are also underactuated since
they exhibit less control inputs than degrees of freedom. Con-
sequently, the linearized kinematic model of these robots lacks
controllability, full-state feedback linearization is out of reach
[18], and pure smooth time-invariant feedback stabilization of
the Cartesian model is unattainable [32].

Most of the early contributions in the field of WMR motion
control focus solely on the kinematic/steering control problem
[16]–[18], [33]. In other words they base their designs on
a robot model with velocity control inputs, rather than the
more realistic model with torque control inputs. In doing so
the controller is completely ignoring the vehicle dynamics
due to mass, inertia and friction. This is known as the
perfect velocity trackingassumption [19]. When it comes to
the practical implementation of these kinematic controllers,
this approach assumes that there is an independent low-level
velocity control loop (usually implemented via a proportional-
integral-derivative (PID) controller), that ascertains that the
actual wheel velocities track precisely those requested by
the kinematic control law [34]. However, while the use of
independent PID velocity control loops is convenient and leads
to acceptable performance in many applications involving
slow-moving robots tracking low-acceleration trajectories, it
can lead to high tracking errors, possibly resulting in total
mission failure, in the face of more challenging tasks charac-
terized by high reference velocities and accelerations [19]. In

such situations, the robot nonlinear dynamics are no longer
negligible and a better approach would be to replace the
PID controller by a superior, though generally more complex,
velocity controller whose design is based on a model relating
the wheel velocities to the input torques. Such a controller
would explicitly account for the vehicle’s dynamic effectsdue
to mass, friction and inertia. One such example is the well-
establishedcomputed-torqueapproach [19], [34].

However, the dynamic model of a mobile robot is not only
nonlinear but includes parameters or functions; such as mass,
frictional terms and inertia; that are highly uncertain, time-
varying or even unknown. Consequently, a number of adaptive
control methods for the dynamic control of mobile robots
have been proposed. These include both parametric adaptive
control [20] and functional adaptive control [22], [25], [35]–
[37]. The latter differs from the former in that the uncertainty
is not restricted to parametric terms, but covers the dynamic
functions themselves. We consider functional adaptive control
to be more general and superior in handling higher degrees of
uncertainty and unmodelled dynamics. Yet, all the mentioned
adaptive robot controllers rely on the HCE assumption and
so are prone to suffer from the aforementioned ill effects.
In contrast, in our recent works [1], [26], we propose dual
adaptive control techniques, rooted in computational intelli-
gence, to address the problem of mobile robot control with
uncertain/unknown dynamics.

In [26] we propose two novel dual control schemes employ-
ing two different kinds of artificial neural networks (ANNs),
namely Gaussian radial basis functions (GaRBFs) and multi-
layer perceptrons (MLPs) [38], to estimate the WMR dynamic
functions in real-time. The advantage of GaRBFs over MLPs
lies in the fact that with GaRBFs the unknown ANN weights
appear linearly in the stochastic state-space model formulated
for estimation. This permits the use of the Kalman filter (KF)
[39] for the recursive optimal ANN weight-tuning. However
in the MLP case, this desirable property of linearity in the
network parameters is not preserved, and the KF weight-
tuning algorithm has to be replaced by a suboptimal nonlinear
stochastic estimator, such as the extended Kalman filter (EKF)
[40], which not only complicates the derivation of the control
law, but introduces several approximations. On the other hand,
unlike the activation functions employed in GaRBF ANNs, the
sigmoidal functions in MLPs do not have localized receptive
fields. This implies that typically MLP networks require less
neurons than GaRBF ANNs to achieve the same degree of
accuracy. Consequently, MLPs tend to be less computationally
demanding, especially in the case of high-order systems, since
the number of neurons need not rise exponentially with the
number of states as in the case of GaRBF ANNs. The latter
effect is known as thecurse of dimensionality[41].

In the light of these arguments, the MLP dual adaptive
scheme we proposed in [26] uses the EKF to estimate the
nonlinearly-appearing ANN optimal parameters in real-time.
The EKF approximates the state (in this case parameter)
distribution by a Gaussian random variable (GRV) and prop-
agates it analytically through the first-order linearization of
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the nonlinear stochastic model. Moreover, the dual adaptive
control law proposed for that scheme, is based on another
first-order Taylor approximation of the measurement equation
in the stochastic model. This adds further to the suboptimality
of the proposed approach.

To lessen the extent of these approximations, in this paper,
which extends on our recent preliminary work [1], we propose
a novel MLP dual adaptive control scheme that uses a specifi-
cally devised form of the unscented Kalman filter (UKF) [42],
[43] as a recursive weight-tuning algorithm, instead of theEKF
employed in [26]. In addition, we propose a new dual adaptive
control law that employs the unscented transform (UT) [42]
to improve on the first-order Taylor approximation used in
deriving the EKF-based controller in [26].

It should be pointed out that the convergence and stability
analysis of dual adaptive control schemes presents a very
difficult challenge, mainly due to the stochastic and adaptive
nature of the problem. The few works that address these
issues consider only linear systems of a particular form and
are characterized by a number of nontrivial assumptions [9],
[44]. Consequently, in contrast to the case of deterministic
approaches, to prove convergence and stability for a dual
adaptive nonlinear controller, is still considered to be anopen
problem within the research community. Hence in practice,
as argued in [9], the stability of dual adaptive controllersis
commonly demonstrated by computer simulations and real-life
experiments.

The contribution of this paper comprises a detailed treat-
ment of the two dual adaptive MLP control schemes mentioned
previously and a set of verifying and comparative results, com-
prising realistic Mont Carlo simulations backed by rigourous
statistical analysis and real-life experiments. In particular, we
show that the proposed UT-based dual adaptive controller
brings about significant improvements in tracking performance
over the EKF-based dual adaptive scheme recently proposed in
[26], while still employing the same computationally-friendly
MLP architecture. To the best of our knowledge this is the first
work in which the UT is being used in the context of dual
adaptive control. In addition, one should note that very few
adaptive controllers have ever been implemented and tested
on a physical WMR, amongst which one finds [45], [46].
However, none of these address fully the uncertainty in the
WMR dynamic functions nor take a dual adaptive control
approach.

The rest of the paper is organized as follows. Section II
contains preliminary material, including the developmentof
the discrete-time dynamic model of the WMR considered in
this work, and a formulation of the WMR trajectory tracking
control problem. Section III presents the design of both the
EKF-based and the proposed UT-based dual adaptive MLP
control schemes. Monte Carlo simulation results supportedby
statistical hypothesis comparative tests and real-life experi-
ments are then presented in Section IV, which is followed
by a brief conclusion in Section V.

II. PRELIMINARIES

In this work we address the trajectory tracking problem of
the differentially driven WMR depicted in Figure 1. However,
the framework we adopt in our design is completely modular.
Consequently, the dual adaptive dynamic control scheme pro-
posed in this paper can be easily adopted to address different
navigation problems such as posture stabilization and path
following [34], possibly even for different types of robotic
configurations. In this section we outline the development of
the dynamic model of the differentially driven WMR and
formulate the trajectory tracking problem considered in this
work.

A. Modelling

With reference to the WMR configuration in Figure 1,
we ignore the passive caster wheels and adopt the following
notation throughout the article:

Po: axle midpoint between the two wheels
Pc: centre of mass of the platform without wheels
d: distance betweenPo to Pc

b: distance from the centre of each wheel toPo

r: radius of each wheel
mc: mass of the platform without wheels
mw: mass of each wheel
Ic: moment of inertia of the platform aboutPc

Iw: moment of inertia of each wheel about the axle
Im: moment of inertia of each wheel about its diameter

The robot coordinate vector is denoted by
q = [x y φ θr θl]

T , where (x, y) is the Cartesian
coordinate ofPo, φ is the robot’s orientation with reference
to thex-axis, andθr, θl are the angular displacements about
the axle of the right and left motorized wheels respectively.
The poseof the robot refers to the vectorp = [x y φ].

1) Kinematic Model:The differential configuration of this
WMR is subject to three kinematic constraints, stemming from

x

y

r

b

d
φ

Motorized wheels

Centre of

mass Pc
Geometric

centre Po

Caster wheels

Fig. 1. Differentially driven wheeled mobile robot.
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the fact that the translational velocity of the geometric centre
Po is always in the direction perpendicular to the driving
axle, and the two driving wheels roll without slipping. The
former leads to a holonomic constraint while the latter leads
to two nonholonomic constrains [47]. Mathematically this is
described byA(q)q̇ = 0, where

A(q) =





− sinφ cosφ 0 0 0
cosφ sinφ b −r 0
cosφ sinφ −b 0 −r



 .

These three kinematic constraints, along with a few other
relationships arising from the geometry of the WMR depicted
in Figure 1, can be used to show that the kinematic model of
this differentially driven WMR is given by

q̇ = S(q)ν, (1)

where

S(q) =

















r
2 cosφ

r
2 cosφ

r
2 sinφ

r
2 sinφ

r
2b − r

2b

1 0

0 1

















,

andν denotes a vector composed of the angular velocities of

the two motorized wheels, that is,ν = [νr νl]
T =

[

θ̇r θ̇l

]T

.
It is important to note that:

Remark II.1. The two independent columns ofS(q) are in
the null space ofA(q), that is,A(q)S(q) = 0.

2) Dynamic Model:The equations of motion of this WMR
can be derived using Lagrangian mechanics. The Euler-
Lagrange equation for the nonholonomic WMR considered in
this paper is given by

d
dt

(

∂K

∂q̇i

)

− ∂K

∂qi
= Qi−

3
∑

c=1

aciλc, (i = 1, 2, . . . , 5) , (2)

whereK(q, q̇) is the total kinetic energy of the WMR,qi is the
ith element of the coordinate vectorq, Qi is the ith Lagrange
force,aci is the(c, i)th element of the constraints matrixA(q)
andλc is thecth element of the vector of Lagrange multipliers
λ. It can be shown that the total kinetic energy of the WMR
is given by

K(q, q̇) =
m

2

(

ẋ2 + ẏ2
)

+mcdφ̇ (ẏ cosφ− ẋ sinφ)

+
I

2
φ̇2 +

Iw
2

(

θ̇r
2
+ θ̇l

2
)

, (3)

where m = mc + 2mw, I = (Ic +mcd
2) + 2(Im +mwb

2).
Equation (3) can then be used to work out the derivative terms
in (2). This leads to the equations of motion of the WMR,
given by:

M(q)q̈ + V (q, q̇) = Eτ −AT (q)λ, (4)

where:

M(q) =

















m 0 −mcd sinφ 0 0

0 m mcd cosφ 0 0

−mcd sinφ mcd cosφ I 0 0

0 0 0 Iw 0

0 0 0 0 Iw

















,

V (q, q̇) =

















−mcdφ̇
2 cosφ

−mcdφ̇
2 sinφ

0

0

0

















,E =

















0 0

0 0

0 0

1 0

0 1

















andτ = [τr τl]
T is the torque vector, withτr andτl denoting

the torques applied to the right and left wheels respectively.
The kinematic model in (1) and the equations of motion

in (4) can be used to determine the WMR dynamics relating
the wheels acceleratioṅν to the wheels torqueτ as follows
[47]. We differentiate (1) with respect to time, substitutethe
expression for̈q in (4), and finally pre-multiply the resulting
expression byST . Noting that:STAT = 0 (by Remark II.1),
STE = I2 (where throughout the paperIi denotes an(i× i)
identity matrix), andφ̇ = r

2b (νr − νl) (by (1)); the resulting
dynamic model can be expressed by

M̄ν̇ + V̄ (ν) + F̄ (ν) = τ , (5)

where:

M̄ = STMS =

[

r2

4b2 (mb2 + I) + Iw
r2

4b2 (mb2 − I)
r2

4b2 (mb2 − I) r2

4b2 (mb2 + I) + Iw

]

,

V̄ (ν) = STMṠν + STV =
mcdr

3

4b2

[

νrνl − ν2l
νrνl − ν2r

]

,

and F̄ (ν) is introduced to account for any wheel velocity-
dependent frictional terms.

Remark II.2. M̄ is symmetric, positive definite, and is
independent of the coordinate vector and/or its derivatives.

Remark II.3. In general,V̄ (ν) and F̄ (ν) are the two terms
that render the WMR dynamics nonlinear.

To account for the fact that the controller is to be imple-
mented on a digital computer, the continuous-time dynamics
(5) are discretized through a first-order forward Euler approx-
imation with a sampling interval ofT seconds. The resulting
nonlinear discrete-time dynamic model is given by

νk − νk−1 = fk−1 +Gk−1τk−1, (6)

where the subscript integerk denotes that the corresponding
variable is evaluated at timekT seconds, and vectorfk−1 and
matrixGk−1, which together encapsulate the WMR dynamics,
are given by

fk−1 = −TM̄−1
k−1

(

V̄k−1 + F̄k−1

)

,

Gk−1 = TM̄−1
k−1. (7)
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The following conditions are assumed to hold:

Assumption II.1. The control input vectorτ remains constant
over a sampling interval ofT seconds (zero-order hold).

Assumption II.2. The sampling intervalT is chosen low
enough for the Euler approximation error to be negligible.

B. Trajectory Tracking

The trajectory tracking task of WMRs is commonly defined
via the concept of thevirtual vehicle[17]. In this formulation,
the time-dependent reference trajectory is designated by a
nonstationary virtual vehicle,kinematically identicalto the real
vehicle. The control task is for the real vehicle to track the
virtual vehicle at all times,in both pose and velocity. It is
important to note that this problem is different and generally
more challenging than path-following. This stems from the fact
that in trajectory tracking the reference path is time-indexed
(hence dictating speed as well as position), while in path-
following the reference contains no temporal information and
the vehicle speed is typically fixed and predetermined [34].

The trajectory tracking error in discrete-time is commonly
defined by a tracking error vectorek = [e1k e2k e3k]

T , ex-
pressed pictorially in Figure 2, and mathematically definedby

ek =







cosφk sinφk 0

− sinφk cosφk 0

0 0 1






(prk − pk) , (8)

where prk = [xrk yrk φrk]
T denotes the virtual vehicle

pose vector. Hence, in trajectory tracking the objective isto
makeek converge to zero, so thatpk converges toprk.

III. C ONTROL DESIGN

As argued in Section I, the motion control of WMRs is
commonly addressed as two separate tasks, namely kinematic
and dynamic control [19], [34], [37]. Kinematic control is
concerned solely with the steering system (1). Specificallyits

x

y

e1e2

e3

real vehicle

virtual vehicle

Fig. 2. Trajectory tracking via the concept of the virtual vehicle.

aim is to devise a control law for the robot wheel velocities,
so as to stabilize the pose of the robot as required by
the navigation task at hand; be it trajectory tracking, path-
following or posture stabilization. In the case of trajectory
tracking, the aim of the kinematic controller is to compute
the wheel velocities required to minimize the robot tracking
errorek. On the other hand, the aim of the dynamic controller
is to compute the wheel torques required in order to ensure
that the robot accurately tracks the velocities computed by
the kinematic controller. Hence, the two control loops operate
in cascade; with the kinematic controller’s output (a velocity
command) serving as the reference input of the cascaded
dynamic controller, which computes the torque required to
drive the WMR wheels at the specified velocities. This ap-
proach renders the overall control architecture modular, since
the kinematic controller, which is specific to the navigation
problem at hand, can be easily replaced while still retaining the
same dynamic controller. In our work we adopt this modular
architecture, depicted in Figure 3, and design the dynamic
controller to be dual adaptive as detailed in the rest of this
section.

A. The Kinematic Controller

As argued earlier, the role of the kinematic controller in
trajectory tracking is to makeek converge to zero, so that
pk converges toprk. To address this well-researched problem
we opt to adopt an established kinematic controller, originally
presented in [17], and convert it to discreet-time so as to
integrate it in our formulation. The resulting kinematic control
law is given by

νck = C

[

vrk cos e3k + k1e1k
ωrk + k2vrke2k + k3vrk sin e3k

]

, (9)

whereνck is the wheel velocity command vector issued by
the kinematic controller,k1, k2, and k3 are positive design
parameters,vrk > 0 andωrk are the translational and angular
virtual vehiclevelocities respectively (assumed to becontinu-
ousfunctions, at least know one sampling interval ahead), and
C is a velocity conversion matrix given by

C =

[

1
r

b
r

1
r

− b
r

]

.

Stability analysis and the corresponding necessary conditions
of this controller in continuous-time are detailed in [17].

Trajectory

generator

Kinematic

controller

Dynamic

controller

Wheeled

Mobile

Robot

1st order

hold











pr

vr

ωr











k+1

νck+1

νk

τk

pk+1

pk

Fig. 3. Dynamic control architecture.
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B. Nonadaptive Dynamic Control

If the nonlinear dynamic functionsfk andGk are perfectly
known, the computed-torque control law

τk = G−1
k (νck+1 − νk − fk + kd (νck − νk)) , (10)

with the design parameter−1 < kd < 1, yields the following
closed-loop stable linear dynamics

νk+1 = νck+1 + kd (νck − νk) ,

when substituted in the dynamic model in (6). This ensures
that |νck − νk| → 0 ask → ∞. It is important to note that:

Remark III.1. Control law (10) requires the velocity com-
mand vectorνck+1 to be available at instantk. For this rea-
son, the kinematic control law (9) is advanced by one sampling
interval. This means that at instantk, the values ofvrk+1,
ωrk+1 and ek+1 need to be known. Additionally, from (8) it
is clear thatprk+1 andpk+1 are needed to determineek+1.
Having the values of reference signalprk+1, vrk+1 andωrk+1

available at instantk is easy, since it simply means that the
path-planning algorithm is required to generate the reference
trajectory one sampling interval ahead. On the other hand,
for the non-reference signalpk+1, we propose to estimate its
value via the first-order approximationpk+1 ≈ 2pk − pk−1.
This is justified in the light of Assumption II.2.

Remark III.2. The case withkd = 0 in (10), corresponds to
deadbeat controlassociated with digital control systems [48].

C. Dual Adaptive Dynamic Control using MLPs

The computed-torque dynamic control law (10) driven by
the kinematic law (9), is a solution to the trajectory tracking
problemonly if the WMR dynamic functionsfk−1 andGk−1

in (6) are perfectly known. As emphasized in Section I, this is
rarely the case in real-life robotic applications commonlyex-
hibiting: unmodelled dynamics, unknown/time-varying param-
eters, and imperfect/noisy sensor measurements. Most works,
address these issues via some form of HCE adaptive control.
In contrast, the two schemes presented in this paper not only
considerfk−1 and Gk−1 to be completely unknown to the
controller, but also feature dual adaptive properties to handle
the issue of uncertainty as explained in Section I. The two
dual adaptive schemes, detailed in this section, both employ
a stochastically-trained ANN-based algorithm to approximate
these functions recursively in real-time.

Specifically, a sigmoidal MLP ANN with one hidden layer
is used to approximate the nonlinear vector-valued function
fk−1, as depicted in Figure 4. Its output is given by

f̃k−1 =

[

φT (xk−1, âk)ŵ1k

φT (xk−1, âk)ŵ2k

]

, (11)

in the light of the following statements:

Definition III.1. xk−1 = [νk−1 1] denotes the ANN input.
The augmented constant serves as a bias input. This selection
of the ANN input stems from the fact thatfk−1 is effectively
a function ofνk−1.

f̃k−1
xk−1

+

+





ŵ1k

ŵ2k



φ1 (s1k)

φ2 (s2k)

φL (sLk)

Fig. 4. Sigmoidal Multilayer Perceptron neural network.

Definition III.2. φ(·, ·) is the vector of sigmoidal
activation functions, whoseith element is given by
φi = 1/

(

1 + exp
(

−ŝTi x
))

, where ŝi is ith vector element

in the group vectorâ; i.e. â =
[

ŝT
1

· · · ŝTL
]T

where L
denotes the number of neurons. The time index has been
dropped for clarity, and throughout the paper theˆ notation
indicates that the operand is undergoing estimation.

Definition III.3. ŵik represents the synaptic weight estimate
vector of the connection between the neuron hidden layer and
the ith output element of the ANN.

Assumption III.1. The input vectorxk−1 is contained within
a known, arbitrarily large compact setχ ⊂ R

2. This is justi-
fied since the wheel velocities are inherently bounded.

Moreover, it is known thatGk−1 is a state-independent
matrix with unknown elements (refer to (7)). Hence, its
estimation does not require the use of an ANN. In addition it is
a symmetric matrix, a property which is exploited to construct
its estimate as follows

G̃k−1 =

[

ĝ1k−1 ĝ2k−1

ĝ2k−1 ĝ1k−1

]

, (12)

where ĝ1k−1 and ĝ2k−1 represent the estimates of the un-
known elements inGk−1.

We formulate the ANN weight-tuning task as a stochastic
nonlinear estimation problem. The following preliminaries are
necessary in order to proceed.

Definition III.4. The unknown parameters requiring estima-
tion are grouped in a single vector̂zk =

[

r̂T
k ĝT

k

]T
, where

r̂k =
[

ŵ1
T
k ŵ2

T
k âT

k

]T

and ĝk =
[

ĝ1k−1 ĝ2k−1

]T
.

Definition III.5. The measured output in the dynamic model
(6) is denoted byyk = νk − νk−1. In our practical implemen-
tation νk is acquired from the wheel encoders.

Assumption III.2. By theUniversal Approximation Theorem
of ANN, inside the compact setχ, the ANN approximation
error is negligibly small when the estimatêrk is equal to some
unknown optimal vectorr∗

k. The∗ notation denotes optimality.

In view of the stochastic adaptive approach taken in
this work, the unknown optimal parameter vectorz∗

k is
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treated as a random variable, with the initial condition
p(z∗

0) ∼ N (ẑ0,P0), meaning thatz∗
0 is normally distributed

with mean ẑ0 and covarianceP0. This notation is adopted
throughout the article. Effectively, the covariance valueP0

reflects the confidence in the initial guessẑ0.
By (11), (12), all previous definitions and assumptions,

it follows that the model in (6) can be represented in the
following stochastic state-space form

z∗
k+1 = z∗

k + ρk

yk = h (xk−1, τk−1, z
∗
k) + ǫk,

(13)

where the vector-valued functionh (xk−1, τk−1, z
∗
k) is non-

linear in z∗
k, and is given by

h (·) = f̃ (xk−1, r
∗
k) + G̃(g∗

k)τk−1. (14)

In this model, the unknown optimal parameter vectorz∗
k is

characterized as a stationary process corrupted by an artificial
process noiseρk, which aids convergence and tracking during
estimation. In addition, observation uncertainty is catered for
by augmenting a random measurement noiseǫk to yk.

It is evident, from (14), that the use of the MLP ANN,
which brings about certain practical advantages over GaRBF
as argued in Section I, results in anonlinear measurement
equation in the stochastic state-space model (13) formulated
for estimation. In order to address this issue in a stochastic
framework, we have to employ a nonlinear recursive estimator.

The two dual adaptive schemes presented in this paper
depart from this point in our formulation and proceed to
tackle the estimation and control problems in different ways,
as detailed next.

1) EKF-based Dual Adaptive Scheme:For the sake of
clarity and completeness, the MLP dual adaptive scheme
proposed in [26] and used for comparisons in this paper is
revisited in this section. In this scheme, we employ the EKF
in prediction mode for the recursive real-time estimation of
z∗
k+1 as follows.

Definition III.6. Theinformation statedenoted byIk, consists
of all measurements up to instantk and all previous inputs.

Assumption III.3. ǫk and ρk are both zero-mean white
Gaussian processes with covariancesRǫ andQρ respectively.
Moreoverǫk, ρk and z∗

0 are mutually independent∀k.

Lemma III.1. In the light of (13), Definition III.6, and As-
sumption III.3, it follows thatp(z∗

k+1|Ik) ≈ N (ẑk+1,Pk+1),
where ẑk+1 and Pk+1 are computed at each control step
according to the EKF Algorithm III.1. Consequently,ẑk+1

is considered to be the estimate ofz∗
k+1 conditioned onIk,

and Pk+1 can be viewed as a measure of this estimate’s
uncertainty.

Proof: The proof of this lemma follows directly that of
the EKF in prediction mode, when applied to the nonlinear
stochastic state-space model in (13).

Given the previous prediction
(

ẑk|k−1,Pk|k−1

)

; denoted in
short-form by(ẑk,Pk); the following EKF (prediction mode)
algorithm generates the new prediction(ẑk+1,Pk+1).

1) Evaluating∇hk, the Jacobian matrix ofh (xk−1, τk−1, z
∗

k )
with respect toz∗

k evaluated at̂zk:

∇hk ,
[

∇fk
∇Γk

]

=

[

∂(f̃k−1)

∂(r∗

k )

∣

∣

∣

r̂k

∂(G̃k−1τk−1)

∂(g∗

k )

∣

∣

∣

ĝk

]

,

where by (11), (12) and (14), it can be shown that:

∇fk
=

[

φT
k−1 0T

0T φT
k−1

· · · ŵ1,i(φi − φi
2)xT · · ·

· · · ŵ2,i(φi − φi
2)xT · · ·

]

,

∇Γk =

[

τrk−1 τlk−1

τlk−1 τrk−1

]

, (15)

where: i = 1, . . . , L, ŵj,i denotes theith element of the
j th output weight vectorŵjk

, notation-wiseφk−1 implies
that the activation function is evaluated forxk−1 and âk, 0
denotes a zero-vector of the same length asφk−1, andφi and
x both correspond to time instant(k − 1).

2) Performing the prediction step:

ẑk+1 = ẑk +Kkik

Pk+1 = Pk −Kk∇hkPk +Qρ

(16)

where the Kalman gain and the innovation vector are respec-
tively given by:

Kk = Pk∇h
T
k

(

∇hkPk∇h
T
k +Rǫ

)−1

ik = yk − h (xk−1, τk−1, ẑk) .

Algorithm III.1: The EKF parameter-prediction algorithm.

Lemma III.2. On the basis of Lemma III.1, it follows
that p(yk+1|Ik) is approximately Gaussian with mean
h (xk, τk, ẑk+1) and covariance∇hk+1Pk+1∇h

T
k+1 +Rǫ.

Proof: Expressingyk+1 as a first-order Taylor series
aroundz∗

k+1 = ẑk+1 yields the following approximation

yk+1 ≈ h (xk, τk, ẑk+1) +∇hk+1

(

z∗

k+1 − ẑk+1

)

+ ǫk+1.

Noting thatz∗

k+1 andǫk+1 are the only probabilistic terms on
the right-hand side of this approximation, the expected value
of yk+1 conditioned onIk, denoted byE

{

yk+1|Ik
}

, can be
expressed as a sum of three terms:

h (xk, τk, ẑk+1) +∇hk+1

(

E
{

z∗

k+1

}

− ẑk+1

)

+E {ǫk+1} .

SinceE
{

z∗

k+1

}

= ẑk+1, by Lemma III.1, andE {ǫk+1} = 0,
by Assumption III.3, the second and third term are both equal
to zero, leaving the first term as the mean value ofp(yk+1|Ik).
Using the same Taylor series approximation, we note that
the covariance of the right-hand side can be written as
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Cov
(

∇hk+1z
∗

k+1

)

+ Cov(ǫk+1) which by Lemma III.1 and
Assumption III.3 reduces to∇hk+1Pk+1∇h

T
k+1 +Rǫ.

Algorithm III.1, in view of Lemma III.1, constitutes the
adaptation law for the EKF-based dual adaptive scheme.
Moreover, by Lemma III.2, this algorithm provides a real-time
update of the probability density functionp(yk+1|Ik), which
is used to develop the dual adaptive control law as follows.

The explicit-type suboptimal innovation-based performance
indexJinn, adopted from [8], and modified to fit our multiple-
input multiple-output (MIMO) nonlinear problem, is given by

Jinn = E
{

(

yk+1 − ydk+1

)T
Q1

(

yk+1 − ydk+1

)

+
(

τT
k Q2τk

)

+
(

iTk+1Q3ik+1

)

∣

∣

∣
Ik
}

, (17)

in view of the following definitions:

Definition III.7. ydk+1 is the reference vector ofyk+1 and
is given byydk+1 = νck+1 − νk.

Definition III.8. Design parametersQ1, Q2 and Q3 are
diagonal and∈ R2×2. Additionally: Q1 is positive definite,
Q2 is positive semi-definite, and−Q1 ≤ Q3 ≤ 0 (element-
wise).

Remark III.3. The design parameterQ1 is introduced to
penalize tracking errors,Q2 induces a penalty on large control
inputs, andQ3 affects the innovation vector so as to induce
the dual adaptive feature characterizing this stochastic control
law.

The EKF-based dual adaptive control law is given by:

Theorem III.1. The control law minimizing performance
index Jinn in (17), subject to the WMR dynamic model (5)
and all the previous definitions, assumptions and lemmas in
this formulation, is given by

τk =
(

G̃T
kQ1G̃k +Q2 +Nk+1

)−1

×
(

G̃T
kQ1

(

ydk+1 − f̃k

)

− κk+1

)

,
(18)

where f̃k and G̃k are computed via (11) and (12) using the
latest estimate vector̂zk+1 given by Algorithm III.1, and
κk+1 andNk+1 are computed as follows.

Definition III.9. Let:Q4 , Q1+Q3, B , PGf k+1∇f
T
k
Q4,

aS(i, j) be used to denote the(i, j)th element of any matrix
AS and the covariance matrixPk+1 in (16) be repartitioned
as

Pk+1 =

[

Pffk+1 PGf
T
k+1

PGf k+1 PGGk+1

]

, (19)

wherePffk+1 ∈ R5L×5L andPGGk+1 ∈ R2×2. Then

κk+1 =

[

b(1, 1) + b(2, 2)

b(1, 2) + b(2, 1)

]

,

and the elements ofNk+1 are given by:

n(1, 1) = q4(1, 1)pGG(1, 1) + q4(2, 2)pGG(2, 2)

n(2, 2) = q4(1, 1)pGG(2, 2) + q4(2, 2)pGG(1, 1)

n(1, 2) =
1

2

(

q4(1, 1)pGG(1, 2) + q4(1, 1)pGG(2, 1)

+ q4(2, 2)pGG(1, 2) + q4(2, 2)pGG(2, 1)
)

n(2, 1) = n(1, 2).

Note that the time index inNk+1 indicates that each element
pGG(·, ·) corresponds toPGGk+1.

Proof: By the approximate Gaussian distribution
p(yk+1|Ik) in Lemma III.2, and standard results from linear
algebra involving matrices [49], it follows that within this
scheme, (17) can be written as

Jinn =
(

hk+1 − ydk+1

)T
Q1

(

hk+1 − ydk+1

)

+ τT
k Q2τk

+ tr
(

Q4

(

∇hk+1
Pk+1∇

T
hk+1

+Rǫ

))

, (20)

where hk+1 denotesh (xk, τk, ẑk+1). By employing the
relations in (14), (15) and (19) to expandhk+1, ∇hk+1

andPk+1 respectively in (20), one is able to factorizeJinn
completely in terms ofτk. The resulting quadratic expression
is differentiated with respect toτk and then equated to
zero in order to determine its stationary point. This leads
to (18). Moreover, the resulting Hessian matrix is given
by 2

(

G̃T
kQ1G̃k +Q2 +Nk+1

)

, which by the statements in
Definitions III.8 and III.9 can be shown to be positive definite.
This means that the dual adaptive control law specified in The-
orem III.1, minimizes the selected cost functionJinn uniquely,
and the inverse term in (18) exists without exceptions.

Remark III.4. Q3 which appears in (18) viaκk+1 acts as
a weighting factor, where at one extreme, withQ3 = −Q1,
the controller completely ignores the estimates’ uncertainty,
resulting in HCE control, and at the other extreme, with
Q3 = 0, it gives maximum attention to uncertainty, which
leads to cautious control. For intermediate settings ofQ3,
the controller strikes a compromise and operates in dual
adaptive mode. It is well known that HCE control leads to
large tracking errors and excessive control actions when the
estimates’ uncertainty is relatively high. On the other hand,
cautious control is notorious for sluggish response andcontrol
turn-off [8], [50]. Consequently, dual control exhibits superior
performance by striking a balance between the two extremes.

Remark III.5. It is interesting to note that in the HCE case,
i.e. whenQ3 = −Q1, if one setsQ1 = I2 and Q2 = 0,
the control law in (18) is identical to the computed-torque
law in (10), withkd = 0 and the dynamic functionsfk and
Gk replaced by their estimates̃fk and G̃k respectively. This
clearly confirms that the HCE approach, which characterizes
the majority of adaptive controllers, treats the estimatesas if
they were exact, which is never the case in real-life situations
as argued in Section I.
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2) UT-based Dual Adaptive Scheme:The EKF-based dual
adaptive scheme just presented employs the EKF algorithm
to address the ANN weight-tuning task. Moreover, the corre-
sponding dual adaptive control law in (18) relies on a first-
order Taylor approximation ofp(yk+1|Ik), as detailed in
Lemma III.2. In contrast, the novel UT-based dual adaptive
scheme detailed in the following paragraphs uses a specifically
devised form of the UKF [42], [43] as a recursive weight-
tuning algorithm, to replace the less accurate EKF algorithm
of the previous scheme, and in addition employs a novel dual
adaptive law that uses the UT to improve on the first-order
Taylor in Lemma III.2 which leads to the EKF-based control
law in (18).

As argued in [43] the UKF, originally proposed by Julieret.
al. in [42], provides a better alternative to the well established
EKF to address the problem of stochastic nonlinear estimation.
Both the EKF and UKF approximate the state (or parameter)
distribution by a GRV. However, while the EKF propagates
the mean and covariance of this GRV through the first-order
linearization of the nonlinear system, the UKF uses a minimal
set of deterministically chosen sample points, termedsigma
points, that capture completely the true mean and covariance
of the GRV, and propagates them through the true nonlinear
system, yielding a posterior mean and covariance that are
accurate up to the second order Taylor series expansion for any
nonlinearity. In contrast, the EKF is accurate only up to the
first-order Taylor series expansion [43]. Moreover, the UKFis
a derivative-free algorithm and as shown later in Section IV-B,
it is still computationally efficient enough to be implemented
on available hardware in real-time practical applications.

Starting from the MLP ANN formulation of Section III-C
leading to (14), we now proceed to propose the use of an UKF
algorithm in prediction mode for the real-time estimation of
z∗
k+1 as follows.

Lemma III.3. In the light of (13), Definition III.6, and As-
sumption III.3, it follows thatp(z∗

k+1|Ik) ≈ N (ẑk+1,Pk+1),
where ẑk+1 and Pk+1 are computed at each control step
according to the UKF Algorithm III.2. Consequently,̂zk+1

is considered to be the estimate ofz∗
k+1 conditioned onIk,

and Pk+1 can be viewed as a measure of this estimate’s
uncertainty.

Proof: The UKF algorithm in prediction mode, presented
in Algorithm III.2, is effectively the standard UKF algorithm
as stated in [43] for parameter estimation, with the difference
that the measurement-update step precedes that for time-
update. In addition, the time-update step is advanced by one
sample to obtain̂zk+1|k at instantk. Hence, the proof of
Lemma III.3 follows directly that of the UKF (additive noise
version) when applied to the nonlinear stochastic state-space
model in (13).

Lemma III.4. On the basis of Lemma III.3, it follows that
p(yk+1|Ik) is approximately Gaussian with mean̂yk+1 and
covariancePyyk+1 given by:

ŷk+1 = f̂k + Ĝkτk, (22)

Given the previous prediction
(

ẑk|k−1,Pk|k−1

)

, denoted
in short-form by (ẑk,Pk); the following UKF algorithm
(prediction mode) generates the new prediction(ẑk+1,Pk+1):

1) Sigma-points sampling and propagation:

Zk|k−1 =
[

ẑk ẑk +
(

γ
√

Pk

)

ẑk −
(

γ
√

Pk

)]

Fk|k−1 = f̃ (xk−1,Rk|k−1), Gk|k−1 = G̃(Gk|k−1)

Yk|k−1 = Fk|k−1 +Gk|k−1τk−1

ŷk =

2N
∑

i=0

WmiYi,k|k−1 (21)

2) Measurement update and estimate prediction:

Pyyk
=

2N
∑

i=0

Wci

[

Yi,k|k−1 − ŷk

] [

Yi,k|k−1 − ŷk

]T
+Rǫ

Pzyk
=

2N
∑

i=0

Wci

[

Zi,k|k−1 − ẑk
] [

Yi,k|k−1 − ŷk

]T

Kk = Pzyk
Pyyk

−1, ik = yk − ŷk

ẑk+1 = ẑk +Kkik

Pk+1 = Pk −KkPyyk
KT

k +Qρ

where:ZT =
[

RT GT
]T

, γ =
√
N + λ , N is the length

of ẑk, the scaling parameterλ = α2 (N + κ)−N , constant
α determines the spread of the sigma-points, constantκ is a
secondary scaling parameter, the UT weights are given by:
Wm0 = λ

N+λ
, Wc0 = Wm0+1−α2+β, andWmi = Wci =

1
2(N+λ) (i = 1, . . . , 2N), andβ includes prior knowledge of
the estimate’s distribution.
Moreover, in the UKF framework the linear algebra operation
of adding a column vector to a matrix is defined as the addition
of the vector to each column of the matrix. For further details,
including guidelines for selecting the UKF scaling parameters,
one is referred to [43].
Algorithm III.2: The UKF parameter-prediction algorithm.

where, f̂k =

2N
∑

i=0

WmiFi,k+1|k, Ĝk = G̃ (ĝk+1) (23)

and the covariance

Pyyk+1 = (24)
2N
∑

i=0

Wci

[

Df i
+DGiτk

] [

Df i
+DGiτk

]T
+Rǫ

where, Df i
= Fi,k+1|k − f̂k , DGi = Gi,k+1|k − Ĝk.

Proof: The equation off̂k in (23) is derived by applying
the UT to estimate the mean ofp

(

f̃(xk, r
∗
k+1)|Ik

)

. The

equation ofĜk in (23) is more straightforward sincẽGk is
linear in the unknown parameters. Hence we simply employ
the fact thatE

{

g∗

k+1

}

= ĝk+1. To derive the equation of
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Pyyk+1 in (24) one needs to advance the equation forPyyk

in Algorithm III.2 by one sampling instant, and substitute for
Yi,k+1|k and ŷk+1, using the relations leading to (21) in the
same algorithm.

Remark III.6. One should particularly note that in Lemma
III.4, the evaluation of the approximate mean and covariance
of p(yk+1|Ik) are not based on a first-order Taylor approxi-
mation, as in the case of the EKF-based scheme specifically
in Lemma III.2, but are generated through the more accurate
method for approximating the statistics of random variables
which undergo a nonlinear transformation, namely the UT
[42].

Algorithm III.2, in the light of Lemma III.3 constitutes
the weight adaptation law for the novel UT-based MLP dual
adaptive scheme. In addition, Lemma III.4 provides a real-
time update of the probability density functionp(yk+1|Ik).
This information is employed by the UT-based dual adaptive
control law stated in the theorem below.

Theorem III.2. The control law minimizing performance
index Jinn in (17), subject to the WMR dynamic model (6),
Definitions III.7 and III.8, Remark III.3 and Lemmas III.3 and
III.4, is given by

τk =
(

ĜT
kQ1Ĝk +Q2 +NGGk+1

)−1

×
(

ĜT
kQ1

(

ydk+1 − f̂k

)

− nGf k+1

)

,
(25)

where

NGGk+1 =

2N
∑

i=0

WciDG
T
i Q4DGi (26)

nGf k+1 =

2N
∑

i=0

WciDG
T
i Q4Df i

and Q4 = Q1 +Q3.

Proof: Given the approximate Gaussian distribution of
p(yk+1|Ik) specified in Lemma III.4, and standard results
from linear algebra involving matrices [49], it follows that
within this scheme, (17) can be rewritten as

Jinn =
(

ŷk+1 − ydk+1

)T
Q1

(

ŷk+1 − ydk+1

)

+ τT
k Q2τk + tr

(

Q4Pyyk+1

)

. (27)

By substituting for ŷk+1 and Pyyk+1 in (27), using the
relations in (22) and (24) respectively, it is possible to factorize
Jinn completely in terms ofτk. The resulting quadratic
expression is differentiated with respect toτk and then equated
to zero in order to determine its stationary point. This leads
to (25). Moreover, the resulting Hessian matrix is given by
2
(

ĜT
kQ1Ĝk +Q2 +NGGk+1

)

, which by Definition III.8
and (26) can be shown to be positive definite. This means
that the UT-based dual adaptive control law specified in (25)
minimizes (17) uniquely, and the inverse term in (25) exists
without exceptions.

Remark III.4 and III.5; with (18) replaced by (25) andκk+1

replaced bynGf k+1 in the former, and withf̃k and G̃k

replaced byf̂k andĜk in the latter; also apply in the context
of this scheme.

IV. SIMULATION AND EXPERIMENTAL RESULTS

As pointed out in Section I, the performance of dual
adaptive controllers is typically tested by computer simulations
and real-life experiments. In this section we present a number
of bothsimulation and experimental results to demonstrate the
effectiveness of the novel UT-based adaptive control scheme
and to compare it with the EKF-based scheme originally
proposed in [26] and briefly revisited in this paper.

A. Simulation Results

Some of the parameters in our simulations namely; the
measurement noise and the robot mass, inertia and friction;
are programmed to change arbitrarily from one simulation
trial to the other. This renders the simulations more realistic
but also nondeterministic. For this reason we do not base our
controller validations and comparisons on a single simulation
trial, but opt to perform a Monte Carlo exercise that involves
500 simulation trials instead. To strengthen our analysis even
further, we employ a statistical hypothesis test using the data
acquired from the Monte Carlo simulations as detailed later
in this section.

The differential WMR under study is simulated via the
continuous-time dynamic model given by (1) and (5). As
indicated previously, a number of parameters in this model
namelyd, mc, Ic and F̄ (ν), are programmed to vary from
one simulation trial to the other. These variations adhere to
the physics of arbitrarily but realistically generated scenarios,
comprising various robot load configurations and frictional
conditions. Specifically, in the initialization stage of each
simulation trial the modelled WMR is virtually loaded with
a point mass, ranging from0 to 10 kg, placed on the axis
perpendicular to the driving axle at a distance, ranging from
−0.5 to 0.5 m, away fromPo. Effectively this yields a new set
of arbitrary but realistic values ford, mc and Ic. Moreover,
wheel viscous friction is included in the simulation by setting
F̄ (ν) = Fcν, whereFc is a diagonal matrix of coefficients
whose values are randomly generated afresh from a uniform
distribution ranging from0.001 to 0.5, prior to each simulation
trial. All the other WMR parameters are held constant for
all simulations and are tabulated in Table I, along with the
values ford, mc and Ic that correspond to the specific case
of the unloaded WMR. These parameters are based on actual
measurements taken from Neurobot, the experimental WMR
designed and built by the authors for the purpose of this
research.

Each simulation trial consists of eight consecutive controller
simulations. The first six of these correspond to the three
modes of operation;i.e. HCE mode (Q3 = −Q1), cautious
mode (Q3 = 0) and dual mode (Q3 = −0.8Q1); for each
of the two adaptive schemes being compared. The remaining
two correspond to: (1) a nominally-tuned nonadaptive (NTNA)
controller, which is effectively the computed-torque controller
in (10) with kd = 0, pre-tuned with the mean values of the
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TABLE I
WMR PHYSICAL PARAMETERS(NEUROBOT WITH NO LOAD).

Parameter Value

d 0 m

b 22.95 cm

r 6.25 cm

mc 21.0 kg

mw 1.5 kg

Ic 0.55 kgm2

Iw 0.0006 kgm2

Im 0.01 kgm2

robot dynamic parameters, specifically:d̄ = 0 m, m̄c = 26 kg,
Īc = 0.87 kgm2 and the diagonal values of̄Fc both set to0.25.
It is important to appreciate that this is the best anonadaptive
controller can do when the exact robot parameters are un-
known to the controller, as in the case of these simulations and
typical real-life applications; (2) a perfectly-tuned nonadaptive
(PTNA) controller, which is effectively the computed-torque
control law (10) withkd = 0, pre-tuned with the exact values
of the robot parameters. The latter is the best theoretical
controller since it perfectly cancels the nonlinearities and
yieldsdeadbeatcontrol. Naturally this controller is unrealistic
since the exact robot parameter values are never known in
practice and are generally prone to change. Hence we use this
controller solely to provide an ideal reference for quantitative
comparisons. In contrast, the HCE, cautious and dual adaptive
controllers assume no preliminary information about the robot
dynamics whatsoever, since closed-loop control is activated
immediately with the initial parameter estimate vectorẑ0
generated randomly from a zero-mean, Gaussian distribution
with variance0.025.

For the sake of fair comparison the same control sampling
interval (T = 50 ms), velocity measurement noise sequence
p(ǫk) ∼ N (0, 0.0001I2), reference trajectory, initial condi-
tions, initial filter covariance matrix (P0 = 0.5I27), artificial
process noise covariance (Qρ = 10−8I27), tracking error
penalty (Q1 = I2), and control input penalty (Q2 = 0), are
used in each controller simulation in a particular simulation
trial. In addition, the sigmoidal MLP ANN used in each of
the two schemes under test contains five neurons (L = 5 ⇒
N = 27). Our experiments indicated that adding more neurons
did not improve the control performance significantly. In the
UT-based scheme, the UKF scaling parameters are set to
α = 1, κ = 0 andβ = 2.

1) Single Trial Analysis:A number of simulation results
typifying the performance of the three control modes of the
proposed UT-based adaptive scheme as well as the EKF-
based adaptive scheme revisited in this paper are depicted
in Figure 5. It should be emphasized at the outset that these
results are only included to depict the typical performance
of each adaptive control mode (HCE, cautious and dual) of
each scheme, and not to be used to compare the two schemes
(the UT-based and the EKF-based) themselves. The reason
for this is that the results shown in Figure 5 correspond to

single simulation trials, and since the nature of the simulation
is stochastic, it is inappropriate to draw general conclusions
based solely on the result of one or two simulation trials.
The Monte Carlo analysis that follows later in this section
is designed to address this issue and leads to a more fair
and scientifically sound comparison of the proposed schemes.
However, the single trial results presented in Figure 5 do give
a number of important indications on the relative performance
of the HCE, cautious and dual adaptive control modes, which
we have found to be highly consistent and independent on the
number of trials and even the scheme itself.

In Figure 5, the plots labelled (.i) correspond to the proposed
UT-based scheme while those marked (.ii) correspond to the
EKF-based scheme. The following comments and observations
apply to both schemes. Plots (a.i) and (a.ii) depict the WMR,
controlled by the respective adaptive controller in dual mode,
tracking a demanding reference trajectory with nonzero initial
tracking error. It is clear that the robot converges quickly
to the reference trajectory and keeps tracking it with high
precision, even when it reaches high speeds of around1 m/s.
Plots (b) to (e) focus on the transient of another simulation
trial that uses the same reference trajectory, but purposely
initiated with zero tracking error conditions. In this manner,
any transient errors can be attributed to the capability of the
respective controller to cope with the initially high levels of
uncertainty in the estimates. Plots (b.i) and (b.ii) compare
the Euclidean norm (denoted by‖·‖ throughout the paper)
of the x − y position error vector. This is computed via
‖xyerror‖ =

√

(xr − x)2 + (yr − y)2. Plots (c.i) and (c.ii)
show the magnitude of the WMR orientation error for the three
control modes. Plots (d.i) and (d.ii) show the error in the robot
pose while Plots (e.i) and (e.ii) compare the corresponding
control inputs, more specifically the Euclidian norm of the
torque vector. As can be seen in Plots (e.i) and (e.ii), the HCE
controller leads to very high transient control inputs. This is a
direct results of its aggressive and incautious nature, stemming
from the fact that it completely ignores the high uncertainty in
the initial estimates. Plots (b) to (d) clearly indicate that this
leads to relatively high transient errors in both position and
orientation. The cautious mode, which leads to lower transient
errors relative to the HCE, is slightly more sluggish than the
dual mode. This can be seen in Plots (e), where the initial
control input issued by the cautious controller is the lowest.
This leads to a slower (relative to the dual mode) decay of the
pose error as indicated in Plots (d.i) and (d.ii). It is clearthat
the dual mode manages to strike a balance between these two
extremes and leads to the best transient performance in both
schemes. All these observations are in accordance with the
anticipations of Remark III.4. In addition, the three adaptive
modes in each scheme converge to the same performance at
steady-state. This is not unexpected due to the fact that by the
time steady-state is reached the parameter estimates would
have practically converged to the actual parameters, meaning
that the robot would have adapted well to its own current
dynamics.
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Fig. 5. Simulation results for the (i) UT-based and (ii) EKF-based schemes: (a) reference (green×) and actual (red©) trajectories, (b) position error
‖xyerror‖ =

√

(xr − x)2 + (yr − y)2, (c) orientation error, (d) pose error, (e) control input. N.B. (a) controller in dual mode with non-zero initial error,
(b) to (e) transients for zero initial error.

2) Monte Carlo Analysis:To quantify the controllers’ per-
formance objectively, a Monte Carlo simulation involving 500
simulation trials was performed. For each of the eight con-
troller simulations in a trial, the reference trajectory depicted
in Figure 5a, but with zero initial tracking error, is used and the
simulation settings and conditions specified earlier apply. At
the end of each trial, the following accumulated cost function
C(kend) is calculated:

C(kend) =
kend
∑

k=1

‖prk − pk‖2.

This cost function, based on the robot pose error over the
whole time horizon (kend sampling instants), serves as a per-

formance measure for each of the eight controllers operating
under the same conditions, where lower values ofC(kend) are
naturally preferred.

The salient statistical features of the resulting eight cost
distributions resulting from this Monte Carlo simulation,are
depicted in the boxplot of Figure 6. Additionally, the median,
interquartile range (IQR), mean and variance of each of these
distributions are given in Table II. Due to the skewness of
these distributions and the high number of outliers in some
of the cases, the median is preferred over the mean as a
measure of central tendency while the IQR is preferred over
the variance as a measure of dispersion (spread). The results
in Figure 6 and Table II provide the first indications how
one would rank the general performance of the controllers
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Fig. 6. Boxplot of the cost distributions.

TABLE II
STATISTICAL MEASURES OF THE COST DISTRIBUTIONS.

Controller Median IQR Mean Variance Rank

EKF-HCE 1.20 4.16 7.24 471.12 6

EKF-CAU 0.37 0.87 1.18 14.07 4

EKF-DUA 0.27 0.85 0.91 5.06 3

UT-HCE 0.44 1.22 4.65 303.79 5

UT-CAU 0.12 0.13 0.19 0.14 2

UT-DUA 0.09 0.11 0.15 0.08 1

NTNA 6.36 7.38 6.86 21.06 -na-

PTNA 0.003 0.004 0.004 <0.000 -na-

under investigation, where lower values of the median and
IQR are obviously preferred. From the outset one can easily
notice that the NTNA controller yields the highest median
and IQR, implying that in general it leads to the highest pose
error and deviation in performance. This is not unexpected
since this controller is not adaptive and so unable to cope
well with the robot parameters that are constantly changing
from one simulation trial to another. In fact, its performance
could be much worse if the nominal parameters, to which
it is tuned, are unknown or the model variations are higher.
For this reason there is no scope in comparing it further to
the other adaptive controllers, and so it is withdrawn from the
following comparative analysis. Consequently in the following
comparative treatment we focus solely on the remaining six
adaptive controllers since the PTNA results are included only
for reference.

Focusing back on the six adaptive controllers, one notices
that the two HCE controllers yielded a relatively high number
of extreme outliers (refer to Figure 6). This is the reason

why in Table II the mean and variance corresponding to
these controllers are exceptionally high. This implies that in
a number of trials the HCE mode led to very high transient
errors. Again, this implies that the complete lack of sensitivity
exhibited by HCE adaptive controllers in the face of the highly
uncertain estimates characterizing the startup phase, canlead
to excessively high control inputs and tracking errors which
can potentially result in mission failure and possibly hardware
damage in a practical situation. This strengthens our previous
results in Section IV-A1 and again consolidates the arguments
in Remark III.4. The results in Table II also indicate that
within each scheme the dual mode outperforms the cautious
and HCE modes. In addition, it is evident that each mode
in the UT-based scheme outperforms its counterpart in the
EKF-based scheme. The latter implies that the proposed UT-
based scheme brings by a considerable improvement over the
EKF-based scheme, originally proposed in [26]. However, in
order to strengthen these claims further and to ascertain that
the observed differences in the performance of each controller,
indicated by the results in Table II, are statistically significant
and cannot be attributed to chance, we employed a statistical
inference procedure via the following hypothesis test.

The One-Way Analysis of Variance (ANOVA) is a powerful
statistical procedure used to make inferences on the population
means of several independent samples. Like all other para-
metric tests it relies on a number of assumptions [51]. Most
importantly, the samples should be independent, normally
distributed and exhibit fairly similar variances. It is also known
that ANOVA is quite robust in the face of violations to its
assumptions, mostly so when the sample sizes are large and
equal. However, the cost distributions corresponding to the
six adaptive controllers left for investigation are all positively
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skewed, and therefore cannot be closely approximated to
normal distributions. Hence, the original cost observations
were all transformed using the natural logarithm function.The
transformed samples were found to be fairly Gaussian (skew-
ness and kurtosis in the range of±1). This was verified by
investigating the histogram and the normal quantile-quantile
(Q-Q) plots of each transformed sample [51]. However, the
Levene’s test for homogeneity of variance [51] indicated that
equal variances among the six transformed samples still could
not be assumed. In such cases it is suggested that the Brown-
ForsytheF statistic or the Welch’sF statistic are used instead
of the standardF statistic in the ANOVA test [51].

Based on these results, the log transformed cost values were
used in the ANOVA test, aimed to compare the population
means of the six cost distributions. The null and alternative
hypotheses for this two-tailed test are:

H0 : In general the six adaptive controllers perform
equally well. In other words: in an infinite number
of Monte Carlo simulation trials the six controllers
would yield the same mean cost.

H1 : Some controllers perform better than the others. In
other words: in an infinite number of Monte Carlo
simulation trials two or more controllers would yield
a different mean cost.

The resultingp-values [51], corresponding to the Brown-
Forsythe and the Welch tests, were both approximately zero.
Hence, since thep-value is smaller than the chosen level of
significanceα = 0.05, the null hypothesisH0 is rejected. This
implies thatat leastone of the six controllers is significantly
better (cost-wise) than the others. In order to investigate
the underlying differences further and be able to rank the
controllers according to their performance we employed the
Games-Howellpost-hoctest, which is highly recommended in
the case of unequal variances [51]. The result was conspicuous,
since all thep-values resulting from all pair-wise combinations
were much lower than the chosen level of significanceα. This
implies that the means of the transformed samples, depicted
in Figure 7, areall significantly differentand can be used to
rank the general performance of the six adaptive controllers
as given in the last column of Table II. In addition, a non-
parametric test using the original cost distributions instead of
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Fig. 7. Means plot of the log transformed cost distributions.

the transformed distributions, namely the Kruskal-Wallistest
[51] was also employed to test the set hypothesis. The final
result of this analysis fully confirms that of the ANOVA.

The results from this Monte Carlo comparative analysis
fully support those derived from Table II and Figure 5. Hence,
we can confidently claim that:

Remark IV.1. The proposed UT-based scheme brings about
a significant improvement in tracking performance over the
EKF-based scheme, independent of the controller mode (HCE,
cautious or dual). We associate this to the better estimations
of the UKF over those of the EKF in the ANN training
algorithm, and to the better (second-order) approximations
of the UT-based control law as opposed to the first-order
approximations inherent in the EKF-based control algorithm.
Moreover, within each scheme the dual mode is superior to
both the cautious and HCE modes. This complies with the
dual control philosophy that a balance between caution and
probing yields the best performance in adaptive control. It
is also not surprising that the performance of the adaptive
controllers is generally better than that of the computed-torque
nonadaptive controller which assumes nominal values for the
robot dynamic parameters, when these are prone to change.

B. Experimental Results

The UT-based and EKF-based dual adaptive neuro-
controllers presented in this article were both implemented
successfully on a physical WMR, named Neurobot, which was
designed and built by the authors as an experimental research
testbed. This section introduces Neurobot and reports a number
of experimental results that compliment those acquired by
simulation and reported in the previous section.

Neurobot, pictured in Figure 8, is a differentially driven
WMR. Each of the two 125 mm diameter, solid-rubber, mo-
torized wheels, is independently driven by a 70 W, 24 V per-
manent magnet dc motor (from maxon motor [52]), equipped
with a 113:1 planetary reduction gearbox and a 500 pulses per
revolution incremental optical encoder. Each of the two motors
is driven via the LMD18200 H-Bridge IC which is controlled
by a 20 kHz pulse-width modulation (PWM) reference signal.
The instantaneous current in each motor is measured using the
LEM HX-03-P/SP2 Hall effect current transducer, and filtered
by a 4th-order continuous-time Bessel low-pass anti-aliasing
filter, tuned for a corner frequency of 2 kHz, and implemented
via the MAX275 filter IC. Neurobot is powered by four 12 V,
9 Ah sealed lead acid (SLA) batteries.

The algorithms controlling Neurobot were all implemented
on aMicroAutoBoxembedded computer system fromdSPACE
[53]. TheMicroAutoBoxis a compact stand-alone prototyping
unit designed specifically for rapid-prototyping of computa-
tionally demanding real-time control systems, typically re-
quiring a number of general and specialized analogue/digital
input and output channels. A digital pole-placement torque
controller with integral action, was designed and implemented
completely in software to account for the motor electrical dy-
namics. This inner torque control loop uses the motor current
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Fig. 8. Neurobot: the WMR built for the purpose of this research.

measurement as feedback and issues voltage commands to the
motors. This ascertains that the actual torques at the wheels
track those issued by the outer loop control law (the robot
dynamic controller) and that motor current never exceeds a
predefined safe value. This cascade approach imposes that the
inner loop operates at a much faster rate than the outer loop.
The sampling rates for the inner and outer loops were chosen
to be 10 kHz and 200 Hz respectively.

A desktop computer was used to implement the control
algorithms in Simulinkr using the system blocks provided
by the dSpace Real-Time Interface. Real-Time Workshopr is
then used to automatically generate the required code which
is then downloaded to theMicroAutoBoxvia thedSpace Link
Board installed in the desktop computer. The system states and
parameters along with other information about the real-time
execution of each task running on theMicroAutoBox, such as
sampling times, priorities and execution times, could alsobe
monitored in real time viaControlDesk, also fromdSPACE.

The initial network parameter vector̂z0 was generated
randomly. In addition, the MLP ANN contained five neurons
(L = 5 ⇒ N = 27) and the UKF scaling parameters were
set toα = 10−3, κ = 3−N andβ = 2. The initial covari-
ance matrixP0 = 0.5I27 and the process and measurement
noise covariance matrices were set to10−8I27 and 10−4I2
respectively. In addition,Q1 andQ2 were fixed toI2 and0
respectively in all cases.

A number of experimental results, validating the proposed
schemes and confirming the simulation results of this section,
are presented in Figure 9. Plots (a) and (b) correspond to
a challenging trajectory tracking experiment that tests the
overall performance of the UT-based and EKF-based dual
adaptive controllers in a real-life application. Plots (a.i) and
(a.ii) show that in both cases Neurobot swiftly adapts to
its own dynamics (with no preliminary offline training) and
simultaneously converges smoothly to the reference trajectory,
which it keeps tracking at very high precision for the rest of
the experiment. Plots (b.i) and (b.ii) focus on the pose error
vector norm‖prk − pk‖ measured during this experiment.
In each case, the red trace corresponds to the dual adaptive
controller while the black trace corresponds to a nonadaptive
computed-torque controller subjected to the same experiment.
This nonadaptive controller employs the control law in (10)
with kd = 0 and is tuned for Neurobot’s physical parameters
reported earlier in Table I. It is clear that the two dual adaptive
schemes performed much better than the nonadaptive con-
troller in steady-state. We attribute this results to the fact that
the nonadaptive controller is based on a theoretical dynamic
model (6), which like any other of its sort, is imperfect
and relies on several physical parameters, such as friction
and inertia, which are very difficult to measure precisely in
practice. On the other hand, the adaptive controllers assume no
preliminary information about the robot dynamics but acquire
this knowledge autonomously in real-time. In addition, if
one compares the pose error of the UT-based dual adaptive
controller in Plot (b.i) to that of its EKF-based counterpart in
Plot (b.ii), it is easy to notice that the steady-state performance
of the former is relatively better than that of the latter. This
result is in accordance to Remark IV.1 derived from our
simulation results.

Plots (c) and (d) correspond to a different experiment with
Neurobot. This experiment was designed specifically to test
and compare the transient performance of the two adaptive
schemes and their HCE, cautious and dual modes on a real
WMR. In this experiment the reference trajectory follows a
straight line along thex-axis, with a speed of 0.1 m/s. At
t = 5 s, well after the robot has reached steady-state operation,
the estimate vector̂zk+1 is instantaneously reset to some
randomly generated values, hence erasing all the knowledge
acquired by the ANN estimator up to that point in time. In
addition, the covariance matrixPk+1 is reset to its initial
relatively high value, to reflect the high uncertainty in the
new set of random network parameters. In this manner one
can objectively compare the transient performance of the three
control modes when faced with extremely high uncertainty in
the robot dynamics. In practice, similar scenarios may arise
during faults and jump variations in the robot dynamics. The
question in these cases is not simply whether or not the robot
adapts to the new situation, but also how smoothly and quickly
it will do so. In Plots (c.i) and (c.ii), it is evident that the
HCE mode (blue trace) by far yields the highest transient
pose error, as a result of the sudden estimator disturbance
at t = 5 s. As argued previously, this is clearly the result of
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the relatively persistently aggressive and sudden controlinput
issued by the HCE mode, which can be seen in Plots (d.i)
and (d.ii) (blue trace). Specifically, these two plots depict the
Euclidean norm of theactual torque vector developed by the
motors and not that requested by the adaptive controller. In
theory these are equal, but in our physical implementation we
had to limit the requested torque via a saturation function so
as not to damage the electronic circuitry driving the motors.
If it were not for this safety feature, the situation would be
closer to that depicted in Plots (e.i) and (e.ii) of Figure 5.
These results also indicate that out of the three adaptive modes
in each scheme, the dual mode (red traces) by far exhibits
the best transient performance, due to the very low transient
errors and the very quick recovery exhibited in this experiment.
Moreover, it is also evident that the three controller modesin
the UT-based scheme yielded lower pose errors, and hence
better performance than their EKF-based counterparts. This

can be clearly seen when one compares the magnitude of the
pose errors depicted in Plot (c.i) with that of the errors in Plot
(c.ii). One should particularly note the different scales used
for the y-axes.

The experimental results presented in this section strongly
endorse the simulation results, including those from the Monte
Carlo analysis, reported previously in Section IV-A. Conse-
quently they extend the arguments expressed in Remark IV.1
to the case of a real-life robotic application.

V. CONCLUSION

In this paper we have presented a novel MLP dual adaptive
control scheme for the dynamic control of WMRs. The design
employs the UKF and the UT to improve on the EKF-based
MLP dual adaptive scheme we recently proposed in [26].
The presented designs are validated and compared extensively
via both realistic Mont-Carlo simulations, backed by rigorous
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statistical analysis and real-life experiments with Neurobot,
the WMR designed and built by the authors for the purpose
of this research. All the results conspicuously show that:

1) The proposed UT-based scheme outperforms the EKF-
based scheme.

2) In both schemes, the dual mode is superior (in transient
performance) to both the cautious and the HCE con-
troller modes.

3) The steady-state performance of the adaptive controllers
is generally better than that of the computed-torque
nonadaptive controller.

To the best of our knowledge this is the first time that the
UT is being used in the context of dual adaptive control and
where a dual adaptive controller is implemented and tested on
a real mobile robot.
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Portugal, Aug. 2006, pp. 404–411.

[37] Z.-G. Hou, A.-M. Zou, L. Cheng, and M. Tan, “Adaptive control of
an electrically driven nonholonomic mobile robot via backstepping and
fuzzy approach,”IEEE Trans. Contr. Syst. Technol., vol. 17, no. 4, pp.
803–815, 2009.

[38] S. Haykin, Neural Networks: A Comprehensive Foundation, 2nd ed.
London, UK: Prentice Hall, 1999.

[39] R. E. Kalman, “A new approach to linear filtering and prediction
problems,”Trans. ASME J. Basic Eng., vol. 82, pp. 34–45, 1960.

[40] P. S. Maybeck,Stochastic Models, Estimation and Control, ser. Math-
ematics in Science and Engineering, R. Bellman, Ed. London,UK:
Academic Press Inc., 1979, vol. 141-1.

[41] R. Bellman,Adaptive Control Processes: A Guided Tour. Princeton,
NJ: Princeton University Press, 1961.

374

International Journal on Advances in Intelligent Systems, vol 3 no 3 & 4, year 2010, http://www.iariajournals.org/intelligent_systems/

2010, © Copyright by authors, Published under agreement with IARIA - www.iaria.org



[42] S. J. Julier and J. K. Uhlmann, “A new extention of the Kalman filter
to nonlinear systems,” inProc. of AeroSense: The 11th Int. Symp. on
Aerospace/Defence Sensing, Simulation and Controls, 1997.

[43] E. A. Wan and R. van der Merwe, “The unscented Kalman filter,” in
Kalman Filtering and Neural Networks, ser. Adaptive and Learning Sys-
tems for Signal Processing, Communications, and Control, S. Haykin,
Ed. John Wiley & Sons, Inc., 2001, ch. 7, pp. 221–280.

[44] M. S. Radenkovic, “Convergence of the generalised dualcontrol algo-
rithm,” Int. J. Control, vol. 47, no. 5, pp. 1419–1441, 1988.

[45] A. D’Amico, G. Ippoliti, and S. Longhi, “A radial basis function
networks apporach for the tracking problem of mobile robots,” in Proc.
IEEE/ASME Int. Conference on Advanced Intelligent Mechatronics,
Como, Italy, 2001, pp. 498–503.

[46] T.-Y. Wang and C.-C. Tsai, “Adaptive trajectory tracking control of a
wheeled mobile robot via Lyapunov techniques,” inProc. 30th Annual
Conference of the IEEE Industrial Electronics Society, Busan, Korea,
Nov. 2004, pp. 389–394.

[47] Y. Yamamoto, “Control and coordination of locomotion and manipu-
lation of a wheeled mobile manipulator,” Ph.D. dissertation, Univ. of
Pennsylvania, Philadelphia, USA, Aug. 1994.
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