International Journal on
Advances|injTelecomn ations

771 %\ ‘{“" . j
7777 TN\ |
\

/7T TTERTN
rrrrrrereny
rMrrrreErCeE
rrerrreer)
errFrr“r
NSy trn@T

~ \\‘ VL,

2011 vol. 4 nr. 1&2



The International Journal on Advances in Telecommunications is published by IARIA.
ISSN: 1942-2601

journals site: http://www.iariajournals.org

contact: petre@iaria.org

Responsibility for the contents rests upon the authors and not upon IARIA, nor on IARIA volunteers,
staff, or contractors.

IARIA is the owner of the publication and of editorial aspects. IARIA reserves the right to update the
content for quality improvements.

Abstracting is permitted with credit to the source. Libraries are permitted to photocopy or print,
providing the reference is mentioned and that the resulting material is made available at no cost.

Reference should mention:

International Journal on Advances in Telecommunications, issn 1942-2601
vol. 4, no. 1 & 2, year 2011, http://www.iariajournals.org/telecommunications/

The copyright for each included paper belongs to the authors. Republishing of same material, by authors
or persons or organizations, is not allowed. Reprint rights can be granted by IARIA or by the authors, and
must include proper reference.

Reference to an article in the journal is as follows:

<Author list>, “<Article title>”
International Journal on Advances in Telecommunications, issn 1942-2601
vol. 4, no. 1 & 2, year 2011, <start page>:<end page>, http.//www.iariajournals.org/telecommunications/

IARIA journals are made available for free, proving the appropriate references are made when their
content is used.

Sponsored by IARIA
www.iaria.org

Copyright © 2011 IARIA



International Journal on Advances in Telecommunications
Volume 4, Number 1 & 2, 2011

Editor-in-Chief
Tulin Atmaca, IT/Telecom&Management SudParis, France
Editorial Advisory Board

Michael D. Logothetis, University of Patras, Greece

Jose Neuman De Souza, Federal University of Ceara, Brazil

Eugen Borcoci, University "Politehnica" of Bucharest (UPB), Romania
Reijo Savola, VTT, Finland

Haibin Liu, Aerospace Engineering Consultation Center-Beijing, China

Editorial Board
% Advanced Telecommunications

e Tulin Atmaca, IT/Telecom&Management SudParis, France

e Rui L.A. Aguiar, Universidade de Aveiro, Portugal

e Eugen Borcoci, University "Politehnica" of Bucharest (UPB), Romania
e Symeon Chatzinotas, University of Surrey, UK

e Denis Collange, Orange-ftgroup, France

e Todor Cooklev, Indiana-Purdue University - Fort Wayne, USA

e Jose Neuman De Souza, Federal University of Ceara, Brazil

e Sorin Georgescu, Ericsson Research, Canada

e Paul J. Geraci, Technology Survey Group, USA

e Christos Grecos, University if Central Lancashire-Preston, UK

e Manish Jain, Microsoft Research — Redmond

e Michael D. Logothetis, University of Patras, Greece

e Natarajan Meghanathan, Jackson State University, USA

e Masaya Okada, ATR Knowledge Science Laboratories - Kyoto, Japan
e Jacques Palicot, SUPELEC- Rennes, France

e Gerard Parr, University of Ulster in Northern Ireland, UK

e Maciej Piechowiak, Kazimierz Wielki University - Bydgoszcz, Poland
e Dusan Radovic, TES Electronic Solutions - Stuttgart, Germany

e Matthew Roughan, University of Adelaide, Australia

e Sergei Semenov, Renesas Mobile, Finland

e Carlos Becker Westphal, Federal University of Santa Catarina, Brazil
e Rong Zhao, Detecon International GmbH - Bonn, Germany

e Piotr Zwierzykowski, Poznan University of Technology, Poland

“ Digital Telecommunications

e Bilal Al Momani, Cisco Systems, Ireland



e Tulin Atmaca, IT/Telecom&Management SudParis, France
e Claus Bauer, Dolby Systems, USA

e Claude Chaudet, ENST, France

e Gerard Damm, Alcatel-Lucent, France

e Michael Grottke, Universitat Erlangen-Nurnberg, Germany
e Yuri lvanov, Movidia Ltd. — Dublin, Ireland

e Ousmane Kone, UPPA - University of Bordeaux, France

e Wen-hsing Lai, National Kaohsiung First University of Science and Technology, Taiwan
e Pascal Lorenz, University of Haute Alsace, France

e Jan Lucenius, Helsinki University of Technology, Finland

e Dario Maggiorini, University of Milano, Italy

e Pubudu Pathirana, Deakin University, Australia

e Mei-Ling Shyu, University of Miami, USA

¥ Communication Theory, QoS and Reliability

e Eugen Borcoci, University "Politehnica" of Bucharest (UPB), Romania

e Piotr Cholda, AGH University of Science and Technology - Krakow, Poland

e Michel Diaz, LAAS, France

e Ivan Gojmerac, Telecommunications Research Center Vienna (FTW), Austria
e Patrick Gratz, University of Luxembourg, Luxembourg

e Axel Kupper, Ludwig Maximilians University Munich, Germany

e Michael Menth, University of Wuerzburg, Germany

e Gianluca Reali, University of Perugia, Italy

e Joel Rodriques, University of Beira Interior, Portugal

e Zary Segall, University of Maryland, USA

 Wireless and Mobile Communications

e Tommi Aihkisalo, VTT Technical Research Center of Finland - Oulu, Finland
e Zhiquan Bai, Shandong University - Jinan, P. R. China

e David Boyle, University of Limerick, Ireland

e Bezalel Gavish, Southern Methodist University - Dallas, USA

e Xiang Gui, Massey University-Palmerston North, New Zealand

e David Lozano, Telefonica Investigacion y Desarrollo (R&D), Spain

e D. Manivannan (Mani), University of Kentucky - Lexington, USA

e Himanshukumar Soni, G H Patel College of Engineering & Technology, India
e Radu Stoleru, Texas A&M University, USA

e Jose Villalon, University of Castilla La Mancha, Spain

e Natalija Vlajic, York University, Canada

e Xinbing Wang, Shanghai Jiaotong University, China

e Ossama Younis, Telcordia Technologies, USA

© Systems and Network Communications

e Fernando Boronat, Integrated Management Coastal Research Institute, Spain
e Anne-Marie Bosneag, Ericsson Ireland Research Centre, Ireland



e Huaqun Guo, Institute for Infocomm Research, A*STAR, Singapore

e Jong-Hyouk Lee, INRIA, France

e Elizabeth I. Leonard, Naval Research Laboratory — Washington DC, USA
e Sjouke Mauw, University of Luxembourg, Luxembourg

e Reijo Savola, VTT, Finland

¥ Multimedia

e Dumitru Dan Burdescu, University of Craiova, Romania

e Noel Crespi, Institut TELECOM SudParis-Evry, France

e Mislav Grgic, University of Zagreb, Croatia

e Christos Grecos, University of Central Lancashire, UK

e Atsushi Koike, Seikei University, Japan

e Polychronis Koutsakis, McMaster University, Canada

e Chung-Sheng Li, IBM Thomas J. Watson Research Center, USA
e Artur R. Lugmayr, Tampere University of Technology, Finland
e ParagS. Mogre, Technische Universitat Darmstadt, Germany
e Chong Wah Ngo, University of Hong Kong, Hong Kong

e Justin Zhan, Carnegie Mellon University, USA

¢ YuZheng, Microsoft Research Asia - Beijing, China

i Space Communications

e Emmanuel Chaput, IRIT-CNRS, France

e Alban Duverdier, CNES (French Space Agency) Paris, France

e Istvan Frigyes, Budapest University of Technology and Economics, Hungary
e Michael Hadjitheodosiou ITT AES & University of Maryland, USA

e Mark A Johnson, The Aerospace Corporation, USA

e Massimiliano Laddomada, Texas A&M University-Texarkana, USA

e Haibin Liu, Aerospace Engineering Consultation Center-Beijing, China
e Elena-Simona Lohan, Tampere University of Technology, Finland

e Gerard Parr, University of Ulster-Coleraine, UK

e Cathryn Peoples, University of Ulster-Coleraine, UK

e Michael Sauer, Corning Incorporated/Corning R&D division, USA

& Additional reviewers

e Vassilis Stylianakis, ECE, University of Patras, Greece



International Journal on Advances in Telecommunications
Volume 4, Numbers 1 & 2, 2011

CONTENTS

A Comparison of the Performance of Prediction Techniques in Curtailing Uplink
Transmission and Energy Requirements in Mobile Free-Viewpoint Video Applications

Clifford De Raffaele, University of Malta, Malta
Carl James Debono, University of Malta, Malta

Capacity Analysis and Simulation of 3-D Space-Time Correlated HAP-MIMO Channels
Emmanouel T. Michailidis, University of Piraeus, Department of Digital Systems, Greece
Athanasios G. Kanatas, University of Piraeus, Department of Digital Systems, Greece

Analytical evaluation of the role of estimation and quantization errors in downstream

vectored VDSL systems

Marco Baldi, Universita Politecnica delle Marche, Italy
Franco Chiaraluce, Universita Politecnica delle Marche, Italy
Roberto Garello, Politecnico di Torino, Italy

Marco Polano, Telecom ltalia, Italy

Marcello Valentini, Telecom Italia, Italy

Signal Detection for 3GPP LTE Downlink: Algorithm and Implementation

Huan Xuan Nguyen, Middlesex University, United Kingdom

Multiwavelets in the Context of Hierarchical Stereo Correspondence Matching

Techniques
Pooneh Bagheri Zadeh, De Montfort University, UK
Cristian Serdean, De Montfort University, UK

UAV-based Sensor Networks for the Future Battlefield Warriors
Tapio Saarelainen, National Defence Unversity, Finland
Jorma Jormakka, National Defence University, Finland

Managing Quality of Experience on a Commercial Mobile TV Platform
Vlado Menkovski, Eindhoven University of Technology, The Netherlands
Georgios Exarchakos, Eindhoven University of Technology, The Netherlands
Antonio Liotta, Eindhoven University of Technology, The Netherlands

Antonio Cuadra-Sanchez, Parque Tecnologico de Boecillo, Spain

SIP Server Implementation and Performance on a Bare PC
Andre Alexander, Towson University, USA
Roman Yasinovskyy, Towson University, USA

12-23

24 -33

34-47

48 - 57

58 -71

72-81

82-92



Alexander Wijesinha, Towson University, USA
Ramesh Karne, Towson University, USA

Multicast TV Channels overWireless Neutral Access Networks: Proof of Concept and
Implementation

Lorenz Klopfenstein, University of Urbino, Italy

Andrea Seraghiti, University of Urbino, Italy

Stefano Bonino, Essentia SpA, Italy

Andrea Tarasconi, Essentia SpA, Italy

Alessandro Bogliolo, University of Urbino, Italy

The Outage Probability of the Satellite Telecommunication System in the Presence of
Fading with Switch and Stay Combining on Satellite and Earth Station

Dragana Krsti¢, University of Ni$, Faculty of Electronic Engineering, Serbia

Petar Nikoli¢, Tigartyres, Pirot, Serbia

Mihajlo Stefanovié¢, University of Nis, Faculty of Electronic Engineering, Serbia

Performance Model for Orthogonal Sub Channel in Noise-limited Environment
Jyrki T.J. Penttinen, Nokia Siemens Networks, Spain

Francesco D. Calabrese, Nokia Siemens Networks, Spain

David Valerdi, Vodafone, Spain

Ifigo Giemes, Vodafone, Spain

CDMA-Based UHF-RFID System with Semi-Passive UHF Transponders
Andreas Loeffler, Friedrich-Alexander-University of Erlangen-Nuremberg, Germany
Ingo Altmann, Friedrich-Alexander-University of Erlangen-Nuremberg, Germany
Fabian Schuh, Friedrich-Alexander-University of Erlangen-Nuremberg, Germany

High Throughput and Low Power Enhancements for LDPC Decoders
Erick Amador, EURECOM, France

Raymond Knopp, EURECOM, France

Renaud Pacalet, Telecom ParisTech, France

Vincent Rezard, Infineon Technologies France, France

Pilot Pattern Design for PUSC MIMO WiMAX-like Filter Banks Multicarrier System
Faouzi Bader, CTTC, Spain
Musbah Shaat, CTTC, Spain

Field Tests and Comparison of the Channel Properties for the DRM+ System in the VHF-

Bands Il (87.5 MHz-108.0 MHz) and Il (174-230 MHz)
Friederike Maier, Institute of Communications Technology, Leipniz University of Hannover,
Germany

Andrej Tissen, Institute of Communications Technology, Leipniz University of Hannover, Germany

Albert Waal, RFmondial GmbH, Germany

93-101

102 -111

112 -126

127 - 142

143 - 155

156 - 165

166 -171



Selfish Flow Games in Non-Cooperative Multi-Radio Multi-Channel Wireless Mesh
Networks With Interference Constraint Topology

Ibrar Shah, Brunel University, United Kingdom

Sadagat Jan, Brunel University, United Kingdom

Kok-Keong Loo, Middlesex University, United Kingdom

Carlene E.-A. Campbell, Middlesex University, United Kingdom

Extended Mobile WiMAX Signal Transmission over RoF viaTriple Symmetrical Dispersion
System SMF, DCF and CFBG

Mazin Al Noor, Middlesex University, Uinted Kingdom

Jonathan Loo, Middlesex University, United Kingdom

Richard Comley, Middlesex University, United Kingdom

System Level Simulation of E-MBMS Transmissions in LTE-A

Paulo Gomes, Instituto de Telecomunicagdes (IT-IUL/ISCTE-IUL), Portugal
José Seguro, Instituto de Telecomunicac¢des (IT-IUL/ISCTE-IUL), Portugal
Américo Correia, Instituto de Telecomunicag¢des (IT-IUL/ISCTE-IUL), Portugal

Transformation of any Adding Signal Technique in Tone Reservation Technique for PAPR
Mitigation thanks to Frequency Domain Filtering

Désiré Guel, Supelec, France

Jacques Palicot, Supelec, France

172 -182

183 -193

194 - 204

205 - 216



International Journal on Advances in Telecommunications, vol 4 no 1 & 2, year 2011, http://www.iariajournals.org/telecommunications/

A Comparison of the Performance of Prediction
Techniques in Curtailing Uplink Transmission and
Energy Requirements in Mobile Free-Viewpoint
Video Applications

Clifford De Raffaele and Carl James Debono
Department of Communications & Computer Engineering
University of Malta
Msida, MSD 2080, Malta
cderaffacle@ieee.org and c.debono@ieee.org

Abstract - The rapid deployment of multimedia services on
mobile networks together with the increase in consumer
demand for immersive entertainment have paved the way for
innovative video representations. Amongst these new
applications is free-viewpoint video (FVV), whereby a scene is
captured by an array of cameras distributed around a site to
allow the user to alter the viewing perspective on demand,
creating a three-dimensional (3D) effect. The implementation
on mobile infrastructures is however still hindered by intrinsic
wireless limitations, such as bandwidth constraints and limited
battery power. To this effect, this paper presents a solution
that reduces the number of uplink requests performed by the
mobile terminal through view prediction techniques. The
implementation and performance of four distinct prediction
algorithms in anticipating the next viewpoint request by a
mobile user in a typical FVV system are compared and
contrasted. Additionally, each solution removes the jitter
experienced by the user whilst moving from a view pattern to
another by allowing some hysterisis in the convergence signal.
Thus, this technique enhances the performance of all the
algorithms by taking into consideration the fact that the user
adapts to the presented views and will react accordingly.
Simulation results illustrate that an wuplink transmission
reduction of up to 96.7% can be achieved in a conventional
FVV simulation scenario. Therefore, the application of
prediction schemes can drastically reduce the mobile
terminal’s power consumption and bandwidth resource
requirements on the uplink channel.

Keywords - Free-Viewpoint; Multiview video; Prediction
algorithms; Wireless transmission.

L INTRODUCTION

Video streaming solutions have experienced endless
development in the course of time, from a relatively poor
image quality, as far as the human senses are concerned, to
forms of presentation which strive to present an increasingly
better quality of experience [2], [3]. Driven by technological
developments, the drastic reduction in the cost of imaging
hardware equipment, together with the intensification of
clientele expectations, the interest in interactive multiview

services has augmented from academic and industrial
perspectives alike [4]-[6]. Multiview video technologies
provide the potential for innovative applications to be
developed in order to facilitate and enhance the experience
of scenes from a 3D perspective without the burden of
restricting hardware [7], [8]. The latter feature, aids the
commercial implementation of such a technology, especially
in the end user entertainment market, by systems such as
Free-Viewpoint television (FTV) [9].

Free-Viewpoint Video (FVV) provides the potential to
expand the viewers experience far beyond what is presented
by current conventional multimedia systems [10]. In such an
innovative visual media technology, the user can observe a
three-dimensional panoramic scene by freely changing
perspective [11], [12]. Acquisition techniques for the
realization of FVV entail a unique scene captured from
multiple views via the deployment of a number of cameras
distributed around the site, [13], as portrayed in Fig. 1. The
hardware needed for multi-camera systems and for displays
is rapidly developing, with new solutions being
experimentally deployed [7], [9], [14], and [15].

Architectures that utilize a dense scene capturing
framework can render a more complete FVV experience to
the user. Nevertheless, feasibility constraints demand that the
amount of scene sampling hardware employed is restricted
[16], as this presents a linear increase in raw video data that
necessitates processing [17]. In addition, spatial proximity of
cameras must adhere to the physical limitations of the
equipment [18]. Thus, the sole method for FVV viewers to
observe a video stream of uninterrupted standpoints without
being constrained to the actual camera locations is by the
adoption of Video Based Rendering (VBR) techniques [19].
These methodologies apply computationally intensive
Intermediate View Rendering (IVR) algorithms to synthesize
virtual viewpoints between actual cameras as illustrated in
Fig. 1. This process is therefore compulsory to provide
gradual view changes in perspective from one actual camera
location to another and its quality is directly responsible for
the vividness of FVV experience [20].

2011, © Copyright by authors, Published under agreement with IARIA - www.iaria.org
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Figure 1. Block diagram of the entire system representing the scene being
captured by multiple cameras, video-based rendering servers, the streaming
server, and the wireless network.

Simultaneous to the advancements registered in
multimedia, the field of mobile computing has witnessed a
parallel growth rate. Nowadays, emerging mobile client
devices are all fitted with a liquid crystal display screen and
sufficient processing power to allow real-time presentation
of multimedia information [21]. A similar trend is
furthermore witnessed in the infrastructure of emerging and
future wireless systems, which provide sufficient bit rates for
the implementation of video communication applications
[14]. Thus, this opens the way for motion video to become
one of the major multimedia applications [6]. Nonetheless,
this technology imparts a significant burden on the network
infrastructure due to its strict latency requirements and
wireless bandwidth restrictions. Furthermore, the harsh
wireless transmission environment presents a supplementary
range of peculiar technical challenges such as attenuation,
fading, multi-user interference and spatio-temporal varying
channel conditions [22]. Such issues, together with current
business models in wireless systems, whereby the end-user’s
costs are proportional to the reserved bit-rate or the number
of bits transmitted over a radio link [23], drive future
multimedia network systems to provide a more efficient
framework for the deployment of services.

A further impediment encountered in the implementation
of FVV technology is intrinsic to mobile devices, since the
latter are severely constrained in energy resources, storage
capacity and processing power [24]. The combination of
these obstacles makes the transmission of several views for
virtual viewpoint rendering at the mobile terminal
impractical under several perspectives. Thus, a sensible
implementation for FVV is to implement real-time video-
based rendering (VBR) techniques on customized processing
architectures at the server’s side and transmit only the
required view to the mobile terminal [25], [26]. Inherently,
this strategy demands the implementation of a feedback
channel from the mobile device to request the required view
perspective stipulated by the user. This necessitates that a
request is made on the uplink channel at every video frame
interval to request a perspective view. Alas, such a situation
leads to substantial service delays, bandwidth usage and
terminal power consumption.
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This paper builds on [1] to present a solution which
reduces the amount of feedback transmissions generated by
the mobile terminal during free-viewpoint operation. Several
prediction strategies are thoroughly investigated for adoption
on the multimedia server to forecast the ensuing user’s view
request. The algorithms necessitate that feedback uplink
packets are only sent when the received perspective does not
match the users demand viewpoint. Hence, the server
interprets the lack of feedback as a confirmation that the
correct estimate was transmitted. If a feedback packet is
received, the server is notified of the viewpoint prediction
error, at which point the algorithm is retrained to converge to
the new FVV pattern. Such a strategy presents the
infrastructure with a reduced amount of transmission from
the mobile terminals, which in turn preserves their battery
power and reduces the uplink bandwidth utilization. The
algorithms implemented also manage to minimize the round-
trip delays incurred by the system due to the otherwise
continuous transmissions on the uplink channel.

This paper is organized as follows; the prediction
algorithms studied in this work are examined and discussed
in Section II together with the details on the respective
parameters employed. Section III  discusses the
implementation strategy adopted for each algorithm.
Following this, Section IV presents the simulation results
and highlights the curtailment in feedback transmission
attained by each solution. To further aid understanding, this
section also gives a quantitative measure description of the
battery power saved. Finally, comments and conclusions are
presented in Section V.

II.  VIEWPOINT PREDICTION ALGORITHMS

The successful implementation of prediction algorithms
for system behavior estimation demands the utilization of a
subset of the observed readings acquired previously from the
system, to construct the original set of data within some pre-
defined precision tolerance [27]. Viewpoint prediction is
achieved by exploiting a combination of received data from
the feedback channel, preceding data predictions, and a priori
knowledge of the system’s operation methodology. This
work studies and compares the performance of the following
four algorithms; Least Mean Squares, Kalman Filter,
Recursive Mean Square, and Linear Regression, adopted
specifically for FVV application in an effort to reduce uplink
transmission requests and increase the battery lifetime of
mobile terminals.

A. Least Mean Square Algorithm

Originally proposed in [28], the least mean square (LMS)
algorithm consists of an iterative process of successive
corrections on a weight vector which ultimately lead to the
minimum square error between the received and derived
signals. The algorithm provides several advantages for
implementation in real-time scenarios particularly due to its
low computational complexity. Furthermore, inherent to its
iterative nature, the algorithm is suitable for slow time-
varying environments since it exhibits a stable and robust
performance [29].

2011, © Copyright by authors, Published under agreement with IARIA - www.iaria.org



The general function of the LMS algorithm is defined as:

N
i(n)szi(n)xx(n—i) (1)

i=1

where X denotes the estimated input signal n, w; represents
the current system weight vector, and x(n — i) corresponds to
the set of delayed inputs.

In order to derive the prediction error, e(n), the estimated
value is subtracted from the real input value x(n):

e(n) = x(n) — x(n) 2
The system weight vector is then modified using:
w(n+1) = w(n) + x(n)e(n) (©)

As can be seen in (3), the rate of adaptation of the
algorithm is directly dependent on the step size p, which
influences the speed of convergence, and on the order of the
algorithm N. The computational complexity for executing
each iteration can be summarized as 2N+ multiplications
and 2N additions. After simulation trials, a value of five filter
weights was deemed apt, as this was able to sufficiently
restrain the processing load whilst still providing sufficient
precision as to avoid excessive overshoots whilst the filter
weight vectors were converging to the reference signal. The
values for learning rate variable p were determined through
heuristic techniques. This parameter was furthermore
adapted during run-time by initially assigning a large value
to speed up convergence towards the reference signal, and
then decrease it to a more temperate one, to reduce overshoot
and allow more precise corrections as the weight vectors
approach convergence.

B.  Kalman Filter Algorithm

The Kalman Filter introduced in [30] is primarily a
recursive algorithm notably suitable to address the estimation
problem for linearly evolving systems [31]. Apart from its
practical demands being apposite for real-time applications, a
convergence to a stable steady state is guaranteed by the
filter [32].

Prediction of the forward state is performed by
multiplying the current system state x; with the state
transition matrix A as illustrated in (4):

)%k+1 :AXXk (4)

The Kalman filter also forecasts the predicted error
covariance and makes use of this value together with an
observation matrix H to compute the Kalman gain K.
Following the acquisition of a measurement of the system
output z, this is used to update the estimate value x;-; using:

Xppt = Xpay + K(Zk — H3yyy) )
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The obtained positional measurement of the scene is
compared with the previous value, and since the
measurements are done within constant time intervals, the
view change request rate can be calculated. This new value is
employed to update the input vector x.;. Finally, the error
covariance is amended for the next iteration.

C. Recursive Least Square Algorithm

The Recursive Least Square (RLS) algorithm aims at
achieving the minimization of the sum of squares difference
between the modeled filter output and the desired signal [33]
by calculating the optimum filter weights. This is attained
using an exponentially weighted estimate of the input
autocorrelation and cross-correlation [34]. Owing to the
prediction filter nature of the algorithm, the learning mode
operation entails an iterative process whereby current weight
vectors are used to generate data prediction in the future, and
subsequently measurement data is considered as reference
for updating the internal weight vectors.

An intrinsic property of the adapted RLS is the capability
to pursue fast convergence in time-varying environments
even in cases where the eigenvalue spread of an input signal
correlation matrix is large [35]. Unfortunately, the latter
benefit is achieved at the cost a substantial increase in
complexity, which during implementation has an order of
O(N?) FLOPS per sample, with N being the filter length [36],
and an increased sensitivity to mismatch is registered in
comparison to the structurally similar least square algorithm
[37]. When new samples of the incoming signal are received,
the coefficient vector updates the solution for the least
squares problem in recursive form using [38]:

wik +1) = w(k) + g(k)e(k), (6)

where w(k) is the coefficient vector of the adaptive filter at
time k, N is the length of the latter vector, e(k) symbolizes
the difference between the generated filter output and the
desired signal, and g(k) represents the Kalman gain. To
render the algorithm feasible for real-time applications, and
thus reduce the computational cost incurred by the RLS to
execute the necessary matrix manipulations upon every
epoch, the matrix inversion lemma technique [33] is applied
to obtain a simple update for the inverse of the data input
equation:

P =% P (k-1 - g P k-D)  (7)

where x(k) is the input data vector, and A € (0,1] is called the
forgetting factor. This parameter has direct influence on the
memory of the algorithm, with the upper bound value of
unity assigned to imply infinite memory and is hence only
suitable for statistically stationary systems. The algorithm
contains no a priori information on the system at
initialization, thus, an approximate initialization technique is
employed for the covariance matrix by setting P'=31, which
is representative of a scaled version of the identity matrix
[38].

2011, © Copyright by authors, Published under agreement with IARIA - www.iaria.org



D. Linear Regression Algorithm

The statistical method defined by the Linear Regression
(LR) algorithm is capable of modeling the relationship
between two or more variables, by deriving a linear equation
to fit the observed data using a least squares metric [39]. The
implementation of a linear model provides several
advantages for a real-time system, particularly due to its
computational simplicity and inherent ease of use [40]. The
validity of this statistical technique is held under the
assumption that the output has a linear dependence on the
input [41], thus the system model can be composed in the
form:

Y =B xX+p,+¢, (8)

where the output predicted value Y is expressed for a given
dependent variable input X. The additional amount ¢
represents the residual error from the regression line, whilst
the variables in the model function B, and B, are referred to
as the model parameters and are estimated from a training set
of n observations, in the form of (X, Y)), (X5 Y5),....(X., Y,),
using [42]:

zn:(x,» - X)x(Y;, =)
B === ; ©)

an(X,- -X)?
i=1

Bo=Y—-b xX, (10)

where the statistical values X and Y represent the means of
the respective variables.

Equations (9) and (10) are only computed whilst the
algorithm is operating in the training phase so that the model
functions converge. Once the aforementioned parameters are
established, the algorithm operates in offline mode, and the
computational load for executing the LR algorithm on the
server, is only that of computing a single multiplication and
two additions to derive the predicted output.

III. IMPLEMENTATION OF THE PREDICTION ALGORITHMS

The prediction techniques studied attempt to reduce the
amount of feedback transitions necessary on the uplink
channel. This is performed by combining a priori
information regarding the system implementation together
with dynamic data of the user’s previous viewing motion to
forecast the user’s future observation points.

The characteristics of each algorithm are scrutinized and
their implementation for the specific scenario presented in
FVV is analyzed. The various parameters demanded by
either technique are optimized in respect of the unique
features of the FVV structure by applying heuristic
approaches or taking into consideration the intrinsic nature of
the system.
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A. Least-Mean Square Algorithm

The LMS algorithm was implemented in a dual topology
configuration were two identical adaptation algorithms were
executed simultaneously on the mobile terminal and server
alike. Implementation of the system involved the adoption of
the LMS algorithm to estimate the view required by the user.
The prediction of the desired perspective is achieved from
interpretation of the preceding readings as well as the
adapted LMS weight coefficients. Via this implementation,
both sides of the network are able to generate equivalent
estimates that keep the system synchronized whilst adapting
to the dynamic user perspective demands.

At the mobile terminal, a comparison between the local
predicted and the actual input readings is executed iteratively
yielding a dynamic error assessment. When the current error
in prediction exceeds a pre-defined tolerance threshold, the
mobile terminal interprets the situation as a change in the
user’s input pattern. Although, by adapting the learning rate
parameter during execution, the system quickly re-aligns its
weight vectors to the new input pattern, the inconsistencies
of the weight vectors during the conversion still allow for a
suitable error signal to be detected by a comparator; hence
triggering a change in the state of the network. In this
situation, the mobile terminal attempts to re-synchronize its
LMS algorithm with that of the server by training both filters
for twenty iterations. During this period of online operation,
the current user input pattern is considered as the reference
signal, and transmitted to the server such that the weight
vectors of both LMS algorithms converge to the new pattern.

Subsequent to the elapse of the training phase, both
systems are turned offline again, whereby the reference
signal for the local LMS algorithm is taken to be the former
predicted value. During this state, provided that no new
feedback from the mobile terminal is received at the server,
the server assumes that its estimate is correct and thus
transmits the predicted view. Via this methodology, the
server is capable of tracking the predictions done by the
mobile terminal without the requirement of constant
transmission requests to update the current viewpoint state.

B.  Kalman Filter Algorithm

The Kalman Filter system topology involved the
implementation of the algorithm solely on the network
server. The filter toggles between an online state and a stand-
alone mode during operation. Initially, the mobile terminal
commences by transmitting on the uplink channel a training
sequence in order to converge the filter’s output, computed at
the broadcasting server node, to the pattern being viewed by
the user. Following this initialization epoch, the algorithm
converts its operation mode to a stand-alone state. In this
form, the Kalman filter computes the prediction algorithm by
utilizing the previous state vector values and error covalence
as the observed measurement. In this way, the server
forecasts the view number that would be demanded by the
user and transmits the respective video perspective to the
mobile terminal.

A comparison between the predicted and the actual input
reading is executed on the mobile terminal during every
iteration, yielding a dynamic error assessment. The latter
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value determines the state in which the system will operate
by reference to a threshold error value. When the error value
exceeds this limit, the mobile terminal transmits the first
packet of data on the uplink, and subsequently the system
implemented on the server node moves to online mode. In
this training condition, the Kalman filter receives a sequence
of the current user inputs for the desired viewpoint sequence
as its reference signal from the mobile terminal via the
feedback channel. An array of fifteen values is needed by the
Kalman filter to converge to the new pattern of views. When
the pre-defined amount of training iterations elapses, the
system is redirected to offline stand-alone mode, where no
information is required from the mobile terminal, thus
reducing the feedback transmissions. In this mode, unless a
transmission is received at the server, the previous prediction
is considered as correct, and this computed value adopted as
the observed measurement for the following epoch.

C. Recursive Least Square Algorithm

Similar to the Kalman filter infrastructure, the RLS
system involves the adaptation of the algorithm on the server
node to track the user demands for FVV viewing. Each time
a discrepancy between the received view and the user’s
demanded one is noted, a training set composed of eight
samples is transmitted from the mobile terminal. Upon
receiving the initial feedback packet, the server turns the
RLS algorithm in online mode and commences a training
routine. A recursive approach is utilized during this period
by the algorithm to adapt to the new linear viewing pattern.
Following the successful convergence, the RLS algorithm is
turned back offline, and the server predicts the views that
will be demanded by the user using the algorithm’s compiled
values.

D. Linear Regression Algorithm

To track the FVV viewpoint user demands, the linear
regression algorithm was also implemented solely on the
server node. Due to the inherent nature of the FVV system
operation, the algorithm was limited to a linear first-order
model, to reduced complexity whilst still providing reliable
accuracy in the regression line generated. Since observations
done at the mobile terminal are inputted directly by the user,
there are no sources of error during the acquisition of
information. This feature was exploited to curtail the training
set of measurements used by the algorithm to only two
samples, which is the minimum amount of observations
required for the LR algorithm to produce a robust regression
line.

After training, the mobile terminal simply checks
whether the received view matches that demanded by the
user. If the prediction is correct, the mobile terminal refrains
from transmitting feedback, and the server assumes that the
estimate it has calculated is correct. Otherwise, feedback
view information is delivered to the server which will wait
for the second data packet to be transmitted before restarting
the execution of the algorithm.

International Journal on Advances in Telecommunications, vol 4 no 1 & 2, year 2011, http://www.iariajournals.org/telecommunications/

IV. SIMULATION AND RESULTS

Free-Viewpoint Video systems provide the user with the
ability to autonomously decide upon the perspective that is
observed in a particular scene. This level of interactivity
intrinsically implies that a substantial amount of information
is exchanged between the user and the host of the system. In
the mobile video applications scenario, such data
requirements entail bi-directional communication between
the mobile terminal and the network server on the wireless
infrastructure. Establishing such an infrastructure, demands
bandwidth utilization to support both the streaming video
sequences on the downstream as well as viewpoint requests
on the uplink channel.

A.  Simulation Overview

To objectively simulate and analyze the employment of
the free-viewpoint structure embedded by the prediction
algorithms, a typical situation was modeled using the
Maltab” platform for two separate FVV usage profiles. It is
assumed that the FVV user is not consistently changing
views at a fast rate. Such a scenario is not practical as the
user will not be able to follow the content of the video. Thus,
our system considers the feasible implementation whereby
users alter viewing patterns at a practical rate. The FVV
system considered consisted of a number of adjacent
cameras, which allowed the rendering of nine distinct virtual
views in between each actual capturing location. These
virtual views were generated on the server node and
provided to the users upon demand, to enhance the FVV
experience attained when altering the viewpoint between two
locations by providing a gradual transition. The mobile
terminal employs its user interface to display the video
streams as well as receive input from the client as regards the
viewpoint request. The latter is considered to be in the form
of a vertical slider which allows the user to shift his view
perspective between a finite number of cameras with an
unrestricted range of motion speed as illustrated in Fig. 2.

Figure 2. End-user mobile interface for free-viewpoint video streaming.
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Figure 3. Linear free-viewpoint video motion from one perspective to another via consequent intermediate frames [43].

The simulated scenarios start with the user receiving a
view from a single camera and not requesting any view
changes. At an arbitrary point in time, the user starts
changing the viewing angle at a particular velocity, thus
performing free-viewpoint operation. Subsequently, this
motion pattern will change casually, with each epoch having
a different rate of change and duration of the varying FVV
perspective. This results in a linear motion as illustrated in
the video sequence shown in Fig. 3, whereby the change of
perspective is gradual from one camera outlook to the next,
and this can be modeled with lines of constant gradient [43].

The FVV simulated usage profiles can be described as:
(1) pattern A which shows a velocity pattern in which free-
viewpoint motion can be either static or else change with at
least one virtual view per time step, and (ii) pattern B which
shows a pattern whereby the user can scroll through views
more leniently and hence take more than one time step to
change from a virtual standpoint to a neighboring one. Due
to the quantized nature by which view changes can be
requested, the reference pattern generated by a user making
requests similar to pattern B can introduce a jittered pattern
of motion as depicted in Fig. 4. In this situation, the view
will remain constant for a small period of time and then alter
by the minimum quantized amount, giving the impression of
a slow changing perspective. Thus, the speed for this
scenario is proportional to the number of time steps in which
the view remains constant between changes.

34r
g
E 32t Free-Viewpoint Motion‘
£
g
-g 3.0
2 L
S 2.8
8
= 26F
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Figure 4. Free-viewpoint pattern which is slower than one virtual
perspective per time frame

The performance evaluation of the proposed algorithms
is compared to the system specifications described by the
reference FVV architecture found in [25]. This reference
methodology, whose view request profiles for patterns A and
B are shown in Fig. 5(a) and Fig. 6(a) respectively, portrays
the operation of an FVV system where the mobile terminal
transmits to the server in each time step to demand the view
being requested by the user. The server processes the
requested viewpoint and transmits the perspective back to the
terminal. The image from the modified outlook would then
be viewed on the mobile terminal in the subsequent video
time frame.

In order to further improve the FVV algorithms described
in [1], a modified request pattern is employed at the server
node for the prediction filters to converge too. This technique
is adopted to eliminate the jitter experienced by the user
during the first video-frame of a new FVV motion pattern.
The utilized pattern achieves this by allowing some hysterisis
on the signal, which results in delaying the user’s request by
a constant view separation. The latter is derived from the
prediction errors generated by any of the algorithms upon
motion pattern alteration, whereby for a particular time step,
the received frame and that demanded by the user are not
synchronized. With this enhanced approach, instead of
converging directly to the user pattern, and hence yielding a
nuisance jitter in FVV motion, the system, takes into
consideration the video frames already viewed at the mobile
terminal, and converges the algorithms to the modified
signal, which directly reflects the same motion pattern
evoked by the user’s input. This amendment is able to
significantly improve the quality of experience delivered to
the client, by feasibly considering the implementation
scenario and hence striving to smooth the free-viewpoint
motion video received. Furthermore, the small delay
registered is only of one video frame, usually 40
milliseconds, and thus goes unnoticed by the user who will
naturally adapt to the viewed perspective pattern.
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Figure 5. Simulation results and the associatae transmission occurrences comparing the proposed algorithms in a typical FVV scenario for pattern A:

(a) reference user input, (b) Least Mean Squares, (c) Kalman Filter, (d) Recursive Least Squares, (e) Linear Regression.

B.  Analysis of Pattern A

The simulation of the LMS for pattern A is presented in
Figure 5(b). The inherent slow convergence speed of the
algorithm is evident in the simulation results. The
transmission occurrence signal, beneath the same figure,
indicates that when the input view pattern was altered, the
converged weights lost validity and hence yielded an error in
the predicted viewpoint thereby re-initiating the training
phase. Even though the learning rate parameter was

adaptively modified in the initial stage of training, a certain
amount of time steps have to elapse before the algorithm’s
internal memory buffers are occupied and all the weight
vectors updated accordingly. Thus, the LMS algorithm
necessitates the delay of an initial settling time before being
employed successfully in FVV applications. Alas, the same
compromise made on the parameter p hinders the maximum
frequency at which the system can alter the viewing pattern
and the maximum change in gradient the system is able to
adhere to.
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With respect to the standard reference pattern, the LMS
algorithm provides a considerable improvement in feedback
transmission reduction. With a minimal increase on the
computational resources of both the mobile terminal and the
server, an average reduction of 65% in feedback
transmissions is obtained. This technique thus reduces the
traffic passed over the wuplink channel from 350
transmissions to approximately 120 in the considered
scenario.

The pattern A results for the Kalman Filter, illustrated in
Fig 5(c), implicitly expose the benefits derived from the
powerful adaptation of this algorithm. In comparison to the
LMS technique, the initial convergence speed is greatly
enhanced, drastically minimizing the necessary setup time.
The Kalman filter algorithm, although inducing a
significantly larger computational cost at the server, relieves
the execution cost from the mobile terminal, which must
only perform a comparison between the view perspectives
received and those demanded by the viewer. The prediction
properties of the latter methodology are also more robust
requiring a set of only fifteen training samples to adapt to the
new pattern with a significantly reduced error such that
offline operation is sustained. This enables the system to
sustain a higher frequency of change in view pattern in a
stable manner. For the observed scenario, the Kalman filter
solution results in an uplink transmission reduction of 74%.

Implementation of the Kalman filter on the server node is
nonetheless a computationally complex task which poses
imminent scalability issues. On the other hand, transmission
occurrence was considerably reduced with respect to the
LMS algorithm as this parameter inferred directly on the
achievement of adopting prediction techniques. A
compromise between these algorithms was found by the
implementation of the RLS algorithm. The latter is able to
adopt the advantages of the Kalman filter’s convergence
speed and robustness whilst attaining a reduction in
implementation complexity.

The simulation results for the RLS algorithm on
Fig. 5(d) illustrate that although the filter length was pruned
to five as to conserve the memory footprint, convergence
towards the desired output is still achieved at a satisfactory
speed. In comparison to the LMS algorithm, the RLS
implementation still requires a small number of training
samples to be processed to fill the weight vector with
relevant values of the new pattern. Nonetheless, the RLS
algorithm can achieve a much quicker convergence to the
reference signal as is evident from Fig. 5(d), where
substantial convergence is achieved after the first couple of
epochs. This benefit is mainly derived from the manipulation
of the forgetting factor A, which by means of adaptive
variations can concentrate more heavily on the new input
measurements whilst allocating less influence to the
irrelevant values. The recursive nature of the algorithm also
aids to provide a stable convergence, as was a principle
advantage in the Kalman Filter. The same feature however,
presents the need for an additional amount of samples to be
computed prior to running the RLS algorithm in offline
mode. Nevertheless, this technique allows the algorithm to
converge successfully after processing only eight training
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samples. Over the considered typical input pattern scenario,
the RLS is able to yield an efficiency gain of 87% over the
standard architecture defined in [25], whilst requiring a
notably reduced computational cost with respect to the
Kalman Filter implementation.

The final investigated solution employs the Linear
Regression algorithm on the server to predict the desired
view sequences requested by the user. The results in Fig. 5(e)
implicitly expose the benefits derived from the adaptation
characteristics of this algorithm. Instead of attempting to
predict the next viewpoint, this LR implementation predicts
the velocity by which the viewpoints are changing between
defined video time steps, thus generating a regression line
which indicates the rate of change demanded by the user.
When comparing the results of the LR algorithm to those
attained by the previous filter algorithms for the pattern A, it
is evident that the Linear Regression considerably
outperforms the former. The algorithm converges faster than
its counterparts to the desired signal output, since it takes
direct advantage of the linear nature in which the FVV
viewpoint is altered. Hence for the same scenario, the LR
algorithm registered a decrease in the transmission
requirements by the mobile terminal of 96.5% compared to
the standard, and requires only 12 transmissions throughout
the 350 time steps.

C. Analysis of Pattern B

Moreover, the performance enhancement of the LR
algorithm is even further pronounced in the scenario
expressed with input pattern B. This usage profile, visualized
in the simulation results of Fig. 6, depicts the futile efforts
performed by the LMS, Kalman Filter and RLS algorithms
in Fig. 6(b), Fig. 6(c) and Fig. 6(d) respectively. The latter
struggle to adapt to the stepped motion pattern of this
scenario, resulting in a large amount of prediction failures
and subsequent re-initiation of training epochs. The periodic
gradient change presents the filters with an input sample
incoherent with the previous stationary samples, yielding the
algorithms to incorrectly update their weight vector.

The LR algorithm however, successfully manages to
cope with the demand for slow free-viewpoint movement
that is presented by pattern B. As evidenced in Fig. 6(e),
when the algorithm detects a unitary gradient change
subsequently followed by a stationary request, the
implementation keeps track of the amount of time steps that
the user spends on a fixed viewpoint between view changes
by means of a dedicated counter. This information is used
once an error is retransmitted by the mobile terminal, at
which point the linear regression parameters are computed
taking into account the new position and the previous
samples. Since the system’s FVV viewpoints are quantized
in nature, the regression line generated performs well as the
output is truncated to the resolution of the views. Hence, the
algorithm is able to successfully predict any user’s input
pattern after a maximum of two error signals.

A consistent performance gain is also registered with the
linear regression algorithm in the more flexible scenario
represented by pattern B, were on average, the uplink
transmission reduction achieved amounted to 92%.
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Figure 6. Simulation results and the associatae transmission occurrences comparing the proposed algorithms in a typical FVV scenario for Pattern B:
(a) reference user input, (b) Least Mean Squares, (c) Kalman Filter, (d) Recursive Least Squares, (e) Linear Regression.

The small discrepancy between both scenarios adopting the ~ D. Battery Consumption Simulation

LR algorithm is due to the additional.tran.smissipns required To obtain a quantitative analysis of the energy resources
to cater for the slow movements in viewpoint patterns.  saved at the mobile terminal by the implementation of the
Furthermore, since the LR algorithm necessitates only of a1 5505ed prediction algorithms, a simulation of the energy
small amount of training samples to converge, this o qumed by the transceiver operation of a mobile station
methodology is also able to better accommodate highly employed only for FVV usage was performed. Although the
dynamic view pattern changes. proposed system is able to operate over any networking
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topology, a scenario involving a currently implemented
wireless architecture was simulated so as to attain
appreciation of the algorithm’s performance.

The mobile device is considered to be equipped with a
1500mAh battery and consumes an average current of 25mA
during transmission and an average current of 20mA during
reception of data. The considered scenario is that of a
terminal operating in a network employing HSPA
technology with a downlink and uplink bandwidth of
7.2Mbits/s and 1.4Mbits/s respectively. The free-viewpoint
operation requires a single packet of 50 bytes to send view
requests and a mean of four 200 byte packets on the
downlink channel. The transmitted data constitutes a
continuous video stream in CIF standard resolution
employing the H.264/AVC baseline profile.

The drastic reduction in the necessary transmissions on
the uplink channel achieved by the employment of view
prediction algorithms significantly reduces the battery power
consumed by the mobile terminal during FVV operation, as
shown in Fig. 7. Even though the amount of data which is
transmitted on the uplink channel is much smaller than that
of the received video, the energy saved is still significant for
a resource limited device. This considerable drop in energy
consumption occurs because the transmitter module is the
most power hungry component of any mobile terminal.
Furthermore, the prediction solutions enhance the Quality of
Service (QoS) provided by the FVV system. This occurs
because the algorithms offer a pro-active network
implementation by predicting and providing the required
view perspective to the user instantaneously, thus reducing
the round-trip delays incurred by the reference method.

= Reference System

= LMS Prediction Algorithm

= Kalman Prediction Algorithm

= RLS Prediction Algorithm

— Linear Regression Prediction Algorithm

Battery Capacity (Ah)

G Il Il Il Il Il Il Il
0 10 20 30 40 50 60 70 80 90 100

Discharge Time (hours)

Figure 7. Comparison of the battery discharge time on a mobile terminal
when adopting the prediction algorithms

V. CONCLUSION

This paper has presented a detailed study in the
adaptation of prediction algorithms to free-viewpoint video
technology to reduce the amount of uplink transmission.
Four distinct algorithms were analyzed and implemented in
several simulation scenarios representing typical FVV
architectures. The minor increase in computational costs
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incurred at the server and/or mobile node are justified by a
drastic reduction of up to 96.7% in the amount of feedback
packets transmitted on the wireless uplink channel. The
requests from the mobile client demanding a different
perspective of the scene in a typical FVV usage profile are
replaced by the server’s predictions through one of the
prediction algorithms. The benefits achieved from such
systems enable a considerable gain in terms of power
conservation for the multimedia mobile terminal as well as a
reduced utilization of the uplink bandwidth. Moreover,
hysterisis is introduced in the algorithm’s converging pattern,
making the real-time experience more pleasing and avoiding
any video jitter being presented to the mobile client.
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Abstract—High-altitude platforms (HAPs) are one of the most
promising alternative infrastructures for realizing next
generation mobile communications networks. This paper
utilizes a recently proposed three-dimensional (3-D) reference
multiple-input multiple-output (MIMO) channel model for
HAPs and investigates the capacity of spatially and temporally
correlated HAP-MIMO channels. The effect of several
parameters, such as the elevation angle of the platform, the
configuration and displacement of the antenna arrays, the
Doppler spread, and the 3-D non-uniform distribution of the
local scatterers, on the capacity is studied. Based on the
reference model, a 3-D sum-of-sinusoids (SoS) deterministic
simulation model for HAP-MIMO channels is proposed. The
results show that the simulation model is a good approximation
of the reference model.

Keywords-Capacity; 3-D scattering model; correlation; high-
altitude platform (HAP); multiple-input multiple-output (MIMO)
channel; Ricean fading; simulation

L INTRODUCTION

Wireless communications services are traditionally
provided by terrestrial and satellite systems. Terrestrial links
are widely used to provide services in areas with complex
propagation conditions, while satellite links are usually used
to provide high-speed connections, where terrestrial
infrastructure is not available. These systems represent two
well established infrastructures that have been dominant in
the telecommunications arena for years. Recently, an
alternative wireless communications technology has emerged
known as high-altitude platforms (HAPs) and has attracted
considerable attention worldwide [1]-[6]. The term HAPs
defines aerial platforms flying at an altitude of approximately
20 km above the ground, in the stratosphere. Among the
frequency bands that the International Telecommunication
Union (ITU) has licensed for communications through HAPs
is the 2 GHz frequency band for mobile communications
services [7].

The growing exigencies for spectral efficiency and higher
data-rates have prompted the development of advanced
physical layer techniques. Hence, it is crucial we apply
and/or originate techniques in order to construct high-
performance HAP-based systems. At these measures, the

multiple-input multiple-output (MIMO) technology is a
potential candidate, since it can significantly upgrade the
performance of wireless communications networks and
surpass the conventional single-input single-output (SISO)
technology [8]-[11]. The performance of MIMO systems
strongly depends on the channel characteristics, which are
mainly determined by the antenna configuration and the
richness of scattering. Therefore, the signals coming from
HAPs to terrestrial stations are affected by the physical
environment and the geometrical characteristics of the link.
Recently, the authors proposed a three-dimensional (3-D)
geometry-based model for HAP-MIMO channels and
justified its geometry [2]. In this paper, which is an extended
and thorough version of [1], the reference model is utilized
to analytically study the capacity of HAP-MIMO channels.
Several parameters are considered, e.g., the elevation angle
of the platform, the array configuration, the Doppler spread,
and the 3-D non-isotropic distribution of the scatterers. The
impact of each parameter on the capacity is separately
examined and extensive numerical results are provided. The
stratospheric winds may cause variations in the position of
the platform [12][13]. Hence, this paper extends [1] and goes
further to investigate the influence of any possible
displacement of the HAP antennas on the channel capacity.
To the best of the authors’ knowledge, there are no
experimental data available in the literature to verify the
theoretical results. However, simulation of fading channels
in software is commonly used as opposed to field trials,
because it allows for cost-effective and time-saving system
analysis, design, test, and verification. The prime
requirement of a simulation set-up is to capture the fading
effects created by the radio channel and the goal of any
simulation model is to properly reproduce the channel
properties. Many different methods have been adopted for
the simulation of fading channels. Among them, the sum-of-
sinusoids (SoS) principle introduced by Rice [14] has been
widely accepted by academia and industry as an adequate
basis for the design of simulation models for cellular
channels [15]-[17]. According to this principle, the overall
channel waveform is the sum of several complex sinusoids
having frequencies, amplitudes and phases that are
appropriately selected to accurately approximate the desired
statistical properties. Indeed, the complexity of the SoS-
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based models is typically reduced by cleverly choosing the
model parameters to reduce the computation load.
Furthermore, SoS-based models can be easily extended to
develop simulation channel models for MIMO systems due
to their explicit inclusion of spatial information, e.g., the
multipath angles of arrival and departure.

Owing to these advantages, this paper proposes a 3-D
deterministic SoS-based simulation model for HAP-MIMO
channels. The deterministic models are easy to implement
and have short simulation times. Specifically, they have
fixed parameters for all simulation trials and converge to the
desired properties in a single simulation trial leading to
deterministic statistical properties [16]. The simulation
results demonstrate the usefulness of the proposed simulation
model.

The rest of the paper is organized as follows. Section II
briefly reviews the 3-D reference model, while Section III
describes the channel statistics. Section IV studies the HAP-
MIMO channel capacity and provides numerical results.
Section V details the deterministic simulation model and
provides simulation results. Finally, concluding remarks are
drawn in Section VI.

II.  THE 3-D REFERENCE MODEL

This paper considers a downlink HAP-MIMO
communication channel with n; transmit and ng receive
omni-directional antenna elements at a quasi-stationary
Stratospheric Base Station (SBS) and a Terrestrial Mobile
Station (TMS), respectively. The antennas are numbered as
1< p<g<n; and 1< <m<ng, respectively. Frequencies
well below 10 GHz are utilized. Hence, both line-of-sight
(LoS) and non-line-of-sight (NLoS) links are considered,
while rain effects are insignificant.

The geometrical characteristics of the reference model
and the definition of the Cartesian coordinate system are
discussed in Figures 1 and 2. Figure 1 shows the 3-D model
for a 2x2 HAP-MIMO channel, while Figure 2 presents the
projection of this model to the x-y plane. Based on this
simple configuration, uniform linear arrays (ULAs) with an
arbitrary number of antennas can be constructed. The X-axis
is the line that connects coordinate origin O (centre of the
projections of the SBS antenna elements to the x-y plane)

and O’ (lower center of the cylinder), while O; and Og

represent the centers of the SBS and TMS arrays,
respectively. The elevation angle of SBS relative to O is

B and the heights of the SBS and TMS arrays are H; and
Hpg, respectively. Then, the distance between O and O’ is
D = H; /tang;. The spacing between two adjacent antenna
elements at the SBS and TMS is denoted by &; and Jg,
respectively, while aﬂs denotes the azimuth angle of arrival

(AAoA) of the LoS paths. The angles & and &g represent

the orientation of the SBS and TMS antenna arrays
respectively, and the angle yy describes the elevation angle
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of the I™ TMS antenna element. Moreover, TMS is moving
with speed Vg in the direction determined by the angle yp.
It is assumed that N — oo scatterers in the vicinity of the
TMS are non-uniformly distributed within a cylinder of
radius Rg . and height Hg .. [2]. Then, the n™ scatterer

is denoted by S(n), the distance between its projection to the
X-y plane and O’ is Rén) e(O, RS,max]’ and its height is

Hgn)e(O,HsjmaX]. Finally, a#n) and agn) denote the

azimuth angle of departure (AAoD) of the waves that
impinge on 5( and the AAOA of the waves scattered from

S("), respectively.

The displacement due to the winds or pressure variations
of the stratosphere is a major problem to be faced [12], [13].
In practice, there are 6 degrees of freedom to which HAPs
are subjected. Specifically, HAPs may be displaced in any
direction at a varying speed, and the displacements can be
shifting along the X-, y-, and z-axes, as well as roll, pitch,
and yaw. Considering that SBS antenna elements are
installed along the SBS, rotation with respect to the x-axis
corresponds to pitch, rotation on the y-axis corresponds to

roll and rotation along z-axis corresponds to yaw (see
Figure 1). Note that pitch corresponds to an elevation of the

p™ SBS antenna element, which is described by the angle
w+. For ease of reference, the parameters of the reference

model are summarized in Table I.

\
\
N\
7

B R e

Figure 1. LoS and NLoS paths of the 3-D model for a 2 x2 HAP-MIMO

channel.
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Figure 2. LoS and NLoS paths of the projection of the 3-D model to the
X-y plane fora 2 x2 HAP-MIMO channel.

TABLE I

DEFINITION OF THE MODEL PARAMETERS

The distance between the centre O of the
projections of the SBS antenna elements to the X-y

plane and the lower centre O’ of the cylinder.

RS,max > HS,max

The radius and the height of the cylinder with the
scatterers, respectively.

5T’§R

The spacing between two adjacent antenna

elements at the SBS and TMS, respectively.

The orientation of the SBS and TMS antennas in
the x-y plane (relative to the X-axis), respectively.

The elevation angle of the I" TMS antenna

th

element and the p

respectively, relative to the X-y plane.

SBS antenna element,

The velocity of the TMS.

TR

The moving direction of the TMS.

The elevation angle of the SBS relative to Og.

Hy, Hg, H

The height of the SBS, the TMS, and the nth
scatterer, respectively.

RI
8Los

The azimuth angle of arrival of the LoS paths.

The azimuth angle of arrival and the azimuth angle

of departure at/from the n'" scatterer, respectively

The distance between O’ and the projection of the

th

n" scatterer to the Xx-y plane.

The random phase introduced by the '™ scatterer.

The mean azimuth angle at which the scatterers are
distributed in the x-y plane (von Mises

distribution).

The spread of the scatterers around the mean
azimuth angle (von Mises distribution).

The spread of the scatterers around the TMS
(hyperbolic distribution).

H S,mean

The mean of scatterer’s
distribution).

height (log-normal

The standard deviation of scatterer’s height (log-
normal distribution).

III. CHANNEL STATISTICS

A HAP-based communication channel is expected to be
Ricean in its general form [3]. Hence, the impulse response

hp (t) of the sub-channel p-l is a superposition of the LoS
and NLoS rays and is given by

mhpl,LoS (t)+ mhpl,NLos (t)’ (1)

where K is the Ricean factor of the sub-channel p-l. The
LoS and NLoS components of the impulse response, are
expressed, respectively, as follows [2]

.27rd
~17 Cos _jZMfR max COS7R

horos (1) =€ " # e ’ ’ 2)

2
e_JT(dT,NLOS +dR NLos )

hpI,NLOS (t) = ,\}Eﬂoﬁz

e j(/,(") o J27tR max cos(ag') 7R )cos[arctan( Hgn)/Rgn) ﬂ

, ®)
where fg .« =Vg /4 is the maximum Doppler frequency

associated with TMS, A is the carrier wavelength, and q)(n)

is the random phase introduced by the n scatterer.

Considering  that {Rs,max,& } <D, g <Rg > and
H > {H R>H's max } ,one can show that the distances d| 5,

dr nLos» and dg i os can be approximated as [2]

D 0.5(ny +1-2p)dr cos cosyr

d ~
Los cos S cos fr
+0.5(nR +1-21) 65 cos g cosyg ’ @
cos Bt
D  0.5(n; +1-2p)&; cosbr cosyy
dr nLos ~ -
cos S cos fr
0.5(ny +1-2p)&; sin & cosyy R sinal”
- 9(5)
DcosﬂT

SRIRECEED
_“én))COS[arctan( R R( ))}

—0.5(ng +1-21)6g sinyg sin [arctan(Hén) / Rgn)):'. (6)

dr.NLos ~ R/ COS[arctan(

X0 COS Y RCOS (HR

Since the number of local scatterers is infinite, central limit
theorem implies that hpy v s (t) is a lowpass zero-mean
complex Gaussian process. Hence, the
|not.nos (1)] is Rayleigh distributed.

envelope
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The space-time correlation function (STCF) between two
arbitrary subchannels  hp yios () and gy nios (1) s

defined as

RN (8107 7:1) = E[ Nt ncos (V) Mamanos (t+7) ], (7)

where ()* denotes complex conjugate operation and E[-] is

the statistical expectation operator. The number of local
scatterers in the reference model is infinite. Thus, the
discrete variables agn), Rgn) and Hgn) can be replaced with
continuous random variables az, Rg and Hg with joint
probability density function (pdf) f(ag,Rs,Hg). From
Figure 1, the aforementioned variables are independent.
Therefore, the joint pdf f (ag,Rs,Hg) can be decomposed

to the product f (ag) f (Rg) f (Hsg).
The experimentally verified von Mises pdf [18], [19] is
used to characterize ag and is defined as
ekcos(aR —y)

f(aR):W, -ﬂSaR Sﬂ', (8)

where 1 (+) is the zeroth-order modified Bessel function of
the first kind, €[, 7] is the mean angle at which the
scatterers are distributed in the Xx-y plane, and k>0

addition, the

experimentally verified hyperbolic pdf [20], [21] is used to
characterize Rg and is defined as

f(Rs)

controls the spread around g In

a
"~ tanh (aRs,max )cosh2 (aRg )

5 0<Rg < Rg x> 9)

where a e (0,1) controls the spread of the scatterers around

the TMS. Moreover, the experimentally verified log-normal
pdf [22], [23] is used to characterize Hg and is defined as

,%1,12 _Hs
20 HS‘mean

where Hg ... and o are the mean and standard deviation

> 0<HS < HS,max» (10)

of Hg, respectively. Finally, using (3) and (5)-(10), and

the equality J~7r easin(c)+bcos(0)dc _ 271'|0 ( /az + b2 ) 24,
-
€q.3.338-4], the STCF of the NLoS component is derived as

follows
x1|0(1/x§+x§)dRSst, (1

H S,max RS ,max

NLoS
Rplom = I
0 0
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where

_27r(q—p)§1— cosr cosyT
a.ej Acos fr

1 O'\/Etanh(al?s’maX ) o (k)

7#1112 Hs ] . 27r(m—|)5R sinyR sin‘:arctan(Hs /Rg )]

e 202 HS,mean e A

x . .2
Hg cosh” (aRs )

X

v - 27(q—p)&; sin b cosyrRg
2 ADcos fr

27 (m—1) 8 sin g cosyg cos[arctan(HS /Rg )]
+1
A

— 277 g 1oy SiN g COS [arctan (Hs /Rg )] +ksin g,

(13)

27(m—1) g cos b cosyg
A
— 277 Tg oy €08 ¥ cos| arctan (Hg / Rg ) |+ k cos .

X3 = ] cos| arctan (Hg /Rg) |

(14)

The double integral in (11) has to be evaluated numerically,
since there is no closed-form solution.

IV. CAPACITY ANALYSIS OF 3-D HAP-MIMO CHANNELS

In this section, the HAP-MIMO channel capacity is
defined and the utility of the reference model is
demonstrated. Numerical results are provided and the
influence of the model parameters on the capacity is studied.

It is assumed that the channel is known to the TMS and
unknown to the SBS. Then, the HAP-MIMO channel
capacity can be obtained from [9]

C =log, det[InR +(%jHHH prs/ Hz, (15)
N

where H is the ng xn; channel matrix, I, is an identity

matrix of size ng, SNR corresponds to the average receive

signal-to-noise ratio, ()H denotes the complex conjugate
(Hermitian) transpose operator, and det(~) denotes the

matrix determinant. Throughout this paper, the notion of
ergodic capacity is also employed, which corresponds to the
expectation of the instantaneous channel capacity

Cerg = El:log2 det(lnR +(S:IT—RJHHH H bps/Hz. (16)

Since the channel is Ricean in general, H is given by

K 1
H = |——Hy g +|——Hnios
K+1 LoS K+1 NLoS

an
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where H .o is the ngxn; matrix containing the LoS
responses among the antenna elements, Hy . is the
Ng x Ny matrix containing the NLoS responses due to the

scattered waves and K is the Ricean factor.
The elements of H| s can be obtained using (2) and (4)

as follows

Mitos - Ping,Los
' (18)

Hios =

han,LoS hanT ,LoS

The matrix Hy .5 can be evaluated after a large number of
channel realizations using the following equation [25]

vee(Hyos ) = Ritos vee (Hy ), (19)

where Ry o5 is the ngny xngny correlation  matrix

associated with the NLoS component, er\iﬁos is the square

root of Ry 45 that satisfies R}\ﬁosngs =RyLs, Hyisa

Ng x Ny stochastic matrix with independent and identically
distributed (i.i.d.) zero mean complex Gaussian entries,
and vec(-) denotes matrix vectorization'. Using (11)-(14),

RnLos 18 given by

NLoS NLoS NLoS

Rt Rz = Ritngnr
NLoS . NLoS

R : R

_| R . 21,nRMr
Riws =| . . . - 0

NLoS NLoS

R”RnT 11 RanT NRMT

Finally, the channel matrix is normalized so that the
constraint

E[[H]; | =nrnq @

is fulfilled, where ||||F represents the Frobenius norm of a

matrix. This normalization corresponds to a system with
perfect power control [26] and makes SNR independent of
H.

A. Numerical Results

This subsection investigates the effect of the model
parameters on the capacity of space-time correlated HAP-
MIMO channels. These parameters control the correlation
between the subchannels [2]. In particular, the correlation

The vectorization of a matrix is a linear transformation, which converts
the matrix into a column vector. Specifically, the vectorization of a mxn

matrix A, denoted by Vec(A), is the mnx1 column vector obtained by

stacking the columns of the matrix A on top of one another.
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depends on the degree of scattering in a specific propagation
environment and the antenna inter-element spacing at both
the transmitter and the receiver. Hence, dense scattering in
the propagation environment in combination with adequate
antenna spacing ensure decorrelation. Considering coherent
diffuse components or sparse scattering and increased
correlation, the rank of the channel matrix is deficient and
the spectral efficiency is low. Therefore, the model
parameters control the performance issues, i.e., the spatial
multiplexing gain and the capacity enhancement. Unless
indicated otherwise, the values of the model parameters used

to obtain the curves are Hy =20 km, £ =60°, & =504,
Or =051, 6 =60 =90", yr =yr=0", k=3, u=0,
a = 0.01(this value corresponds to a mean Rg of about 60 m
[2]), Rgmax =200m, Hg .. =70m, fg .. =100 Hz,

7r =60°, SNR=18dB, and K, =Ky, =K=3dB. A

typical densely built-up district (London, U.K. [22]) is
considered and we set Hg .., =17.6 m and o =0.31,1i.e,

the surrounding buildings act as scatterers. Finally, a
normalized Doppler frequency f, = fg .. Tc =0.01 is used,

where T, is the sampling period.

Figures 3 and 4 compare the ergodic capacity obtained
using a HAP-MIMO, i.e., Ny =ng =2, and a HAP-SISO,

i.e., Ny =ng =1, architecture by varying the Ricean factor

and the received SNR. One observes that maximum capacity
is obtained in an ideal HAP-MIMO Rayleigh channel
scenario. Then, the capacity increases up to 10.6 bps/Hz
compared to the capacity of a HAP-SISO channel. However,
the potential MIMO gain drastically degrades with the
strength of the LoS component, i.e., increasing the Ricean
factor increases the correlation and decreases the capacity
gain. Providing that the propagation conditions are
characterized by rich multipath, e.g., in dense urban areas,
the benefits of MIMO technology can be even more
obvious. On the contrary, HAP-SISO channels take
advantage of the existence of a strong LoS signal, i.e.,
increasing the Ricean factor drastically increases the
capacity. Note that the difference in capacity between HAP-
MIMO and HAP-SISO architectures increases, as the SNR
increases. However, this difference is nullified, when the
SNR is low. Then, the rank of the channel matrix plays an
important role. In addition, the channel capacity achieved
using both architectures is invariable for K > 10 dB.

Figures 5-9 investigate the effect of spatial correlation on
the channel capacity. Figure 5 shows the ergodic capacity as
a function of the spacing &; between SBS antenna elements
for different SBS elevation angle B and K =0. One
observes that increasing J; beyond
704, 504, and 304, when S =50°, S =60" and

Br =70°, respectively, has a negligible effect on the channel

approximately
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capacity. According to [3], [4], HAPs are either airships (up
to 200 m in length) or aircrafts (up to 30 m in length).
Considering 2.1 GHz carrier frequency [7], the wavelength is
equal to approximately 0.14 m. Hence, Figure 5 implies that
applying MIMO techniques to a single HAP offers
considerable capacity gain, as soon as the Ricean is small.
Figure 6 depicts the complementary cumulative
distribution function (CCDF) of the capacity and examines
the effect of SBS antenna array orientation on the capacity.
One observes that SBS broadside antenna arrays, i.e.,

6 =90°, provide maximum capacity. Moreover, decreasing
¢ from 90° to 60° has a negligible effect on the capacity.
However, further decrease of & significantly decreases the

capacity. The capacity also depends on the relative angle
between the TMS antenna array and the local scatterers
around the TMS, ie., Og-u, and is maximized when the

difference between 6 and u is 90° [17].

20

—-K=0, Rayleigh channel
—+K=3 dB, Ricean Channel
—K=10 dB, Ricean Channel

—_
W

Ergodic Capacity (bps/Hz)
S

15 20 25 30
SNR (dB)
Figure 3. Comparison of the ergodic capacity obtained using the HAP-
MIMO and HAP-SISO architectures as a function of the received SNR for
different Ricean factor.
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Figure 4. Comparison of the ergodic capacity obtained using the HAP-
MIMO and HAP-SISO architectures as a function of the Ricean factor for
different received SNR.
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Figure 7 depicts depicts the CCDF of the capacity and
examines the influence of the parameters k, a, and Rg ..
on the capacity, i.e., the influence of two-dimensional (2-D)
scattering. The effect of each parameter is examined
independently (keeping all other parameters fixed). Note
that as k increases, the scattering becomes increasingly
non-isotropic and the capacity decreases (due to the increase
in spatial correlation [2]). Moreover, increasing a decreases
the spread of scatterers and decreases the capacity (due to
the increase in spatial correlation [2]). However, changing
Rs max has a negligible effect on the capacity and the spatial

correlation [2].
Figure 8 shows the CCDF of the capacity, when the TMS

antenna array is horizontally, i.e., g =0°, or vertically
placed, ie., ygr=90", for different Hg.,,. Note that

changing Hg .., has an insignificant influence on the

capacity, when the TMS antenna array is horizontally placed.
However, the capacity depends on the degree of
urbanization, i.e., the heights of the scatterers, when the TMS
antenna array is vertically placed. Then, increasing Hg .,
increases the capacity. The difference between capacities of
systems with horizontally and vertically placed TMS antenna
array is nullified in highly urbanized areas. Figure 8 suggests
that if the available area in the X-y plane is limited for
antenna array realization, the TMS antenna array can be
tilted without significant loss of capacity.

Figure 9 examines the effect of the temporal correlation
by separately varying the normalized Doppler frequency f,

and the moving direction yg of the TMS. Observe that an
increase in f,, results in an increase in channel capacity due
to the decrease in temporal correlation. Furthermore, as yg

increases (up to 180°), the TMS moves toward the SBS and
the channel capacity increases.
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Figure 8. Contrasting complementary cumulative distribution function of
the capacity of a HAP-MIMO channel for horizontally or vertically placed
TMS antennas and different mean of the scatterer height.
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Figures 10 and 11 investigate the effect of HAP antenna
displacement due to the stratospheric winds on the capacity
of HAP-MIMO channels. The influence of each degree of
freedom on the capacity is examined independently (keeping
all other parameters fixed) in the following figures. Roll and
pitch can be considered identical to each other, since both are
based on similar principles. In addition, yaw corresponds to a
change in the orientation of the SBS antenna array, which is
described by the angle &; Therefore, Figure 6 represents
also the yaw effect and the effect of only pitch and yaw on
the capacity is studied.

Figure 10 demonstrates the influence of up to 5 km
shifting along either x-, y- or z-axis on the capacity. One
observes that the capacity is relatively insensitive to
displacements along y- and z-axis. However, the capacity
fairly decreases up to 0.5 bps/Hz or 4%, when the
displacement takes place along x-axis.

Figure 11 depicts the effect of pitch on the capacity.

Note that increasing y; from 0° to 45° has a negligible
effect on the capacity. However, further increase in wq
drastically decreases the capacity.

V.  SIMULATION OF 3-D HAP-MIMO CHANNELS

The reference model assumes an infinite number of
scatterers and prevents practical implementation. Hence,
simulation models with finite number of scatterers are
desirable. Under the framework of the reference model, a
stochastic simulation model can be directly obtained by
using a finite number N of scatterers. Then, considering a
Ricean HAP-MIMO channel, the impulse response of the
sub-channel p-l associated with the stochastic simulation

model is given by

- Ky 1 -
ho (1) = Kzlhp,m (t)+ mhplmS (1), (22)
where
A 1 N _'Zl

i=(dr,NLos +dR NLos ) i, (")
Mot nLos (1) :er * e’
n=1

J27tR max cos(a(Rn) -7R jcosl:arctan( H gn) / Rgn) ﬂ

xe (23)

is the NLoS component of the impulse response, hy | s (t)
is defined in (2), “*” describes a stochastic process, and
dr nos @nd  dg o5 are defined in (5) and (6),
respectively. The random variables ag]), Rén), and H én)
can be generated utilizing the distributions defined in
Section II, while (p(n) is generated as a random variable
uniformly distributed in the interval [—n,;r). All other

parameters of the simulation model are identical with those
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of the reference model. Specifically, agn) is modeled using

the von Mises pdf and can be generated as

(0,

aR

24

where ¢ is a random variable uniformly distributed in the
interval (0,1). The function Fa‘R1 (-) denotes the inverse

function of the von Mises cumulative distribution function
(cdf) and can be evaluated using the numerical method

presented in [27]. In addition, Rg") is modeled using the
hyperbolic pdf and can be generated as

R =Fal (). (25)

where ¢ is a random variable uniformly distributed in the
interval (0,1). The function Fre (-) denotes the hyperbolic
cdf, which is given by

Fre (Rs ) = tanh (aRg )/ tanh (aRg 1, ). (26)

Finally, Hén) is modeled using the log-normal pdf and can
be generated as

HY =Rl (&), 27)

where £ is a random variable uniformly distributed in the
interval (0,1). The function Fy () denotes the log-normal
cdf, which is given by

1n(HS)_ln(HS,mean)
o2 - 9

Fuq (Hs) =%erfc[—

where erfc(x) = (2 NG ) J :O e du is the complementary

error function.

To simulate a HAP-MIMO channel, this generic
stochastic simulation model can be directly applied by
Hén), and ¢)(n).
However, due to the high degree of randomness during the
computation of these variables, an infinite number of
simulation trials is required and the stochastic simulation
model is still non-realizable and inefficient. Hence, one
must otherwise determine the model parameters, in order to
fully exploit the inherent advantages of the SoS principle.
This procedure is called the parameter computation method
and the type of a simulation model is directly related to this
method.

generating the variables ag‘), Rén) ,

A. A 3-D Deterministic Simulation Model

This subsection proposes a SoS-based deterministic
simulation model for HAP-MIMO channels and derives the
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corresponding channel impulse response and the STCF for a
3-D non-isotropic scattering environment.

Since the location of each scatterer inside the cylinder
can be fully described by ag‘), Rgn), and Hén), the entire
scattering region is considered as a 3-D point lattice
partitioned into three scattering sub-regions, which are
individually associated with one of these random variables.
In particular, it is considered that N, scattering points are
non-uniformly placed around a ring, N, scattering points
are non-uniformly placed along a radial line, and N,
scattering points are non-uniformly placed along a vertical
line. Then, N =N;N,N; is the total finite number of
discrete local scatterers,

(ng.ng.n3)

a random scatterer is now
designated by S

a(R”I ) , Rg”z ) ,

and its location is controlled by
and Hgn3), e{l,..N},
n, €{L...N,}, and ny e {1,..,N;}.

Under these considerations and based on [17], the
impulse response of the sub-channel p-lI can be written as

K , 1 .
pl
= |—Y _h t h t), 29
Kpl 1 pI,LoS( ) Kpl 1 pI,NLoS( ) (29)

N, Ny

L s e

J27tR max cos[ag I )—}/R ]cos{arctan[H(s 3) / Rgnz ) H

where n

where

- nl ny, n3
pI NLoS

xe

*jzl(d'i',NLos +df,NLos )

e 7 (30)
is the NLoS component of the impulse response, hy | s (t)

is defined in (2) “ * ” describes a deterministic time
averaged quantity, and dy s and df y o are expressed,

respectively, as

" D 0.5(ng +1-2p)J cos cosyy
ToNLoS cos Sy cos fr

_O.S(nT +1-2p) &y siné cosyy RénZ) sinagn‘)
Dcos fr

) G

dR,nLos = R(™) /cos[arctan(Hgb) / Rgm)ﬂ
—0.5(ng +1-21) 65 cosx//Rcos(gR _agnl))
XCOS[arctan(Hén3) / RénQ))}—O.S(nR +1—2|)5R sinyg

xsin [arctan(HérB) / Rénz)ﬂ. (32)
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Providing that a sufficient large number of scatterers is
used, i.e., N = N;N,N; > 20, central limit theorem implies

that ﬁpI,NLoS (t) is close to a low-pass zero-mean complex

Gaussian process.
The STCF between two

hotnos (1) and Ry wios (t) is defined as

arbitrary  subchannels

yl'—gr?] (67,68,7)=E |:hp|,N|_OS (t)ﬁ;m,NLos (t+2')}
N; Ny N3 J.z;;(mp)o‘T cosfr cosyr

~ (NINZNS)_I Z Z z e Acos fr
\/(Km #1)(Kgp +1) it ot

j27(q-p)dr sinOr cosyr Rén2)sina&nl)
ADcos fr

xe

j27(m-1)5g sinyg sm{mm[ () () H

xe i

j27(m—1)5g cos B cosyr cosaf;en1 ) cos[arctan( Hgn3 ) /Rgnz ) ﬂ

xe i

j2z(m—1)5g sin B cosyg sin agnl ) cos[arctan( HgnS ) / Rgnz ) ﬂ

xe i

= J277 R max cos[a&nl ) —yR]cos{arctan[H (Sn3 )/Rgnz ) H

xe (33)

From (33), it is obvious that ag]l), R(nZ), and H( 3) must

be properly determined, such that the simulation model
approximates the reference model. Note that no parameter
computation method will be applied to the phases

(/)(n"nz’n3), since the STCF does not depend on them.

Notwithstanding, the interest reader is referred to [28],
where an efficient method to compute the phases is given.
Following a similar approach to that proposed in [17], the
aforementioned parameters are generated as follows

-0.5
ay! =FaR‘[”l J (34
Nl
n, —0.5
R{"™) = P! | 22 : 35
s R (TN, (35)
n; —0.5
Hi™ =Ryl | 2 36
s Hs| TN, (36)
for ny=L..,N;, n,=1..,N,, and n; =1,...,N;. Hence,

the proposed deterministic model computes constant values
for the model parameters, needs a single run to obtain the
desired statistical properties and hence has short simulation
times. However, it is important to properly determine the
number of scattering points, i.e., N;, N,, and N;, needed
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to achieve a desired convergence level. Indeed, the
complexity of the deterministic simulation model is
controlled by N;, N,, and N;. Thus, N;, N,, and N;

should be carefully determined to reduce the computation
load of the complete channel simulator and improve the
efficiency and the reliability of the proposed model.

The MIMO channel models are generally classified into
physical or non-physical (analytical) models based on the
modeling philosophy [29]. Physical channel models depend
on the characteristics of the propagation environment and
allow for an accurate reproduction of the real channel. On
the contrary, non-physical models synthesize the MIMO
channel matrix in the context of system and algorithm
development and verification and can be further subdivided
into propagation-motivated models and correlation-based
models.

Due to the different way of generation of Hy, s, the
reference model is referred to as the non-physical model,
while the deterministic model is referred to as the physical
model. In particular, the reference model generates the
elements of Hy, .5 using (11)-(14), (19) and (20). On the
contrary, the deterministic model generates the elements of
Hylos using (30) and hence Hy s is given by

hi1NLos Pin; NLos

Hyios = (37)

han,NLoS hanT ,NLoS

B. Simulation Results

In this section, the performance of the deterministic
simulation model is evaluated. The values of the model
parameters used are SNR =15 dB, Kp| = qu =K =3dB,

Hr =20km, G =60°, & =504, oz =0.54, & =60°,
Og =30°, 7 =0, yr=30", k=5, u=60°, a=0.0l,
RS max =180 m, Hg . =70 m, Hg ., =17.6 m, 0 =0.31,
frmax =100 Hz, yg =30°, N; = 30, N, = 20, and N3 = 5.
Finally, a normalized sampling period fg .. T, =0.02 is

used, where T, is the sampling period.

The goal of any simulation model is to reproduce the
channel's desired statistical properties. Figures 12 and 13
investigate the performance of the deterministic model for
different complexity, i.e., different N;, N,, and N;, in
terms of the temporal correlation function (TCF), i.e.,
Ny =ng =1, for the time delay range 0 s <7 <0.1s, which
is typically of interest for many communications systems,
and the spatial correlation function (SCF), i.e., 7 =0, for the
ranges 0<0; <2004 and 0<Jg <34, respectively. As
soon as the value of the Ricean factor is sufficiently small,
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the maximum values of the range of the inter-element
distances chosen, i.e., 2004 and 34, ensure low spatial
correlation in many propagation scenarios, as shown in [2].
The effect of the variation of each number of coordinates of
scattering points is examined independently, provided that
the other numbers are sufficiently large and do not affect the
simulation results. The performance evaluation is realized in
terms of the root mean square error (RMSE) between the
absolute TCFs and SCFs of the simulation model and the
reference model. According to Figures 12 and 13, the
performance can be improved by increasing the number of
the discrete local scatterers, i.e., N;, N,, and N5, and thus

the complexity of the proposed model. Figures 12 and 13
also suggest that reasonable values for N, (associated

with ag ), N, (associated with Rg ), and N; (associated
with Hg ) are in the order of 30, 20, and 5, respectively.
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Figure 12. Performance evaluation of the deterministic simulation model in
terms of the temporal correlation function.
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Figure 13. Performance evaluation of the deterministic simulation model in
terms of the spatial correlation function.
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Figure 14 compares the real part of the STCFs of the
NLoS component associated with the reference and the
simulation model. One observes that the STCF of the
deterministic model closely matches the reference one for the

time delay range OST(S)SO.I. We also obtain that the

RMSE between the absolute STCFs of the deterministic
model and the reference model is 0.026 for N; = 30, N, = 20,
and N3 = 5, and 0.018 for N; = 40, N, = 30, and N5 = 10.
Hence, increasing the number of scatterers, enhances the
performance of the deterministic model.

Finally, Figure 15 compares the ergodic capacity against
SNR for different number of antenna elements
(ny =ng =2, np =ng =4, and Ny =ng = 6) obtained using
the reference and the deterministic models. The results show
very good agreement between the non-physical and the
physical models and verify the usefulness of the proposed
simulation model. These results also show that increasing
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the number of antenna elements, increases the prospective
MIMO capacity gain. Nevertheless, when multiple antenna
elements are utilized, these antenna elements should be
placed at significant distances from each other to ensure that
the paths are really diverse. Hence, the HAP length should be
adequate to accommodate two or more antenna elements.

VI. CONCLUSION AND FUTURE WORK

In this paper, the channel capacity of a HAP-based
communications system equipped with multi-element
antennas at both sides has been defined and investigated.
Specifically, the capacity has been studied taking into
account a recently proposed 3-D reference model for HAP-
MIMO channels. The numerical results have demonstrated
that the MIMO architecture outperforms the conventional
SISO architecture in terms of the channel capacity. These
results have also shown that the capacity depends on the
strength of the LoS signal and the received SNR.
Specifically, increasing the Ricean factor decreases the
capacity, while increasing the SNR and the number of
antenna elements increases the capacity. Furthermore, the
results have underlined the effects of spatial and temporal
correlation on the capacity of ULAs and have suggested that
applying MIMO techniques to a single HAP can effectively
enhance the capacity, as soon as the Ricean factor is small.
In particular, the influence of the elevation angle of the
platform, the antenna configuration and displacement, the
mobility of the terrestrial station, and the non-uniform
distribution of the local scatterers on the capacity has been
analyzed. It has been shown that increasing the elevation
angle of the platform increases the capacity, while increasing
the density of the scatterers in the vicinity of the user and the
spacing between the antennas increases the capacity.
Moreover, broadside HAP antennas maximize the capacity,
while vertically placed antennas at the mobile terminal
provide considerable capacity gain in highly urbanized areas.
Finally, the results have underlined that changing the
velocity and the moving direction of the user significantly
affects the capacity. From the non-realizable reference
model, a 3-D deterministic simulation model for HAP-
MIMO mobile fading channels has been proposed. The
simulation results have shown that the simulation model
satisfactorily approximates the reference one in terms of the
correlation properties and the channel capacity.

The capacity analysis and the proposed deterministic
simulation model provide a convenient framework for the
analysis, design, test, and optimization of future HAP-
MIMO communications systems. Nevertheless, this work
could be further improved or extended into different areas.
Due to the lack of channel-sounding measurement
campaigns, the contribution of this work has been limited to
developing a simulation model for HAP-MIMO channels.
However, it is important to verify the theoretical model in
real-world propagation conditions. Specifically, HAPs could
be emulated by using a helicopter, a small plane or a balloon
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containing two or more antennas sufficiently separated.
However, access to a real HAP would be even more ideal. In
addition, the analysis in this paper is restricted to HAP-
MIMO systems employing ULAs at both sides of the
communication link. The HAP-MIMO channel models can
be modified to employ other antenna array geometries, such
as uniform planar arrays (UPAs), uniform circular arrays
(UCAs), and spherical antenna arrays (SAAs), or a
combination of them. Apart from considering only single-
bounce rays, this work can also be extended to additionally
support double-bounce or multiple-bounce rays (due to
multiple scattering, reflection or diffraction of the radiated
energy). Then, more sophisticated and realistic channel
models can be obtained. Finally, there is perhaps an
opportunity to extend the material in the paper by taking into
account the energy efficiency issues, i.e., investigating the
impact of possible power constraints at the wireless devices
on the available channel capacity of HAP-MIMO channels.
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Abstract— We investigate the effect of non idealities in the
diagonalizing precoder vectoring technique used for
cancellation of the far-end crosstalk in downstream VDSL
networks. By using analytical formulas, we estimate the
average bit rate achievable as a function of both relative and
absolute estimation errors. Several numerical examples are
provided, in different scenarios and operation conditions.
Results are presented covering an important aspect for
practical applications: the transmitted power required to
achieve a target bit rate, as a function of the line length.
Finally, we provide some results on the impact of a smart
quantization law, which limits the performance loss.

Keywords-VDSL; vectoring; channel estimation errors;
quantization errors

. INTRODUCTION

A great amount of work has been done to improve the
features of digital subscriber line (DSL) systems. Several
papers appeared in past and recent literature for
performance evaluation of such systems (see [1], [2], and
the references therein). In this paper, our goal is to study
and quantify the impact of some practical impairment
parameters on the achievable bit rate and the other
performance figures, under realistic scenarios. We mainly
focus on the solutions adopted for overcoming the
limitations imposed by far-end crosstalk (FEXT), which is
a major problem in very high speed networks [3], [4].
Most of these solutions adopt user coordination techniques
[5]; in particular, in the downstream direction, that will be
considered in this paper, coordination is possible as the
transmitting modems are co-located at the central office.
So, FEXT can be completely canceled, at least in principle,
through a pre-distortion to apply, tone by tone, at each
modem’s signal before its transmission. Using these
discrete  multi-tone (DMT) vectored transmission
techniques, the achievable bit rates can be significantly
increased with respect to non-vectored solutions. As a
matter of fact, the recently issued ITU-T G.vector
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Marcello Valentini
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(G.993.5) [6] allows expanded use of 100 Mbps DSL.
Additionally, a distinctive feature of the vectored VDSL
systems is that its steady-state performance is more
predictable than non-vectored systems [7]. In essence, the
vectored systems become more stable, and this should
encourage the adoption of analytical models for
performance analysis and evaluation. Actually, such
models are already available, and allow to forecasting
easily the best performance achievable.

However, some problems exist, that can make difficult
to reach this optimal behavior. The first problem is the
effect of estimation errors. Pre-distortion requires the
knowledge of the channel transfer function; this is rather
easy to obtain for the direct channels, but becomes more
difficult for the crosstalk channels. The latter are not yet
completely described and, although suitable models have
been proposed, they require in depth verification. As
regards the coordination technique, in this paper we
consider the adoption of the diagonalizing precoder (DP)
proposed in [8], that has the advantage of an easy
implementation and does not require modifications of the
customer premise equipment. In [9] some analytical and
simulation results were provided to study this technique in
a low complexity implementation. In [1], [2] we developed
a theoretical approach that permits to analytically
determine the average bit rate achievable, as a function of
the relative or the absolute estimation error. In this paper,
we extend that theoretical analysis and we further support
it by a number of simulations, that allow a more complete
characterization of the random variables involved, for
example by evaluation of the probability density function
(p.d.f.). Moreover, we present new results characterizing
the target bit rate and the transmitted power necessary to
achieve it, that are two aspects of key importance for
practical applications.

Another significant aspect concerns the need to take
into account the effect of finite word length in the
representation of the precoder variables, i.e., to measure
the impact of quantization errors. This issue is extremely
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important, due to its influence on the performance
complexity trade-off: on one hand, coarse quantization can
imply intolerable rate loss but, on the other hand, a large
number of quantization bits can yield high hardware
complexity and a great amount of memory needed for the
precoding process. In [10], it has been shown that to obtain
a limited capacity loss, due to quantization errors, a 14 bits
representation of the precoder entries may be necessary.
On the other hand, in [2] we showed that, by adopting a
suitable quantization law, the same loss can be ensured by
using only 10 bits. A further study on such quantization
technique is presented in this paper, focusing on different
practical scenarios and confirming the performance gain.

In essence, the main contributions of this paper consist
in facing the issues described above both in (simple)
analytical terms and through an extensive numerical
evaluation. Various realistic examples are considered. The
statistical character of the variables involved is taken into
account, which is not very common in previous literature.
The results of the analysis are also used to discuss relevant
aspects, like evaluation of the power required for
achieving a target bit rate, which are of great importance in
practical applications.

The organization of the paper is as follows. In Section
Il we introduce the system and its relevant performance
parameters in ideal conditions. In Section Il we describe
the channel model adopted and the statistical issues it
involves. In Section IV we discuss the effect of the
estimation errors, through theoretical arguments and
simulations.  Section V  describes the simulation
environments and gives several numerical examples. In
Section VI we present the impact of the quantization
errors, and we discuss the quantization law that allows to
reduce the number of quantization bits. Finally, Section
VI concludes the paper.

Il.  IDEAL BEHAVIOR

We consider the VDSL 998 17 standard [11],
characterized by 4096 tones with frequency separation A =
4312.5 Hz. For downstream, the Power Spectral Density
(PSD) cannot exceed the mask described in Table | and
depicted in Fig. 1 [11].

Denoting by s/™* the value of the PSD at the kth tone,
the power transmitted on line n at tone k must satisfy the
constraint P" < s™*.A. On each line we consider a total

power P :ZL R" equal to 14.5 dBm (a typical value

for cabinet transmission), distributed by the water-filling
algorithm (see [12], for example) on the M = 2454 tones
allocated for downstream.

Let us consider Fig. 2, that refers to the kth
downstream tone f.. In the figure, X, = [X, X&, ... , X1
is an L-component vector collecting the symbols
transmitted by L users on as many lines. Hy is the LxL
channel matrix; its (i, j)th element, H, represents the

channel from transmitter j to receiver i.
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TABLE I. PSD MASK FOR VDSL 998 17 DOWNSTREAM
tone PSD [dBm/Hz]
from to from to
32 256 -36.5 -36.5
256 376 -36.5 —46.5
376 512 -46.5 —48.0
512 870 —48.0 -51.2
1026 1971 —52.7 —54.8
3246 4096 —56.5 —56.5

65
1 512 1024 1536 2048 2560 3072 3584 4096

Carrier
Figure 1. Graphic representation of the PSD mask for VDSL 998 17
downstream.
Channel
Nk
X, rL Z, -
H, & Decision |—»

Figure 2. Schematic representation of the VDSL system.

The matrix Hy is row-wise diagonal dominant
(RWDD); this means that, on each row of Hy, the diagonal
element has typically much larger magnitude than the off-

diagonal elements (i.e., |Hfj| >>|HE|, Vj#i). Also shown

in Fig. 2, Ni is the L-component vector describing the
additive thermal noise.

If all the L lines of the binder are controlled by the
same operator, and the line drivers are co-located (in the
same cabinet or central office) then the vector of symbols
X, can be made available to an apparatus able to
coordinate the L lines. Ideally, this knowledge can be used
to completely eliminate the FEXT interference by applying
a proper precoder. This idea was first presented in [5],
where vectored DMT was introduced.

In the simplest form of precoding (from a conceptual
viewpoint), the vector Xy is pre-multiplied by a matrix

P ={p}} such that P, =a,H,', which is able to

completely remove the FEXT interference. This method
requires:
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A

«— diag(H,)"

Figure 3. Schematic representation of the vectored system based on DP.

- The exact knowledge of the channel matrix Hy at the
transmitter side.

- The use of a scaling factor oy for not exceeding the
PSD mask. The Tomlinson precoder was proposed to
solve this problem in [5], but has a quite large
complexity..

To overcome the complexity of the Tomlinson
precoder, some alternative schemes have been considered.
Among them, one of the most promising is the
Diagonalizing Precoder (DP) [8]. The DP system at tone k
is shown in Fig. 3; the precoding matrix Py is now defined
as:

P =B.H," -diag(H,), (1)

with B, émiax“[H;l-diag(Hk)]rowiH. In (1), diag(H,) is

the diagonal matrix having elements H', ... , H*-.

In ideal conditions (i.e., perfectly compensated FEXT),
the signal-to-noise ratio at the nth receiver and the kth tone
is:

n 2

¢ [H"
SNR{ = ———— @)

Oy

where B is the transmitted power and 7 is the variance

of the thermal noise, that is independent of k and n.
By using the well-known gap approximation, the
number of bit/symbol of user n at tone k is given by:

¢! =log, {1+ S’\ltRk }, 3)

where T is the transmission gap, and the achievable bit rate
is:

M
C'=R ., @)
k=1

where Rs = 4000 symbol/s is the net symbol rate (which
differs from A because of the cyclic prefix). Actually, in

(3) and (4), the integer part of ¢, must be assumed. To

simplify the notation, however, this will be not explicitly
indicated afterward (but will be used in the numerical
evaluations).

I1l.  CHANNEL MODEL

We describe the diagonal elements of matrix Hy (direct
channel) through the well-known Marconi (MAR1) model
[13]. As regards the FEXT, such model can be extended
by using the following expression, that takes into account
the statistical coupling dispersion with respect to the 1%
worst case [14].

HFEXT(f:d)=|H(f,d)|fﬁxlOfX/zoeiml 5)

In (5), H(f, d) is the direct channel at frequency f (in
MHz) and distance d (in km), ¥ = 10>% is a coupling
coefficient, X is a Gaussian random variable with mean
value (in dB) py and standard deviation (in dB) oy, ®@ is a
uniform random variable €[0, 2r). For the subsequent
analysis, it will be useful to compute the square modulus
of (5). Because of the assumption on X, 10* is a log-
normal variable whose mean value and variance are well
known and can be expressed as functions of py and oy.
These expressions will be used in Section V, where several
numerical examples will be discussed.

The values of uy and ox depend on the type of cable
adopted. In the next numerical examples, we will set oy =
7.8 dB and py = 2.33%cy = 18.174 dB.

Eqg. (5) is self-consistent in the case of lines with equal
length and permits us to obtain the off-diagonal elements
HY, with n= j. In a more practical scenario, where the
lines within the cable have different lengths, say d, and d,

H. can be obtained through the following expression:

f, /min(dj,dn)xlo‘x’zoe“b, (6)

as the FEXT contribution is limited to the common length,
while it is further attenuated in the longest loop.

In previous literature, (5) has been often used
neglecting the statistical issues and considering the

maximum |Hknj value, that is obtained by setting X = 0.

This represents a worst case situation, that rarely occurs in
practice. Instead, by following the approach presented in

n _ nn
HY =[H;
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[1] and [2], we can face the problem in statistical terms, so
deriving more significant values for the quantities
involved. Examples will be given in Section IV.

Even assuming the worst case situation, the crosstalk

channel H;” from a disturber j into a victim n is always
much weaker than H,". As mentioned above, this yields

the RWDD character of the downstream VDSL channel
matrix, that is known to be a key issue for the efficiency of
the vectored system.

IV. EFFECT OF ESTIMATION ERRORS

An analytical approach to quantify the impact of
estimation errors was developed in [2] and is reported here
for paper completeness. In Section V, this approach will be
used to produce a set of results, matched to practical
applications, much more extended with respect to the
scenarios considered in [2].

Let I:Ik be the estimated channel matrix. If an

estimation error is present, it is modeled through a matrix
E, such that:

H, =H, +E,. (7

It is reasonable to assume that the direct channels are
estimated correctly, so that E, has zero diagonal

elements. Moreover, for a given error percentage e,
assumed constant for all the off-diagonal elements, we

have HY = H (1 +e).
Matrix ﬁk must replace, in (1), the actual matrix H,
and, looking at Fig. 3, through simple algebra, we find [2]:

Z, { [dlag(lflk)] dlag( ;1)-diag(ﬁk)}~xk
[dlag } LEk A dlagE H’l)]diag(lﬁlk)-xk
+Bk[d|ag( )} -N,.

(®)

Taking into account the RWDD character of the
channel matrix, it is possible to verify that By =~ 1,

H,'-diag(H,)~1 and diag(E, -H,')~0 . Then, (8)
becomes:

Z, ~X, —[diag(lflk)]_1 ‘E, - X, +[diag(ﬁk)J_l~Nk.
©)

So, by elaborating (9) to obtain the signal-to-noise ratio,
the number of bit/symbol (3) results in:
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Pkn k 1
- F . (10)

2 N2 oi 2

le| z HJ| B +o}
=
j#n

=log, 11+

Because of the presence of the random variables H,",
c, is arandom variable as well. In this paper, we consider
two different approaches for estimating its mean (ck”>;
they are described next. From the knowledge of (c} ), the

mean of C" can be derived as well, by using (4).
Approximation 1: A first coarse approximation consists

in replacing, in (10), the mean of |Hknj * sothat:
Pn
ck”>lzlogz 14— L * AL (11
of Z( >pJ+GN
J¢n

Based on the channel model described in Section Ill, it is

possible to verify that:
f2 min(d d ) 2 —In(lO)/lOuX +[|n(10)/10]252x/2

(CRPECNR
(12)

Approximation 2: A more accurate analysis should
consider ¢, as a function of the random variable:

L L
Y =jZ:YJ. =jZ:Pki min (d
j=n j#n

1,0, )10797(13)

and then obtain (c; ) accordingly. Once having fixed the

scenario, R} and min(d;,d, ) are known, so that Y is the

sum of properly scaled log-normal variables. With simple
algebra we have (details are given in the Appendix):

(buY +o7 )2 +b%*c?

2

n\ _/an |
<Ck >2 <Ck >1 % (buY +a+oy )2 +b’c?

.{1—’—#2)},
bu, +oy

(14)
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where py and oy” are the mean value and variance of Y,
and

2

R H,"

a=——-
r

b=[ef*[H[ 2. (15)

Some analytical methods are known for computing the
statistical averages of Y, as required in (14). Among them:
1) Wilkinson’s method is particularly simple and provides
an explicit solution [15]; 2) Schwartz & Yeh’s method is
more accurate but requires a recursive approach [16].

By applying Wilkinson’s method, we find the
following expressions:

L
2 2 P
= eflnlollopx +(In10/10)“ % /2 E ij min (dJ ’ dn )’

j=1
j=n

L
2 2 2 2 : . 2
0\3 _ e—ZInlOllOpx +(In10/10)“ 5% e(ln10l10) Gx E |:Pk] min (d] y dn ):|

j=1
j=n

+Z ZL:[ij min(dj’dn)][Pkm min(dm,dn)] —pl.

(16)

Channel estimation is typically realized through Least
Squares (LS) or Recursive Least Squares (RLS) algorithms
[17] and it is based on the transmission of S training
symbols with constant power level. The goodness of the
estimate depends on the value of S and on the ratio

P" /o7 [10]. Following an analytical procedure similar to

that reported in [18], it is easy to verify that the average
number of bit/symbol for user n at tone k, in the case of
using the LS algorithm, can be written as [2]:

. 1
(ct)=log, 1+WF . (17)

Whilst (10), (11) and (14) refer to a fixed relative error
percentage, (17) takes into account the variance of the
estimation error, on the basis of the actual algorithm used
for channel estimation. It also suggests the main method to
limit the impact of the error, that consists, as obvious, in
increasing the value of S. Numerical examples will be
given in the following section.

V. NUMERICAL EXAMPLES AND SIMULATIONS
In our numerical examples we have used the PSD
mask of the VDSL2 998 bandplan, up to 17 MHz,
described in Section Il. o\? has been computed on the
basis of a background spectral density of —140 dBm/Hz.
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Moreover, we have assumed I = 9.75 dB and a maximum
number of bit/carrier (bit clipping) equal to 15.

A. Considered scenarios

By varying the number and length of the interfering
lines, a huge number of different scenarios can be
analyzed. Among them, just for explicative purposes, we
have focused on the following three scenarios, that extend
a first series of cases already presented in [2].

Scenario 1: In the first scenario, we assume that the lines
have four different lengths, all multiple of a minimum
value Ad. The situation is schematically shown in Fig. 4
(where DSLAM means Digital Subscriber Line Access
Multiplexer and CPE denotes the Customer-Premises
Equipment). For each length we have L/4 lines, with L =8
(Case 1.1) or L = 16 (Case 1.2). In the simulations that will
be discussed next, we have considered Ad = 0.3 km.

Scenario 2: In the second scenario, the L/4 lines in the first
group have length d, while those in the ith group, with i =
2, 3, 4, have length d + (i — 1) Ad. This scenario is
schematically shown in Fig. 5. For each length we have L
=8 (Case 2.1) or L = 16 (Case 2.2). In the simulations that
will be discussed next, in particular, we have assumed d =
0.9 km and Ad = 0.1 km. A case that this scenario is well
suited to model is the one plotted in Fig. 6, in which a first
long span arrives up to the cellar of a building and, from
that, at regular intervals, L/4 lines are separated to cover
different building floors.

Scenario 3: In the third scenario, we have L = 8 (Case 3.1)
or L = 16 (Case 3.2) lines with equal length. This can be
seen as a special case of Scenario 2, when Ad = 0 is
assumed.

Ad Ad Ad | Ad
[ {CPE]
L/4 lines | ;
s {CPE]
~ CPE
L/4 lines §
4 SCSss CPE
DsLAM
x CPE
L/4 lines {
CPE
- - {CPE]|
L/4 lines § r ~
CPE
Figure 4. Schematic description of Scenario 1.
d Ad Ad i Ad
[ {CFE|
L/4 lines | ;
s {CFE|
~ CPE
L/4 lines §
4 SCSss CPE
DsLAM
x CPE
L/4 lines {
CPE
ccm_ﬂ:r:lacc‘ CPE|
L/4 lines § r ~
CPE

Figure 5. Schematic description of Scenario 2.
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DSLAM %

Figure 6. Example of application of the Scenario 2.

B. Examples of average bit rates

Tables 11-V report some examples of computation of
the average bit rates, for the Scenarios 1 and 2 introduced
in Section V.A, by assuming the presence of an error
percentage e in the evaluation of the channel matrix. Both
the analytical approximations discussed in Section 111 have
been considered.
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TABLE V. EXAMPLES OF AVERAGE BIT RATES FOR CASE 2.2
Line Simulation Simulation n n
length based on (9) based on (8) <C >1 <C >2
(km) (Mbps) (Mbps) (Mbps) (Mbps)
e=01
0.9 62.77 62.72 62.83 62.93
1.0 54.10 54.06 54.14 54.19
11 46.35 46.33 46.34 46.37
1.2 40.80 40.79 40.76 40.78
e=05
0.9 55.33 55.27 54.80 56.69
1.0 48.73 48.67 48.41 49.92
1.1 4259 42.55 41.98 43.16
1.2 38.28 38.26 37.44 38.36

TABLE II. EXAMPLES OF AVERAGE BIT RATES FOR CASE 1.1
Line Simulation Simulation <Cn> <Cn>
length based on (9) based on (8) 1 2
(km) (Mbps) (Mbps) (Mbps) (Mbps)
e=01
0.3 140.56 140.53 136.29 140.44
0.6 99.93 99.86 100.05 100.41
0.9 63.25 63.24 63.25 63.28
1.2 40.91 40.91 40.90 40.90
e=05
0.3 115.00 114.95 105.29 114.03
0.6 89.05 88.94 87.21 92.38
0.9 60.02 60.01 59.16 61.21
1.2 40.11 40.11 39.58 40.26
TABLE III. EXAMPLES OF AVERAGE BIT RATES FOR CASE 1.2
Line Simulation Simulation n n
length based on (9) based on (8) <C >1 <C >2
(km) (Mbps) (Mbps) (Mbps) (Mbps)
e=01
0.3 135.99 135.92 130.22 135.02
0.6 98.70 98.52 98.82 99.38
0.9 63.00 62.98 62.99 63.06
1.2 40.86 40.85 40.82 40.83
e=05
0.3 102.28 102.19 95.76 101.19
0.6 82.25 82.01 80.83 84.68
0.9 57.20 57.16 56.16 58.10
1.2 39.13 39.12 38.27 39.08
TABLE IV. EXAMPLES OF AVERAGE BIT RATES FOR CASE 2.1
Line Simulation Simulation <Cn> <Cn>
length based on (9) based on (8) 1 2
(km) (Mbps) (Mbps) (Mbps) (Mbps)
e=01
0.9 63.13 63.12 63.17 63.22
1.0 54.33 54.32 54.36 54.38
1.1 46.49 46.48 46.49 46.50
1.2 40.89 40.88 40.86 40.87
e=05
0.9 58.65 58.62 58.06 60.28
1.0 51.22 51.20 50.90 52.52
1.1 44.44 44.42 43.99 45.19
1.2 39.59 39.58 39.01 39.89

The reliability of the approximated average bit rates
has been tested also through a comparison with the

simulation results. For this purpose, the samples of |Hk”j ’

have been generated, according to their statistics, and used
in (10). The confidence of the estimation can be made high
by increasing the number of random extractions. The
numerical elaboration has been managed through simple
programs written in Matlab® and C++.

Simulations have been performed by considering either
the exact expression (8) or the approximate expression (9).
The results confirm that the use of (9) is quite acceptable,
being related to the RWDD character of matrix Hy.

We also observe that Approximation 2 is generally
better for the case of short lengths, while, for longer
lengths, the gap between the two approximations becomes
less pronounced. In all the considered cases, the agreement
between the simulated and the analytical results is good,
thus proving the effectiveness of the proposed model.

On the other hand, simulations permit us to derive any

statistical description of the random variable ¢ . In Fig. 7,

for example, we have plotted the estimated p.d.f. for d =
0.6 km and e = 0.5, in Case 1.1. Coherent with Table II,
the calculated mean value of the p.d.f. is 88.94 Mbps; it is
also noticeable the fact that the curve is very narrow
around the mean, thus demonstrating a small variance of
the achievable bit rates, that is another recognized property
of the vectored systems [7], even in the presence of
estimation errors.

x10°

4

3.5

3

25

2

p.d.f.

15
1

0.5

§

Bit rate [Mbps]
Figure 7. Estimated p.d.f. ford = 0.6 kmand e = 0.5 in Case 1.1.
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As stressed above, (17) also permits us to evaluate the
impact of the estimation error induced by a limited
number of training symbols. The achievable bit rate for
different values of S, by considering the Scenarios 1 and 2
described in Section V.A, are reported in Tables VI-IX.
For the non-vectored system, the results have been
obtained by adopting the Approximation 2.
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From the tables we see that, just by using S = 100
training symbols, the average bit rate is very close to the
ideal result, thus providing the expected high gain with
respect to the non-vectored system (also shown in the table
for the sake of reference). We have developed a number of
similar comparisons for different scenarios; when longer
loops are considered, the requirement on S can become
more stringent. Moreover, as clearly shown by (17), for an
increasing number of lines, the value of S has to be

TABLE VI. AVERAGE BIT RATES AS A FUNCTION OF THE NUMBER increased as We” However assuming S = 1000 Symbols
OF TRAINING SYMBOLS FOR CASE 1.1 o L ; .
should guarantee a limited impact of the estimation errors
ILinfh Notn- Vsectir- \gect%- \S/ectlogb SVecltgéb Vlzctolf- for any VDSL2 scenario of practical interest.
eng vector. = = D= = ea - - - -
km) | (Mbps) | (Mbps) | (Mbps) | (Mbps) | (Mbps) | (Mbps) ~ From a different viewpoint, the designer can be

03 96.79 | 13388 | 141.97 | 14441 | 14466 | 144.69 interested to fix a value of the bit rate and to determine the

0.6 8214 | 7932 | 9586 | 100.23 | 10088 | 100.96 maximum line length that is compatible with it, for a

0.9 Sr.AL | 4808 | 5971 ) 6301 | 6341 | 6346 suitable total power. Obviously, this length depends on the

1.2 38.80 30.95 38.31 40.60 40.92 40.96 . N N
number and length of the interfering lines. Some examples
are shown in Table X, for “target” bit rates of 50, 75 and

TABLE VII.  AVERAGE BIT RATES AS A FUNCTION OF THE NUMBER 100 Mbps. The _Case 31 haS_ been analyzed, and therefore
OF TRAINING SYMBOLS FOR CASE 1.2 the system consists of L = 8 lines of equal length; the value

Line Non- Vector. | Vector. | Vector. Vector. Vector. of S has been as_sum_ed hlgh enoth t.O make the Impact of

length | wvector. | S=1 | $=10 | S=100 | S=1000 | Ideal the absolute estimation errors negligible. The table shows
(km) | (Mbps) | (Mbps) | (Mbps) | (Mbps) | (Mbps) | (Mbps) the total power required for reaching the specified bit rates,

0.3 83.10 127.90 139.91 143.96 144.63 144.69 f ti f the li | th. Wh the label © ,,

0.6 7177 | 7192 | 91.96 | 9958 | 100.80 | 100.96 as a tunction or the line lengtn. ere the fabel “n.r.

0.9 51.82 42.82 56.84 62.49 63.36 63.46 appears, this means that the target bit rate cannot be

12 36.07 21.78 | 3642 | 4024 4088 | 4096 reached within a total power of 14.5 dBm that, in Section
11, has been assumed as a typical value. Focusing attention

TABLE VI AVERAGE BIT RATES AS A FUNCTION OF THE NUMBER on the blt rate Of 100 MbpS, that iS the EXpeCtEd Value in
" OF TRAINING SYMBOLS FOR CASE 2.1 the G.993.5 Standard, we see that the non-vectored system
is unable to reach it even for the shortest lengths. On the

Line Non- Vector. Vector. Vector. Vector. Vector. H H foci

length | vector. | S=1 | $=10 | $=100 | $=1000 | Ideal contrary, by introducing vectored transmission, the 100
(km) | (Mbps) | (Mbps) | (Mbps) | (Mbps) | (Mbps) | (Mbps) Mbps target can be_reached up to distances longer than 600

0.9 5632 | 4808 | 5971 | 6301 6341 | 6346 m. Obviously, this conclusion holds for the specific

10 4886 | 3987 | 5082 | 5408 5450 | 5454 scenario here considered (note, in particular, that the

1.1 42.41 34.58 43.43 46.20 46.57 46.62 . . .

12 3780 | 3095 | 3831 | 2060 2092 | 209 tagged line and all the interfering ones have the same
length) but it can be easily extended, updating the limits, to
other scenarios.

TABLE IX.  AVERAGE BIT RATES AS A FUNCTION OF THE NUMBER Another relevant aspect that results from the numerical

OF TRAINING SYMBOLS FOR CASE 2.2 analysis is that, depending on the line length, the desired

Line Non- Vector. | Vector. | Vector. Vector. Vector. bit rate can often be reached by using a total power PTn
length vector. S=1 S=10 $=100 | S=1000 Ideal P .

(km) | (Mbps) | (Mbps) | (Mbps) | (Mbps) | (Mbps) | (Mbps) that is S|gn|f|cantly smalle;r than the typl_cal value of 14.5

09 4968 | 4282 | 5684 | 6249 63.36 63.46 dBm. This power saving is another merit of the vectored

10 4439 | 3537 | 4812 | 5358 5444 | 5454 system, and it is seen with particular interest by the

1.1 38.76 30.91 41.15 45.78 46.53 46.62 . . .

12 3472 | 2778 | 3642 | 4024 2088 | 2096 vendors, for the technological advantages it provides.

TABLE X. TOTAL POWER (IN dBm) REQUIRED FOR ACHIEVING THE TARGET BIT RATE IN CASE OF L = 8 LINES OF EQUAL LENGTH
Bit rate Technique Line length d (km)
(Mbps) 0.2 03 04 05 0.6 07 08 0.9 1.0 11 1.2
50 Vectored -35.2 —28.8 —22.8 -17.9 -13.2 -8.3 -3.3 1.9 7 12.2 n.r.
Non-vectored —-30.2 -235 -17.1 -11.4 —6.3 0.4 5.9 12.6 n.r. n.r. ntr.
75 Vectored —27.3 —20.9 -14.4 -7.8 -1 5.6 11.6 n.r. n.r. n.r. n.r.
Non-vectored -20.5 -13.4 -5.3 4.9 nr. nr. nr. n.r. n.r. n.r n.r.
100 Vectored -19.7 -13.1 6.2 1.1 9 n.r. ntr. nr. n.r. n.r n.r.
Non-vectored n.r. n.r. n.r. n.r. n.r. n.r n.r n.r n.r n.r. n.r.
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VI. EFFECT OF QUANTIZATION ERRORS

The effect of quantization errors can be modeled in a
way similar to that discussed in Section 1V for the
estimation errors. This analysis has been reported in [2],
and is here repeated for the sake of completeness.

Let us suppose that matrix Py is represented, in finite

precision, as a matrix P, , such that:
P =P +E,, (18)

where matrix E, now expresses the quantization errors.
The latter, in turn, can be related to a matrix Ay as follows:

A, =P -E,. (19)

In ideal conditions, we have Ay = E, = 0. Through simple
algebra, the signal-to-noise ratio at the nth receiver and the
kth tone, in the presence of quantization errors, is [10]:

2
nn n
|Hk R

>

j=1
J#n

2
P+AT

SNR! = (20)

2
nn nj j 2
|H; A" PRI +6?

being A7 the (n, j)th element of A,. Eq. (20) can be used

to replace SNR/ in (3), thus reducing the achievable bit
rate with respect to the ideal condition. By investigating
the statistical properties of ¢, in presence of quantization

errors, it is possible to find the number of quantization bits
needed to have a penalty smaller than a prefixed
percentage. In this view, an important analytical work was
done in [10], where a number of bounds were determined,
and their reliability tested through simulations.

In that paper, however, the elements of E, were
modeled as random variables uniformly distributed in the
range [-27Y, 27, where v is the number of quantization
bits. No specific quantization law was considered.

Noting by T, the number of bit/symbol for user n at

tone k in presence of quantization errors, and using (3) and
(4), the effect on the bit rate is measured by the following
parameter:

M

() 1y 2
o 1100 == 100, 1)

1+T7'SNR!
1+T'SNR;
of transmission rate loss for the nth receiver at the kth tone

[10]. Taking into account that the modulus of the diagonal
elements of matrix Py is about 1, a first choice consists in

where L =¢, -C,' = Iogz{ } has the meaning
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assuming a midtread quantization law between —1 and 1.
Because of the RWDD property of matrix Hy, however,
the off-diagonal elements are very small. So, following
this quantization law, most of the off-diagonal elements
become zero after quantization, particularly in the case of
small v and low frequencies.

Explicitly, this means that the vectoring procedure is
made ineffective by quantization. In spite of this, for small
values of v, the error due to the quantization is, on average,
smaller than that resulting from the assumption of a
uniform error. Tables XI and XII show the values of

(L")/C"-100, in Case 3.2 (i.e., with L = 16 lines of equal

length) as obtained by the model in [10] and by the
midtread quantization law here considered, for various line
lengths, namely: d = 0.3 km, d = 0.6 km, d = 0.9 km and d
= 1.2 km. The difference between the two groups of results
is evident for small v, while it almost disappears for large
v. Both tables confirm that, wishing to have a rate loss
below 4% for line lengths > 0.3 km, v = 14 bits is almost
always required. Though this value could be implemented
on the basis of the current technology, it seems
exaggeratedly high, and, in fact, it can be reduced by using
a smarter quantization law.

The key point is the need to distinguish between the
dynamics of the diagonal elements of Py, that are close to
1, and that of the off-diagonal elements, that are much
smaller than 1. So, in [2] we proposed to adapt the
midtread quantization law to such dynamics, by assuming
different quantization thresholds for the two classes of
data. This approach is further developed and assessed in
the following. In practice, the 2" quantization levels are
distributed between —Ty; and Ty, for the diagonal elements,
and between —Tp, and Ty, for the off-diagonal elements.
The assumption of Ty; equal to 1 seems a natural choice.
On the contrary, the choice of Ty, should take into account
the dynamics of the off-diagonal elements. Fig. 8 shows an

example of max and average values of |RY|, with i = j , for

L =16 and line lengthd = 0.3 kmor d = 1.2 km.
While the maximum of |Pk”| can be locally rather high,

the average value is very small, and the assumption of Ty,
= 0.05 is a reasonable choice, particularly for the short line
lengths. So, our quantization law assumes a uniform
distribution in the range [-1, +1], for the diagonal
elements, and in the range [-0.05, +0.05], for the off-
diagonal elements. It should be noted that the
implementation of this quantization scheme does not
require any additional processing, but only a selective
management of the elements of the precoding matrix.

The results obtained by using the midtread quantization
law with different thresholds are shown in Table XIII. In
comparison with Tables XI and XII, we see a significant
improvement for any value of v. In particular, the target of
capacity loss below 4%, for d > 0.3 km, can now be
achieved by using only v = 10 bits (or even v = 8 bits, for
the longest lines), with a significant saving with respect to
the case of equal thresholds.
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TABLEXI.  (L"}/C"-100 WITH UNIFORM GENERATION OF THE
QUANTIZATION ERRORS FOR CASE 3.2
d (km) V=6 v=8 v=10 v=12 v=14
0.3 86.28 59.33 33.75 13.79 3.34
0.6 64.99 37.95 17.73 5.88 1.08
0.9 60.15 33.40 14.90 453 0.71
1.2 61.23 33.13 14.02 4.11 0.60
TABLE XII. <L“>/C” -100 WITH MIDTREAD QUANTIZATION FOR
CASE 3.2
d (km) V=6 v=8 v=10 v=12 v=14
0.3 61.69 50.84 3185 13.59 3.37
0.6 38.56 29.24 16.00 5.77 1.13
0.9 28.76 22.85 12.75 4.36 0.72
1.2 24.27 20.03 11.37 3.92 0.61

TABLE XIII.

ADOPTING DIFFERENT THRESHOLDS FOR CASE 3.2

International Journal on Advances in Telecommunications, vol 4 no 1 & 2, year 2011, http://www.iariajournals.org/telecommunications/

(L")/C"-100 WITH MIDTREAD QUANTIZATION

d (km) v=6 v=8 v=10 v=12 v=14
0.3 29.79 12.66 3.85 1.65 1.48
0.6 15.03 5.17 1.21 0.54 0.49
0.9 1141 3.58 0.59 0.11 0.07
1.2 10.17 3.14 0.45 0.05 0.03

VIl. CONCLUSION

Similar conclusions were drawn in [2], by considering
different scenarios and parameter values, thus proving the
effectiveness of the proposed quantization law under rather
general conditions.
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Figure 8. Simulated dynamics for the off-diagonal elements of the
precoding matrix: (a) d = 0.3 km, (b) d = 1.2 km, in Case 3.2.

Estimation errors and quantization errors can severely
limit the performance of vectored VDSL systems. The
analysis of their effects must be performed by taking into
account the statistical nature of the FEXT. In this paper,
we have considered the case of a downstream VDSL link,
where crosstalk is nominally canceled by using a
diagonalizing precoder. Starting from analytical formulas
for quantifying the effect of such impairments, we have
performed a study on practical VDSL scenarios. We have
verified that the impact of the estimation errors can be
made negligible by using a number of training symbols in
the order of S = 1000. Additionally, only 10 bits or fewer
are required to maintain the capacity loss below 4% in the
presence of quantization errors in the precoding matrix
representation. The presented approach also allows to
analytically determine the transmitted power that is
necessary to achieve a target bit rate at a given distance,
that is a key parameter for the design of VDSL systems.

The analysis has been focused on the VDSL2 17 MHz
profiles, but it can be extended, for example, to the
VDSL2 30 MHz profiles, whose adoption is planned for
the near future.
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APPENDIX

Derivation of Approximation 2
Let us define:

2

nn
Hk

n
k

L
e D JHY
j=1

j#n

SNR! = , (22)

2 .
j 2
R +oy

the signal-to-noise ratio in the presence of the error
percentage e. With the positions (13) and (15), we have:

SNR! a
log, |1+ —* |=log,| 1+ ——>
o1+ Jero
=log Y+a+6$“ —log Y+ﬁ
B b 2 b )

(23)
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Let us define:

2

2
a*on WZ:Y+%N. (24)

W, =Y +
b

Both W; and W, are log-normal variables, with mean value
and variance:

2 2
at+ao ()
By, = Hy +—" By, = Hy (25)
b b
65\,1 = G\i,z =05, (26)
Consequently,
I, =log, W,, TI, =log, W, (27)

are Gaussian variables, with mean value

2

<HM>:Iogz(uwm)—llog2 l+% . (28)
2

Wiz

So, through simple algebra, we obtain:

Hy |1 <W22> M,
IT,)—(I1,) =1 — [+=I =~ 1(29
(1) (11, ) = log, n 5 09, <le>+“&/ (29)

2

2

where (W?), i =1, 2, is the average square value of W;.
Finally, by using the expressions above, (14) is derived.
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Abstract—In this paper', we investigate an efficient signal
detection algorithm, which combines lattice reduction (LR) and
list decoding (LD) techniques for the 3rd generation long term
evolution (LTE) downlink systems. The resulting detector, called
LRLD based detector, is carried out within the framework of
successive interference cancellation (SIC), which takes full advan-
tages of the reliable LR detection. We then extend our studies to
the implementation possibility of the LRLD based detector and
provide reference for the possible real silicon implementation.
Simulation results show that the proposed detector provides a
near maximum likelihood (ML) performance with a significantly
reduced complexity.

Index Terms—3GPP LTE downlink, signal detection, lattice
reduction, successive interference cancellation, implementation
study.

I. INTRODUCTION

The 3rd generation partnership project (3GPP) [2] is in
the process of defining the long-term evolution (LTE) and
Advanced-LTE for 3G radio access, in order to maintain the
future competitiveness of 3G technology. The main targets for
this evolution concern increased data rates, improved spectrum
efficiency, improved coverage, and reduced latency. The LTE
downlink is based on orthogonal frequency division multiple
access (OFDMA) that allows multiple access on the same
channel [3]. This allows simple receivers in case of large
bandwidth, frequency selective scheduling and adaptive mod-
ulation and coding. The LTE uplink is based on single carrier
frequency division multiple access (SC-FDMA) technique [4].

In order to fulfill the requirements on coverage, capacity,

and high data rates, novel multiple input multiple output

'This work was partly presented at the 2010 International Conference on
Digital Communications (see reference [1].)

(MIMO) schemes need to be supported as part of the long-term
3G evolution. Signal detection in MIMO systems have recently
drawn significant attention. If the maximum likelihood (ML)
detection is used, the complexity grows exponentially with the
number of transmit antennas. Thus, various approaches are
devised to reduce the complexity. The successive interference
cancellation (SIC) approach is employed in [5]. The relation
between the SIC based MIMO detection and the decision
feedback equalizer (DFE) is exploited in [6]. A probabilistic
data association (PDA) algorithm, which was devised for the
multiuser detection in [7], is applied to the MIMO detection
in [8]. In [9], the partial maximum a posteriori probability
(MAP) principle is derived to discuss the optimality of the
SIC based detection. List decoding (LD) based detectors are
also considered for the MIMO detection to obtain soft-decision
in [10] and [11]. In [12], a lattice reduction (LR) based
MIMO detector used as a low complexity MIMO detector
is first discussed. In [13], more LR based MIMO detectors
are proposed. Following this trend, this paper considers the
signal detection in the LTE downlink, where an efficient signal
detection algorithm based on the LR and LD techniques is
investigated. The resulting detector (called LRLD detector)
produces a list in the LR domain, which results in a much more
reliable list and thus is efficient in mitigating error propagation
when the SIC based detection is employed. Simulation results
show that the LRLD detector provides a near ML performance
with a significantly reduced complexity.

However, the potential capacity of the MIMO channel can
only be exploited if implementable hardware architecture is
available. The main issue in implementing the MIMO detector

is the latency incurred by preprocessing the channel matrices
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[14]. There have been extensive work on the implementation
of the MIMO detection either with minimum mean square
error-successive interference cancellation (MMSE-SIC) [15],
vertical-Bell Laboratories layered space-time (V-BLAST) [16]
or Maximum Likelihood (ML) receivers [17]-[22]. However,
while the formers usually provide an inferior performance,
the latter demandingly requires a large silicon complexity.
Thus, finding a reasonable trade-off between an implementable
architecture of the MIMO detector and a near ML performance
is always a motivation. We therefore extend our studies to the
implementation possibility of the proposed detector and then

provide references for the possible real silicon implementation.

The rest of the paper is structured as follows. Section II
describes the system and channel models. The signal detection
algorithm is designed and discussed in Section III. Section IV
studies the implementation possibility of the proposed detector.
Section V provides simulation results and some concluding

remarks are provided in Section VI.

Notation: Bold-face upper (lower) letters denote matrices
(column vectors); (-)*, (-)T and (-)! denote complex conjuga-
tion, transpose and Hermitian transpose, respectively; I is the
identity matrix; E[-] denotes statistical expectation; Diag(x)
denotes a matrix with vector x being its diagonal; N (1, o%)
denotes Gaussian distribution with mean g and variance o2;
dn,ns denotes Kronecker delta; Jy(-) denotes zero-order Bessel
function of the first kind; | - | denotes absolute value; and || - ||

denotes Frobenius norm.
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Block diagram of a MIMO-OFDMA LTE downlink.

II. SYSTEM AND CHANNEL MODELS

The MIMO-OFDMA LTE system is a parallel of single-
input single-output OFDMA (SISO-OFDMA) where blocks
of K data symbols are mapped onto the spatial multiplexing
(SM) module followed by the data mapping and inverse fast
Fourier transform (IFFT) operations, as shown in Figure 1.
Note that we do not consider MIMO encoding (e.g., space-
time coding) in this work. The data mapping operation is
used for subcarrier mapping (e.g., distributed or localized
mapping in multiple access [4]). Reversed operations are
carried out at the receiver, which are then followed by the
signal detection and MIMO processing. Assume that there
are K transmit antennas and N receive antennas. Let P and
@ denote the number of subcarriers used in one orthogonal
frequency division multiplexing (OFDM) symbol for the user
of interest and the size of the IFFT, respectively. We denote

T
SPk = [S1,k> 52,k " 5 SPk] ()

as the transmitted signal vector from the kth transmit antenna.
For convenience, it is assumed that E[sp,ks;;k} =1forl<
p<P1<Ek<K.

Assuming that the guard interval (i.e., cyclic prefix (CP))
is longer than the maximum channel span, the received signal
vector after removing CP and taking fast Fourier transform

(FFT) at the nth receive antenna can be written as

rP,n = [Tl,ru T2m, aTP,n}T (2)
K

= Z Diag(hy,, x)spr + Wy, 3)
k=1
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where h, ;. = [hni(i1), hnk(iz),  +  hoi(ip)]T is the
frequency-domain channel vector from the kth transmit an-
tenna to the nth receive antenna and w,, is a zero-mean
complex Gaussian vector with variance 2. Here, i, = P(p)
where P(-) is the subcarrier mapping function that maps a
data symbol onto one of the @) subcarriers. Obviously, i,
is obtained depending on the subcarrier mapping pattern and
ip € {1,2,---,Q}. Note that

L
27g .
P i (ip) = Z gn,k(l)e_ﬁj(l_l)(lp_l)
=1

where g, (1) is the Ith tap of the fading channel from kth
transmit antenna to the mth receive antenna and L is the
number of paths. We can rewrite the received signal for each

subcarrier as follow
rp.n = H(ip)spx + Wy 4

where T, N = [rp1,7p2, s TpN)Lap = 0,1,., P — 1, is
the signal vector at the i,th subcarrier received through the
N receive antennas. S, k= [Sp.1,8p.2, - Sp.x| is the data
symbol vector at the i,th subcarrier transmitted through K
transmit antennas. w,, is also the complex Gaussian noise
vector. H(ip) is the frequency-domain channel matrix at the

ipth subcarrier given as

hia(ip)  h12(ip) 1,k (ip)
H(i) = h2,1'(lp) h2,2'(2p) h2,ff.(2p) )
hna(ip)  hno(ip) h, i (ip)

We assume that the channel is unchanged during one OFDM
symbol interval and g, (/) is independent and has identical
Gaussian distribution g,, (1) ~ N(0,07). Here, o} is the

normalized average power of each propagation path with

L—1
d of =1 (6)
=0

Typical urban (TU) [23] and spatial channel model (SCM)
[24] power delay profiles are used in this paper.

1) Typical Urban: We consider the time varying channel
whose channel impulse response (CIR) is modeled by L
propagation paths,

L—-1

g(r,t) = > n()s(r — 7). )

1=0
Assume that the channel is a wide-sense stationary uncor-

related scattering (WSSUS) Rayleigh fading and unchanged
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during one OFDM symbol interval. The maximum chan-
nel impulse span is also assumed to be within the guard
interval. For convenience, let 7, = T, T, = T + T
where T, = T/Q. Here, T, T, and T, denote the useful
OFDM symbol interval, the whole OFDM symbol interval
and the guard interval, respectively. Then, the channel impulse
vector at each (OFDM symbol) time index n, denoted by
g(t) = [go(t), g1(t), ..., gr._1(t)]T, can represent the discrete
CIR. The autocorrelation function of g;(t) = g({Ts,tT}) is

expressed as
E{gi(t)gi(t')} = o Jo(2n fp(t = t)Ty)or,  (8)

where fp is the maximum Doppler frequency and o} is the

normalized average power of each propagation tap with

L—1
d op =1 )
=0

An typical urban (TU) power delay profile [23] is used to
model {07}

2) Spatial Channel Model: SCM was proposed by the
3GPP for both link- and system-level simulations. The 3GPP
SCM emulates the double-directional and clustering effects of
small scale fading mechanisms in a variety of environments,
such as suburban macrocell, urban macrocell, and urban
microcell. It considers N clusters of scatterers. A cluster
can be considered as a resolvable path. Within a resolvable
path (cluster), there are M subpaths which are regarded
as the unresolvable rays. A simplified plot of the SCM is
given in Figure 2, where only one cluster of scatterers is
shown as an example. Here, 6, is the angle of the mobile
station (MS) velocity vector with respect to the MS broadside,
0n.m,A0p 1s the absolute angle of departure (AoD) for the
mth (m = 1,..., M) subpath of the nth (n = 1,..., N) path
at the base station (BS) with respect to the BS broadside,
and 0, ;, A0 is the absolute angle of arrival (AoA) for the
mth subpath of the nth path at the MS with respect to the
MS broadside. Details of the generation of SCM simulation

parameters can be found in [24].

III. SIGNAL DETECTION

For convenience, the indices in (4) are omitted. The IV x 1

received signal vector r, , now denoted by r, is given by

r=Hs+w, (10)
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where H, s, and w are the N x K channel matrix, the
K x 1 transmitted signal vector, and the N x 1 noise vector,
respectively. Let S denote the signal alphabet for symbols, i.e.,
s € S, where s, denotes the kth element of s, and its size
is denoted by M, i.e., M = |S].

A. Conventional Detectors

We consider two conventional detection approaches: ML
and MMSE.
1) ML Detection: The ML detection finds the data symbol

vector that maximizes the likelihood function as follows:

Sm = arg max f(rls)
S

(1D

= arg min |[r — Hs|[?.
g min |lv — Hs|

To identify the ML vector, an exhaustive search is required.
Because the number of candidate vectors for s is ME, the
complexity grows exponentially with K.

If the a priori probability of s is available, the maximum
a posteriori (MAP) sequence detection can be formulated.
Suppose that b is a bit-level symbol vector representation
of s. The elements of b are binary and the size of b is
(K logy M) x 1. With the a priori probability of b, the MAP

vector (at the bit-level) becomes

arg max Pr(b|r)
arg max f(r|b) Pr(b),

bmap

(12)

where Pr(b) denotes the a priori probability of b. In addition,
the a posteriori probability of each bit can be found by

marginalization as

Pr(b; = +1Jr) =

>~ Pr(br)

beB;

BS array broadside
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MS array

MS direction
of travel

BS and MS angle parameters in the 3GPP SCM with one cluster of scatterers [24].

Pr(b; =—1[r) = Y Pr(br), (13)
beB;
where Bf = {[b1 bo bl | b = +£1,b, €

{+1,-1}, ¥m # i} and K = K logy M.

2) MMSE Detection: 1t is easy to perform the (linear)
MMSE detection if the constraint on the symbol vector,
sk € S, Vk, is not imposed. Using the orthogonality principle,

the MMSE estimator for s can be found as

Winmse = argmin B[[js — Wr| P’
= (B[r"]) " Efrs"). (14)
We can show that
Err] = HH" + 21
Ers?] = H.
It follows that
Womse = (HH? + 621)"'H
and
Smmse = Whieel
= HYHH" +21) " 'r. (15)

B. Proposed Detector

We assume that NV > K and consider the QR factorization
of the channel matrix as H = QR, where Q is unitary and

R is upper triangle. We have

x = Q%r = Rs + Qf'w. (16)

Since the statistical properties of Qfw are identical to that
of w, Qw will be denoted by w. If N = K, there is no
zero rows in R, otherwise the last NV — K rows would be

zero. Thus, the last N — K elements of x would be ignored
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for the detection if N > K. Accordingly, the first K rows
of R would be considered. If there is no risk of confusion,
hereafter, we assume that the sizes of x, R, and w are K x 1,
K x K, and K x 1, respectively.

The complexity of the conventional LR based detector can
grows significantly with the number of basis vectors. To
avoid this problem, we propose an LRLD based detection
algorithm, which breaks a high dimensional MIMO detection
problem into multiple lower dimensional MIMO sub-detection
problems.

To perform the proposed LRLD based detection, we con-
sider the partition of x as follows:
x1 | R:i Rg3 S1
MR

Wi
+
0 R2 :| |: Wo

where x;, s;, and w; denote the K; x 1 ith subvectors of x,

; a7

s, and w, ¢ = 1,2, respectively. Note that K; + Ko = K.
From (17), we can have two lower dimensional MIMO sub-
detection problems to detect s; and so. It is straightforward
to extend the partition into more than two groups. However,
for the sake of simplicity, we only consider the partition into
two groups as in (17).

In the proposed LRLD based detection, the sub-detection
of sq is carried out first using the LR based detector. Then,
a list of candidate vectors of s, is generated. With the list
of sg, the sub-detection of s; is performed with the LR based
detector. The candidate vector in the list is used for the SIC to
mitigate the interference from ss. The algorithm steps (AS) of
the proposed LRLD based detector is summarized as follows.

AS1) The LR based detection of so is performed with the

received signal xo, i.e.,
Co = LRDGt(Xg)7

where LRDet(-) is the function of the LR detection op-
eration (see Appendix A for details of the LR detection),
and ¢y is the estimated vector of s, in the corresponding
LR domain. Note that there is no interference from s; in
detecting ss.
AS2) A list of candidate vectors in the lattice-reduced domain
is generated by

Cy = List(ég),

where List is a function that chooses the () closest vectors
to €2(1 < Q < M%2) in the LR domain. The details of

the list generation is discussed in Appendix B.
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AS3) The list of candidates of so, denoted by Ss, can be
converted from Cs. For convenience, denote S, =
{58,857, 591

AS4) Once S; is available, the LR-based detection of s; can

be carried out with SIC, i.e.,
&\? = LRDet(x; — R38{"),

(2)
2

where S, is the gth decision vector of so from list Ss.

AS5) Let §§q) denote the signal vector corresponding to 65(1) in

the LR domain and §(@ = [(égq))T (§gq>)T]T, the final

decision of s is found as
2
S =arg min .
q=12,---,Q

Hx ~ Rs@

Softbit Generation: As we are using turbo code for channel
coding, its inputs should be soft bits. The probability of the
qth candidate (9 in the list can be found as

1
P(39) = Cgexp <—2|x - R§<q>|2) . (18
UiU

where C¢ is the normalization constant, which is given by
1

et exp (—2rlx — Rs@)|2)

> Py =1

=1, ,Q

Co=

Note that
(19)

Suppose that b@ is a bit-level symbol vector representation
of 8, ie., §@ = M(b®) where M(-) denotes the mapping
rule. The elements of b(%) are binary and the size of b(@ is
K x1 where K = K log, M. Correspondingly, the probability

of b(@ can be written as
. 1 .
P(B) = Coexp (- lx - RMBD)?) . @0
U’w

The soft log-likelihood ratio (LLR) value of the ith bit b;
(i=1,2,---,K) can then be obtained as

Zg(wesj P(b@)
og ~ )

Zf,m)eg; P(b(@)
where Bf = {[b1 bo e R Y=
{+1,-1}, Ym #i}.

Ab;) = 1 @1

+1,b,, €

IV. IMPLEMENTATION STUDY OF THE PROPOSED
DETECTOR

In this section, we study the implementation possibility of
the proposed LRLD detector. Note that some details of the
proposed detector and definition of certain parameters, e.g.,

«, (3, are presented in Appendix A and B.
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A. Detector Structure

For convenience, we outline the implementation steps (IS)

required for the proposed detector as follows.

IS1) QR decomposition:

H = QR,

R, R
R=| *+ 2|
0 R,

1S2) Gaussian lattice reduction:

where

R, =R,Uy,
R, = R,U,.

IS3) MMSE filtering weight matrices:

W, = (RiRY2E, + |a|?021) 'R, UTHQ2E,,
W, = (RoRYQ?E, + |a)?02 1) 'R, U, Ha?E,.

IS4) Unitary transformation:

x = Qfr
=Rs+w,
or
|:X1:|:|:R1 R3:||:Sl i w1
Xo 0 Ry S W2
IS5) Scaling/shifting:
ds; = axs + SRo1,
by = ase + 1,
d? = a(x; — Rssy) + fR11,
b, = as; + A1.

IS6) LR based list detection: This step includes three stages:

— one MMSE filtering operation to estimate c2 (i.e.,

signal vector sy in the LR domain):

& = Wi(dy — fRo1) + U, 51

= aWlx, + U151,

— sorting and storing the list of co (of length Q):

Co={ca | ||&2 — e2| < 7(Q)}.

— (@ parallel MMSE filtering operations to estimate ¢y

with respect to each candidate of the list of cs:

& = aWil (x; — Rasy?) + U141,

where s{? = (Uycl? — 81)/a and c{? € C,.

The implementation operations can be classified into two
types: Pre-processing and detection processing.

Pre-processing: This is often referred to as channel-rate
processing, in which all operations need to be carried out only
when there is a new channel update. All steps from IS1) to
IS3) belong to this type.

Detection Processing: This can be referred to as symbol-rate
processing. This type of processing includes all operations that
are carried out after each received signal vector arrives. In our
proposed detector, the received data will be processed in a
first in first out (FIFO) manner. The FIFO buffer is used to
bridge the latency incurred among the received signals. All
steps from 1S4) to 1S6) belong to this type.

Figure 3 shows a high-level structure of the proposed
detector with respect to hardware implementation. We will
describe each major operation next. Some operations such as
unitary transformation, shifting/scaling and final decision are
straightforward and thus ignored. Since memory is nowadays
not a big issue in the hardware implementation, we assume that

a certain amount of memory is available wherever needed.

B. Pre-Processing

In our proposed detector, there are three dominant com-
ponents in the pre-processing stage — QR decomposition,
Gaussian lattice reduction and matrix inversion operations. It
is always desirable to have a low latency in preprocessing
the channel matrices. Thus, selection of algorithm to be
implemented for each of the three above operations may well
decide the real silicon complexity. We will consider each
operation in details next.

1) OR Decomposition: As shown in [25], QR decompo-
sition is preferred to Cholesky decomposition due to the
numerical stability. In our detection algorithm, although the
QR operation is required only once for each channel update,
it still provides a significant load of computations as the
operation is carried out to the channel matrix of full size.
We therefore study different algorithms in the literature for
the QR decomposition.

Gram-Schmidt:

The Gram-Schmidt (GS) procedure finds the QR decom-
position of a matrix H such that H = QR, where Q is

unitary and R is upper triangular. An obvious drawback of
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Fig. 3. High-level structure diagram of the implementation of the proposed LR based list detector.

the GS algorithm is the fact that it requires costly square-
root and division operations and that the overall computational
complexity is high. Thus, a modified version of the GS is
presented (see [26]). The details of the modified GS are
discussed in [27], [28]. The corresponding algorithm proceeds
as follows.

Gram-Schmidt algorithm:

1) initialize: Q=H,R=0

2) for k=1 to K

3) Rlix = /aflar

4) ar = ar/[Rk,k

5) for i=k+1 to K
6) Rk = a;qi

7 qi = q; — [R]kiqk
8) end for

9) end for

Generally, the GS is accurate to the floating-point precision.
For fixed-point arithmetic, the problem of quantization and
round-off errors is not ignorable and therefore there is loss
in accuracy (e.g., loss in the orthogonality of Q) [27]. It was

shown in [29] that the orthogonalization error (¢,) in fixed-

point version of the GS algorithm is bounded by the product
of condition number x(H) of matrix H and machine precision

e, as follows

&= 1-Q"Q|
< ((K) x £ x w(H),

where ((K) is a low degree polynomial in K depending only
on details of computer arithmetic. This implies that for a well-
conditioned matrix, fixed-point architecture for the GS is still
accurate to the integer multiples of the machine precision .
However, for ill-conditioned matrices, the computed Q can be
very far from orthogonal. Thus, we can consider the numer-
ically more favorable scheme, Householder Transformation,
which is based on unitary transformation.

Householder Transformation:

The use of unitary transformations instead of the conven-
tional methods is to alleviate the numerical problem such as
requirement of high number precision, i.e., large silicon area in
fixed-point very-large-scale integration (VLSI) implementation
is required. The reason for this more favorable behavior is

that unitary transformations do not alter the length of a vector
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and thus cannot lead to an excessive increase in dynamic
range or to an enhancement of quantization noise. Two typi-
cal algorithms using unitary transformations are Householder
Transformation and Givens Rotation. For illustrative purpose,
we overview the Householder Reflection algorithm only.

The Householder Transformation algorithm recursively ap-

plies a sequence of unitary transformations Q!! to matrix H

as follows:

R+ — QIIERUC)7
where R(Y) = H. Each transformation will eliminate
more subdiagonal entries until finally R = R(K-1

B - QIH. The unitary matrix Q™ is readily obtained
from
Q" = Qi Q.
The algorithm can be described in details as follows.
Householder Transformation algorithm:
1) initialize: Q@ =I,RM =H
2) for k=1 to K—-1

3) Qr =rpt e | 1
= g élH
Y Qi =1 27q
I..1 O
5) Po=| '
0 Qi
6) [R]£I+1 = PkR(k)
7) QW =p,QK-1
8) end for
9) Q" =QK-Y

We compare the complexity of the two methods in Table
I. The Householder Reflection algorithm provides a slightly
lower number of complex multiplications (CMs), divisions
and square root operations compared to the Gram-Schmidt
algorithm. In addition, for fixed-point implementation, the
Householder Reflection algorithm is supposed to be more
stable.

Note that (K2 + K(K + 1)/2) words of memory? are
required to store matrices Q and R at the output of the QR
decomposition operation.

2) Lattice Reduction Using Gaussian Method: In the pro-
posed LR based list detector, the LR is applied to the sub-
channel matrix Ry and Rs. For convenience, we consider

2The term ‘word of memory’ is referred to the amount of memory required
to store one complex number. The number of bits in one word may vary

depending on the dynamic range of the observing data. Thus, throughout the
section, we use ‘word’ as a unit of memory.
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these matrices of size 2 x 2 only. Thus, this basis-2 LR
can be carried out using the simple Gaussian method. We
can limit the maximum number of iterations in this Gaussian
lattice reduction algorithm to a small number (e.g., 2 iterations
is reasonable) while keeping the overall performance almost
the same. For the implementation purpose, we can fix the
maximum number of iterations to 7°, and the Gaussian LR

algorithm is summarized as follows.

1) Input (bl,bQ,T)

1 0
2) Set J= and U=
0 0 1
3) i=0
4) do
5) if |[[by|] > [[bol|
6) swap by and by, and U=UJ
7) end if
8) if ‘<b2,b1 >|>1/2
r 1 <b2,b1>
9 b= =]
N 1 —t
10) bgzbg—tblandUzU{O . }
11) end if
12) 1=1+1

13) while ([[b1]| < [[bo[)&&(i < T)
14) return (by,bs,U)

In the worst case where the Gaussian LR algorithm runs until
the maximum iteration ¢ = 7', the number of CMs required
for the Gaussian LR is 47". Six words of memory are required
to store data of the unimodular matrix at the output.

3) Matrix Inversion: In our proposed detector, the dominant
complexity component in obtaining the MMSE filtering weight
matrices is the matrix inversion operations, (RjR¥a?E, +
la|?2021)7! and (RoRYQ?E, + |a|?021)~!. Fortunately, the
fact that the size of these submatrices to be inverted is reason-
ably small leads to a reasonably low load of computations. For

1,1 T2

example, a 2 X 2 matrix R = can be simply

—T21
b
T1,1

In a general case of matrix H of size K x K, the complexity

T2,1 T2,2

inverted using adjoint method

72,2

RI1=_ L
T1,272,1 —T1,171,1 —r1,2

which requires 1 division and 6 CMs.

of inversion operation may vary depending on implementation

method. We overview some typical methods:
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TABLE 1
COMPLEXITY COMPARISON OF THE TWO METHODS: GRAM-SCHMIDT (GS) AND HOUSEHOLDER REFLECTION (HR)

Algorithm | Division | Square root | Complex multiplications (CMs) | CMs with K =4
GS K K 2K2 + 2K K(K —k) 80
HR K—1 K—1 255K —k+1)? 78
a) Adjoint Method: of the quantization noise and thus requires a high fixed point
., adj(H) precision.
~ det(H)’ A VLSI architecture has therefore been proposed in [28] to

Unfortunately, for the matrix inversion using adjoint method,
there is no generic expression for the number of CMs as it
depends heavily on the dimension K. However, the approxi-

mated number of CMs can be of up to scale in 2% as [30]
C ~a28 + K? + K.

b) LR Decomposition: Matrix H is decomposed into a
lower-triangular matrix L. and a upper-triangular matrix R,
ie, H! = R7!L~!. The algorithm is as follows

1) Initiate L=H,R=1

2) For i=1 to K

3) For j=1 to K

4) [R]j.: = L] — X0 [ 4 [R]k
5 (L =

6) end for

7) end for

The number of CMs for matrix inversion using LR decompo-
sition is 4(K® — K)/3.

¢) OR Decomposition: Matrix H can be inverted using
= R!Q. If Gram-Schmidt
algorithm is used for QR decomposition, the total number of
CMs required for matrix inversion is (9K3 + 10K2 — K)/6.

In general, a major concern with matrix inversion algorithms

QR decomposition as H™!

is the need for a high number precision which gives rise to a
large silicon area in fixed-point VLSI implementations. The
two main reasons for these numerical requirements are: i)
the use of costly operation such as square root and divisions,
which leads to a significant increase of the dynamic range
for some intermediate variables; and ii) the desire to replace
repeated divisions by multiplications with the corresponding
inverse in order to reduce the number of costly operations.

Unfortunately, multiplications often results in an enhancement

deal with numerical problems for fixed-point implementation.
It was based on the QR decomposition with modified Gram-
Schmidt algorithm. The results showed that for typical 4 x 4
MIMO channel matrices, the architecture was able to achieve
a clock rate of 277 MHz with a latency of 18 time units and
area of 72K gates using 0.18 — pum CMOS technology, which
is impressive compared to previously known architectures. In
other direction, the architecture can be designed focusing on
reducing number of matrix inversions, which is well-suited to
the systems with multiple channels to be processed such as
MIMO-OFDM systems [31], [30].

C. Detection Processing

This is where all operations are carried out when a new
set of received signal symbols arrives. The resources required
for the detection processing is in fact much less compared
to the preprocessing stage. In addition, the hardware for
preprocessing can be conveniently reused for the detection
processing. As a result, the latency in the detection processing
is reasonably low. Two operations will be discussed in this
section: List sorting in the lattice domain and MMSE filtering
to find the estimates of s; and s».

1) List Sorting in LR Domain: The list of candidate vectors
in the LR domain is formed by

Co = {ca | [|&2 — cof| < r(Q)}-

The problem is that the alphabet of signal in LR domain (c2)
varies depending on channel. For example, while the alphabet
of sy is known, that of ¢y = U2_1(0[SQ + 41) depends on U,.

However, with Gaussian reduction method, Us has always a

1t
U2: )

form of
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Fig. 4. Block diagram of the linear filtering operation: Inputs are x2, c,

‘W3 and uz while output is €a.

where ¢ is an integer. As the maximum number of iterations
=2or3

only, we can easily obtain a known set of ¢ (and accordingly

in the Gaussian LR algorithm is limited to 7'

Uys). Thus, a look-up table can be formed for the alphabet of
co. This look-up table is formed in the pre-processing stage
after the Gaussian LR algorithm is carried out to subchannel
matrix Ry. Memory is required to store this pre-calculated
data. For example, it requires 7'M words of memory to store
the alphabet of co, where M is the size of alphabet of s5. In
addition, 2Q) words are required for storing Cs.

2) MMSE filtering: This is a matrix-multiplication based
operation. One MMSE filtering operation to estimate cs is

applied to received signal vector Xs:
62 = OngIXQ + Uz,

where uy = Uy 181. @ times of same operation are applied

to received signal vector X;:
& — aWHg(? 4y, (22)

R;33(”. Note that Q

operations in (22) can be carried out in parallel (see Figure

where u; = U'A1 and i§q> =x; —

3). The parallel structure often allows low latency and high
throughput. The most complex steps can then be processed
in a single cycle, however, at the expense of large silicon
area. In addition, with parallel structure, memories need to
be implemented based on register files for sufficient access
bandwidth. Thus, trade-off between latency/throughput and
silicon area needs to be considered.

The weight matrices W; and Wy are pre-calculated and
stored in the pre-processing stage. Note that only 8 words
of memory are needed for this storage requirement. A simple

VLSI architecture for MMSE filtering of x5 is shown in Figure
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4. Filtering operation for x@ can be carried out similarly.
Due to different dynamic ranges, variables can be represented
by different numbers of bits (e.g., n bits for xo whereas m
bits for Wy). It is expected that m > n as entries of Wy
‘has a larger dynamic range, thus they should be presented
with considerable number of bits for the accurate fixed-point
implementation.

Memory-wise, there are 2() words required to store the

outputs {€1,€2, -+ ,C0}.
D. Fixed-Point Considerations

A critical issue in fixed-point arithmetic is the difference in
dynamic ranges of variables. Number of integer and fractional
bits for each variable should be carefully determined to avoid
overflows and, at the same time, not to waste hardware
resources.

For example, entries of channel matrix H is usually assumed
to be Gaussian distributed, thus has a infinite dynamic range.
To deal with this problem, two common approaches can be
employed:

« A sufficiently large number of integer bits is used for rep-
resenting H to ensure that overflows occur only rarely. At
the same time, the round-off error (i.e., accumulation of
rounding errors during fixed point arithmetic operations)
should be purely due to loss in fractional precision. In this
case, it is shown in [27] that the error variance varies only

with the number of fractional bits, 7, in the form:
o2 =2"%1/3.

o Automatic gain control adjusts the data of H to the
available number of integer bits with an appropriate
scaling factor -y in which the new channel matrix become
H = yH. ~ can be chosen as

B 1

~ max |[H]; |’
Depending on hardware resources, each approach can be ap-
plied. However, practical systems tend to compromise between

the two approaches.

V. SIMULATION RESULTS
We run simulations for MIMO-OFDMA LTE downlink
system with parameters being given in Table II.

Figures 5 and 6 show bit error rate (BER) performance
of different detectors for TU and SCM channels. 4-QAM is
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TABLE II
SIMULATION PARAMETERS

Parameter Value
Center Frequency 3.5GHz
Bandwidth 10MHz
Subcarrier Spacing 15kHz
FFT size 1024
Number of usable subcarriers 601
Cyclic Prefix (CP) FFT size / 8

Channel Model & Velocity

TU-30km/h and SCM-3km/h

Modulation

16-QAM, Gray Mapping

Channel Coding

Turbo Coding, Code Rate 1/2

Channel Estimation

Ideal

Data Mapping

Localized Subcarrier Pattern

OFDMA-4QAM-Rate1/2-TU-30kmh

o
w
o
107
10} ..| —©— LR based MMSE (LLL) J
—&— Proposed LRLD (Q = 6)
— Sphere ML
10’5 i i i i i i i
0o 05 1 1.5 25 3 35 4 45 5
E,/N, (dB)
Fig. 5. BER performance comparison of different detectors with 4QAM

modulation and TU channel (receiver velocity of 30kmbh.)

OFDMA-4QAM-Rate1/2-SCM-3kmh

10 . : ‘

T

T T T
—O©— LR based MMSE (LLL)
—&— Proposed LRLD (Q=6)
—— Sphere ML

Fig. 6.

BER performance comparison of different detectors 4QAM modu-

lation and SCM channel (receiver velocity of 3kmh.)

OFDMA-16QAM-Rate1/2-TU-30kmh

10 T T T T T

BER

—O©— LR-based MMSE (LLL),
—&— Proposed LRLD
—— Sphere ML

10~ I I I I I I I I I
4 4.5 5 55 6

Fig. 7.
modulation and TU channel (receiver velocity of 30kmh.)

BER performance comparison of different detectors with 16QAM

OFDMA-16QAM-Rate1/2-SCM-3kmh
10 T T T T T T

—6— LR based MMSE (LLL)
—&— Proposed LRLD (Q=12)

10°E —— Sphere ML
10'6 Il Il Il Il Il Il Il
8 9 10 11 12 13 14 15 16
E/N, (dB)
Fig. 8. BER performance comparison of different detectors with 16QAM

modulation and SCM channel (receiver velocity of 3kmh.)

used for modulation. We compare the proposed LRLD based
detector with the conventional LR based Minimum Mean
Square Error (MMSE) detector that uses Lenstral.enstral.ovsz
(LLL) algorithm [32] and the optimal sphere ML detector.
It can be seen that the proposed detector provides a near
ML performance and outperform the conventional LR based
MMSE detector. The same behaviour is observed with 16-
QAM modulation in Figures 7 and 8.

Complexity comparison: To fully examine the complexity
of different detection methods, simulation is considered and
results are shown in Figure 9 where the estimated flops using
MATLAB execution time were obtained over all operations for

each detector under the same environment. The execution time

2011, © Copyright by authors, Published under agreement with IARIA - www.iaria.org

44



x10" 16-QAM

= = =LRbased (LLL) MMSE-SIC
LR based list detector
ML sphere detector

Estimated Flops
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<

Fig. 9. Complexity comparison.

is averaged over hundreds of thousands of channel realizations.
Note that Schnorr-Euchner algorithm [33] is used for sphere
ML detector. The LLL-reduced algorithm with reduction factor
0 = 3/4 [32] is chosen for the LR based MMSE-SIC detector.
No limitation on the number of iterations is imposed for any
LR algorithm. The proposed LRLD based detector clearly
requires the lowest number of flops. We can also see that the
number of flops of the proposed detector is slightly higher
than half of that of the LR based MMSE-SIC detector where
the LLL-reduced algorithm is used.

VI. CONCLUSION

An efficient signal detector based on two techniques, namely
LR and LD, has been investigated in this paper for the
MIMO-OFDMA LTE downlink systems. By generating the
list in LR domain, a more reliable list detection is obtained
to facilitate SIC detection. As a result, the proposed detector
outperforms conventional LR based detectors and provides a
near ML performance with significantly reduced complexity.
The implementation possibility was then studied to provide

references for the real silicon implementation.

APPENDIX A
LR BASED SIGNAL DETECTION

We describe the LR based detection that is used in Steps
AS1 and AS4. Let C denote the set of complex integers or
Gaussian integers, C = Z + jZ, where Z denotes the set of
integers and j = v/—1. We assume that {as + B|s € S} C

C, where o and 3 are the scaling and shifting coefficients,
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TABLE III
SIGNALS AND PARAMETERS FOR THE LR-BASED DETECTION

‘StepsH y ‘A‘z‘é‘Ki‘
AS1) X2 Ro | s2 | € | Ko

AS4) || x1 —Ro8l? | Ry | s | &l? | Ky

respectively. For example, for M-QAM, if M = 22m  we

have
S={s=a+jbla,be {£A £34,...,£(2m — 1)A}},

where A = /(3E;/2(M — 1)) and E; = E||s|?] denotes the

symbol energy. Thus, « = 1/(24) and 8 = ((2m—1)/2)(1+

7). Note that the pair of o and £ is not uniquely decided.
Consider the MIMO detection with the following signal:

y=Az+v, (23)

where A is a MIMO channel matrix, z € SXi is the signal
vector, and v is a zero-mean Gaussian noise with E[vv'] =

o2 1. We scale and shift y as

d=ay+pAl1=A(az+pl)+av=Ab+av, (24)

where 1 = [1 1 ... 1]T, and b = az + B1 € CKi, Let
A = AU where U is a unimodular matrix. Using any LR
algorithm including LLL algorithm [32], we can find U that

makes the column vectors of A shorter. It follows that

d=AUU'b+av=Ac+av, (25)

where ¢ = U~!b. The MMSE filter to estimate c is given by
Womee = min B[[WH(d - d) — (e - ¢)||*

= (AAYQ?E, + |a?o2]) TAU HA By, (26)

where d = E[d] = BAL, ¢ = E[c] = U431, and Cov(c) =
|a|?U~'UHE,. The estimate of c is given by:

In Table III, the signals and parameters for the LR based
MMSE detection for each step are shown.

APPENDIX B
L1ST GENERATION IN THE LR DOMAIN

To avoid or mitigate the error propagation, the use of a list

of candidate vectors of s, in detecting s; is crucial. Using the
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ML metric, we can find the candidate vectors in the list, So.
Let

r K.
[l — Rosl) |2 < [lr — Ro8Y |12 < ... < [lr — Rosd™ 7|2,

(q)
2

where S, denotes the symbol vector that corresponds to the

qth largest likelihood. Therefore, an ideal list would be

Sy = {8V, ¥ sl @27)

However, this requires an exhaustive search, which results in
a high computational complexity due to computing of Roso
for all s € S¥2.

To avoid a high computational complexity, we can find
a suboptimal list in the LR domain with low complexity.
Consider (24). According to Table III, let A = Ry, d =
axy + A1, and b = asy + S1. Then, since A = AU, we

can see that the ML metric to construct the list is given by

||ld — Ab|| = [|d — Ac]|. (28)

It is noteworthy that the metric on the right hand side in (28)
is defined in the LR domain. Let Sy be the signal vector in
Sz corresponding to €, and assume that 8, is sufficiently
close to éél). Then, we can have d ~ A&,. From this, the ML
metric (ignoring a scaling factor) for constructing the list in

the LR domain becomes

ld — Ac|| = ||A&; — Ac|| =[[e2 — c[lana, (29

where ||x]|a = VxTAx is a weighted norm. The list in the

LR domain becomes

Co={c||lé2 —cl|lana <ra(Q)}, (30)

where 73 (Q) > 0 is the radius of an ellipsoid centered at
Co, which contains () elements in the LR domain. If the
column vectors of A or the basis vectors in the LR domain
are orthogonal, A A becomes diagonal. Furthermore, if they
have the same norm, A®A o I. Thus, for nearly orthogonal
basis vectors of almost equal norm, the list of cy can be

approximated as

Co ~{c | &2 — cl| < 7(Q)}, 31)

where 7(Q) > 0 is the radius of a sphere centered at €2, which
contains () elements. Since the LR provides a set of nearly
orthogonal basis vectors for the LR based detection, we can
see that the column vectors in A are nearly orthogonal with a a

two-basis system. Let Sy denotes the list in the original domain
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converted from Cs as in step AS3. Since no matrix-vector
multiplications are required to generate Cy or So, we can use
S as the list in the proposed detector to reduce computational
complexity. Note that the list generated in the LR domain
is much more reliable than the list generated in the original

domain (this list is different from S»).
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Abstract—This paper presents an evaluation of different types and
families of multiwavelets in stereo correspondence matching. First,
the paper introduces two hierarchical stereo matching techniques
based on balanced and respectively unbalanced multiwavelet
transforms, which employ normalized cross correlation to search
for disparities. Different multiwavelet families, with different
properties and filter types are evaluated, such as balanced versus
unbalanced multiwavelets and symmetric-symmetric  versus
symmetric-antisymmetric multiwavelets. Each approximation
subband carries a different spectral content of the original image
and the information in the basebands of the multiwavelet transform
is less sensitive to the shift variability of the multiwavelet
transform. This can be exploited in order to improve the accuracy
of the initial disparity map. As this initial disparity map is
estimated at the lowest resolution, it needs to be progressively
propagated to higher resolution levels. As a result, the search at
high resolution levels is significantly reduced, thereby reducing the
computational cost of the overall process and improving the
reliability of the final disparity map. The evaluation of different
types and families of multiwavelets shows that unbalanced
multiwavelets produce a smoother disparity map with less
mismatch errors compared to balanced multiwavelets. Finally, the
paper introduces a third technique, which replaces normalized
cross correlation with a better performing global error energy
minimization algorithm operating based on a similar hierarchical
technique. The results show that the multiwavelet techniques
produce a smoother disparity map with less mismatch errors
compared to applying a similar matching algorithm in either the
spatial and/or the wavelet domains. The performance of the
proposed algorithms is also compared against several state-of-the-
art techniques from the Middlebury database.

Keywords-  Multiwavelets,
Disparity estimation, Stereo vision.

Correspondence  matching,

1. INTRODUCTION

Stereo correspondence is an issue of great importance in
the field of computer vision and 3D reconstruction. It aims to
find the closest possible match between the corresponding
points of two images captured simultaneously by two
cameras placed at slightly different spatial locations. The
cameras are usually aligned in such a way that each scan line
of the rectified images corresponds to the same line in the

other image, hence searching for the best correspondence
match is restricted to a horizontal search. A disparity map
generated from the correspondence matching process, along
with the stereo camera parameters are then used to calculate
the depth map and produce a 3D view of the scene. Various
constraints can be taken into account in order to improve the
accuracy. Even so, the accuracy of the correspondence map,
which is crucial in generating a precise 3D view of the scene,
is limited due to a number of problems such as occlusion,
ambiguity, illumination variation and radial distortion [2].

Area-based  (local) and energy-based (global)
correspondence matching algorithms are the two most
common types of algorithms used in the literature to generate
disparity maps. In area-based methods a disparity vector for
each pixel within a window search area is calculated using a
matching algorithm, while in energy-based methods, the
disparity vector is determined using a global cost function
minimization technique. Area-based methods are fast but
produce descent results, while the global methods are time
consuming and generating more accurate results.

Muhlman et al. [3] presented an area-based matching
technique for RGB stereo images. This algorithm uses left to
right consistency and uniqueness constrains to generate the
initial disparity map. The resulting disparity map is then
further smoothed by applying a median filter. Another area-
based scheme was proposed by Stefano et al. [4]. Stefano's
algorithm is based on uniqueness and constraint, but it relies
on a left to right matching phase. Yoon et al. [5] introduced a
local correlation based correspondence matching technique,
which uses a refined implementation of the Sum of Absolute
Differences (SAD) criteria and a left to right consistency
check. This algorithm uses a variable correlation window
size to reduce the errors in the areas containing blurring or
mismatch errors. Yoon and Kweon [6] proposed another
local based algorithm, which uses different supporting
weights based on the colour similarity and the geometric
distances of each pixel in the search area in order to reduce
the amount of ambiguity errors.

Kim et al. [7] reported a global-based technique for
stereo correspondence matching. This algorithm first
generates a dense disparity map using a region dividing
technique based on Canny edge detection. It then further
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refines the disparity map by minimizing the energy function
using a Lagrangian optimization algorithm. Ogale and
Aloimonos [8] proposed  another  global-based
correspondence matching algorithm, which is independent of
the contrast variation of the stereo images. This algorithm
relies on multiple spatial frequency channels for local
matching and a fast non-iterative left/right diffusion process
for the global solution. An energy-based algorithm for stereo
matching, which uses a belief propagation algorithm, was
presented in [9]. This algorithm uses hierarchical belief
propagation to iteratively optimize the smoothness of the
disparity map. It delivers fast convergence by removing
redundant computations. Choi and Jeong [10] proposed an
energy-based stereo matching technique, which models the
intensity differences between the two stereo images using a
uniform local bias assumption. This local bias assumption is
less sensitive to the intensity dissimilarity between the stereo
images when using normalized crosscorrelation matching
cost functions. The resulting information from the cost
function is used in conjunction with a fast belief propagation
algorithm to generate a smooth disparity map.

Over the past years much research has been done to
improve the performance of the correspondence matching
techniques.  Multiresolution based stereo  matching
algorithms have received much attention due to the
hierarchical and scale-space localization properties of the
wavelets [11][13]. This allows for correspondence matching
to be performed on a coarse-to-fine basis, resulting in
decreased computational costs. Jiang and et al. proposed a
wavelet based stereo image pair coding algorithm [14]. A
wavelet transform decomposes the images into low and high
frequency subbands and the disparity map is estimated using
both the approximation and edge information. This is
followed by a disparity compensation and subspace
projection technique to improve the disparity map estimation.
Caspary and Zeevi [15] presented another wavelet based
stereo matching technique. This algorithm employs a
differential operator in the wavelet domain to iteratively
minimize a defined cost function. Sarkar and Bansal [13]
presented a multiresolution based correspondence matching
technique using a mutual information algorithm. They
showed that the multiresolution technique produces
significantly more accurate matching results compared to
correlation based algorithms at much lower computational
cost.

Research has shown that unlike scalar wavelets,
multiwavelets can possess orthogonality (preserving length),
symmetry (good performance at the boundaries via linear-
phase), and a high approximation order at the same time [12],
which could potentially increase the accuracy of
correspondence matching techniques. Bhatti and Nahavandi
[16] proposed a multiwavelet based stereo correspondence
matching algorithm which makes use of the wavelet
transform modulus maxima to generate a disparity map at the
coarsest level. This is then followed by the coarse-to-fine
strategy to refine the disparity map up to the finest level.
Bagheri Zadeh and Serdean [1] proposed another
multiwavelet based stereo correspondence matching
technique. They used a global error energy minimization
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technique to find the best correspondence points between the
same multiwavelet's lowest frequency subbands of the stereo
pair, followed by a fuzzy algorithm to form a dense disparity
map.

In spite of their highly desirable properties compared to
scalar wavelets, literature surveys show that the application
of multiwavelets in stereo correspondence matching has
received relatively little attention so far.

This paper, investigates the application of different types
and families of multiwavelets in the context of stereo
correspondence matching. For this purpose, a multiwavelet is
first applied to the input stereo images to decompose them
into a number of subbands. Normalized cross correlation is
used to generate a disparity map at the coarsest level.
In the case of balanced multiwavelets, as the four low
frequency subbands have similar spectral content, they can
be shuffled to generate a single baseband, while in the case
of unbalanced multiwavelets, the resulting basebands are
used to form four disparity maps and then a Fuzzy algorithm
is used to combine the four maps and generate a single
disparity map. Furthermore, the paper also presents a novel
hierarchical, multiwavelet based stereo correspondence
matching algorithm, which employs a global error energy
minimization algorithm to generate a disparity map for each
of the four approximation subbands of the multiwavelet
transformed input stereo pair. Again, a Fuzzy algorithm is
used to combine the four disparity maps and generate an
initial disparity map. As in the previous techniques, the
initial estimated disparity map is then refined at higher
resolution levels, taking advantage of the hierarchical,
multiresolution nature of the multiwavelets to efficiently
generate a more accurate final disparity map. This map is
further smoothed with the aid of a median filter.

The rest of the paper is organized as it follows. Section II
presents a brief review of the multiwavelet transform. An
evaluation of different types and families of multiwavelets in
the context of stereo correspondence matching is presented
in Section III. The proposed hierarchical stereo matching
technique based on global error energy minimization is
introduced in Section IV. Experimental results are presented
and discussed in Section V, while Section VI is dedicated to
the conclusions.

II.  MULTIWAVELET TRANSFORM

Multiwavelet transforms are in many ways similar to
scalar wavelet transforms. Classical wavelet theory is based
on the following refinement equations:

k=0
#t)= > hep(mt—k)
o (1)

k=00
v(t)= X g lm t-k)
k=
where ¢(t) is a scaling function, y/(t) is a wavelet function,
h, and g, are scalar filters and m represents the subband
number. In contrast to wavelet transforms, multiwavelets
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Figure 1. Multiwavelets basis functions, a) balanced, b) unbalanced.

have two or more scaling and respectively wavelet functions.
The set of scaling and wavelet functions of a
multiwavelet in vector notation can be defined as:

@

where CD(t) and ‘I’(t) are the multiscaling and respectively

multiwavelet functions, with r scaling- and wavelet
functions. In the case of scalar wavelets r =1, while
multiwavelets support » > 2 . To date, most multiwavelets are
restricted to 7 =2. Such multiwavelets possess two scaling
and two wavelet functions and can be represented as [17]:
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Figure 2. Analysis/synthesis stage of one level multiwavelet transform.
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Figure 3. One level of 2D Multiwavelet decomposition.

O(1)=2 S H,0(m 1K)
o 3)

W) =2 S G W(m1—k)

where H, and G, are rxr matrix filters and m is the

subband number. Figure 1 shows an example of balanced
and unbalanced multiwavelet basis functions.

Similar to wavelet transforms, multiwavelets can be
implemented using Mallat's filter bank theory [11]. Figure 2
shows one level of analysis/synthesis for a 1D multiwavelet
transform, where blocks G and H are low- and high-pass

analysis filters and G~ and H~ are low- and high-pass
synthesis filters. Due to its separability property, a 2D
multiwavelet transform can be implemented via two 1D
transforms. Therefore, for one level of decomposition, a 2D
multiwavelet with multiplicity »=2 generates sixteen
subbands, as shown in Figure 3. In Figure 3, L, L, represent

the approximation subbands while L, H,,, H L, and H H,

are the detail subbands, with x = 1,_2 and y = 1,_2

The major advantage of multiwavelets over scalar
wavelets is their ability to possess symmetry, orthogonality
and higher order of approximation simultaneously, which is
impossible  for scalar wavelets. Furthermore, the
multichannel structure of the multiwavelet transform is a
closer approximation of the human visual system than what
wavelets offer. In the case of unbalanced multiwavelets, the
resulting approximation subbands carry different spectral
content of the original image (both high- and low-
frequencies), while for balanced multiwavelets, the
approximation subbands contain similar spectral content of
the original image [19]. This feature of unbalanced
multiwavelets has the potential to increase the accuracy of
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Figure 4. Single level decomposition of Lena test image (a) Antonini 9/7
wavelet transform, (b) balanced bat01 multiwavelet transform and (c)
unbalanced GHM multiwavelet transform.
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the calculated disparity maps and reduce the number of
erroneous matches compared to that of balanced
multiwavelets.

A visual comparison of the resulting subbands for a 2D
wavelet, balanced and respectively unbalanced multiwavelet
decomposition is shown in Figure 4. Antonini 9/7 wavelet
and, balanced bat0l1 and unbalanced GHM multiwavelets
were applied to Lena test image and results are illustrated in
Figures 4(a) to 4(c), respectively. As it can be seen from
Figure 4, multiwavelets generate four subbands instead of
each subband that wavelets create. The resulting unbalanced
multiwavelet subbands carry different spectral content of the
original Lena test image, while the balanced multiwavelet
subbands produce similar spectral content of the original
image. More information about the generation of
multiwavelets, their properties and their applications can be
found in [12], [17] and [18].

III. EVALUATION OF MULTIWAVELET FAMILIES IN
STEREO CORRESPONDENCE MATCHING

The proposed stereo correspondence matching evaluation
system is based on multiwavelets and normalized cross
correlation. Figures 5(a) and 5(b) show the block diagrams of
the proposed system for both balanced and respectively
unbalanced multiwavelets. A pair of stereo images is input to
the stereo matching system. The images are first rectified to
suppress vertical displacement. A multiwavelet transform is
then applied to each input stereo image. Different types and
families of multiwavelets are evaluated. Since the
information in the approximation subbands is less sensitive
to the shift variability of the multiwavelets, these subbands
are used in the correspondence matching process. In the case
of balanced multiwavelets (Figure 5(a)), as their basebands
contain similar spectral information, it is possible to use the
shuffling technique proposed in [27] to rearrange the
multiwavelet coefficients and generate a single low
frequency subband. Figure 6 shows how four multiwavelet
basebands are reshuffled to form a single baseband. Figure
6(a) shows the four multiwavelet basebands with eight pixels
(two from each baseband) highlighted and given a unique
numeric label. Figure 6(b) shows the same set of pixels after
reshuffling, where coefficients corresponding to the same
spatial locations in different basebands are placed together to
generate a single baseband. Normalized cross correlation is
then employed to find the best correspondence points
between the two basebands of the stereo image pairs and a
disparity map is generated.

Figure 5(b) shows the block diagram of the unbalanced
multiwavelet based stereo matching system. While the
shuffling technique works very well for balanced
multiwavelets, it is not suitable for unbalanced multiwavelets
due to the different spatio-frequency content of the four
approximation subbands. The unbalanced multiwavelet
basebands contain both high and low frequency information
with L,L; (top left baseband) containing most of the
image energy. For correspondence matching purposes, the
same basebands from the two views are input to the
normalized cross correlation block, generating four
disparity maps as a result. A Fuzzy algorithm is
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Figure 5. Block diagram of multiwavelet based stereo matching
technique, for (a) balanced- and (b) unbalanced-multiwavelets.

employed to combine the four disparity maps. This algorithm
gives a higher weight to the disparity values resulting from
the L,L; subbands. The disparity values in the other three

disparity maps are used to refine the initial disparity map.
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Figure 6. Shuffling method for multiwavelet baseband coefficients;
selected pixels are numbered to indicate correspondence (a) before
shuffling and (b) after shuffling.

These initial disparities generated at the lowest resolution for
both unbalanced and balanced multiwavelets are passed on
to higher resolution levels. This process is detailed in Section
IV sub-section B. Finally a median filter is applied to the
resulting disparity map to further smooth the resulting
disparities and generate the final disparity map.

IV. HIERARCHICAL MULTIWAVELET-BASED STEREO
CORRESPONDENCE MATCHNING

Figure 7 shows a block diagram of the proposed
hierarchical multiwavelet-based stereo matching technique
which employs a global error energy minimization
algorithm. A pair of rectified stereo images is input to the
system. An unbalanced multiwavelet transform is then
applied to the stereo images to decorrelate them into their
subbands. In this paper, an unbalanced multiwavelet with a
multiplicity order »=2 is used, and as such the multiwavelet
transform of each input image contains four basebands. The
basebands of the unbalanced multiwavelets contain both high
and low frequencies information, with L;L; (top left
baseband) containing most of the image energy. For
correspondence matching purposes, the same basebands
from the two views are input to a regional-based stereo
matching block generating four disparity maps as a result
[20]. This global error energy minimization technique is
briefly described in sub-section A. The Fuzzy algorithm,
which was discussed in Section III, is then employed to
combine the four disparity maps. The initial disparity is
estimated at the lowest resolution and the information needs
to be progressively passed on to higher resolution levels.
Hence, the search at high resolution levels is significantly
reduced, thereby reducing the computational cost of the
overall algorithm. This process is detailed in sub-section B.
Finally a median filter is applied to the last processed
disparity map to further smooth the final disparity map.

A. Global Error Energy Minimization technique

The Global Error Energy Minimization (GEEM)
technique [20] employed in this paper calculates a disparity
vector for each pixel. It searches for the best match for each
pixel in the correspondence search area of the other image
using an error minimization criterion. For RGB images,
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the error energy criteria can be defined as:

. J R . . .
E’%n(laj’wxﬂwy) = S Z([l(l+Wxﬂj+wy5k)_[2(15]’k))2
k=1
—-d,<w.,<d, and -d,<w,<d,
. : “
i =1, m and j = 1, -« n
where /[, and [, are the two input images,

Er,, (i, j,w.,w,) is the energy difference of the pixel
1,(i,j) and pixel [,(i+w,,j+w,), d,is the maximum
displacement around the pixel in the x direction, d, is the

maximum displacement around the pixel in the y direction,

m and n represent the image size and & represents the three
components of an RGB image.

In order for the GEEM algorithm to determine the
disparity vector for each pixel in the current view, it first
calculates Er,, of each pixel with all the pixels from its
search area in the corresponding image. For every disparity
vector (w,,w,) in the disparity search area, the energy of
the error is calculated using Equation 4 and placed into a
matrix. Each of the resulting error energy matrices is first
filtered using an average filter to decrease the number of
incorrect matches [21]. The disparity index of each pixel is
then determined by finding the disparity index from the
matrix, which contains the minimum error energy for that
pixel. In order to increase the reliability of the disparity
vectors around the object boundaries, which is the result of
object occlusion in images, the generated disparity map
undergoes a thresholding procedure as it follows:

d(, ) Er,, (i, j) < ax Mean(Er,,)

5
0 Er,. (i, j) > a x Mean(Er,,) ©)

d(i, j) = {

where d(i, j) is the processed disparity map, d(i, j) is the
original disparity map, « is a tolerance reliability factor and
Er,, (i, j) is the minimum error energy of the pixel (i, )

calculated and selected in the previous stage. Finally a
median filter is applied to the processed disparity map

d(i, ), to further smooth the resulting final disparity map.

B.  Hierarchical disparity propagation

The information in the initial disparity map, generated at
the coarsest level, needs to be refined by propagating it to the
higher resolutions. Based on the wavelet theory, one point
(x,y) of a coarse subband in the decomposition level i+1
corresponds to four points (2x,2y) , (2x+1,2y) ,
(2x,2y+1) and (2x+1,2y+1) of its finer subband at
the decomposition level i. If (x,y) in the left image
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Figure 7. Block diagram of the hierarchical multiwavelet-based stereo
matching technique using the global error energy minimization algorithm.

corresponds to (x,y') in the right image at level i+1,
(2x,2y) corresponds to one of the four points (2x,2y'),
(2x +12y"), (2x 2y +1)and (2x +1,2y +1) from level

i . Hence, the disparity in level i +1 can be propagated to the
next finer level i by:

D;(2x,2y)= 2Dy, (x, y)+ Ad (6)

where Ad is one of (0,0), (1,0), (0,1) and (1,1), which
minimizes the error of the matching metric. Disparities at the
remaining points are interpolated from D,(2x,2y) . A
similar method has been employed in [13].

V. SIMULATION RESULTS

The performance of the proposed algorithms discussed in
this paper has been assessed against the 'Cones', "Tsukuba’,
'"Teddy' and 'Venus' standard stereo test images from the
Middlebury stereo database [22]. Figure 8 shows the left
image and the ground truth for these test images. The
performance of different types and families of multiwavelets
in the context of stereo correspondence matching has been
evaluated using the 'Teddy’ and 'Cones' stereo test images
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Figure 8. The left image and the ground truth of the (a) 'Cones', (b)
'Tsukuba', (¢) 'Teddy' and (d) 'Venus' stereo test images.

based on the evaluation system discussed in Section III.
Figures 9(a) to 9(h) give a visual comparison of the
generated disparity maps for multiwavelet
subbands L, , L,L, , L,L, and L,L, of the 'Teddy' and
'Cones' stereo test images. The experimental results were
generated using a number of multiwavelet types, i.e.,
balanced versus unbalanced, and symmetric-symmetric
(SYM - SYM) versus symmetric - antisymmetric ( SYM -
ASYM) multiwavelets (as listed in Table I). Table I
shows the percentage of '"bad pixels" at which the
disparity error is larger than 1, for all regions (all). As it can
be seen from the results presented in Table I, generally
unbalanced multiwavelets give better results compared to the
balanced multiwavelets. Furthermore, the symmetric-
symmetric multiwavelets seem to produce slightly better
results compared to symmetric-antisymmetric multiwavelets
such as SA4. However, the symmetric - symmetric and
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Figure 9. Disparity maps obtained by using the multiwavelet basebands of
the "Teddy' stereo test image for subbands: a) L;L; ,b) L| L, ,¢) L, L;

and d) L2L2 and respectively 'Cones' stereo test image for subbands:

oL L, HLLy,e Ly andh) L, L, .

symmetric-antisymmetric filter nature of multiwavelets
doesn't seem to have a significant effect on the resulting
disparity maps. The resulting disparity maps for balanced
GHM and unbalanced BIGHM multiwavelets, applied to the
'Cones' and 'Teddy' test images are shown in Figures 10(a)
and 10(b). From these figures, it is clear that the unbalanced
multiwavelet based algorithm produces more accurate and
smoother disparity maps compared to the balanced
multiwavelet. This can be explained by the fact that the
approximation subbands of the unbalanced multiwavelet
carry different spectral content of the input images,
which in turn enables the matching algorithm to generate
more reliable matches.
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TABLE L. EVALUATION RESULTS OF DIFFERENT MULTIWAVELETS IN

STEREO CORRESPONDENCE MATCHING.

'TEDDY' (ALL)

Balanced Multiwavelets Unbalanced Multiwavelets
CARDBAL2 9.78 BIH32S 8.82
CARDBAL 3 9.54 BIH52S (SYM-SYM) 9.06

BAT 01 9.98 BIH34N 8.82

BAT02 9.69 BIH54N (SYM-SYM) 9.24

GHM (SYM-SYM) 10.35 BIGHM 8.91
SA4 (SYM-ASYM) 10.01
'CONES' (ALL)

Balanced Multiwavelets Unbalanced Multiwavelets
CARDBAL2 9.82 BIH32S 9.65
CARDBAL 3 9.40 BIH52S (SYM-SYM) 9.73

BAT 01 10.23 BIH34N 9.65

BAT02 9.77 BIH54N (SYM-SYM) 9.76

GHM (SYM-SYM) 10.59 BIGHM 9.45
SA4 (SYM-ASYM) 9.73

The performance of the proposed multiwavelet based
GEEM technique has been evaluated against the 'Cones',
'"Tsukuba', 'Teddy' and '"Venus' stereo test images. The
performance of the proposed multiwavelet based GEEM
algorithm is first benchmarked against similar GEEM
algorithms operating in the spatial domain and respectively
in the wavelet domain. A visual comparison of their
performance is presented in Figure 11. The experimental
results were generated using the GHM multiwavelet and the
Antonini 9/7 scalar wavelet. The resulting disparity maps
obtained using the proposed multiwavelet based algorithm,
the wavelet based algorithm and respectively the GEEM
technique applied to the original stereo views for the
'Teddy' and 'Cones' stereo pairs, are illustrated in Figures
11(a), 11(b) and 11(c) respectively. In these figures, areas
with intensity zero represent occluded and unreliable
disparities. As Figure 11 shows, the proposed multiwavelet
based algorithm produces significantly more accurate and
smoother disparity maps compared to both wavelet and
spatial domain GEEM based algorithms. This can be
explained by the multichannel structure of the multiwavelet
transform, where the four resulting subbands carrying
different spectral content of the input images, enable the
global error energy minimization algorithm to generate more
reliable matches. Operating on multiple channels with a
narrower, more adaptive frequency spectrum split is certainly
consistent with the structure of the human visual system
itself, and from this point of view multiwavelets can be seen
as a closer approximation of the human visual system than
wavelets.

In order to give an objective quality comparison, the
proposed algorithm is also evaluated against some well
known techniques from the Middlebury database [22]. The
results are presented in Table I1. The chosen algorithms used
for comparison are: AdaptingBP [23] (ranked second in the
Middlebury database), DoubleBP [24] (ranked fourth in the
Middlebury database), Graph Cut [25] and DP [26]. Table II
shows the percentage of "bad pixels" at which the disparity
error is bigger than 1. For each pair of images, the results in
non-occluded regions (nonoc.), all regions (all) and depth
discontinuity regions (disc.) are presented. From Table II, it
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(b)

Figure 10. Disparity maps for 'Cones' and 'Teddy' stereo test image (a)
unbalanced BIGHM and (b) balanced GHM multiwavelets.

can be seen that the multiwavelet based algorithm produces
the second best results for 'Cones' and 'Teddy' stereo test
images, while for 'Tsukuba' and 'Venus' it ranks third,
and respectively third relative to the other four algorithms
used for this comparison.

VI. CONCLUSIONS

This paper presented an investigation into the application
of different types and families of multiwavelets in the
context of stereo correspondence matching. The paper
introduced a new multiwavelet-based stereo matching
technique which employs a global error energy minimization
algorithm. For evaluation purposes, two correspondence
matching algorithms were designed to deal with both
balanced and unbalanced multiwavelets. In the case of
balanced multiwavelets, due to the similar frequency content
of the four multiwavelet approximation subbands, they were
re-shuffled to generate one baseband and then normalized
cross correlation was employed to generate a disparity map.
In the case of unbalanced multiwavelets, normalized cross
correlation was applied to the four resulting basebands
leading to four disparity maps. These maps were then
combined using a Fuzzy algorithm to form a single disparity
map. The initial disparity map was then refined by
hierarchically propagating it to the finer levels. The results
generated using Middlebury stereo test images show that
unbalanced multiwavelets work better than balanced ones for
stereo correspondence matching, while the symmetric-
symmetric and symmetric-antisymmetric nature of the
multiwavelets doesn't have a significant effect in reducing
erroneous matches.

This paper also introduced a hierarchical stereo matching
technique based on multiwavelet transform and global error
energy minimization algorithms. For one level of
decomposition, a multiwavelet transform with multiplicity of
2, decomposes the input stereo images into 16 subbands. The
resulting four approximation subbands of the two views were
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TABLE II. EVALUATION RESULTS BASED ON THE ONLINE
MIDDLEBURY STEREO BENCHMARK SYSTEM.
'"TSUKUBA'
ALGORITHM NONOC. ALL DISC.
PROPOSED METHOD 0.89 1.39 59
ADAPTINGBP 1.11 1.37 5.79
DOUBLE BP 0.88 1.29 4.76
GRAPH CUT 1.27 1.99 6.48
DP 4.12 5.04 12
'VENUS'
PROPOSED METHOD 2.59 2.61 2.02
ADAPTINGBP 0.1 0.21 1.44
DOUBLE BP 0.13 0.45 1.87
GRAPH CUT 2.79 3.13 3.6
DP 10.1 11 21
'TEDDY'
PROPOSED METHOD 6.45 7.12 9.31
ADAPTINGBP 4.22 7.06 11.8
DOUBLE BP 5.53 8.30 9.63
GRAPH CUT 12 17.6 22
DP 14 21.6 20.6
'CONES'
PROPOSED METHOD 7.25 8.09 10.66
ADAPTINGBP 2.48 7.92 7.37
DOUBLE BP 2.90 8.78 7.79
GRAPH CUT 4.89 11.8 12.1
DP 10.5 19.1 21.1

then used to generate a set of four disparity maps using a
global error energy minimization algorithm. The resulting
four disparity maps were then combined using a Fuzzy
algorithm. The output of the Fuzzy combination algorithm
constitutes the initial disparity map, which was then refined
by hierarchically propagating it to the finer levels. Results
show that the proposed technique produces a disparity map
with significantly less mismatch errors compared to the same
global error energy minimization algorithm applied to the
original image data or to the wavelet transformed image data.
The performance of the proposed multiwavelet based
algorithm has been compared to other well-known
techniques benchmarked and published in the Middlebury
database. The results show that the proposed multiwavelet
based algorithm fares well against many well established
algorithms ranked at top positions in the Middlebury
database. The multichannel nature of the multiwavelets and
the different spectral content of the resulting subbands allow
for greater correspondence matching flexibility than in the
case of wavelets, and explain why the multiwavelet based
technique performs better than when similar global error
energy algorithms were applied in the wavelet and
respectively the spatial domain.
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Abstract - The Future Battlefiedld Commander relies on
Command, Control, Communications, Computers,
Information, Intelligence (C*? tools to perform optimally in
his given tasks in versatile and hostile environments. The
concept of war has changed from traditional wars to the
asymmetric wars. This article presents a new networking
concept for sensor networks, the Wireless Polling Sensor
Network (WPSN) for the Dismounted Future Warrior. The
WPSN comprises a small ad hoc network of mobile Unmanned
Vehicles (UVs), and a fixed set of sensor nodes that
continuously survey the area. The UVs move along pre-
planned routes and poll the sensors. The article briefly
describes the Future Warrior system, presents the WPSN
solution, and explainsthe main use cases of the WPSN concept:
road-side bomb detection, location service in built-up areas,
and marking a target by Special Operations units. An
evaluation of the advantages and disadvantages of the
proposed WPSN concept is given; and a provably
computationally secure crypto-protocol between base stations
and other nodes, such as UAVSs, is presented. The main output
of the paper offers WPSN solutions together with SCPAs and
UVsto attain the maximum performanceat all warrior levels.

Keywords - Wireless Sensor Network; Future Warrior;
Situation Awareness, UAV, cryptology, One-Time Pad (OTP).

l. INTRODUCTION

This article describes a new concept called thesM¥s
Polling Sensor Network (WPSN) to be used in theufeut
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Wireless Polling Sensor Network is a part of adargystem
of communication, navigation and positioning system
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Figure 1. A Warrior's electronic skeleton.

Militaries search advantage in the future battldfie
through novel solutions utilizing existing techngies and
communication network systems and thereby enhartbieg
warrior efficiency. The main objective of thesewetks and
technical solutions is to improve Situational Awegss (SA)
[3] at all of the warrior levels in the decision-kirey
process. Blue Force Tracking-systems (BFT) aresaergial
part of SA. They provide vital information for coramders
in helping them to make better decisions and toidavo

Warrior gear. It comprises sensor nodes that are ndratricide. Troops need to be constantly precisetated. It

networked with each other but communicate with &ileo

is crucial to improve the efficiency of dismountagerations

ad hoc network of a small number of Unmanned Airwith smaller and more capable units. The units ireqa

Vehicles (UAVS), also called drones. The articlegants the
motivation and some applications of the concepe dticle
is an extended version of a paper [1] presente¢tériCDT
conference in 2010 and in addition to material fridfy it
includes an evaluation of the basic concept ofpituposed
UAV-sensor network solution, and presents a nevptory
protocol based on exchanging One-Time Pads, usecdbe
base stations and other nodes of the proposednsy3iee
crypto-protocol has appeared earlier in the depantat
preprint series [2] but has not been published.

great degree of flexibility and reliability in ondéo obtain
their goals.

Future Warrior systems apply several levels of wesr
from the least trained to the experienced commandethe
professionals of the Special Forces. Table 1 shewasples
of different technical solutions that are needediifierent
warrior levels. Demands for the solutions are dstifrom
the needs of the warriors at different levels adicwy to their
performance and tasks. The WPSN-system applicatiorss
be implemented into Future Warrior systems takintp i

The main setting of the WPSN is the Future Warrioraccount the different warrior levels.
One of the most important constraints imposed &y th

backbone and a platform for implementing requiredFuture Warrior system is the maximum weight of any

system. A warrior's electronic skeleton, shown ig.R, is a

electronic solutions to be used in modern warfarke

equipment in the warrior gear. For instance ifeugd-based
fixed sensor node has a mass can reach up to tt@ kgpdes
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can be transported to the site by the Special Borthe
UGVs present a better payload platform, but theg ar
significantly slower, and their control and comnuation
systems need to be improved.

TABLE I. DIFFERENT WARRIOR LEVELS
Warrior level Basic Warrior | Squad / Platoon | The Company Special Force
leader C Soldier
Range for the up to 3 miles, up to 5 miles, up to 10 miles, up to 100 miles,
systems WLAN/ LAN, WLAN /LAN, WLAN / LAN, WLAN/ LAN,
(comms.) P1T-radio Pl T-radio PTT-radio, PTT-radio,
SATCOM SATCOM
Duties tasked Defensive, Defensive. Defensive, According to task
offensive, offensive, offensive,
T T
+ C412 + C412
Demands for Basic gear Advanced gear Gear for C412 According fo task
used solutions and lightened
C412
Duration of up to 72 hrs up to 72 hrs up to 72 hrs up to 120 hrs
operations
Military Yes Yes Yes Yes
Operations in
the woods
Military Yes Yes Yes Yes
Operations in
Urban Territory
(MOUT)
Military No No No All
Operations
behind enemy
lines
Hostage No No No All
Missions
Rescue Missions | No No No All
Need for fire No No YES YES
support
Need for No No YES YES
emergency
evacuation in
hostile territory

In order to motivate the WPSN concept, let us tebal
typical structure of a Wireless Sensor Network (WW.SA
WSN usually contains an ad hoc network of sensdespa
gateway node, and a control station. This resaolfgoblems
with energy, security and in military applicationsf
survivability. This type of a WSN loses connecijvithen a
sufficient number of nodes is removed or destroyethay
also be too easily detected, and its life-time fm@ghort and
unpredictable. There are only few civilian applicas

available for ad hoc WSNs, such as applications fogoncept.

monitoring seismic and environmental changes. A emor
traditionally structured WSN comprises a base a@tatnd
sensor nodes connected by wireless links.

Another motivation for WPSN we get from the present
UAV systems for dismounted soldiers. UAVs bring a
significant edge in the € environment as a new sensor and

a relay platform but the present solutions are ffam
perfect. These systems have a base controllangaofisight
data link to the UAV and a relatively small UAV pigally
equipped with a camera (Infra-Red or visual). Beeanf the
line-of-sight requirement, they have a limited rangnd
cannot be easily used in urban areas. Additionathe
camera does not see anything else than what ishagpat
the moment the UAV’s camera surveys the area. glsin
small UAV has also a very small payload on the eanf
pounds [4].

The Wireless Polling Sensor Network (WPSN) is
proposed as a solution to the problems of bothWisN and
the small UAV systems. WPSN comprises a mobile @d h
network of UAVs or UGVs withl-n nodesn being a small
number, and a set of fixed ground-based sensore. T
network of UAV can operate as a multi-hop ad-homvoek
in case it is motivated, for instance, by multis®mn co-
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operation, or by a lack of a line-of-sight conneati A
control station has a data link to a selected nofd¢his
mobile network. More than one node improves subilits
in applications where nodes can be destroyed. Eneos
nodes do not form a network but they are polledaby
selected node of the mobile network. A possibiiitythis is
created by adding a random-access event channel.

The WPSN solution has many advantages over the
traditional WSNs: Pollingan use sensor specific codes and
security issues become easy. The fixed sensor rdmest
lose connectivity even if a high number of nodeg ar
removed. The WPSN is a part of mobile mesh network
systems operating in an environment of harsh pratpag of
channels and interference, frequent and rapid asarng
network topology [5].

The need for a special gateway node, typical toSNW
is removed: the fixed sensor nodes use directiangnnas
that only emit in the upward direction and an UAWIlg
them. The signal strength remains sufficient fddA&V on
reasonable altitudes and the fixed sensor nodedifficlt
to locate by ground-based measurements. The transmi
antenna selection is a practical technique for eatmg
significant power gain, even with commodity hardevand
without changes to the 802.11 protocols [6]. Foaregle,
field experiments have been conducted in whichnitevork
was based on the frequencies of 2,4 and 5,8 Gldd, also
the 900 MHz frequency was used for the point topwiode
[7]. The detection methods are based on motiorheeit
seismic, or acoustic etc. The WPSN concept caralseein
Unmanned Ground Vehicles (UGVs) instead of UAVsaln
UGV application, the fixed sensor nodes can, fanaple,
be GPS pseudolites that an UGV installs [8]. The
composition of this paper is as follows: Sectiomrvews the
background work. Section 3 presents applications)&Y/-
based sensor networks and the overall evaluatiothef
Section 4 concentrates on a provably
computationally secure protocol between base swtand
other nodes. Finally, Section 5 concludes the paper

Several Future Soldier Programs are currently wnalgr
in various militaries, including the Finnish Armefthition
work contributing to its Future Warrior (Future Eer
Warrior, FFW) and its demands. The result involdeBning
the gear for each level of a Future Warrior. Thiticed
solutions involve communicating, Situational Awazes
(SA) and Command and Control (C2) information among
highly dispersed battlefield units in a dynamic ieslvment
[3][9]. In fact, the US Army is fielding its new S8ystem
known as Force XXI Battle Command and Brigade and
Below (FBCB2) [9]. An extension of this is the DeBpeen.
The need for UV-based sensor systems is cleareTdrer
strict constraints on the weight and dimensionsqfipment
carried by a soldier and therefore it is esseftiathe Future
Force Warrior (FFW) to be networked and to use rezie
ystems based on new innovations. One way of nkimgpa

RELATED WORK

S
Koldier installing a high-bandwidth conformal amtaninto

the soldier's helmet with the coverage of over 78biz
through a 2,7 GHz frequency band [10].
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Systems that are very similar to the proposed WPSNside bombs’ efficiency related to their unpredictecation.

comprising a network of UVs and a fixed set of sessdo
not seem to exist yet. Presently UAVs are directignected
to a base station [11]. There are some experimésral

networks [11][12]. UGV networks seem to be non-&xgs

while single UGVs are widely used e.g. by policecés.
However, all technical elements of the WPSN solutioe
available. The novelty of the WPSN solution is riot
technical elements but in the realization thatgbleition can
fill certain currently critical military needs.

By using a solution based on the Wireless Polliegssr
Network, road side bombs can be detected usingnie
technology based on novel sensor data collectidmtques.
The detection procedure involves the following @sas

Firstly, the new concept of Wireless Polling Sensor
Network comprises fixed sensor nodes, which do not
communicate with each other. These nodes answeokile
polling if they have something to report. The mekpblling
nodes are a swarm of pre-programmed UAVs equipptéd w

The WPSN system uses a mobile network of UVs.rt cahoming devices.

be considered as a Mobile Backbone Network (MBNxaof
sensor network. A typical layout of a MBN is basedthe
Backbone network (Bnet), access nets (Anets) agdlae
(flat) ad hoc network(s) [13]. A Mobile Backbone tNerk
Routing with the Flow Control (MBNR-FC) method is a
known method to improve network throughput as \aslthe
packet delay, the delay jitter and the loss ragdfgymance
[14].

Possible solutions for tracking and location senhave
been searched from satellite positioning systeike, the
Global Positioning System (GPS). With Differentalobal

Secondly, the fixed nodes detect activity at trerside,
such as humans or large objects moving. The detedsi
based on a significant change in the electromagneti
spectrum, such as thermal, magnetic, or seismiogehaf
the monitored area. The UAV patrols the area retyléor
instance, once an hour. Finally, as bombs areailgiplaced
on the sites hours or days in advance, the WPShKcappn
does not require real-time reporting to match theds.

The fixed sensor nodes do not emit electromagnetic
radiation except when the UAV sends a polling retuéth
a specific code. The static nodes use directiom&ireas and

Positioning Systems (DGPS) the errors of GPS can beommunicate directly above (in a certain angle)Vikeless

corrected to the acceptable level of few meter$ [2}4[22].

Polling Sensor Network has an edge over a tradition

However, GPS cannot always be relied on and edpecia Wireless Sensor Network, for the system will remain

militaries that do not own positioning satellites aonstantly
in search of alternative methods.

functional even if some sensor nodes have beerogesdt A
swarm of UAVs as polling devices gives an edgehe t

There are many existing MAC protocols and some ofystem resulting in reliable data gathering as $edfig. 2,

them can provide sufficient Quality of Service iIMANET.
The mobile ad hoc network between the UAVs in tHeSM
uses a MAC protocol called ISMA/RA (Inhibit Sense
Multiple Access/with Reservation for Ad hoc netwsrk
presented in [26]. It was developed in 2004 by finst
author and Marko Ahvenainen [27] for military adcho
networks, and has been implemented as a simulatael.
ISMA/RA can be considered as a modification of ISTA
[15]. The idea in ISMA/RA, as well as in ISMA/P and
PRMA [16], is to guarantee bandwidth in multiplepbdy a
combination of random access and polling protocuisi by
dividing the time axis into slots. The behaviorl8MA/P is
analyzed in [17] and well understood. The TDMA aguh
for ad hoc WLAN networks is also used in HiperLANKt
the solution and performance issues (like in [18])
HiperLAN are quite different from those of ISMA/RAhis
paper offers a provably computationally secure quoit
between base stations and other nodes combinedthth
introduced use cases of the WPSN. The introducedrse
protocol combined with use cases of the WPSN enahle
maximum performance at all warrior levels.

Ill.  APPLICATIONS OFUAV-BASED SENSOR NETWORKS

The article describes three scenarios in which/MRSN
can be utilized to maintain the initiative; nameip, the road,
in built-up areas, including inside buildings, arfohally,
how the Special Forces can utilize these systefjs [1

A. Road side bomb detection

and the arrows indicate the data transmission letvike
entities, the UAVs and the sensor nodes.

Y Y Y

vy

4|

|| ||
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_------.... -_"D
S apgmm™

Figure 2. The structure of the WPSN with the swarm of UAVs.

Energy consumption in a multi-hop sensor network is
higher than in the proposed solution since messé&ges
other nodes must be relayed, and this depends en th
placement of the nodes relative to the control fpolie
detection of the sensor nodes by the opponensds ralich
easier in a fixed multi-hop network. The WPSN hasdr
energy consumption together with better protectigainst
detection, resulting in increased survivabilitytloé network.

The polling procedure begins with mutual authetitica
of the UAV and the sensor. After authenticationgsta
information is sent in encrypted from the sensahsoUAV.

Increased Overseas Operations present road sidesbonince the transmitting power of a sensor is lowedional

as a serious concern for the friendly troops duthéoroad

antennas are used for securing the transmissioartiswthe
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UAV. This enures the safety and QoS of transmissidre
jamming of the system is made difficult by directd
antennas. The system is battle-proof and answdystoe
UAV after a defined and pre-programmed identificati
protocol.

As the signal
forwarding delay are 10 ms and 15 ms, respectivitlg,
communication delay can be understood to be orcegpted
level when a swarm of UAVs is used to collect teeraed
sensor data [29]. Since currently neither a tdsbtatory nor
UAVs can be utilized for testing purposes, the linfation
referred to in this particular section of the papdrased on a
relevant study [29]. As explained in Section Il page 3,
the UAVs are used in swarms of three or four ineorth
ensure maximized data gathering and the validitythef
sensor data. Moreover, as described in Sectiorrdliable

communication between a single UAV and sensorsstake

only fragments of seconds after the identificapoocedures.
In this case, the altitude of the swarm of UAVs480
meters. This altitude indicates that, once the earggl the
transmitting sensor is from 5 to 7 degrees,
communication area at the altitude of 400 metes igast
33,3 meters in diameter and in maximum 46,7 meiters
diameter. In this example the speed of a single U&B0
km/h and 22 m/s allowing a UAV to receive a siginam a
sensor for longer than a second. And again, asaexul in
[29], the signal propagation time and the messageaiding
delay are 10 ms and 15 ms, which gives enough fiimea
single UAV to communicate with each sensor in arswaf
UAVs. And in case a single UAV fails to communicatigh

a sensor, another member of a swarm of UAVs calacep
this function. When all the collected data are fiesli these
accrued data can be merged.

propagation time and the messageand Warriors,

the
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An Army tactical warfighter needs network servitesh
On-The-Move (OTM) and At-The-Halt (ATH) [23]. Ond o
the lessons learned from Iraq and Afghanistan Wwaseed
for a more robust Beyond-Line-Of-Sight (BLOS)
communication capacity between the lower Army emhel
from Squad Leaders to Battalion
Commanders [23].

The SCPA technique is used in Mars Rover Navigation
[8]. The application can be as follows: The waripotls the
SCPA stationed on the urban battlefield (roof-tops,
perimeters of buildings). The warrior acts as dipplUAV
as described in Fig. 3, and the arrows indicate da&
transmission between the entities and the triaskybged
objects represent the SCPA.

Figure 3. The WPSN presented in the urban infrastructure.

The proposed and described solutions have to bedbas
on novel, generic and robust battlefield-proverugohs in
order to meet the given needs, and this in turrolires

The topology of network systems has to be correctlypddressing the topology of the network system oéyef

coordinated (i.e., managing spectrum usage withumgro
mobility patterns). The hierarchy of a network tasupport
this. This can be achieved by hierarchical desigrere
devices are only to interact with their peers frthra same
group [19]. This means the swarm of UAVs commurmisat
in the same intra-group while the UAVs and multisars
are in an inter-group with the UAVs. This ensures QoS

The novel sensor data collection techniques incldde
the Development of a new networking concept: Wagle
Polling Sensor Network, 2) A mobile ad hoc sensgmwork
that can support near real-time streams, and 3g1@e8OA-
interfaces for sensors and sensor platform con@ole of
these is the medium access control (MAC) algoritmal
protocol for ad-hoc wireless networks that emplpgsver

and proper maintenance of networks. Improved ndtworcontrol spatial-reuse scheduling techniques [24he T
performance can be obtained by using more channeldletworks inside the WPSN solutions have to be fonet
aggrega’[ion of more packets per frame and app[epriaand communicate as seen In Flg 4, and the arnoglisate

channel assignment [20]. A UAV can be used as tiopha
to provide the needed services, for example, Diyitdeo
Broadcast Terrestrial [DVB-T) and Digital Video
Broadcast —Handheld (DVB-H) [21].

B. Location services in urban areas

Another interesting application of the WPSN is tedgto
positioning and location services, especially inbaur
warfare. This solution is based on the Ground Rwditg
System (GPS) and the GPS-Pseudolite, better knewhea
Self-Calibrating Pseudolite Array (SCPA) [22] [8tudies
indicate that the SCPA provides an effective meahs
acquiring a satellite-based Carrier-phase Diffea¢rBPS-
type (CDGPS) centimeter-level positioning in looat
without access to the GPS satellite constellai#jn [

the data transmission between the entities, the $Jand the
sensor nodes.

Intra-group network

/Y

1. Authentication protocolion
2. Question/answer
3. End of transmission

Inter-group network

Yo= 3
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Figure 4. The principle of the network topology.

Since the power production and power consumptidh wi
remain as a challenge, certain actions need talteessed.

Thus when defining the network design, it has to be

emphasized that network coding enables a moreiesffic
scalable and reliable wireless network [25].

The multi-sensor system comprises (Fig. 5): 1) ratrob
unit (CU) that is placed on the operational cenfg,a
number of sensor control units (SCUs) that formabite ad
hoc sensor network capable of near real-time datefer, 3)
sensor platforms, such as unmanned air or lanccheshi4)
different types of sensors, and 5) new algorithorsnfiulti-
sensor collaboration.

Figure 5. The network system of the WPSN.

Another application in an urban environment is dtimu
hop mobile sensor
investigation of buildings or placing SCPAs on &siA
network of a small number of such UGVs does noseme
technical problems as a small mobile ad hoc netwouk it
removes the need for a line-of-sight connectione Timain
new advantage is the addition of location mechasismd
pre-planned routes that are manually assisted waeded.

C. Solution for the special forces

The Special Forces need a precise location ofgetdn
have it destroyed. Let us assume that in this elarie
selected target is heavily fortified, guarded andltbof
concrete, or buried deep in soil. The power of emtiwnal
weapons used by the Special Forces is not enougbstooy
the target. Therefore, the target has to be mafeedhe
bombs or guided missiles. This idea utilizes thespulities
of the Wireless Polling Sensor Network (WPSN), dhel
solution is based on the use of the SCPA. The igl¢a set
the SCPAs close to the selected target and meadbkare
distance and direction from this specific spotlet target.
This way the place of each SCPA is very precisedasnred
in relation to other SCPAs and the target. Once lths been
done to each SCPA, a swarm of UAVs can be senhein t
way to poll the SCPAs and collect the data to bagmitted
to the destruction device for preparation purposeseded.
The SCPAs do not form a network between each othes,
not transmitting, and they do not have a specificugd
station. Pseudolites only answer the UAVs accordinthe
communication protocol described earlier in SectibnB.
In Fig. 6 below the arrows indicate the data traesion

network consisting of UGVs for

62

between the entities, and the question mark inekcaébe
target to be destroyed.

_r

Figure 6. An example of the SCPA in the use of the Speciatém

Once the pseudolites are set on their positions, th
selected destruction device (in this case a fightigh an
intelligent bomb) approaches the target at the ctede
moment and drops the bomb and dismisses the ales.
destruction device polls the SCPAs while headingatals
the target and, based on the collected data, theudéon
device is being guided at its target. This protataietes the
need to depend on GPS-satellites and thus givesiga to
gain the goals in rough and mountainous terrairere/GPS-
satellites cannot be seen all the time. JammingRAS is
not easy, for they transmit the encrypted data onlge in a
very narrow angle (5 — 7 degrees) straight upwardsafter
the bomb has the data, it is locked to its target.

In this paper the altitude for a swarm of UAVs hagn
defined to be 400 meters because a UAV is harettiect or
destroy from that altitude. Furthermore, the diséabetween
the UAVs and ground-based sensors ensure reliabnsn
of communication. Besides, small UAVs are relativel
inexpensive and easy to replace which makes them an
invaluable asset in military operations.

D. Evaluation of the concept

As the UAV sensor network is still on the desigagst
and no implementations can be tested, evaluatiomhef
whole solution can only be based on looking at lhsic
ideas of the concept and finding its strengths and
weaknesses. We go through some typical issueslitoaid
be considered for any sensor network solution.

Offered serviceThe proposed WPSN solution provides
location and targeting service, and in the roae $idmb
application continuous sensor data collection fitbwen area.

In the last application the solution does not greéable
alarms of intrusion, unlike e.g. burglar alarm eyss.
Therefore the information is likely to include mafsise
positives and a rapid reaction to each sensor itatathat
might indicate an effort to plant a bomb would be
superfluous. It is sufficient to poll the sensodes after a
relatively long period of time immediately beforepatrol
tour. The solution does not assist in fast respdmgecan
mitigate the effects and provide sensor data for

2011, © Copyright by authors, Published under agreement with IARIA - www.iaria.org



demonstrating that an incidence was planned, asdilpy
an identification of the attacker if voice sensams used.

International Journal on Advances in Telecommunications, vol 4 no 1 & 2, year 2011, http://www.iariajournals.org/telecommunications/

63

transfer data of other nodes does not occur simeeénsor
nodes communicate only with the polling network,ickh

Coverage issuesThe proposed system is suitable forcan be assumed secure. Unauthorized removal obrsens

areas so large that they cannot be easily coverea ftxed
wireless base station, or by a WSN, and the saenfors
can be formed of disconnected parts, unlike in WEhe
use of a network of several UAVs is a clear improgat to
the present applications where one UAV is contdoly a
ground station and a line-of-sight connection igureed.
This limits the operational range of UAVs to roughén
kilometers in open areas and prevents the use &fsUia
urban areas. A networked set of UAVs can incre&se t
range by multi-hop routing. If one UAV has a linksight
connection to a ground station, it can forward ragses to
and from other UAVs. This requires that the MAC tpool
supports real-time traffic. Controlling a UAV (aedpecially
a number of them) through multi-hop connectiongififscult
but in the presented solution it is made possigléhb sensor

nodes is interpreted as a signal of undesired ifctiVhere
are ways to protect the sensor nodes against effotreak
the security algorithms protecting their commurnaatwith

the polling nodes, e.g. by self-destruction, eviethére is
physical access to the sensor nodes. The senses sbduld
be difficult to find, otherwise they may be stolefhhe

communication mode of replying only to the pollingde
request makes the nodes difficult to find by eleectragnetic
Sensors.

Energy issuesPolling is in general considered a less
efficient communication method than generating &véom
incidences, since many nodes have nothing to rejothe
road-side bomb application there are some factbeg t
change this conclusion. It is desirable to get a&y-ative
announcement from each sensor in any case; therefer

nodes: the UAVs have a pre-planned route and feidba not sufficient to generate events only if somethsogpicious

information from the sensor nodes allows the UAYsniake
corrections to their positions and to stay at tamped route.
It is also expected that a ground based pilot cantral the
swarm of networked UAVSs by steering only one ofthand
relying on suitable control protocols that keep th&Vs of
the swarm in a fixed formation. Connectivity issf@sann-
node UAV/UGV network can appear but they are tylpioa
any mobile ad hoc network (MANET). In the case d?P$W,
connectivity problems of the MANET are minor sinite
UAV/UGV nodes follow pre-assigned paths and the peim

happens. The time to poll the sensor nodes is gibgi
compared to the time the polling UAV needs for tbend
trip for physical reasons, so polling is not slowvethis case.
The energy constraints in the UAV are not a lingjtfiactor.

It is of course possible to create a hierarchiesiser node
structure where only some nodes communicate with th
polling nodes while the other nodes report eventghe
communicating node. However, some robustness tsiros
the hierarchical model. The polling network conchpt a
clear advantage in networks that are essentiallg- on

n of nodes is small. Connectivity issues between theimensional, like a road side: a WSN node must pass
UAV/UGV and sensor nodes determine how strictly themessages created by other nodes; consequentlyétgye
UAV/UGV must follow the pre-assigned path but thisusage cannot be well predicted. In the WSPN saiutio

restriction can be avoided by increasing the aétwf the
UAV. From a sufficient altitude the UAV can receidata
from all ground sensors.

Operational limitations: The most important restriction
to the system is caused by weather conditions, wtic not
always allow the use of UAVs but this limitationrist seen
as a major argument against the solution. Thergptiievice
could of course also be a ground-based vehicledagihe
weather dependence. There is an advantage in aisib\V
since camera picture from an UAV can often giveabpble
reason e.g. why a sensor node is not communicafihg.
solution requires usage of planned routes. There
naturally be many alternative planned routes. Ttwecept
does not in any way require that all sensor nodest rhe
polled in any specific order.

Performance issuesPerformance evaluation of the
whole system is not presented in this article sithege are
no real-life experiments so far. We can descrike rtrain
performance issues. Traffic congestion problemsnatan
appear in the system: the UAV/UGV makes the round e
every hour and collects sensor data from a relgtismall
number of sensors.

Dependability issuesThe WSPN network cannot be
easily disabled by removal or blocking of some sodses is
the case for a WSN in essentially one-dimensiomeasa
such as a road where one parked truck may discotimec
WSN. A problem of a malicious network node unwijito

energy usage can be well estimated and it is nmopeftant
to have a good estimate of the battery life-timantta
maximal prolongation of sensor operational timeween
battery recharge. The same patrol routes are red for
years, nor do the sensor nodes need to last fos ygthout
recharging. The energy needed to communicate wigh t
polling node is not negligible, but especially alse t
communication is in free space, it is not assunmetid a
limiting factor for the sensor node batteries. Bighcy of
energy in ground-based sensors and in UAV/UGV ndiglas
limitation but the sensor nodes do not need todpeaally

casmall in this application.

Technology developmentA proposed technological
solution should have characteristics that makeoterfiuture-
proof. The WSPN solution is open to developmerdesfsor
techniques. It may be possible in the near futoreldtect
threats better from sensor data, e.g., to distsigbetween a
deer and a walking human. Applications of unmanned
vehicles to military and crisis management situegtiare also
a fast developing area. Ad hoc sensor networks bavihe
other hand met with certain scalability problemssifple
polling network concept seems to give future premis A
military system should be flexible enough to havarsge of
usages. While the WSPN concept has been createtthefor
current need in road-side bomb detection, the sydtas
other applications e.g. in location finding anddrgeting.
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Possible applicationsThe road side bomb detection is does not gain any information of the next symhudieled, let

the main application. There is a current need tf@and the
existing methods, i.e., disabling communicatioatdED by
jamming, and surveillance by UAVs, are inadequate use
of WPSN for targeting instead of GPS has some adygas
and disadvantages. It is vulnerable to ground-bgsacing
but on the other hand, the frequency can be seldaien a
wider range. Location service in urban area is ahmatudied
but difficult issue. The proposed system may beadig
solution.

IV. A PRrROVABLY COMPUTATIONALLY SECURE
PROTOCOL BETWEENBASE STATIONS AND OTHERNODES

K .
Al pe divided into two disjoint sets of bifs and D

64

andC is guessed,D is unknown. We can try to guess a set

Ka-:
E of bits from AI*K  The remaining set of bits in

KA’HK is denoted bf . The setC has at most half of
the bits in a symbol and we cannot obtain more toitE:
than there are i . It turns out that the bits dE can be
assigned any values and there always disand F such
that E has the assigned values. Thus, guesﬁnm this

In the case of UAVs and other easily captured node§,ay is not possible. There is another way to proceéen

there is a special disadvantage in using ordinagpptc
algorithms requiring stored key. There is alsotinee and
no computing power for asymmetric algorithms. Wé w
give a solution to this problem by novel idea olenging
One-Time Pads and encrypting data with one of thi@<
The other OTP must be discarded for security reason

A. Basic idea of the crypto-algorithm

One-time pad (OTP), or Vernam’s cipher, is a crypt

algorithm where the key is as long as the plairt. t€ke
modern version of the algorithm simply takes a tsiew
exclusive or of the key and the plain text. Derp#xclusive

or by O , the key K by a sequence of symbols
K= (Ki )i , and plaintext byA: (A‘ )i , the cryptotext in

OTP is X=AUK :(A L Ki)i . OTP has perfect

security because even if all keys are tried, itadspossible to
break OTP: for any plain text there always exiskewp that
encrypts the plain text to the observed crypto. t&tP has
only one problem, as the keys are very long, therao
convenient way to transfer keys to the sides
communication.

In this article we describe a simple method of exgling

OTP keys in such a way that we obtain a method witl

provable computational security. We will brieflygain the
method. If A and B are two users and A wants talsgata

A to B, let us first assume that A and B have exghen

their OTP keysKA and KB in such a way that an attacker

can seeKA 0 KB. IfAsendsKA OA

only get
(KADKB)D(KADA):KBDA

and cannot open the plain teRt. This method would
have perfect security, but we cannot exchange e keys
quite as well as here. The proposed method showketo

attacker AT O Ke )i g (Kai D Kgjivki

, the attacker can

for some fixedK . Using this relation the attacker can

Kai Kai
guess one symbol' A1 and calculate the symbol A1 K.
Thus, we have only computational complexity. Howevie
the attacker can only guess half of the bits in gymabol, he

n

is guessed we can open a part of plain tdxtIf the
plain text has internal correlations between bitsn we can

try to guess the bitd . The proposed solution is théY is
cryptotext of a conventional symmetric cipher whithkes
statistical correlation. This cipher cannot be lerolbecause
the cryptotext of the cipher is not seen. The &taonly
oS€es the cryptotext xored by the OTP. The attackargo
through all keys of the symmetric cipher and gubssplain
text, but this can be made harder than directlysging the
OTP symbol. This leaves guessing at least halhef@TP
symbol as the only effective approach. The actugthod is
a bit more complicated than this simple idea antl @
described later.

The proposed method requires sending three times as

much data as a conventional symmetric cipher: exgihg
the OTPs is necessary. Computation time is notssaciy
increased and xoring is a fast operation. Whierdhoday
exist good ciphers for which there are no effectacks,
there are reasons for searching for algorithmscaseOTP
exchange. One reason is that currently there ang fesv
good crypto-algorithms, second is that algorithrasda on
hard mathematical problems invite mathematiciansytdo
rpreak them and we do not know how long the algorith
stand. The third reason is that symmetric cipheiguire
storing the keys, so if a node holding a key ig, lescurity
can be broken.

B. Related work

Exchanging OTPs as a method of
computational security has not been proposed eadiéhe
author’s best knowledge. There is no direct relatedk but
the idea has been taken from Simon Singh’s popgi@nce
book [28], on page 282 Singh mentions an algoritivitich

we have drawn in Figure 1. Singh attributes it t®o a

unknown inventor. To the authors’ knowledge it hast
been discussed in scientific literature, whichds gince the
algorithm is quite interesting: onlf3 needs to know the
one-time pad. Let us look at it and later fix thelgem it
has.

Let r be a prime and we will use integers modtilp
i.e., not bits, as symbols in the following cryigorithms.
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Let t =1 be an integer. A one-time pad (OTP) is a crypto

65

algorithm that encodes the plain text
’ P BE(t) - BjE(t2) = (B - B;)DA+a). ()
D®),D(),D@A),... @
with a key Thus, the algorithm in Figure 1 has a serious flaw.

However, to some extent the problem can be remoived:
order to get a secure algoritthhmust send both the data
K®,K(@2),K@O),... 2) and the key. As a way to get the key’det us first think of
sending it in plain text in a channel consistingeparate up-
link and down-link channels as in Figure 8.
by taking the bit-wise exclusive dd , thus the crypto text

IS
..., D(3), D(2),D(1)

vy

KOODM,KQRODE@,K@DODA,... @ A KO KO KD 5

A

The task is to get the key to both sides. Let tss Gionsider
an algorithm whereA sends datdD(t) to B over a two- - K(6), K(7), K(8),...

way additive channelA sends the data in plain text ab
sends a one-time pad(t) to A. Let us assume that the
end-to-end delay id symbols, see Figure 7. A echoes the OTP fror® back to B. Now A learns

the one-time pad oB . On the down-link we have the OTP,
S0 it is secure. Let us secure the up-link by arotime-time

Figure 8. Better, but the key goes in plain text.

..., D(3), D(2),D(1) - pad, this pad is created Hy. For clarity, let us denote the
A - B OTP created b)B by
K(1), K(2), K(3),... Kg@),Kg (2,Kg@d.... %

Figure 7. Interesting but insecure.

and the OTP created b9 by
Let an eaves-dropper be located at a place thatsgmbol

transmission times from the place #f, or he can use KA KA@),KaB),-. (8)
directional antennas. He can read encrypted data

There is no place to send any data, so let us tforge

E(t) =D@A+t—j)+K({t-T +j)B;. ) sending the data and we shall only send the one{tiads as

] in Figure 9.

The real numberﬁj > (0 gives the difference in signal ..., Ka(8), Ka(7),KA(6),...

strength of the signal fromA and from B at the placej >

of the eaves-dropper. The fault of the protocdhi if the ...,KB(3), Kge(2), Ks(1)

eaves-dropper listens in two placgs,andi, and in two A B

timesty, to, he can subtract the signals and get the data. ....Ke(6), K&(7),...

Let the times be chosen such that h

Ka(1),Ka(2),KA(3),...
h+j=try+i=a. (6) Figure 9. The basic idea of OTP exchange.

Let us denote b)g PLy X2y - 2

by A for encryptingKA(t) by Kgl(t _T). B applies

I' a mapping used
Then
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the same function 9 for encrypting KB(t) by By guessingyl the eaves-dropper can solv@ from
KA(t —T)_ The function9 is known to bothA and the first (up) equation becauf® can also do it. Having

B and does not contain any secret parameters. Wenassuobtained X1 the eaves-dropper can soh¥2 from the

second (down) equation sincB can also solve the
equation. This can be continued to the next keybsjsn

Kg(t=T) 4,q9(Ka®),Kg(t-T)) ©) Eup(ts) = 90x2,¥2) Eup(ta) = 9(y2,%s) (16)

that B can obtainKA(t) from knowing

Thus, if there are unique solutior)l(i‘, yk, the eaves-
Likewise, we assume thad can obtainKB(t) from  dropper can obtain the whole one-time pads.
knowing

KA =T) 4g 0(Kg (O, KA(t=T)
and ' (19 every gues9/L. As the algorithm treats alk, YK in the

The algorithm in Figure 3 is the proposed OTP exgea Same way, the eaves-dropper might just as welt &tam
Next e will analyze it.

Let us firstly notice that value)s(k, Yk that agree with
what the eaves-dropper is listening can be compided

guessing anyXk or yk. The important thing is that he does
C. Analysis not get any more information from this OTP exchange

Let us assume that the eaves-dropper follows datfa b protocol. If he wants to know if his guess is cotréie must

from the up-link and the down-link. Let us assuimat the is compute some value)ék, k=12,... and check if he can

) symbol transmission times from the place/bf On the  open data encrypted b§ B encrypts data
down-link he hears Dg(®),Dg(2),Dg(3),... (17)

Egoun(®) = O(KAQH = DKGAH=]=T) (131 iy as

On the up-link he hears Kg@® O Dg® Kg(2)0Dg(d,Kg (@O Dg ().

Eup® = 9(Kp =T+ ), Kalt+]- ZT))_ (12) Perfect security of OTP does not any more hold. fifee
symbol may decode to anything depending on thesgaks

He cannot gain anything from listening in two pes K @ but already at the second symbol the eaves-dropper

signal strengths attenuate In the same way for the may notice that data does not decode to some $emkita.
parameters of the functi(91, it suffices to look at different The important question is if the eaves-dropperamsbetter
times he reads data. Here we also do not neegtonasthat  way than guessing one key symbol or a large paitt &fe
the channel is additive. The channel adds noise anghn naturally select the symbol length in bitsuchsa way
distortion, but these issues are not of conceustaow. We  that guessing one symbol or a large part of it hyebforce
focus on the cryptographic algorithm and assume tt& s sufficiently difficult.

channel has not errors or distortion. The eavepg#ocan If any faster way for the eaves-dropper exists ddpe

read the up-ink and the down-link in different émand try largely on the functiod . Let us select the function as
to solve the keys recursively. Let )

. g(y.x) = x+y2"' 2 modr (18)
ty =ty +1-2j (13)
o lot us write r \I,_v:tere n= DOgZ r—l is the number of bits in the prime
X1 =Kpti-T+|)=Kr@+to—j-T
1=Kg(ty i) g+t —j-T) (14) X=Xa *Xp 0y = Yat Yo (19)

Y1=Kaltp+]-2T) yp =Kal+ty—j)

be representations where and Y have been split into

Then two parts that do not have any bits in common @irthinary

Eup(ty) = g(xl,yl), Edown(t2) = 9(¥2,%) (15) representations. For instance® can be the low bits and
*b give the high bits, but we allow any kind of aitspf bits
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n
into Xa and Xb. The eaves-dropper can check if the bits in  gets 2 (possibly not different) values Whe)r%b and

Xa are decoded into sensible data in the data sef bgs

B encrypts with OTP, there exists key b)|§§ that decode
the encrypted data into any selected data. Thesedrepper
must try to computé/ by solving
e=g(y,x) (20)
After obtaining the key symboY the eaves-dropper can
decrypt data encoded b@l . If also some bits of data

encrypted byA are sensible the eaves-dropper may try tot

conclude that he has made the correct guess dn‘ilrhé(a.

If he can obtain all bits oK in this way, he has a method of
effective crypto-analysis, but if he must guesargé part of
X pefore he can conclude that the guess is colreateeds
a good guess before (15)-(16) can be used. Letas that
the latter case is true. The following theorem gsags more
than half of bits in a symbof must be guessed before it is
possible to test if the guess is correct.

ellZ,

Theorem 1. Let be a fixed number. Let

= + = + .
X=Xa*Xp ang ¥ = Ya " Ybpe representations where

Yb range over the numbers %”/2. Different values

(Xb, yb) and (Xb, yb) yield the sameZ only if

Xo +Yp2" 2 - x, +yp2"2 =0 (modr) 23)

n/2 r 1 AN/2
The number Xb+yb2 _Xb+yb2

typically about2N bits and! has N bits. The probability

has

hat the number is divisible b is about2_n . We
can say that almost always values from two z(b, yb)
and (Xb, yi3) are different since there a?en possibilities
for (Xb, yb) and the probabilityz_n means that in
average one may not be obtained. The probabil@y_n is
very small compared to the probabili%/_n/2 of guessing

Xa by brute force. Thus,

9%, ~%a ~¥a2" 2=z (modr)

X and ¥ have been split into two parts that do not have any

bits in common in their binary representations. E(@t and
n

Ya have maximun? valid bits (i.e., the length Jfa and
Ya can bel bits but only at most half of the bits are
determined byxa and ya, the rest are determined b)§b
and yb). For any Xa and Y2 there almost always exists
b and Yb such that®~ 9(y, ). Almost always here

-n
means with probability on the range br2 .
Proof: Let us consider the first order congruence

2n/2

9(¥.X) ~Xa = ¥a2"' % =% + yp2" 2(modr) )

As I'is a prime, the number

z=xp +yp2" 2(modr) 22)

can be satisfied for almost any selectiort & and Ya.

From Theorem | we notice that unless the eavespérop
can guess more than half of the bits in a symbotdrnot
conclude anything by checking decrypted data. Hf/¢he

bits decrypted byxa and Y@ make sense, it does not mean
anything at all. Just as in OTP, any sensible fatahese

bits can be obtained from some selection )((JEF and Ya .
Only if the eaves-dropper can guess more than dfatfie

bits of a symbol, ther%(b and Yo have only a limited range
and Z in the proof of Theorem 1 cannot be found. Then th

equatione:g(y’ X) is usually not satisfied for any

selected™@ and suchya, that the data sent b§ makes
sense. We conclude that the algorithm has in aioesense

. . 12 .
provable computational complexity &n trials.

A provable lower bound Ogn/2 trials by brute force
would be much better than the situation with cotioel
stream ciphers. While there has been recent pregres
stream cipher design, new crypto-analytic methads still
be developed. The reason why the OTP exchangecptoto
could be better than modern stream ciphers isypdtit to
the fact that an algorithm encrypting real data tmesove
the structure of the data. The OTP exchange prbtisco
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encrypting random keys that do not have a structiartly
the reason is that real data is encrypted withtone-pads
that do not try to remove the structure from théadéey
simply make every possible decoding of the dataakgu
probable.

However, Theorem 1 does not quite say that theie is
trials by brute force. There are two

lower bound of2"’?

possible ways of attack. In the first way the dtaanay try

to guess the correc>t(a and check it by decrypting data
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original perfect security but it is quite good far more
practical system than plain OTP.

D. Possible modifications
Let us look briefly at another possibility. We maljow

non-unique values fo%(k, yk. It does not make decoding
data especially harder, the decoder must at eade select
from two values. As an example of such a posgjbliéit us
select

encrypted by OTP. As every key symbol is randomly

selected, the correéa is random and by Theorem 1 there

is practically no chance that the attacker can gaiything

unlessxa has more than half of the bits in a symbol. The

only choice in this attack is to gue)s(§ by brute force.

The second way is that the attacker guesses data

encrypted by OTP and computes the key symbols fram
guessed data and the encrypted data. Then he dhétk}y
(16) is satisfied. This attack works well if platext is
encrypted. For instance, if any part of a text thas been
encrypted by OTP is revealed and the encrypted afatiae
corresponding key exchange is obtained, it is pleimmatter
to open all text that has been encrypted with theP.O
Possible attacks include searching for publishecliaents
that have been encrypted by OTP. This is similahé&oway

the Japanese diplomat cipher was broken in the nBleco

World War. The attack does not break the OTP sysbern
all other texts that are encrypted by the same Q@id>

a(x,y) = X + Xy + y2 modr , (25)

where! >1 is some integer. The quadratic equation

e= y2 modr (26)

has two solutionsZ and I =2 if € is a quadratic

residue and no solutions if it is not. We can alsvegmplete
(25) into a quadratic form as

(y+ 2_1x)2 = y2 + Xy - xZ modr , 27)

thus

(y+2_1x)2 =g(x,y) ~-x2 +x modr . (28)

broken. Another attack is searching for common long

phrases. If the symbol length is 256 bits, the gphmraust be
longer than 128 bits, i.e., 16 bytes. Such ardivels long
phrases, but not impossible to find in text. THea attacker
must search for the correct starting place, whictelatively
easy. Such old style attacks work against OTP sIDEP
does not use diffusion and confusion: if plain textd
encrypted text pairs are obtained, the key is imately
revealed. It is of no concern in OTP as keys aterewsed
but the dependences (15)-(16) of the OTP excharge m
the property extremely dangerous.

The correction seems to be to encrypt plain test fiith

The quadratic equation can be rather fast solvethby
Shank-Tonelli Algorithm. (A rather fast free C-larage
implementation of the Shank-Tonelli Algorithm is the
msievefactorization software by J. Papadopoulos.)

The eaves-dropper must solve the valu)gé, Yk
recursively and he may have to keep trace of aiptor a
small number of steps before he can decide if datebe
decoded. This method may be suitable for an apjgita
where the symbol is small and the eaves-droppenatan
decide from a small umber of symbols if he has &bthe

some good symmetric cipher and then use OTP. Theolution. We will not study this possibility furtherhere are

symmetric cipher must be so good that guessing wryato
text some plain text produces is very difficult. eTOTP
hides all information of the crypto text producey the
symmetric cipher, thus the attacker does not heyma text.
The relations (15)-(16) do not mean that thererelaions
between the parts of the OTP. The OTP is a conipleadid

several complications, such as quadratic non-residout it
may be worth the mention the possibility of noneum
keys.

OTP exchange provides provably secure communication
with some cost, i.e., bandwidth demands are ineckad
conventional way to provide secure communicationgs by

OTP where no symbols have any correlations withheacusing the Diffie-Hellmann key exchange protocol for

other or with the text that they encrypt. Withoutya
information of crypto text he does not have anyinfation
that has a relation to the key of the symmetribeipthus he
cannot recover the key. We conclude that the attafck
guessing the plain text is not possible for infaiiora
theoretical reasons. The only remaining attackoiguess

Xa by brute force. This is naturally much less thae t

establishing a shared encryption key, and thenyptiog
data with a conventional symmetric algorithm. Traéngof
using OTP exchange is that it cannot be eavesddoppd is
provably computationally secure, and we can bettémate
when and if it can be broken. Experiences from weak, for
instance with Enigma in the WWII, has shown thdttaries
should not trust conventional wisdom of how difficu
encryption algorithms are to break.
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D. Initializing OTP exchange

The protocol in Figure 3 must be started in somg s
that key symbols are not revealed to an eaves-dragipthe
start. A simple solution is that befofe has obtained any
part of theB’s OTP, it encrypts data with’s credentials
that must be known td . The credentials must be long
enough for encryptindr first symbols fromA’s OTP, a

time stamp and a sequence number. The latter fiatds
needed to prevent replay of the start of commuioicatn a

similar way, B also needs credentials known fb. Notice
that (15)-(16) can be used backwards. If OTP ensrpfain
text that can be guessed, user credentials arealegve
Therefore, plain text encrypted with OTP must bestfi
encrypted with a conventional cipher.

E. Comments on error coding
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keys and possible other agreed parameters. Bettdastata
is finite, the pseudo random sequence is finitanlfattacker
collects enough data and keys are not changed eftengh,
he can take advantage of this periodicity. In theppsed

method the OTP is not periodic. The OTPshfand B are

independent and created b@' and B respectively. The
other side learns the OTP through the OTP exchdigen

though the key symbols in the OTPs are probablsteceby
pseudo random number generators, their parametarbe
modified over time without the need of agreeingtbam.

Thus, the data is not finite as it must be in coteomal

stream ciphers.

V.

This article suggests that viable methods existiclvh
improve the &2 of a warrior at all the levels. The examples
covered are based on use cases of WPSN-solutidvey, T

CONCLUSIONS

OTP has good error propagation characteristics: onindicate that a warrior can obtain more criticbimation

erroneous bit in crypto text only causes one ewosdit in
the plain text. Error coding data before encryptisga
possible solution because of small error propagati®TP
exchange has more worries from errors. If any evcmurs

in transmission fromA to B, B gets a wrong key symbol

Ka(t)
with wrong KA(t) . Consequently,A obtains wrong

KB(t) and uses it to encrypt key symbols. Neither sid
notices anything wrong whileA and B obtain quite

different versions of KAa(t) and Ke(®) . As a result,
data cannot be decrypted. Adding error codes taskmbols
leads to dependences between key symbols and sheuld

E, ot

avoided. Therefore up( ) and Edown(t) must be
extended by error coding. It is not necessarilyt hesuse
forward error coding since there is the return cean

F. The issue of synchronization

The OTP exchange protocol needs the tilne Time
synchronization in the protocol does not need attgreal
protocol for synchronizing clocks. Both sides reeethe
OTP that they have sent and can synchronize tatlit tive
ordinary HUNT mode, i.e., looking for the known bit
sequence. This ability of the protocol can be usgdther

mechanisms. It directly gives the roundtrip delaymnf A

toB . The round-trip delay can give location informate.g.
if one of the sides is
communication is through a communication satelthat
does not add a time stamp.

G. Generation of key sequences
It might appear that one-time pads do not havegrest

in a known place and the

on the battlefield by using the presented WPSNtisuis.
This improves the general efficiency of a warridr &l
levels. The platforms used today on the battlefasld not
efficient. This is because they are based on deswgnsor
and they do not collect data in a way that wouldval
collaboration of multiple sensors. The proposedutsmh

and consequently encrypts its own key symbolgnakes use of multi-sensor collaboration for impobve

location information and better situation awareness
A warrior has to be functional and his gear needbet

é)lanned according to the task. A key factor isefficiency

of a warrior, which can be gained via an improved
Situational Awareness (SA), Blue Force Tracking TB&nd
Command and Control systems“i&. A warrior has to
maintain his or her agility and stay active on lfadtlefield;

all the gear cannot be attached.

Thus the warrior skeleton and its communicationiesys
need to be carefully defined and built at eachlldue to the
task requirements. Currently, the present soluteesn in
active use are cumbersome and lack integration VIREN-
solutions are unseen in these platforms. The maximu
potential remains unreachable without sensor anth da
fusion. Militaries are moving towards smaller unitkile the
demands keep increasing. At the same time troops ar
created for dismounted operations where a greaigred of
flexibility and reliability of battle-proof and ralst systems
are needed.

The article discusses typical scenarios in which th
WPSN can be invaluable. The effect of roadside sooan
be avoided once their precise location is knowryeand
precisely enough. The increased knowledge at thsc ba
warrior level in the form of location informatioraiged from
the SCPA on the battlefield improves the warri@ftslity to
carry out the task. Roadside bombs can be detextdyl
enough and dismantled or destroyed before own l@dal
forces arrive at the spot. The Special Forcesatilie same
output of the SCPA while conducting their ultimagesks.

advantage over ordinary stream ciphers since OTEs aSince the nodes of the WPSN do not communicate awitin

usually generated by pseudo-random number gensratoPther, the system remains concealed, yet active.\WRSN
This is a wrong view. A typical stream cipher is@stially a node communicates with the UAV through encrypted
pseudo random number generator but it has finita da  Messages. Thus the WPSN responds only after the sV
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submitted a polling request with a specific codélizing

swarms of UAVs and UGVs has to be emphasized. The
routes of Unmanned Vehicles (UVs) can be fed ifte t [10]

systems early enough to gain the needed informdtamn
the designated areas.

The WPSN-solution features many advantages oveetho

of the traditional WSNs. This is, polling can usensor
specific codes and thereby security issues becasiereto
tackle. Moreover, energy consumption of the nodeshe
fixed network is more equal
transmission is removed. The fixed sensor nodasotidose
connectivity even if a large number of nodes amneaed.

As demonstrated via the presented use cases, WP

solutions together with SCPAs and UVs can be etilito

Planning the warrior's gear requires a deep unaiedstg of

the environment and the demands set on a warrioe. T
warrior’s niche and the nature of his or her missibave to

be thoroughly understood. The keys to success edaund
in precise planning based on the needs of warsistems
and subsystems from bottom to top.
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Abstract — The user perceived quality or Quality of Experience
(QoE) is of significant importance to multimedia service
providers because of its relevance for efficient management of
provided services. However, due to its subjective nature, QoE
is difficult to estimate. Subjective methods are costly and
impractical, while objective methods do not correlate precisely
with the subjective perception. In addition to the challenges in
estimating QoE, further challenges are presented in
determining the means of managing the QoE in today’s
complex and varied multimedia distribution systems. As a
result of the high number of components and parameters that
affect the perceived quality, from content creation to delivery
and presentation, the QoE aware management in these highly
versatile environments becomes increasingly difficult. We
present a method that uses limited initial subjective tests to
develop prediction models for QoE as perceived by the viewers.
This minimizes the complexities associated with subjective
methods while maintaining the accuracy. Further we present a
method of calculating the QoE remedies for managing the QoE
per stream, based on the QoE prediction models.

Keywords - Quality of Experience, QoE, Machine Learning,
Subjective Testing, Monitoring, QoE management

1. INTRODUCTION

Multimedia  content  broadcasting is commonly
implemented in a highly diverse and varying environment. In
addition to the diversity, the lack of standards for quality
assessment in this domain makes estimation of the perceived
service quality particularly difficult. The challenges with the
estimation of the quality of experience (QoE) make it hard to
know whether the delivered service meets the customers’
expectations and brings user satisfaction.

The variability of the system is particularly high on the
end-user terminal devices. The screen sizes, mode of use and
computing capabilities of these devices highly affect the end
user QoE. However, due to the technical difficulties and the
lack of understanding of the QoE the common approach with
service providers is to to use an ‘average’ setup with regards
to the multimedia parameters; that is a trade-off between the
power of the average device and the quality of the
parameters. In addition to this, the service providers need to
take into account dimensioning of their own resources in a
way that will deliver a functioning service while still being
commercially viable.

The down side to the ‘average’ (or one-size-fits-all)
approach is two faceted: i) the service provider remains in

Antonio Cuadra-Sanchez

Indra
Parque Tecnologico de Boecillo
47151 Valladolid, Spain
acuadra@indra.es

the dark regarding the value of the service to its customers
and 1i) its resources are not optimally used. These two are
usually in competition; any management technique should
target the balance of that trade-off. This, however, would
imply understanding of the customers’ QoE.

The providers are not completely oblivious to the factors
that affect the QoE, on the contrary they have access to a
plethora of parameters that affect the QoE. Some of which
are the QoS parameters, such as network conditions and
performance, also the content encoding parameters and
characteristics. Nevertheless, a gap exists between all these
factors and the QoE itself. This gap is the major motivation
of this work. The overall goal reached by this work is to
develop a methodology that will bridge this gap and deliver
accurate information about the perceived user experience
looking at the application QoS (AQoS) and network QoS
(NQoS) parameters.

Part of this work has been published in the MMEDIA
2010 conference [1], which focuses on building QoE models
for a commercial IPTV platform. In this paper we have
extended this work to include calculating the remedies for
the QoE per stream that enable QoE management decisions.

In the following sections, we present a methodology and
an implementation of a QoE assessment platform developed
for a service provider. The designed platform estimates QoE
of mobile TV services based on existing QoS monitoring
data using QoE prediction models. The prediction models are
built using Machine Learning (ML) techniques from
subjective data acquired by a limited-size initial subjective
test. The work here provides evidence for the efficiency of
this methodology and elaborates on the QoE software
platform. The QoE value produced by that platform enriches
the system’s monitoring tools [2] and will be further used for
managing the service and dimensioning the resources.

To provide for QoE enabled management a remedies
algorithm [3] is described and implemented, which
calculates the parameters and amounts that need to be
changed to reach the desired QoE in particular streams. The
remedies algorithm is in a way extension of the QoE
assessment method because it derives the remedies based on
the QoE prediction models.

The paper continues with Section II discussing related
work that deals with estimation of perceived quality of
multimedia. In Section III, we present an overall description
of the mobile TV probe-based monitoring solution that
measures the QoS of the system and the QoE prediction
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platform that delivers QoE values. Section IV discusses the
method used for the QoE prediction platform, expanding to
the subjective tests and machine learning algorithms. The
results from the subjective tests and the ML prediction
models are analysed in Section V. Section VI presents the
remedies algorithm used to improve the QoE per multimedia
stream. Section VII presents results from the remedies used
in the particular IPTV platform. Finally, Section VIII sums
up with the conclusions and future work.

II.  RELATED WORK

Perception of quality for streaming video has been a
lively field of research. There are many efforts mostly
looking into objective methodologies. Some have also
executed subjective tests either to estimate quality or to
compare the accuracy of different objective approaches.

Due to a wide diversification of models, it is difficult to
select the best model for video quality. In [4] the
International Telecommunication Union (ITU) presents a
classification of the different objective quality assessment
models. Its authors have classified the models into media
layer, parametric, bit-stream and hybrid models. This
classification is based on the model’s focus. The media
layer models focus on the media signal and they use
knowledge of the Human Visual System (HVS) to predict
the subjective quality of video. The parametric ones look at
the protocol information and statistics through non intrusive
probes to predict the quality. The bit-stream models derive
the quality via analysing content characteristics collected
from the coded bit-stream information. In [5], a survey of
different video quality methods is presented. The paper
concludes that there are many different methods and
algorithms for video quality estimation; thus, there is need
for a standardized way to compare them. There are different
international standardization bodies working in this area and
they have delivered progress, as given in [4]. However,
there is still lack of a comprehensive method for comparing
the video quality assessment models with a subjective
database that can bring a common reference point. The Peak
Signal to Noise Ratio (PSNR) and Mean Squared Error
(MSE) are purely computational metrics for comparison of
models used by many publications in this research field.
However, PSNR and MSE deliver unsatisfactory results as
they lack of understanding of the HVS [6]. Therefore, as a
common practice, a wide variety of published work in video
quality uses subjective tests as a relevant comparison
method, much of which follows the standard for subjective
studies as given in [7].

As we have seen from the ITU standardization of the
models, some models focus on the content, some on
encoding and other on the transport of the multimedia
content.

The authors of [8] give an analysis of the dependency of
the perceived quality on the values of the video frame rate
and encoding quantization. They have concluded that
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traditional encoding schemes for frame-rate and
quantization step are not optimal from the perspective of
perceived quality. Keeping the frame rate at a lower value
allows for higher budget of bits per picture for coding and
produces higher quality overall.

The authors of [9] have developed a utility function for
each of the following network QoS parameters: delay, jitter,
packet loss rate and bandwidth of the video stream. They
used generic utility functions for the parameters and derived
the constants from results of executed subjective tests. They
claim that managing the multimedia streams with the utility
function approach is more effective than reservation
protocols in today’s converged network environments. Their
work is still limited because of the fact that they have not
considered the interdependency between the NQoS
parameters but considered them independently.

On the perception of loss of data during transport, the
work done in [10] presents a methodology that focuses on
the stream, to determine the effects of loss on the video.
First they estimate the artefacts in the video due to the loss
of data. Then, they try to study the visibility of those
artefacts and their correlation with the perceived quality.
The paper discusses a comprehensive analysis of the error
handling schemes of H.264 video codec in order to predict
the video artefacts. Then it continues to analyse the artefacts
from the point of view of magnitude (spatial inconsistency
and special extent), special priority (region of interest) and
temporal duration. The results show that this approach can
sometimes follow the trend of Mean Opinion Score (MOS)
of the subjective study better than the PSNR values but the
method is still not accurate sometimes even less than PSNR

The methods so far are all looking at particular factors
that affect the QoE but none of them takes a holistic
approach and look at all of the factors. The concept of
quality does not have a single dimension but more than one
[11], such as qualitative, emotional, and communicative.
QoE also encompasses the expectations that the viewers
have. So, for accurate assessment, subjective feedback is
necessary.

The work done in [12] builds on subjective tests and
delivers prediction models using discriminant analysis.
Furthermore, in [13] and [14], improvements to the
accuracy of the prediction models are given. The work here
shows the multiple benefits of optimizing the QoE instead
of targeting specific QoS metrics.

Understanding the significance of QoE in determining
the value of the service and establishing the optimal balance
between resources and quality we propose this method that
builds up on previous work done in the area. More
particularly we are focused on QoE models induced from
subjective tests using ML techniques as an optimal balance
between the complexities of subjective studies and accuracy
of ML subjective models.
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Figure 1: Overall schema for predicting QoE in a commercial system

III. BRIDGING THE QOS TO QOE GAP

Mobile TV is a service for mobile devices where customers
can experience video-streaming content. They can select a
set of available multicast channels or video contents with
fixed quality settings. Some services might offer different
streams for the same channel with different quality settings
or adapted to specific devices. Offering multilayer video is
not common due to the computational complexity. Many
providers find it more efficient to maintain more than one
stream with different qualities than a single multilayer
stream due to compatibility issues with end user devices. In
order to monitor the service quality, a probe-based network
monitoring system is in place gathering information from
the MobileTV content distribution platform. The probes
collect information for each stream such as type of device,
name of channel, stream, duration of the connection; these
are captured in an Internet Protocol Detailed Record (IPDR)
format [15]. In addition to this information, using RTCP in
conjunction with RTSP helps the collection of QoS
statistical values including: number of packets, packet loss
ratio for audio, packet loss ratio for video, average delay,
maximum delay, and jitter. In a nutshell, there is a deployed
system fetching the AQoS and NQoS data from the system
in real-time [2]. The AQoS involves application level QoS
parameters as Video and Audio Bitrate and Video Frame
Rate. The NQoS represents the network QoS parameters
some of which are Packet loss, Jitter, and Delay.

The deployed system gives a good overview of the
network conditions providing useful information for
dimensioning the resources and managing the parameters of
the content encoding. However, it cannot give any
information as to how the service is perceived by the end-
user. The metric QoE is a conglomerate of all the conditions
that affect the perception of quality including the AQoS and
NQosS as well as external factors such as the terminal type,
the content itself and the expectations of the viewers. As
QoE is directly linked with the value that the customers
perceive it is useful for a service provider to be aware of the
QoE instead of only looking at QoS.

The methodology developed here presents a mechanism
for mapping QoS to QoE by executing limited initial
subjective studies. It relies on Machine Learning techniques
to build prediction models that accurately estimate the value
of QoE based on the AQoS and NQoS parameters. The
method is executed in two phases (Figure 1). The training
phase uses input data from IPDR records of QoS parameters
and QoE values as captured by surveys on customers’
opinions. Its output is a set of prediction models for each
question of the survey. In the prediction phase, these models
fed with IPDR records and combined with a weighting
scheme can predict the final overall QoE of a service. The
weighting scheme is implemented using a SVM Regression
Model [16].

During the subjective studies, the system records the
IPDR values for the specific content provision used in the
studies. Then, each queried customer fills in a questionnaire.
All these values from the surveys are aligned with the IPDR
records by selecting the ones that correspond to each content
provision only. After this one-to-one mapping of QoS and
QoE values, the Machine Learning algorithms build models
that know how to predict the latter from the former; there is
one model per question. As long as there is no radical
change to the environment (e.g. new device or user group)
these models are expected to perform accurate predictions
of a subset of QoE values.

The QoE prediction models are plugged in a QoE
prediction platform for online use. A statistical analysis on
the results of the subjective study about the QoE of a service
shows how the service, as a whole, is perceived from the
perspective of its quality. Putting more emphasis on specific
content attributes, via a different analysis, we can draw
conclusions e.g. on a per content type basis. Correlating the
subjective test data with the data from the network probes
(AQoS and NQoS) we can create a set of training data for
the ML algorithms of the prediction models. These ML
algorithms, in a supervised learning mode, can develop
classifiers (prediction models), which will be further used to
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predict the QoE on unobserved cases in the production
environment.

In the prediction phase, these models get as input the
IPDR values and produce the QoE ones for each question.
The statistical analysis of the subjective study results also
gives a set of weights for each question. These weights are
used to produce the Mean Opinion Score (overall QoE) out
of the predicted values via appropriately weighting the
output of each model.

IV. SUBJECTIVE STUDIES

Dealing with subjective metrics, such as QoE, requires
subjective studies mostly because it is hard to identify the
impact of objective metrics, such as QoS, on the perceived
quality. In addition, the QoE evaluation will also
demonstrate the level of expectations that the customers
have.

Subjective studies by themselves pose a number of
challenges as they rely on user sampling and their results
need to reflect the real preferences of the whole user group.
The more representative this sample and controlled the
testing conditions are the more accurate the subjective
studies are. Meeting all these constraints adds to the
expenses and complexities associated with executing
subjective studies. We have designed a targeted subjective
study with typical users of the service to establish their
preferences for quality and measure their QoE for the varied
services.

A. The questionnaire

We carried out these subjective studies with the use of a
questionnaire. Instead of asking a simple question where
people rate the perceived quality from 1 to 5, we devised a
questionnaire of ten different questions each of them
bringing more subtle differences of the perceived quality of
the viewers (Figure 2).

Question 9: Sharpness of video

Question 10: Overall quality

Figure 2: Questions of the subjective study given to customers

The first question characterizes the content in seven
different categories: News, Music Videos, Entertainment,
Documentary, Movie or TV Series, Cartoon and Sports.
This question is important because we want to observe i) the
different expectations of quality for the different types of
content ii) the different user expectations for different type
of content [17] and iii) how the dynamics in the video affect
the compression ratio also associated to the type.
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Questions from two to nine are all of subjective nature with
the given four levels of perceived problems from ‘none’ to
‘excessive’. The last question is the overall perception of the
QoE. Instead of only asking the last question we have now
more information from the previous questions and can map
different network and application QoS conditions to answers
given the questions Q2 to Q9. While Q1 answers is mapped
to the name of the channel in the IPDR records.

B.  Statistical Analysis

The results from the subjective study are captured in
Figure 3 and Figure 4 and give a clear view as to how users
perceive the quality. While the former gives the number of
customers per content type the latter presents their opinion
per question.
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Figure 3: Distribution of queried users (customers) over the different types
of viewed content.
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Figure 5: Overall quality as perceived by the users and captured through
questionnaires.

Customers’ opinion on the overall quality appears in
Figure 5. This figure presents the distribution of the queried
users over the different levels of perceived quality with high
concentration in mediocre or lower quality levels.

A clearer view on the overall user perception of the
content quality appears in Figure 6, which presents 8 pie
charts each presenting the percentages of users with the
same opinion per content type.
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Figure 6: Customers' opinion as distributed per content type

V. PREDICTION MODELS

The first step into building prediction models is to
prepare the training data. This data is the input to the
prediction models and consists of two sets: the objective
data (NQoS and AQoS) from the network monitoring
system and the subjective ones from the questionnaires.
The role of the devised prediction models is to map the
objective to subjective values. In other words, based on the
viewing conditions we want to predict the perceived quality.

Initially, we built a prediction model for each question
(one through nine) to estimate the QoE value from the
subjective questionnaires. In a final step, we built a final
prediction model that correlates the answers of questions
one through nine in a final answer for question ten. In
addition, we provide the confidence of the classification
based on errors during the training phase.
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Related work that explores ML techniques with
subjective data results shows that decision tree (DT)
algorithms [13] achieve particularly good results with
subjective datasets. In this work, we used decision trees
induction algorithm C4.5 implementation (J48) part of the
Weka ML platform [18] in combination with an ensemble
classifier.

We have developed nine prediction models, one per each
question. For the final one we used SVM regression [16] to
build a regression model that combines all predictions from
the previous questions with different weights to produce the
final QoE value (see Figure 7and Figure 8). The weights are
application and system specific and administrators are
supposed to set them as parameters of their network.

Figure 7: Correlation of QoS metrics from IPDR fields with customers'
opinion from the subjective studies

Prediction Model Q1
Prediction Medel Q2
Prediction Model Q3
Prediction Medel Q4

Prediction Model Q9

Figure 8: Combination of prediction models for each question to produce
final QoE predicted value

The SVM Regression algorithm develops a regression
function trained on the mapping of Q1 to Q9 with the QoE
value. The results from the prediction models are given in
Figure 9. The accuracy of the prediction models is
calculated using 10-fold cross-validation [19].
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Figure 9: Prediction accuracy with and without output aggregation
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The DT classifier uses categorical labels or outputs,
which make them easy for humans to read and understand,
for example “Excellent” or “Not Good”. But from a ML
point of view these labels are not ordered, they are
considered the same as we would consider the labels “Red”
and “Blue”. So when we are calculating the prediction
accuracy, only the exact predictions are taken into account.
We do not know how many near misses we have. Most of
these near misses would provide for good management tips.
For instance, a prediction of “Very Bad” and “Not Good”
might lead to the same management decision since both
cases are not satisfactory. If we take this into account and
also tolerate a small error rate for the output, such as errors
with a distance of one or less from the actual value, the
accuracy of the models significantly increases. For graphical
representation we can look at the confusion matrix in Figure
10; the main diagonal represents the accurate cases (actual
value row and predicted value column). If we add the values
in the two adjacent diagonals, we can get the new accuracy
with tolerance of +1 and thus get a higher effective accuracy
of our classifier (Figure 9).
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Figure 10: Confusion Matrix for high accuracy with tolerance +1

For the final value of the QoE, as mentioned before, we
use the weights from the regression model. The QOoE is
calculated as a sum of the Q;-Qy answers each multiplied by
its weight (w;-wo). As Q) is categorical, w; has different
value for each type of content. We can look at these weights
as a metric of the influence/importance of each question on
the final answer (Figure 11). Question 3 has the most
significant influence on QoE, based on the weights from the
figure followed by 7 and 9. This information can be useful
in improving the service as well as improving the subjective

studies for feature iterations.
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Figure 11: Question weights on the final overall QoE

The models built from the training data are now part of a
QoE prediction platform built around them. This platform
can load QoS data and feed it into the prediction models,
thus, producing the QoE as a final result.
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VI. IMPROVING QOE

Estimating the QoE is a crucial step in QoE-aware
network management. However for a complete
implementation of the management loop we need to be able
to maintain a target QoE value for each stream. Maintaining
a target QoE involves determining the desired conditions
that need to be achieved or the needed changes to the
parameters the will achieve the target QoE. To accomplish
this task we use an algorithm [3] that based on the QoE
prediction model estimates the minimum needed changes in
the measured stream parameters to improve the QoE.

This technique is enabled by the DT prediction models
we use for estimating the QoE. One of the strengths of DT
compared to other ML prediction models is their
intelligibility. A DT in a way represents a set of rules
stacked in a hierarchical way. Simple decision trees
commonly define just a few rules that are deduced from the
data and used for classification, but when the number of
rules grows the size of the DT also grows, and with that, it
loses its intelligibility. This algorithm represents a QoE
prediction DT model in the geometric space, defined by the
dataset parameters. It considers each of the dataset
parameters as a dimension in a hyperspace. Each of the
datapoints from the dataset can be represented as a point in
this hyperspace. The DT is represented by hyper regions
formed by the leaves of the DT (Figure 112). Each node of
the DT represents a binary split (for binary trees) that maps
into a hyperplane in data hyperspace. At the bottom, the
leaves of the tree, carve out hyper regions. These hyper
regions, according to the appropriate leaf are associated with
a class label membership. Every datapoint in the dataset
falls on a leaf from the DT, therefore each corresponding
point in the hyperspace falls into one of the hyper regions,
and as such is classified with the corresponding class label.
In our particular case the hyper regions are associated class
labels that are the QoE estimates.

The algorithm (Figure 13) that represents the DT in the
hyperspace as follows:

This algorithm implements the DT representation in the
dataset’s hyperspace by generating a set of hyper regions
that represent the tree leaves. Each hyper region contains a
set of split rules that define the hyper-surface, which carves
out the hyper region. The split rules are either representing
an inequality of the type Parameter! >= Valuel or of the
type Parameterl = Valuel depending on whether
Parameterl is continual or categorical. If the leaf is on the
left side of a continual Parameterl split then the split
inequality will be “more than or equal to’, if it is on the right
side the split inequality will be ‘less than’.

Having a list of HyperRegion-s we can easily determine
where each datapoint from the dataset belongs to, by testing
the datapoint on the split rules of each hyper region. The
hyper region is associated with the same class label as the
leaf it represents, so all datapoints that belong to that region
are classified as such.

In order to improve the QoE estimation of a particular
stream, we need to look at the datapoint that was generated
by the monitoring system for that stream. If the datapoint is
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Figure 112. Simple decision tree in 2D space

classified with a QoE value that is not satisfactory, we
look at the distance to a set of hyper regions @ that are
associated with a satisfactory QoE value. The distance to
each of the desired regions is the difference in parameter
values that are needed in order to move the datapoint to the
desired regions.

Start from the root node and call a recursive method
FindLeaves

FindLeaves:
1) If the node has children

a) Call FindLeaves on each child

b) Add the SplitRule on each of the Hyper Regions (D)
that are returned

i) If the leaf split is categorical add a Split Rule:
Attribute = ‘value’

ii) If the leaf split is continual add on the leaves
from the left side SplitRule: Attribute < value,
and on the leaves from the right side Attribute >
value

¢) Return the set of Hyper Regions (D )
2) Else, you arein a leaf
a) Create an Hyper Region object
i) Assign the class of the leaf to the D
i) Return D

Figure 13. DT to Hyper Region algorithm

The output of the algorithm is a set of distance vectors,
which define the parameters that need to be changed and
their change values.

To illustrate the matter better we can take an example
from the laptop dataset from [13]. The prediction model

built from this dataset is given in Figure 112. If we look at
the datapoint given in Table 1 we can see that this datapoint
will be classified by the model as QoE = No (‘Not
Acceptable’). Since the V. Framerate is less than 12.5 and
the V.Bitrate is less than 32 the datapoint reaches a leaf with
‘Not Acceptable’ class associated with it.

Now, what is the best way to improve the QoE of this
stream?

First of all there are parameters that characterize the type
of the content such as the Video SI and the Video TI and
cannot be changed. In this dataset structure we are looking
into increasing the V.Bitrate and V.Framerate. If we
increase the V.Bitrate for this particular datapoint by one
step to 64kbits/s we can see that the datapoint goes now
down the DT to one of the bottom leaves, but it is still
classified as QoE Acceptable = No. On another hand if we
increase the V.Framerate to 15f/s we can see that the
datapoint is classified as QoE Acceptable = Yes without
adding more bandwidth.

TABLE L. EXAMPLE DATAPOINT
Video SI Video TI V. Bitrate V. Framerate
67 70 32 10

We can deduce a rule from the model that a video with
these characteristics needs to have higher V.Framerate for it
to be perceived with high quality. However, this rule is not
easily evident from only looking at the model. We can also
imagine a system with large number of attributes that we
can change where tuning this attributes the right way
becomes an increasing problem. Further down this line of
reasoning, if we want to make a system-wise improvement
that will increase the QoE of most streams we cannot easily
derive which parameters are best to be increased and by
how much.
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Figure 14. Simple decision tree in 2D space

In the case of the example datapoint the algorithm
returns the two possible paths:
e Increasing the Framerate to above 12.51/s
e Increasing the V. Bitrate to above 32kbits/s and the
Video TI to above 87

Since we know that increasing the Video TI is not an
option, because this is defining the type of content we can
see, then the only option is to increase the frame rate. In a
general case, there can be many different paths to a hyper
region with the desired class.

To automate the process we can assign cost functions to
the change of the attribute values and automatically
calculate the cheapest way to reach the desired QoE. In this
manner attributes that are not changeable, such as the Video
TI, can have infinite value of the cost function.

Given a datapoint and a target label the algorithm
produces a set of change vectors. Each of the change vectors
applied to the datapoint moves the datapoint to a hyper-
region classified with the target label. In other words, each
change vector is one possible fix for the datapoint.

D= FindLeaves(DT,QoF) (1)
A_(oi = Distance(®D,, d ) )
¢0ptimum = m.in (COSZ‘(A gpi ) (3)

In (1), D is a set of regions with a targeted QoE value.
The distance function in (2) calculates the vector of
distances for each attribute to the target region in A@ . The
optimal distance vector is the one with minimal cost (3) for

the given input datapointc? . The Cost function in (3) is
dependent on the application. Each system has explicit and

implicit costs associated with changes of specific
parameters.
VII. APPLICATION OF THE REMEDIES IN MOBILE IPTV

The remedies algorithm has been implemented by
extending the Weka [20] platform, so that algorithms like
J48 [21] that induce decision trees can be used to calculate
the hyper regions. Furthermore, we can now measure the
distance of any datapoint classified by the DT to the desired
hyper-region.

The decision tree built from the data of the subjective
study is given in Fig. 14. The boxed nodes represent the
leaves and map to the hyper-regions as we have seen in Fig.
2. There are 17 hyper-regions, out of which, only two are
with excellent QoE value. The algorithm generates the
remedy output specific for each particular broadcasting
system. A target QoE values needs to be defined, and a
specific cost for changing a parameter needs to be given as
well. If the target value if excellent QoE the algorithm will
calculate the minimum cost of changing specific parameters
so that the datapoint falls in one of the two Excellent hyper-
regions. Of course some parameters are not changeable,
such as the type of video. For these an infinite cost is
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assigned so that the algorithm does not propose these absurd
remedies.

A more elaborate QoE improvement is also possible
where not all datapoints are targeted for the excellent
regions, but the management is executed based on the utility
of improving a QoE of a stream in regards to the costs. Then
multiple levels of remedies can be suggested by the
algorithm with varying costs, and the provider can chose to
apply mechanisms to implement the remedies based on their
utility to the customers.

VIIL

We have presented a method for estimating the QoE
which circumvents some pitfalls of exhaustive subjective
testing while still resulting in accurate estimation on QoE.
We have discussed the importance of QoE as a metric to
define the value of a multimedia service provided to the
customers. We also presented an algorithm that can generate
suggested remedies per multimedia stream for streams with
a lower than desired QoE. To implement this method we
relied on ML techniques that were successful in building
prediction models that accurately predict the QoE from a
small training dataset of the subjective tests. We also
presented a QoE platform that makes use of the prediction
models to bring QoE estimations in real-time based on data
from network probes. This platform is currently part of a
mobile TV system where it estimates the QoE of the
streaming multimedia content and proposes remedies for
different streams. The necessity for this kind of platform
arises from the need for multimedia service providers to
estimate the experienced quality by their customers, to
diagnose the reasons for lowers than desired QoE and for
the remedies that they can implement.

In conclusion this methodology presents a pragmatic
solution for estimating and maintaining QoE with a wide
range of applicability. Its success and usability depends on
the quality of the prediction models, while as architecture it
is flexible enough to be used in many different
environments. To make use of its full potential a more
elaborate subjective study in better controlled conditions
will yield in more precise prediction models and better
effectiveness overall.

This platform can be extended with Online Learning
techniques that will provide continuous improvements in the
prediction models and further reduce the load of the initial
subjective tests. The online learning approach will also
provide the ability of the system to adapt the models to the
ever changing conditions of the production environment,
such as introduction of new content, new terminal devices
etc. In addition to Online Learning techniques, some Active
Learning approaches will be of benefit to improve the gain
of asking the customer for feedback intelligently as opposed
to randomly selecting for feedback.

CONCLUSIONS AND FUTURE WORKS
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Abstract—We describe the implementation and performance
of a bare PC SIP server that runs without the suppa of an
operating system (OS) or kernel. A bare PC SIP seev provides
immunity against OS vulnerabilities and yields perbrmance
gains due to the elimination of OS overhead. We disss server
design focusing on its novel architectural featuresind illustrate
key implementation aspects by examining relevant & and
method invocations for SIP request processing. Welso study
bare PC SIP server performance by comparing its lancy and
throughput against two conventional OS-based SIP bseers
running on equivalent hardware: OpenSER on Linux aml
Brekeke on Windows. Furthermore, we measure internabare
PC SIP server performance by providing internal timings for the
most significant operations associated with regisation and
proxy services. Additionally, we study performance under
increasing server load by obtaining the executionirhe spent in
the bare PC SIP handler method and the total proceing time
including network protocol processing overhead wheiprocessing
SIP requests and responses. The results show th&etbare PC
server performs better than the OS-based servers imost cases
and that its internal processing times are small asvould be
expected due to the elimination of OS overhead. Thesign and
implementation details of the bare PC SIP server msented here
give insight into understanding SIP server performace on a bare
machine.

Keywords-SIP server, implementation, performance, internal
timings, bare machine computing, operating systems.

l. INTRODUCTION

Bare PC or bare machine systems run on the hardware

without the need for an operating system (OS) anéde In [1],
the performance of a bare PC SIP server runningaon
ordinary desktop was studied. It was shown thahast cases
the server performs better than two conventiond-f@sed)
SIP servers running on identical non-server mashifiéis
paper is an extended version of [1] that givesidetaderlying
the implementation of the bare PC SIP server amdinternal
timings for key server operations. Material relevem server
design and implementation is taken from [2]. Howevkis
supplemented with details concerning tasking andhoue
invocations that were omitted in [2]. Additionallthe new
internal timings under increasing server load giveme are
more accurate than the approximate timings injtisdported in
[1]. The implementation specifics and new timingsulés

provide further insight into bare PC SIP serverrafen and
performance.

Previous studies on bare PC email and Web serbens s
that they significantly outperform their countefgaiunning on
conventional OS-based systems [3] [4]. Bare PCicgmns
and servers also have inherent immunity to attdéiclstarget
vulnerabilities of a given OS. Many studies havaldeith the
design and performance of network and securityopm$ in a
bare PC. For example, the performance of SRTP doe PC
VoIP is evaluated in [5], and peer-to-peer commatine
among bare PC VoIP clients is discussed in [6]. e\, there
have been no studies of SIP (Session Initiatiorioead) on a
bare PC. SIP is the most frequently used protoathy for
initiating VolP calls and for media session suppeith a
variety of other applications including video stréag, instant
messaging, gaming, and IPTV. For example, mosts8tkers
can provide voice, video, instant messaging, aneseurce
services.

In general, SIP servers locate and register cligotsvide
proxy services for forwarding SIP messages, orreetiSIP
requests to other servers. An optimized SIP secaer thus
help improve the overall performance of audio odea
applications by supporting audio or multimedia BB®s
(although it is typically not directly involved ithe actual
transmission of audio or video). The throughput Eteincy of
the SIP server when responding to requests fronus¢Pagent
clients and other SIP servers are often used asuresain
evaluating its performance.

We use a popular open source SIP workload genet@tor
evaluate the performance of the bare PC SIP seoyer
measuring its throughput and latency for regisirgtproxying,
and redirection, with and without authenticatiaor, ihcreasing
workloads. We compare performance of the bare RGese
with popular OS-based (Linux and Windows) servensthe
same workloads when running on compatible hardware.
results show that the bare PC SIP server has hghegual
throughput to the Linux server and higher throughthan the
Windows server, except in case of redirection, whisn
throughput is less than that of the Linux servdre Tatency
performance of the bare PC server is also shovgeieral to
be better than or equal to that of Linux server batler than
that of the Windows server, except for invite with
authentication and invite-not-found without autheation. We
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also provide internal timings measured on the H@eSIP
server.

The performance results of the server are bettéenstood
by examining its design and implementation detdlls. this
end, we describe the bare PC SIP server compowéhia the
self-supporting application object (AO) that rurmedtly on the
PC hardware. In particular, we examine SIP packatgssing
for requests and their responses. In addition, irigsks
discussed and examples of method invocations aren gio
highlight protocol intertwining and other novel ilementation
characteristics in the bare PC SIP server.

Our contributions in this paper include: 1) results
characterizing the performance of a bare PC SNRseunning
on an ordinary desktop; 2) internal timings for -®fated
operations on a bare PC SIP server; 3) comparisbrihe
throughput and latency for a bare PC SIP serventiand
Windows servers running on identical machines; @ndesign
and implementation details of the bare PC SIP serve

The rest of this paper is organized as followsSéation II,
we summarize related work. In Section Ill, we diéserthe
design of the bare PC SIP server and relevant gatfions. In
Section IV, we provide implementation details of gerver. In
Section V, we give the experimental setup and d&iscdihe
results of the performance study. In Section V,present the
conclusion.

Il RELATED WORK
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likely to be encountered in practice. Internal tigs for key
operations measured on the bare PC SIP server lsoe a
reported. We only consider SIP over UDP with sl
proxying, which is the most common configuration emh
setting up VolIP calls.

Previous work describing the design and implementaif
SIP servers that require an OS. For example, ih, [A6SIP
server is implemented on top of an existing SIRkstand in
[17], SIP servers are implemented on the Sola®S8 These
studies focus primarily on the high-level SIP impéntation
on a conventional system, whereas the design and
implementation of the bare PC SIP server is basedhe
underlying bare computing paradigm and architecture

This section describes key design details of thie B& SIP
server. We begin by briefly outlining bare applioat
characteristics in general and then give an overakthe bare
PC server.

DESIGN

A Bare PC Applications

Any bare PC or bare machine computing application,
including the bare PC SIP server, is encapsulatedan
application object (AO) [18]. Since there is no Of8ipimal
code for the application to directly run on the R&dware is
contained in the AO. This means that the AO cost#ie code
for the bootable self-executing application itselfiy required
network interface drivers, handlers for protocoted by the

There are many commercial and open source Servefyplication, and memory and task management mestharto

implementing SIP and its companion protocol SDP.il§vVa
SIP server usually runs over UDP and in some aagasTCP,
the use of SCTP as a transport protocol for SIPales been
studied [7]. An early study on SIP server perforoeif8]
found that the overhead on a Java SIP server dsedority
mechanisms such as authentication and TLS wasgitdgli
However, the study in [9], which measured throughand
latency in a dedicated gigabit Ethernet for stateknd stateful
proxies over UDP and TCP, showed that authenticai€P,
or the operation/server configuration can signifibachange
SIP server performance. Their experiments were wded

facilitate concurrency and scheduling [19]. Realmuegy is
used since there is no hard disk, and applicatiode cis
intertwined with protocol code to eliminate reduncia and
improve efficiency as in the case of bare PC Weth email
servers [4] [20].

B. SP Server Overview

The bare PC SIP server AO implements a lean vexsion
SIP that provides essential functionality only. Auchal
features such as those needed to support loadcbejaand

using a 3.06 GHz server class machine, and only th@edia stream security are not included. Althougbaee PC

performance of a single SIP server (OpenSER onx)imas
evaluated. In [10], SIP server performance for sdvatateful
SIP proxies over UDP was evaluated. The authorsleded
that the overhead due to string processing opesat@nd
memory management could consume significant prowess
time and that performance varied considerably déipgnon
the proxy. Recent work on SIP servers has dealh wit
performance under overload conditions [11], scétghssues
[12] [13], load balancing [14], and the impact o&rtsport
protocols on performance [15].

The main difference between previous performanggies
and the performance studies in this paper is tlastudy the
performance of a bare PC SIP server and compavihtthe
performance of two OS-based SIP servers using amgin
desktop (non-server) machines. Also, in additioevaluating
performance for the usual register, invite, and ireet
operations, we also evaluate SIP server performéorcéhe
register update, register logout, and invite-natAf operations

2011, © Copyright by authors, Published und

SIP server that can operate over TCP or UDP ha®s bee
implemented, this paper only considers SIP over WiDEe the
majority of SIP servers employed in practice usePUD

The SIP server AO consists of several objects.dlit@n
to the Ethernet, IP, UDP, and SIP objects, the DidadPtrivial
FTP (TFTP) objects provide lean implementationsttadse
protocols and are used as needed (for examplenarsstart-
up) as described in the next section. An MD5 ohigctsed to
provide support for user authentication via stadd&iP
authentication (i.e., HTTP-Authentication) whentaarttication
is enabled for registration and proxying.

An incoming UDP packet containing a SIP message is
placed in the Ethernet buffer, where the bare P® SI
application can directly access it i.e., real miaised and
there is no notion of user space or kernel spae $here is no
OS. The Ethernet handler processes the packetpdeés that
the packet is for IP, and the IP handler in turacpsses the

er agreement with IARIA - www.iaria.org
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packet and invokes the UDP handler, which verifres UDP

checksum (if this feature is enabled) and the parhber. In

case of the SIP server, the port number is 506Qtlamgacket
is finally processed by the SIP handler. To senesponse, the
SIP, the UDP, IP and Ethernet handlers add theectisp

headers before the packet is transmitted by thevamkt
interface hardware. Data copying is minimized ie bare PC
SIP server since there is a single copy of the agessand
headers are added and removed as in a convergigstaim by
manipulating pointers.

In addition to the usual Main and Receive (Rcv) CP

tasks, which are used in all bare PC systems, dhe BC SIP
server has a SIP task to handle each SIP requbist.tdsk
design strategy simplifies task management,
context (task) switching, and increases efficieritlye Main
task runs upon start-up and whenever the Rcv task SIP
task terminates. It activates the Rcv task whenaveacket
arrives in the Ethernet buffer. It also activateSIBR task for
processing after it is determined that the packétr SIP. This
SIP task runs until SIP processing is complete #mal
response is sent. Once the SIP task terminatesvidie task

runs again. Thus, when the SIP Server AO’s Rcv fask

activated by the Main task upon the arrival of B 8quest in
the Ethernet buffer, a single thread of executiandies the
request all the way from the Ethernet level throtlgh IP and
UDP handlers. Then the SIP task runs as describetea

This simple task design approach reduces the psices

overhead.

E I
==

Figure 1. SIP server protocol/task relationships.

As described in [2] and shown in Figure 1, it isgible to
use only two CPU tasks in the SIP server AO: aivecgRcv)
task that processes a received packet all the way fts
arrival in the Ethernet buffer until a responsesént, and a
Main task that runs whenever a Rcv task completed @lso
when the system is booted or the system is idla) elkample,
for a register message, the Rcv task itself coudshage the
lookup and update operations and send the respongiee
client. However, it is more convenient and effitiéas in the
present version of the SIP server) to use a sep&i& task for
each request as discussed above. In case of tive iIngssage
for example, a new SIP task is activated to hatitderequest.
Since there may be a delay in contacting the pzsieg), the
SIP task could be suspended and resumed whenspense
arrives. In general, since a typical workload ives a mix of
requests for different services,
performance is improved by the concurrent handliofy
requests. This strategy of allowing a CPU task ua to
completion unless it has to wait for an event sasha

miremiz

bare PC SIP server
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response enables the CPU to be kept busy doinglusefk.

Simple task management and the disabling of timiriupts
on bare PC servers also reduce context switchimgered to
conventional OS-based servers) and improve perfocsna

V.

The section examines the key aspects of bare PGe3ier
implementation. Details of processing steps andhatet
invocations are included to illustrate novel chéegstics of
the implementation. The current implementation susp

IMPLEMENTATION

Uregistrar, redirector, and proxy modes with or with

authentication. Since the bare PC SIP server imghtation is
lean, only specific content from an incoming SIRCk® is
parsed. Although the server code consists of alesing
monolithic executable, the implementation itselfnidular
allowing for updates and implementation of new dees. The
bare PC SIP server AO contains about 2000 linesdé.

A Boot Sequence

The bare PC SIP server is booted by directly lGpasAO
from a USB flash drive. The bare PC SIP Server Bequence
begins when the Main task invokes the DHCP hardlsend a
DHCP request for an IP address (unless the sema&rbben
preconfigured to use a specific IP address). Wheesponse
arrives, the Rcv task is activated to process @xtNa file
containing username and password combinationstbhbeamed
users is transferred from another host on the métwsing an
adaptation of trivial FTP. As discussed later, iplédt data
structures to facilitate server operations suchuses lookup,
username and password lookup, and state lookupthame
created in memory. The last step in the boot psdgssto
display the user interface for administering therese

B. User Database Lookup

After the usernames and passwords from the fileread
into memory, the bare PC SIP server runs the sipsgetdb()
function to store them in the USER_DATABASE struetu
Struct USER_DATABASE {
char username [20];
int username_size;
int username_hash;
char Password [20];
int Password_size;

2
The data structures HASH_TABLE
SORTED_TABLE shown below are also used.
Struct HASH_TABLE {
int hash_hit;
int hash_reg_db_loc[HASH_REG_DB_SIZE];
int hash_hit_size
I3
Struct SORTED_TABLE {
int hash;
int hash_link;
h

and

In essence, the hash of each username servesiadean
into HASH_TABLE, which is used together with
SORTED_TABLE to facilitate looking up the user ihet
USER_DATABASE structure, and to retrieve informatio
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username size as input. It then hashes the usermagngasses

HASH_TABLE structure links back to the SORTED_TABLE the value to the find_hash_hit() function, whicmd$ the

and USER_DATABASE structures. The details are Hevis.
First, the hash values are stored in a SORTED_TABLRY
(which allows for efficient searching for a giveash value),
and each position in the sorted array is linkedh specific
HASH_TABLE array corresponding to that hash valure.
turn, each position in the HASH_TABLE array corresgs to
a user that hashed to that value and containkdé&nok to the
USER_DATABASE entry for that user. The HASH_TABLE
structure links the index in the USER_DATABASE sture
to the hash value of the SORTED_TABLE as shownigufe

2.

[UBLR DATABASE ] [ HASHTABLE DB ] [ SORTEC TABLE DB ]

-a.aleander Hash (330)

A1 inkte users -Hash Tzble DB Index

530 < With 530 hash A

'bi‘]FCpC1234 -number of -Hash (430)

10 3 users with 330 -Hash Tzblc DB Index 60)
hash U—

-rkamne L Hash (470)

7 50 -Hash Tahle DB Index (77)

540 -Usor DB Index Hash (530)

-barepc1234 [2: 50, 60, 80)

-Hash (530]

-Hash Tehle DB Index (90)

-10 80 1 9

o -Hash (540)
-awijcsinha 550 -Hash Table DB Index (95)
1 -Uscr DB Index
-250 . (90, 440, 1, 1/, Hash (550)
-harepe 9 -Hash Tablc DB Index (99)
0 5) e

99

Figure 2. Database and hash table relationships.

1) USER VALUES
2) HASH USER VALUES
3] USER HASH VALUE
4) LOCATE HASH TABLE
5) CHAR COMPARISON
©) RETURN USER INDEX OR TAIL

End
~ Hauh
Process

Figure 3. User lookup process.

The user lookup process in Figure 3 is done bygusiro
functions: the find_hash_hit() function, which iased on a
particular hash value, and the find_user() functiat is based
on the username and size. In performance tests,starch
operation was found to be a likely bottleneck bseaaf the
username comparisons triggered by collisions angleshash

corresponding hash table containing all the usdth that
same hash value. The hash table is passed backeto t
find_user() function, which calls the lookup_usefifhction.
The latter goes through each user in that spebdigh table
and first compares the sizes of the usernamelseyf match, it
looks for a second match on the full usernamehdf wser is
found, the location containing the user’s inforroatiin the
database, including the IP Address and port, isrmed. To
improve performance, future bare PC SIP server
implementations will use adaptations of data stmes and
search techniques used by popular Linux SIP servers

C. SIP Message Processing

The siphandler() function manages the processing of
received SIP messages. This function, which isedadlirectly
by the udp_handler() function after verifying th#® $ort in
the UDP header, is the key element in the bare PG&ver.
The siphandler() function calls the parse_headdts{gtion.
The latter goes through the SIP packet and panstespecific
identifiers to identify the type of message (forample,
REGISTER, INVITE, ACK, BYE, 180 Ringing, 200 OK and
100 Trying). Within the parse_headers() functioa specific
functions built to handle the following SIP tagseaddler, Via,
From, To, Expires, Authorization, Proxy Authorizatj
Callld, CSeq, Contact, and Content Length. In kegpvith
the lean SIP implementation, only the indicated taig parsed
to expedite the processing of SIP packets (othgs t@re
bypassed). Once the tags are parsed and the retiatanfrom
the packet is stored, control returns to the sigha()
function. Further processing is determined accgdim the
request_type returned. Only the following SIP mgsesaare
processed by the Bare PC SIP Server: Registerelnti®0
Trying, 180 Ringing, 200 OK, Ack, Bye, and Unsuppdt
When the siphandler function has decided what tovitlo the
SIP request, processing is carried out to forwdre SIP
message, or a reply is sent to the SIP User AdeA) py
utilizing the generate_sip_response() function.sThinction
generates the SIP reply (or 100 Trying responss¢dan the
values retrieved earlier by parsing the SIP requesten calls
the sipsenddata() function, which calls the relévamotocol
handlers to format the headers in the SIP reply.

Register Message: To process a Register messageata
PC SIP server parses the Via (IP address:portmFmod To
(usernames@domain/IP), and Contact tags. It th#s tee
function check_registered_users(). A process simiathat
described earlier is used to determine if the useslready
registered (i.e., is found in the Registered_Udeasabase). If
so, only the relevant information is updated; othise, the
system stores all necessary information parsed ttemSIP
request including the username, IP address andnponber.
This information is used to generate replies badhé UA on
future requests until the UA re-registers or one tbé
parameters is updated. After the information isrestoor
updated, the server generates a 200 OK messageeads the
reply back to the SIP UA.

Invite Message: For an Invite message, the bareSHEC
server parses almost all of the same fields ashiRegister
message. The server then sends messages to the aadl

value. The find_user() function takes a username ancallee. A 100 Trying message is sent back to tlierdatting
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the UA know that the SIP Server is processing dugiest. To
send this message, the server looks up the IP ssldfethe
caller using the process described earlier. It bis&s up the
registration information for the callee and forwaittie Invite
message to its UA.

SIP Authentication: The Message format for an kvit
request with authentication is shown in Figure 4P S
authentication is done by challenging the initequest (Invite
or Register) sent
authentication techniques. The bare PC SIP Sesw#esigned
so that each request is not authorized unlesscédives the
proper response for a given challenge. The seraer ke
configured at start-up to operate with or without
authentication. An authorization flag indicatesaifparticular
request is approved or denied based on authepticaiihe
bare PC SIP server processes the initial request, ten
sends a challenge response back to the requestihdg)s.
The SIP server generates a challenge responseepands on
the values of realm and nonce. The realm is tylyicat to the
domain of the SIP server (for example, barepc.tovestu or
the IP address). The nonce is a string that is arahgd
generated by the server. Once the server recdigeseply to
the challenge, the fields in the authorization esjare parsed
from the SIP packet. Then the response value ispoted
using the MD5 algorithm and matched against theaese
value sent by the SIP UA. The response value iash lthat
depends on the concatenation of all values in titieogization
request. If the computed response matches the nespent
by the SIP UA, the request is approved (authorizaal
normal SIP call flow processing is allowed.

INVITE sip:67890111@barepc.towson.edu:5060 SIP/2.0
Via:SIP/2.0/UDP192.168.1.56:5060;brach=0320
From:<sip:0123456@ barepc.towson.edu>;tag=0

To: <sip: 67890111@ barepc.towson.edu>

Max-Forwards: 70

Call-1D: 0010-0003-DA76506F-0@AAE2A42DF82D1D0AA
CSeq: 297386 INVITE

Contact: <sip:123456@192.168.1.56:5060>

Content-Type: application/sdp

Proxy-Authorization:Digest
username="8000",realm="BAREPC”,nonce="3bd76584",
uri="sip:123456@192.168.2.81" ,response="6e91de676&€97
s

User-Agent: BarePC SIP UA v1.0
Content-Length: 276

v=0

0=Vega400 4 1 IN IP4 192.168.1.56
s=Bare PC Sip Call

t=00

m=audio 10006 RTP/AVP 4 18 8 0 96
c=IN IP4 192.168.1.56

a=rtpmap:8 PCMA/8000
a=rtpmap:0 PCMU/8000
a=rtpmap:96 telephone-event/8000
a=fmtp:96 0-15,16

a=—candram

Figure 4. SIP invite with authentication.

D. User Interface

The bare PC SIP Server has a simple user intetfete
displays its basic configuration and state inforaratvhen the
interface function sipserverstate() is called. Tdisplayed
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information includes the number of users added he t
username and password database, and the server's
configuration mode (proxy, redirector, authenticatistateless,

or stateful). The server can also show the userngnaeldress,

and port for each user logged into the system. dmimistrator

can toggle through the list of users, or configime server so

that the display is triggered every time a userdsled or
removed from the Registered _User Database by gallin

by the SIP UA. SIP uses HTTRsipserverstate() from the Main task.

E. SP Server Internals

The objects needed by the SIP server applicatich sg
apptask (for task implementation), SIPS (for SIBcpssing),
DHCP, TFTP, UDP, IP, and Ethernet (for network pcot
processing) or MD5 (for authentication) are impletee as
C++ classes with associated .cpp and .h files aslug&ach
object contains the data structures and methodthéopbject.
Some assembly code may be used at lower levelsdd\eot
discuss the code common to all bare PC applicatioct as
USB boot code, Ethernet driver code, interfacebamware,
and code to support other functionality neededpplieations.
The IP object is used in all bare PC applicationd servers
requiring network communication. The MainTask (M&ask),
RcvTask (Rcv or Receive task), and SipsTask (S$R)tare
implemented as methods within apptask, while SlIP/ese
functionality is provided by sipsob;.

The methods in SIPS include processSIPSRequest(),
sipserverinit(), sipserverget_db(), parse_authtdrg),
authenticate_user(), generate_sip_response()erslgata(),
format_sip_response(), siphandler(), register_}serénd
parse_headers() as well as many others neededptenirant
lean SIP server functionality. We have omitted rodth
parameters and do not discuss the specific furadttgrof all
these methods, as we have seen the use of somesefdabove,
and since method names suggest their functionality.

When a UDP packet containing a SIP request arrives,
apptask calls insertSIPSTask() to insert a SIP it#tskthe task
gueue and calls sipsobj.processSIPSRequest(), \skitles as
an entry point to the task and links to an entrg table (known
as the TCB table) that points to the entire paeket headers.
This method in turn invokes siphandler(), which gess the
packet to parseheaders() to parse the SIP pacldis@asssed
previously. After the packet is parsed, the reqiggrocessed
according to the request type. For example, in oaseregister
request, methods to check and register the usealeel by the
SIP handler, followed by a call to generate_sigpaase() to
form the appropriate response packet as seenrearlie

V. PERFORMANCE

In this section, we present the results obtainedfour
performance studies. We compare throughput anddwatéor
the bare PC and OS-based SIP servers using regestgster
update, register logout, invite, invite-not-fourahd redirect
operations. We also report internal timings for llaee PC SIP
server for the register operation under maximurd.loa
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A Experimental Set Up

The test network consists of a 100 Mbps Ethernethich
each SIP server and the client machines running Sif
connected. In addition to the bare PC SIP serhierdetails of
the systems and software used are as follows: G&dbSIP
servers: OpenSer SIP Server ver 1.3.2—notls (Li@pgnSer
(KAMILIO/OpenSIPS) [21] and Brekeke SIP Server ver
2.1.6.6 (Windows) utilizing the Jakarta Web Seraad Java
platform [22]; machines: Dell GX260's with Intel Reum 4
(2.4 GHz), 1.0 GB of RAM and 3COM Ethernet 10/1001 P
network cards; OSs: Microsoft Windows XP Profesalorer.
2002 Service Pack 2 and Linux Ubuntu 8.04 Kerng@l22-16;
workload generator: SIPp [23].

For register updates, the SIP Server searchessis u
database for a match and then updates the cordisgamser’s
location data and registration expiration time; aindthe
register logout operation, it removes the user ftbendatabase.
The invite operation requires the server to lookup callee's
contact details in its database, forward the retqoethe callee,
and send the response back to the caller. Thesinat-found
operation is similar to invite except that the ealis not found
in the database. For redirect, the server recearesnvite
message, but instead of forwarding the respontetoallee, it
forwards a temporarily moved message back to therca

For the register, register update, and registerodbg
operations, latency measures the delay at the agent
between sending the register message and recdiin{R00
OK” message. Latency for the invite operation measuhe
sum of two delays: the time between the invite mgesand
“200 OK” messages; and the time between the “byel’ ‘200
OK” messages. Each of these operations was altedtesth
authentication enabled, which adds processing eagrldue to
verifying the MD5 hash, and extra message overdeado the
“unauthorized” message for registration and “407oxgr
authentication” message for invite (and their reses).
Latency for registration with authentication measuthe sum
of two delays: the time between the register regaesd the
“unauthorized message”; and the time between theragister
message with authentication credentials and theé “@K”
message. Latency for invite with authentication snees the
sum of three delays: the time between the invitd &07
proxy authentication” messages; the time between‘itivite
with authentication” message and the “200 OK” mgesaand
the time between the “bye” and “200 OK” messagest F
invite-not-found and redirect operations, the lajeis similarly
measured using the “404 not found” and “302 move
temporarily” messages.
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Figure 5. Throughput for register without authentication

We measured the throughput and latency of a server

associated with each SIP call flow. The latency dogiven
operation is computed by adding the respectiveyddiatween
sending the relevant messages to the server aairgrtheir
responses as described above. The throughput ruthber of
calls per second successfully handled with respecthe
offered load, which is the number of calls per secthat are
generated and sent to the server. The peak thratghghe
highest throughput achieved under overload whike ghrver
remains stable (and produces consistent results)cohduct
the experiments, the servers were configured toabgén three
configuration modes with and without authenticatiayistrar,
proxy, and redirector. In addition, internal timingvere
measured by inserting timing points within the b8 server.
Each SIP server was pre-loaded with 10,000 uniglie
username and password pairs. The call flows foistegy
invite-not-found, and redirect were run for a mapim of
10000 unique users, measuring the performance af eall
flow with rates varying from 10 to 1000 calls/sé&te invite
test call flows were run for a maximum of 5000 s3&ith rates
varying from 50 to 100 calls/sec. Each experimerdsw

d’epeated a minimum of three times to ensure thatrésults

were consistent.
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Figure 8. Throughput for invite with authentication
B. Throughput
The throughput for the register and invite opersatio

respectively, without authentication, is shown igufes 5 and
6. It can be seen that the peak throughput of #re BC SIP
server is always higher than that of the OS-baseckss except
in the case of invite redirect. The peak throughgfuthe bare
PC server typically exceeds that of the Linux sebxe50-125
calls/sec depending on the operation, althougls ibrily 10
calls/sec more for invite and 150 calls/sec less tthat of the
Linux server for invite redirect. For example, there PC SIP
server has a peak throughput of 700 calls/sec égister
operations (without authentication), which is bettean the
peak throughput of Linux (650 calls/sec); the Wiwdcserver
has a much lower peak throughput (around 200 set}/

The peak throughput performance of the bare PG&Mrer
should be better than that of the OS-based serdagesto its
simple design and the elimination of OS overheaolwéver,
this performance advantage may be reduced or rioseritain
cases due to inefficient algorithms or the laclcaficurrency.
The latter situation arises with the invite operatiThe peak
throughput of the bare PC server is only marginaiggher than
Linux in this case, but introducing a separate t88R to handle
an invite operation may improve performance. Thpaagnt
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drop in performance of the bare PC server for énxédirect is
due to a significant improvement in the performanfehe
Linux server in this case. Implementing Linux's reda
algorithm on the bare PC SIP server should imprise
performance. A more efficient search algorithm s$thoaiso
improve the performance for the invite-not-foundeigtion.
The peak throughput of a given server does not vaingh
across the three register operations since the penformed in
each case is essentially the same. The increasieeipeak
throughput of the Windows server for register updaimpared
to that for the other two register operations isgigy due to
caching.

The results in Figures 7 and 8 show that peak girput of
all servers is reduced as expected for both registd invite
operations when authentication is added. This itémludn
performance is due to the extra message overhe&st no
previously, and the overhead of computing and yiewf the
additional information needed for authenticationthwia
message digest [8]. The negative impact of autbatidin on
performance was also noted in [9]. There are noutjnput
values for the Windows server for invite-not-fournvdth
authentication since its message flow in this aaséd not be
compared with that of the other two servers. levient that
the peak throughput of the bare PC server witheaiitation
shows a greater reduction versus its peak througijibout
authentication compared to the OS-based serveeptid) the
approach used for authentication by Linux for theeebPC
server could improve its performance.

C. Latency

Figures 9 and 10 compare the latencies for barariGOS-
based SIP servers for the register and invite tpesa
respectively, with and without authentication. losh cases,
the bare PC server performs better than the OSilsmwers.
As seen in the figures, the highest latency peaga# for the
bare PC server are usually in the 0-30 ms rangg jtaiarely
has latencies that exceed 150 ms.

For register and register logout without authemiticain
Figure 9, bare PC server latency performance teibitan that
of the Linux server, but for register update withou
authentication it is the same. For example, in cdsegister
logout without authentication, the latency perfonte of the
bare PC server is much better than that of the Xiserver:
bare PC server latencies are less than 60 ms astlar®less
than 30 ms, whereas some Linux server latenciesnatee
121-150 ms range and only a few are in the 31-6Qange
(none are less than 30 ms). In contrast, the peeoce of the
Windows server is far worse than both of them veitharge
percentage of latencies exceeding 150 ms. For egjister
operations with authentication, the latency perfamoe of the
bare PC and Linux servers is the same.

It can be seen in Figure 10 that the latency perémice of
the bare PC server is better than that of the Liserver for
invite and redirect without authentication, but sefor invite-
not-found without authentication. Latency performanfor
both servers in case of redirect with authenticaisothe same.
For invite with authentication, the latency of thexe PC server
sometimes exceeds 150 ms.
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As noted above, improving concurrency and use robee
efficient search algorithm may help to improve bBfe server
latency performance without authentication. Furitadies are
needed to determine if the techniques used to mmmghé
authentication in the Linux server will improve daty
performance of the bare PC server with authentioati
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Figure 9. Latency for register with and without authenticatio
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Figure 10.Latency for invite with and without authentication

D. Internal Timings

Figure 11 compares average values of internal gmiior
the bare PC SIP server collected during the ragtgieration
under maximum load conditions. It is seen that Bset,
which searches for a given user, and ParseSIPHgadhbich
processes the SIP header are the most expensivatiops,
although the former is twice as expensive as thterlaThe
least expensive operation is AddUser, which singalgds the
information for a new user, and thus takes an miggnt
amount of time as would be expected. The Autheetidser
and FormatSIPResponse operations have approximdtely
same cost, which is about half that of ParseSIPétsadVe
conducted tests on the OpenSER server using OP1@8l.5
[24], which showed that the timings for the AddUserd
ParseSIPHeaders operations exceed the correspaitdings
on the bare PC by factors of 4 and 7 respectively.

We also used SIPp to increase the load on the rsange
obtain better estimates of internal timings whencpssing
requests. Specifically, we varied the registratiequest rate
from 100-800 requests/sec in increments of 100 estgisec.
We then measured the execution time spent in titesiler()
method that invokes all the other methods needegrdoess
each request and generate the response as dispussgiedisly.
We also obtained the total internal processing tionegister a
user with authentication, which involved processthpackets
sent to the server and processing two respondesgent to the
SIP UA. Thus, the total processing time includes tietwork
delay and delay due to addition and removal of whgous
protocol headers.

The results are shown in Figure 12. It can be seanthe
execution time spent in the siphandler() methodeiy small
(approximately 180 microsecs) regardless of théstegion
request rate as would be expected due to its evhead in
processing SIP requests and responses. Likewisie wite
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total processing time spent per SIP request isefadyie to
network overheads, it drops in accordance withiticeeased
request rate until the server reaches its capaaiythen shows
a slower rate of decrease. This is because thershas less
ability to meet the offered load when its peak cipais
reached.

Bare PC SIP Server Application Process Timings

£ 025

= 02+

015 4
LK 1

0.5 1
o L

Parse SIP
Headers

=

Fomat SIP
Response

Find User Autherticate

User

Add User

Process Under Test

Figure 11.Internal timings for server operations
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Figure 12.Internal timings under increasing load

E. Throughput Analysis

Further insight into the results on throughput mag
obtained by considering sustainable throughput, clvhis
defined as the maximum rate of calls for which pinecessed
call rate matches the offered call rate. Sustamétoughput
reflects the extent to which a server can cope tighoffered
load, and it can be determined from the precediggrés 1-4.
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For example, the sustainable throughput of the P&eserver
for the register, register update, and registeolb@perations
without authentication is respectively 400, 600,d ar00

calls/sec (the peak throughput for all three regisperations
without authentication is 700 calls/sec). It cansken that the
sustainable throughput of the bare PC server exabedl of the
Linux server for all operations without authenticat except
for invite-not-found when it is the same. In costrathe

sustainable throughput for the two servers foroglérations
with authentication is the same (or differs by aabramount).

As noted earlier, in the case of peak throughpuh veind

without authentication, the bare PC server's valareshigher
than those for the Linux server except for inviedirect. Thus,
both sustainable and peak throughput values shmulgsed to
estimate server capacity with and without authetibo.

VI.

We described the design, implementation, and pedace
of a bare PC SIP server. Design details providetuded an
overview of bare PC SIP server tasking, server aijmer, and
protocol intertwining. We also gave internal impkmation
details to illustrate bare PC SIP server functiynalln
particular, we described the boot sequence, ussufo and
database tables, and SIP message processing. itiomdde
examined the relationship between
invocation in the server when processing SIP regquesd
responses.

CONCLUSION

Performance of the server was studied by meastiring

(1]

(2]

(3]

(4]

(5]

6]

(71
(8]

tasks and method

(9]

throughput and latency for registration, proxyingnda (10]
redirection, with and without authentication. Wecatompared
bare PC SIP server performance with that of thenSp& (11
server running on Linux and the Brekeke server ingiron
Windows. The results show that the bare PC serasrbletter 1
performance than the Windows server and better quale
performance to the Linux server in most cases. eXoeptions
are throughput performance for invite redirect wathwithout
authentication, and latency performance for inmoefound  [13]
without authentication for which the Linux server better.
Latency performance for the invite operation with (14]
authentication was poor for all servers. [15]

We also provided internal timings measured on tire IPC
SIP server when processing registration requestth wi
authentication under increasing server load. It foamd that (16l
Find User is the most expensive operation, ParBeHgladers
is moderately expensive, whereas Format SIP Respand [17]
Authenticate User are less expensive.

[18]

The observed performance results reflect the sirspteer
design, efficient tasking strategy, and low implata&on
overhead due to absence of an OS. It is expectad thie

performance of the bare PC server can be improved Rg

improving concurrency and using more efficient alhms.
The bare PC SIP server implementation could alsmdified
based on internal timings to reduce the cost of st
expensive operations. Our results serve as a hadeliassess
the minimal
operations for both OS-based and bare PC servatgoahelp
improve the performance of bare PC SIP servers.

overhead associated with basic SIP eserv

[20]

(21]
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Abstract—IP traffic trends and forecasts suggest that tele-
vision over IP (IPTV) will be the killer application for next-
generation networks (NGNs). There is, however, a chicken and
egg situation between the deployment of broadband access
networks and the diffusion of high quality multimedia services,
such as high definition television, which actually impairs the
development of NGNs. As a matter of fact, most existing access
infrastructures are still under-provisioned and they provide no
suitable support to the widespread diffusion of global Internet
TV channels, while wireless access networks are sprouting
worldwide to provide nomadic connectivity and to bridge
digital divide in sparsely-populated regions. In this scenario,
IPTV services are delivered only within the walled gardens of
biggest wireline operators and they are far away from reaching
the critical mass required to attract investments in NGNs.
This paper proposes technological and architectural solutions
which enable the widespread diffusion of Internet TV channels
over existing wireless access networks, thus overcoming the
deadlock between services and infrastructures and paving
the way to NGNs. In particular, the paper addresses both
technological and market issues and presents the results of
laboratory tests and proof-of-concept experiments conducte
within the wireless campus of the University of Urbino. Finally,
the paper outlines the implementation of the key components
of the proposed architecture as addins ofopenBOXware an
open source platform for the development of bandwidth-aware
multimedia applications over IP.

Keywords-Internet TV; IPTV; Multicast; Radio broadcast;
Proxy.
I. INTRODUCTION

Internet protocol televisiofIPTV) is expected to be the
killer application for next-generation Internet [1], [Zrftwo

This vision is further supported by IP traffic statistics [4]
and video traffic forecasts [5], which predict that consumer
IP traffic will account for 87% of the overall aggregate
traffic in 2014 and almost 60% of this share will be taken
by Internet video streaming and download. In 2011 IPTV
services delivered within operators’ networks are exfpecte
to account for more than 40% of the overall IP traffic [6].

In spite of the soundness of these arguments, the positive
feedback loop between infrastructures and applications is
hard to be triggered since none of the two elements can
leap forward by itself. Hence, the broadband market suffers
from a stagnation which is caused both by the lack of
investments (access networks are under-provisioned and
there are market-failure areas still affected by infrastrcal
digital divide) and by the lack of demand (users are aware
that existing infrastructures are unsuitable to deliveghhi
quality multimedia services, so that such services do not
create a new demand for network connectivity) [7], [8].

IPTV was born in a scenario characterized by insuffi-
cient access infrastructures managed according to mbiwolit
business models and flat-fee access rates. In this context,
wireline operators may offer high-value services (inahgdi
IPTV) within their own walled gardens in order to increase
their revenues, but they are not motivated to promote global
high-bandwidth applications (such as Internet TV) which ca
be accessed by their customers through flat-fee connections
without generating additional revenues [7].

Both the IPTV services delivered within the walled garden
of some operator (literally called IPTV) and the Internet TV

main reasons. First, because it encompasses high-bahdwidtetworks available worldwide are targeted only to Internet
multimedia services which cannot be delivered over today'sisers. This trivial observation has two (less trivial) a®ns

network infrastructures with sufficiemfuality of experience
(QOE) [3], thus prompting for the developmentréxt gen-

quences: first, IPTV cannot be sold by itself to people who
don’t want to subscribe for an Internet connection [9], [8],

eration networkg§NGNSs). Second, because IPTV is expectedsecond, IPTV users are assumed to be accustomed to Internet
to inherit the popularity of traditional broadcast TV, thus browsing. Hence, neither the commercial models nor the
driving the market penetration of NGNs and providing theusage patterns of IPTV [10] resemble those of traditional
business opportunities needed to motivate the investmentelevision: while broadcast TV is a mass medium per ex-

they require.

cellence, IPTV is an interactive entertainment servicectvhi
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fully exploits the two-way unicast nature of IP networks to makes them available. Mass media are the ideal services to
comply with Internet user’s personal wishes. be used as icebreakers for the diffusion of NANs.

Although the capability of supporting persoma-demand The advent of wireless access technologies (WiFi, Hiper-
services(ODSs), such as video on demand and networkedan, WiMAX) and the allocation of significant public funding
video recording, grants a competitive advantage to IPTV{o address digital divide have prompted for the deployment
ODSs raise scalability issues when the number of simulof sustainable wireless access networks aimed at maxigizin
taneous users increases, while the significant difference ipublic utility. OAN and NAN models are particularly suited
the usage experience slows down the convergence betwetmthis purpose. Although the feasibility of HD video stream

broadcast television and IPTV. ing over wireless access networks has been recently adsesse
[17], [18], current wireless technologies are not ready to
A. The underlying network model support high performance multicast services.

Based on the above arguments, this paper explores the

Starting from the observation that monolithic network feasibility of wireless NANs delivering IPTV services whic
models are inadequate to solve digital divide issues, tQetain the key features of free-on-air broadcast TV channel
enable competition, and to promote innovation [7], regu-Both architectural and technological issues are addressid
lations have been introduced in many countries to fadditat 5 working prototype is built to make a proof of concept.
competition by forcing incumbent operators to allow new-section Il presents the proposed architecture, SectiautH
entrants to use their infrastructures by means of locgt-loo jines the implementation details and the technical choides
unbundling, line sharing, bistream access, and convenieffe experiment conducted within the wireless campus of the
wholesale offers. Although such initiatives have contigiol University of Urbino [19], Section IV presents pre”minary
to increase broadband penetration [11], they haven't addng experimental results that demonstrate the feasibilityhef t
significantly the relationship between end-users and epergyroposed approach, Section V discusses its implementation
tors, since the new entrants have Usua”y adopted the sangg top of OpenBOXWarean open-source p|atform for the

market strategies of the incumbents. On the contrary, development of distributed multimedia applications [20].
drastic change in the value chain of broadband access coulEonclusions are drawn in Section VI.

be induced by exploiting the separation between network
connectivity and service provisioning which is inherent in Il. PROPOSED ARCHITECTURE
the TCP/IP stack. The concepts open access network

(OAN) and neutral access networkNAN) have been re- 1 Internet proxy IP network | client
cently introduced to this purpose. front i front itp get ;
OANSs [12], [13] aim at enabling competition among end end rezti:gcgte;d 3
service providers (SPs) on top of a shared infrastructure ) P
which acts as a transparent broker (Internet service peowid 4
are nothing but a special category of SPs). End-users cbnnec - http get
to the shared infrastructure and register with the SP of sdp sdp 5
choice, which has his/her own edge router directly conmkcte . I
to a commonoperator-neutralbackbone [14]. streaming™| rimp/htip -
NANSs [15] are a special category of OANs conceived media streamer ||t W 6
to trigger the positive externality which is a determinant S€rver rtmp/http !
of success and sustainability for a communication network:

the larger the number of users in a network the greater. ) i . )
. Figure 1.  Schematic representation of the unicast-to-nasitigproxy
the added value for each of them. According to the NANgaeway.

model, a sizeable set of services have to be delivered

within the access network and made available to the users 1o key components of the proposed architecture are the
before they register with any Internet SP. End-users @stabl | hicast-to-multicast TV proxy (hereafter callgmoxy for

commercial relationships with SPs, that in turn pay a Shar%revity) and thebase station(BS), which grants wireless
of their revenues to the NAN organization [12], [16] for the 5ccess to theonsumer premise equipmME@PE).
resources used by their customers.

NANSs have the potential to reach higher penetration tharf- Unicast-to-Multicast Conversion
traditional access networks because they are open to usersThe proxy acts as the TV head-end of an IPTV system,
who are not subscribers and who possibly pay only for then that it receives, transforms and distributes TV conténts
services they really benefit from. The larger the appeal, th¢he subscribers. Its main functionalities can be descriiyed
popularity, and the usability of such services, the larper t referring to Figure 1, which provides a schematic represen-
diffusion and the penetration of the access network whichation of the overall software architecture used to make a
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live Internet TV channel available to a multicast group: therun time, this operation is transparently performed by the

Internet TV platform is represented to the left, the cliet i streamer, which produces a continuous stream. The streamer

represented to the right, and the proxy is in between. associated with a given channel is launched upon reception
The Internet TV platform (left-most side of Figure 1) of the first request of the corresponding SDP file. Once the

is composed of a front-end (i.e., a web server allowingstreamer is active, no further actions are required to serve

end-users to browse live TV channels and gain access tsubsequent requests to the same channel.

on-demand services by means of their own web browsers)

and a content delivery network, CDN (i.e, a network of

streaming media servers distributed worldwide to reduee laB. Wireless Multicast

tency, increase quality of service, and perform Interragfitr | inciol i ission is th fici

optimization by providing some form of multicast support). n principle, multicast transmission is the most efficient

At the application level, the stream is usually transferredSOIUtIon for one-to-many communication over an IP network

across the Internet either in HTTP or in RTMP over TCP.for four main reasons. }) the sender doesn't need to know
When the end-user selects a content on the front-end of tht e receivers, ii) the server sends eagh packet only once,
Internet TV network, the client is transparently redirecte i) network nodes take care of replicating the packets

the most convenient streaming server of the CDN. A live TV.Only when it is striclty required to reach different users,

channel can either be viewed as a continuous single strea|¥1) oiata pack_ets tf;:re no;_dellveredh tg ;ecelveiistvx_/ho dotn tt
which uses the same encoding, or, in some cases, it ca ant fo receive them. SINce each dala packet Is sent a

be viewed as a playlist of heterogeneous contents (possib ost once across each link regardless of the number of

encoded in different formats) which are concatenated at ru o CEIVETS thtat t\>NI” be r(_aaghed tdhro;Jgr; tt::at Ilnk,bban?mdth
time. In some Internet TV platforms the transition between' dUIréMents become independent of the number of USErs.

subsequent contents requires the client to issue a requrest ueto the mﬁ§S|viz_ repllcatlontrr])osé)sﬁlly reqtlil;ed atbthedﬂgg?h
the new content. Such a request is automatically triggereHowever' mufticasting moves the botieneck from banawl

by the client software at the end of each stream in order &0 computational requirements, which scale almost liyearl
be transparent to the end-user. with the number of users.

Similarly to the Internet TV platform, the proxy is divided !N Principle, data replication issues could be locally
into a front-end and one or more streamers. The front-en@V€rcome in a wireless network by exploiting the inherent
is composed of a set of web pages that allow the end-usdlroadcasting capabilities of a radio signal propagatingr ov
to browse and to choose a multicast TV channel among th_gwe air. By compmmg P multlcasn_ng with radio broadcast-
ones made available by the proxy. When the client issuef'9: both bandwidth and computatlona_l costs would become
an HTTP-get request to the front-end (step 1 in Figure 1)independent from the number of receivers.
the web page is dynamically composed, by taking channel Unfortunately, the radio multicast solutions available to
data directly from the Internet TV platforms they belong to, day within the IEEE 802.11 framework suffer from heavy
and returned to the client (step 2). When the user selectémitations which come from the unicast-oriented stanelard
a channel, the request (step 3) is redirected (step 4) to tH&ation and implementation choices made over the years.
correspondingession description protoc¢sDP) file, which  In particular, most of the improvements introduced for
contains information about the streaming protocol adgptedenhancing the efficiency of unicast radio packets (such as
the format and encoding of the data, and the address and pd@st-frame compressionWireless Multimedia Extensipand
of the multicast group associated with the channel. For-loadradio QoS) do not apply to broadcast/multicast radio packet
balancing reasons, the SDP files of different channels cafhe only exceptions being thew rate speed setting and
be hosted by different servers. At the same timstraamer ~ the no-ack option introduced in IEEE 802.11e. Similarly,
is started for the requested channel, producing a stream ththe strategies adopted by chipset vendors have sacrificed
matches the parameters contained in the SDP file. The servBiulticast/broadcast radio performance for the sake ofastic
returns the SDP file (step 5) to the client, which issues aperformance and cost reduction. For instance, top range
internet group management protod¢GMP) request (step 6) chipsets provide four hardware queues for unicast traffic,
to the corresponding multicast group. Finally, the cligatts ~ While only one queue is available for broadcast/multicast
receiving the RTP audio/video streams (step 7) generated Byaffic (one additional queue is usually dedicated to ser-
astreamerand sent to the multicast group. The streamer is &ice packets). As a consequence, typical wireless point-to
process which runs on the proxy to perform the unicast-tomultipoint base stations can provide limited performanue a
multicast transformation. To this purpose, it acts as antlie quality of service to multicast traffic, which competes with
for the streaming server of the Internet TV channel of choicehigher priority service radio packets.
it possibly performs data transcoding when needed, and it The wireless equipment adopted in our setup have been
generates the audio/video RTP streams. In case of a T¥pecifically optimized at thehardware abstraction level
channel composed of multiple files to be concatenated afHAL) to overcome the above-mentioned limitations.
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I1l. | MPLEMENTATION to retrieve the stream and decode it. For instance, str&gamin
This section outlines the implementation of a prototypethrough the Adobe RTMP protocol is not currently built into
of the architecture presented in Section 2. any mainstreantStreamerdistribution, so that the specific
) ) support was provided by an in-house plug in.
A. Multicast proxy implementation The original audio and video streams are demuxed and

The proxy presents the list of available TV channels in athen processed independently: each stream is decoded and
standard HTML webpage, served by ASP.NET (Mono) onconverted as needed and then re-encoded using the encoding
an Apache server. The list is built by merging the lists ofof choice for its final delivery. In our implementation, vie
channels offered by remote Internet TV providers (retrieve data is always decoded and re-encoded using MPEGA4-
by means of web service calls to their APIs) together withAVC/H.264 compression at a constant bitrate. Audio data
the list of possible local channels based upon media storeid mixed down to stereo (in case of multichannel audio),
inside the proxy itself. The list is displayed and browsed byresampled at 44.1 kHz, and finally encoded using Alde
the client by means of any common web browser. vanced Audio CodingAAC) scheme. In our setup the264

The client may request a specific TV channel by accessingncoder has been used for video data andfdhe encoder
a web URI using the browser. When such a request reachdsr audio data, each used through their respecti$treamer
the proxy, it checks whether the requested channel is alreadelements.
being streamed. This is done through a database that keepsNote that the video compression step during transcoding
tracks of the streaming processes, the channels they aegso inserts SPS/PPS headers (sequence/picture param-
handling, their parameters, and the streaming server tleey aeter se} in the raw H.264 data stream, in order to ease
running on. If no streamer is currently active, a new processhe synchronization of client-side play&rdhese additional
is launched on a streaming server, which starts retrievingparameter headers inside the data stream contain infamati
the desired channel and forwarding it to a multicast groupabout compression, resolution and other properties that ca
picked by the proxy. Finally, the proxy server generates théye used by the decoder to synchronize to the stream and to
SDP announcement containing the information required tgroperly decode the contents. This is needed mainly because
retrieve the audio/video data streams and to decode themideo formats can vary abruptly between TV channels and
correctly. even between single files belonging to the same channel,

Such an SDP announcement is served back to the rgsossibly causing the video player to lose sync and display
questing client using the "application/sdp” MIME type, so corrupted data. Sometimes an abrupt change in resolution,
that the client, if properly configured, will automatically if not handled during transcoding, can even crash some
start an application capable of decoding and playing backess resilient decoders on the receiving end. In case of TV
the streams as declared by the announceméin€(Media  channels with varying compression schemes and resolytions
Player is used to this purpose in our setup). An SDPone or more scaling and resizing steps can be added to the
announcement is a standard text file containing the fullmedia pipeline in order to provide a more uniform output
description of a “media streaming session”. At its moststream at the cost of a loss in picture quality, in addition to
basic configuration, it can simply contain the IP address the&sPS/PPS headers (this feature was not used in our proof of
stream is directed to and its components, which can be anyoncept). On the other hand, transcoding at runtime can be
number of video and audio streams, and their respective pogntirely avoided when channels are based on streams with
numbers. Additionally, the announcement can also contaipixel resolutions and encoding known beforehand. In this
advanced details about each stream’s encoding, which witase, encoding information can be directly added to the SDP
be used by the client-side decoder to decide on how t@announcement (this may be the case especially for local files

interpret the incoming data. streamed from the proxy itself, which can be adequately
Each streamer running on a streaming server is an instanggepared before streaming).
of a mixed-mode .NET assembly running dfono and It is also worth noting that compression levels can be

relying on a native streaming back-end implemented in C+4adapted to the available wireless bandwidth, trading off
using theGStreamemultimedia framework. The streamer picture and sound quality, and even video resolution, for
determines the URI of the original resource associated withhe number of simultaneous TV channels. On the other
the TV channel requested by the client. The URI may refehand, wireless interference can be compensated by using
to a local file, to a HTTP resource (as usedvoptubg, to an  |ess aggressive compression modes. This can be done, for
Adobe RTMP stream (used Iytreamit.i}, to a Microsoft  instance, by targeting a lower H.264 encoding profile level,
Media Server (MMS) stream (used Wyai.ty, or to any  which issues more I-frames and avoids complex prediction
other supported stream. As soon as the original location ofechniques, thus easing the player's work to re-sync upon
the resource is ascertained, the native streamer is ladnchéosing a packet. Those parameters can be either statically
The streamer relies either on built-in functionalities of

GStreameror on custom elements integrated with it in order 1This option is known as “byte-stream” in the x264 encodingapst.
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configured in the proxy (as in our implementation) orthe server to all the clients and a unicast full-duplex UDP
dynamically adapted at runtime according to channel gyalit traffic between the server and each client. The experimental
number of channels or wireless traffic statistics. setup is depicted in Figure 2.

The aim of the experiment was to test the maximum

_ . _ achievable multicast bandwidth in presence of a background
The solution adopted for our experiments is based on th@njcast traffic, and the scalability of the solution in terafs

Essentia WFL R108F25x(B) radio module equipped withpangwidth and computational resources. Hence, a constant
an Atheros AR5414 radio chipset. Hardware and protocofiow of 100kbps uplink and 100kbps downlink was generated
limitations have been overcome by means of multicastfor each client, summing up to 5Mbps uplink and 5Mbps
oriented optimizations performed at the HAL, in the operat-gownlink of unicast backgroud traffic across the BS. Then
ing system (i.e., Essentia OpenWifless ESS OS), and in thgye multicast downlink traffic was increased while monitor-

device drivers. In particular, multiple multicast queuesd  ng |ink quality and BS resource usage with 1 and 50 CPEs.
been implemented and the IEEE 802.11e protocol has been

B. Wireless equipment

extended in order to provide wireless multimedia extension CPEs | Multicast traffic  Delay  Jitter ELR CPE usage
(WMM) and QoS support to broadcast/multicast traffic. ['\izpoS] [m85] [fgsl] /(‘; g"o
) N _ ,
. As a resglt, the perfo_rmance ach|eved_ by the current—g; 16.0 10 o1 o 3
implementation of the radio module on multicast traffic over 59 16.2 60 0.2 0 33
a point-to-point link equals that of unicast traffic. In atituh, 50 16.4 520 0.8 0 33
the radio protocol provides to multicast traffic full IEEE 50 166 900 1.0 1 33
802.1Q-2005 QoS support. Table |
PERFORMANCE ACHIEVED BY A24562 BSCONNECTED TO50 CPES

1V. EXPERIMENTAL RESULTS FOR DIFFERENT MULTICAST TRAFFIC LOADS ADDED TO A

) BACKGROUND OF FULL-DUPLEX UNICAST TRAFFIC. DATA REFER TO A
A. Lab experiments RADIO CHANNEL OF 20MHz AT 5.5GHz, OPERATED AT A24MBPS

MULTICAST RAW SPEED.

Wifless CPE

ESS125
Internet The results reported in Table | show that the multicast
performance of the BS does not depend on the number
of CPEs connected. The marginal increase of CPU usage
from 30% to 33% when connecting 50 CPEs is due to the
additional 49 full-duplex unicast streams to be handled in
our setup. Hence, as expected, multicast transmission does

| J not suffer from scalability issues, the only physical liatibn

being the AR51414 HS encryption engine, which can handle

Server - ~ up to 120 concurrent CPEs with no performance loss, and
(FTP + Iperf) ‘\§/ - up to 512 CPEs per sector with performance degradation.
SIP & Traffic Tester SIP & Traffic Tester As for the limiting multicast bandwidth, no performance

Figure 2. Schematic representation of the experimental s#gspribed degradation occurs until 16Mbps of uncompressable traffic,

in Section IV-A. while the degradation observed over this value is due to the

limited computational resources of the CPEs. The maximum
multicast traffic achieved by equipping CPEs with the same
Extensive experiments were performed to assess the mubrocessor used in the BS was of 37Mbps per sector for a

ticast performance of the wireless equipment and its sitalab multicast raw speed of 54Mbps.
ity with the number of clients in a point-to-multipoint sptu Additional tests were performed to determine the effect
typical of a metropolitan access network. To this purposepf modulationraw speedon the trade-off between multi-
both the BS (namely, an Essentia Wifless ESS 24562 basmst throughput and RF sensitivity of the Essentia WFL
station) and the CPEs (namely, Essentia Wifless 125 CPE&108F25X(B) radio module. The experimental results are
adopted the enhanced radio module described in the previousported in Table Il. Since the same modulation has to be
subsection. An Agilent N2X traffic tester was used for trafficimposed on all the CPEs associated with the same multicast
generation and performance measurements. In partichéar, t group (or otherwise data replication would be necessary),
tester was used to simulate both a server connected to thiee modulation raw speed can be used to span the trade off
BS, and 50 clients connected to 50 CPEs (VLAN taggingbetween the number of TV channels that can be delivered
was used to connect the 50 CPEs to the tester across tiper sector (i.e., bandwidth or throupghput, column 4 in &abl
same ethernet link). Two types of traffic were simulated condl) and the radius of the coverage area of the BS (i.e.,
currently: a multicast downlink uncompressable streamrmfro sensitivity, column 2 in Table II). In particular, the coage
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Modulation | Sensitivity Mode Throughput ~ Jitter  Delay . . .
Raw Speed| [dbm] ~ HD/FD  [Mbps] ms]  [ms] A prqof—on—concept experiment was conducted in Urbl_no
54 71 HD 37.0 0.5 3 (Italy) in May 2010 during a public event organized in
FD 19.5 0.5 4 the conference hall of the Ducal Palace. The setup is
48 16 Eg fg:g 8_‘% g schematically represented in Figure 3. '
36 82 HD 27.2 01 Z Both the front-end and the streamer of the unicast-to-
FD 14.5 0.1 6 multicast proxy were executed on a 2.4GHz Intel Core 2
24 85 o N oL s Quad with 4GB of RAM running Ubuntu 10.04. The proxy
18 55 =5} 150 01 5 was installed within the intranet of the University of Urbin
FD 7.5 0.1 4 and connected to an Essentia Wifless ESS 24562 BS (be-
12 -90 HD 10.5 01 I longing to the same LAN) installed on the roof of a building
FD 5.1 0.1 8 . ) .
5 90 =T5) - 01 = in front of the event site. _Backhaullng was grar_ltgd by the
FD 3.8 0.1 6 Internet gateway of the University of Urbino, providing up t
6 92 F‘g gg 8-; g 150Mbps of Internet bandwidth. 10 PCs runnidgera Web
: BrowserandVLC Media Playeron top of Windows XRwvere
EFFECT OF MODULATION ON T-ll—-iaRbOI?J(IEIHPUT AND SENSITIVITY OF THE Used as Clients. EaCh Of them was ConneCted to an Essentia
ESSENTIA WFL R108F25X(BRADIO MODULE. Wifless 125 CPE installed right outside the conference hall.

Both RAI Radiotelevisione Italianghttp://www.rai.tv/) and

Streamit.it(http://www.streamit.it/) were used as Internet TV

providers. In addition, high-definition 1080p contents ever
radius of the radio link doubles every 6dB of system gainstreamed directly by the proxy. The performance of the BS
(or sensitivity) if the same antennas are used. Hence, a 10fin terms of multicast and unicast throughput, packet loss,
extension of the coverage radius (which corresponds to &PU, and memory usage) was monitored every 15s.
100X extension of the coverage area) could be achieved by The experiment was used to demonstrate the feasibility of
changing the modulation from 54Mbps to 6Mbps, at the costeal-time transcoding and multicast transmission of HD In-
of reducing the number of TV channels per sector. ternet TV channels over a wireless link. In particular, iswa

As a final remark, it is worth noting that multi- clearly shown that bandwidth and computational resources

cast/broadcast packets are usually not retransmissible b#crease linearly with the number of users watching unicast
cause of the lack of acknowledge in the protocol. This is anTV channels, while they are independent of the number of
advantage in terms of protocol overhead (which ultimatelyusers watching a multicast TV channel.
has a benefit in terms of throughput) and a disadvantage in A representative test was performed by comparing net-
terms of QoS (which ultimately impacts the limiting distanc work behavior and device load when switching from watch-
of the radio link). In order to overcome this possible limi- ing the same TV channels through direct unicast connections
tation, the CPEs adopted in our setup implementritvack  to watching it as a shared multicast stream routed through
option which allows one or more of them to inform the BS the proxy server. As expected, the number of unicast con-
of the loss of a multicast packet, asking for retransmissionnections has a linear impact on network traffic and device
The overhead of theo-ackoption ranges from 5% to 20% load, while the number of clients associated with the same

in case of CPEs operated with poor SNR. multicast group deon’t have any measurable effect neither
on bandwidth occupation nor on CPU/memory usage on the
B. Proof-of-concept experiments BS. The same results were obtained both by streaming local
resources from the proxy server and by transcoding live TV
Clients channels through the streamer.
> E E E The final stress test of the setup was executed in the
bl - = TS following configuration: 2 clients watching the same mul-

ticast HD channel compressed at a constant rate of 5Mbps
and streamed directly from the proxy, 2 clients watching
the samestandard-definition(SD) TV channel provided by
RAI Radiotelevisione Italianand transcoded at run time
by the multicast proxy, 1 client watching a unicast SD
channel provided bytreamit.it 1 client watching a unicast
HD channel provided bystreamit.it 1 client watching the
multicast version of aStreamit.it SD channel, 1 client
watching the multicast version of @treamit.itHD channel,
Figure 3. Schematic representation of the experimental sigspribed ~ @nd 2 clients watching a multicast HD content local to the
in Section IV-B. proxy and compressed at a constant rate of 2Mbps. Figure 4
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shows the 10 clients and the traffic/CPU/memory monitorsvhile the basic runtime support is offered bjong, the
as they appeared during the experiments.

open-source implementation oNET, which provides the
language runtime, the type system, and the virtual runtime
environment where the framework runs independently of the
underlying hardwareMono runtime is currently able to be
compiled and run on many different platforms, including the
most commonx86 and ARM architectures). The hardware
abstraction features dflono also provide the support for

a dynamic plug-in system whose components can be easily
distributed and run across different devices without need f
recompilation.

In addition to what was originally implemented for the
proof of concept, the framework also provides: a graphical
user interface based o@t widget toolkit, which enables
the implementation of client-side applications, a comgplet
HTTP web serverwhich allows the creation of web pages
or web services, and Bniversal Plug and Play(UPnP)
module, which enables seamless interactions with other
UPNP devices possibly available on the same local network.
] All components and services that the framework imple-

In summary, there were 2 unicast streams taken from thg,ents and supports are exposed through an abstract API.
Internet, 3 Internet TV channels taken from the Intemetyytimedia functionalities are provided hyipelines which
and made available in multicast by the proxy, and 2 HD¢an pe instantiated both by the framework and by its add-ins.
multicast streams directly generated by the proxy. Morgove gach pipeline is responsible for streaming an incoming data
one of the clients watching a multicast TV channel was alsqgrce to a target data sink. Transcoding is automatically
connected toYouTubein order to generate unicast traffic pandled by the framework as long as the source and sink
across the same wireless link. The overall multicast traﬁiccomponents are properly described. Users of the framework
was of 12Mbps with a peak of unicast downlink traffic of peyer have to directly interact with the underlyi@&treamer
7Mbps. No packet loss was observed and the CPU of thg,slementation, dealing only with abstract high-level de-
BS was used only at 32%. scriptions of incoming and outgoing streams.

This final configuration also demonstrates that runtime Tphe AP| and the add-in system enable third-party develop-
transcoding of multiple standard and high definition videogrs and end-users to create their own plug-insefgension
streams can be realistic_ally done wit.h consumer-gra(_je ha“?boints) which can exploit all the multimedia handling ca-
ware, without any quality degradation nor any noticeablepapilities of openBOXware The system provides for three
delay for the clients. kinds of extension points:

« Application the most powerful kind of extension point.
Like the others it can be individually started and
terminated, but it is the only one capable of interacting
directly with the end-user through a custom graphical
user interface. The extension point obtains a graph-
ical context in which it can render itself, providing
a custom-tailored user experience while still being
able to integrate and exploit any othepenBOXware
functionality.

MediaSource used to expose a collection of media
elements to the rest of the framework. Examples of
media elements include Internet TV channels, web
radios, online multimedia contents, or directories of
resources local to the device or made available by
other UPnP devices. These elements are then shared

Figure 4. Picture taken during the proof of concept experindescribed
in Section IV-B.

V. OPEN SOURCE FRAMEWORK

The results of the proof-of-concept experiment prompted
for the development obpenBOXwarg a portable, open-
source framework providing a suitable abstraction fordsuil
ing bandwidth-aware client-server multimedia applicasio
[20].

The final purpose of the framework is to offer a common
development platform that can be adopted at various points
of the scenario described in this paper, including content
providers, proxy servers and receiving client end-points. *
Multimedia contents can be added and managed with ease
at any stage by exploiting the abstraction and the flexybilit
offered by the plug-in system afpenBOXware

A. OpenBOXware

The software stack afpenBOXwarés similar to the one
adopted in the original implementation of the unicast-to-
multicast proxy described in Section IlI-A. Multimedia han
dling and streaming is based on t@&treamerframework,

with the framework and with other applications in

such a way that they can be explored as a hierarchi-
cal tree of multimedia resources. Each media element
contains an abstract description of the resource it rep-
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resents, specifying how the stream must be retrieved All the TV channels and media contents available are
and how it must be decoded by the framewdBpen- exposed as independent MediaSources to the instance of the
BOXwareprovides built-in support to the most common framework running on the proxy server. The hierarchy of
resources, including HTTP, TCP and UDP streamsmedia elements is made available to the proxy front-end
Common multimedia streaming protocols like Adobe Application which makes use of the built-in web server in
RTMP, Microsoft MMS, and RTSP are supported asorder to publish dynamic pages which allow end-users to
well. The actual contents of the multimedia stream carbrowse the registered media sources by means of a simple
be detected automatically by the framework or canweb browser. The framework relies on an extensible list of
be defined explicitly by the MediaSource developer.content providers to make any new content available as soon
Once the resource is fully described through the APl,as the corresponding add-in is installed on the proxy server
the framework can automatically handle all needed Similarly to what happened in the original proof-of-
transcoding and the user has only to deal with theconcept implementation, when a play request reaches the
abstract media element object. web server (i.e., the front-end), the proxy application- cre

« MediaTarget used to expose a local or remote end-ates a pipeline for the selected media element and starts
point, capable of receiving a multimedia stream (en-streaming it to a multicast group address. Clients may then
coded in a certain format with specific properties) andreceive the audio and video streams by interpreting the SDP
playing it back. A single media target is composed ofdescriptor file that is returned via HTTP by the proxy.
a video target, an audio target and a muxing target, Although a standard web browser and a common media
which together define how the final stream must beplayer can be used to select and receive contents from the
encoded by the framework to match the specificationproxy, specific client-side Applications can be developed
The muxing target determines how the audio and videmn top of openBOXwareto offer to the end-user custom
sub-streams are combined together in a data stream thatterfaces and advanced features to browse and watch TV
can be parsed by the receiving end (common supportedhannels streamed through the proxy server. In our imple-
container formats include Matroska, MP4 and FLV). mentation, the server exposes an additional interfacer oth
Video and audio streams are encoded separatedly usirtgan the one dedicated to web browsers, in the form of
the specification provided by the respective sub-targetsa REST web service that responds withSON encoded
encoding format, bitrate, and any other property of thedata. The JSON file is parsed and interpreted by the client
final data stream. application, which provides the user interface and thessce

Any application can bind a MediaSource to a MediaTargePO”tm' mechanisms. When a c.hannel (ora media.element) is
in a pipeline and start streaming data from the source to thg€lected, an HTTP request is issued that determine the web
target while the framework automatically takes care of theS€rvice running on the proxy to launch the stream and return

transcoding steps possibly required to adapt the stream {be SDP file describing the streaming session the client can
the target of choice. tune into. On the client side, the streams are received gifrou

a GStreamelpipeline and decoded locally.
B. Multicast TV on top of openBOXware VI. CONCLUSIONS

OpenBOXwardas a general handler of multimedia flows  This paper has presented real-world experiments demon-

streamed from heterogeneous sources to both local arstrating the feasibility of multicast transmission of HD TV
remote targets. The capability of handling multiple simul-channels over the wireless point-to-multipoint connetio
taneous pipelines makes it suitable fopenBOXwareto  often adopted in metro networks to bridge digital divide
be installed not only at the receiving end point, but alsoand to provide nomadic connectivity. The proposed solution
at the initial and intermediate nodes of a content deliverymakes use of two key components: a proxy, which acts
network. In particularopenBOXwareprovides a common as a client for the unicast TV channels available on the
framework for implementing all the software elements ofinternet and makes them locally available at specific mul-
the proof-of-concept outlined in Section IV-B: both the ticast groups, and enhanced wireless equipment providing
proxy server and the client-side application receiving theadequate support to multicast multimedia communication
multicast stream could be implemented @zenBOXware within the IEEE 802.11 framework.
Applications, while the heterogeneous Internet TV sources The results of the proof-of-concept experiments outlined
could be implemented as independent MediaSources to ki@ this paper prompt for the development of new application-
streamed to specific multicast groups, implemented as kvel solutions and market strategies aimed at enabling
MediaTargets. massive diffusion of Internet TV channels [21].

A possible implementation of the proof of concept archi- According to the neutral-access-network model [15], the
tecture on top obpenBOXwarés outlined in the rest of this diffusion of a popular and well understood application fsuc
section. as television) over IP networks could play a fundamental
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role to enhance broadband penetration and to motivatfl0] M. Cha, P. Rodriguez, J. Crowcroft, S. Moon, and X. Am-
investments in next-generation networks.

A suitable support for the development of advanced IPTV
delivery systems over managed IP networks is providecfll]
by openBOXwarg an extensible open-source multimedia
framework specifically conceived to bridge the gap between
the proof-of-concept presented in this paper and realdvorl [12]
multicast IPTV applications [20].
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Abstract—In this paper, the satellite communication system
consisting of the earth transmitting station and tke satellite
transponder was considered. Switch and Stay Combing

(SSC) diversity technics are used on receiving sé#ite and

receiving earth stations to reduce fading influenceto the

system performances. The presence of Nakagami-and Rice
fading on receiving satellite and receiving earth tations is
observed. The probability density functions (PDFs)of the

signal at the Earth receiver station output are degrmined for

different parameters. The outage probability, as stndard

performance criterion of communication systems opeting

over fading channels, is calculated under upper catitions.

The results are shown graphically in several figure and made
to assess the influence of various parameters. This very

useful for mitigation the influence of fading in the design of
satellite communication systems in the presence fafding

Keywords- satellite telecommunication system; Nakagami-m
fading; Rice fading; SSC combining; probability density
function; the outage probability.

l. INTRODUCTION

Satellite communication systems are now a majdr qfar
most telecommunications networks as well as evagy-d
lives through mobile personal communication systemd
broadcast television [2]. A fundamental understagdof
such systems is therefore important for a wide eanf
system designers, engineers and users.

The fading and shadow effect are factors which atbgr
the system performances in telecommunication systam
the most. They derogate the power of transmitteghabi
When a received signal experiences shadow effefetdimg
during transmission, its envelope and phase flietwaer
time. The most often are Rayleigh, Rice, Nakagakdgibull
and log-normal fading, and they are considered ha t
literature [3], [4].

Rayleigh and Rice distributions can beed to model
the envelope of fading channels in many cases tefest
The Rice fading is present very often
telecommunication systems with direct line of siéhen

in  wireless
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the fading appeared in the channel because of Isigna
propagation by more paths, and dominate componeésise
because of optical visibility from transmitter teceiver,
signal amplitude is modeled by Rice distributioh [ has
been found experimentally, that Nakagami distridouti
offers better fit for wider range of fading conditis in
wireless communications [6].

In wireless communication systems, various techesqu
for reducing fading effect and influence of shadeffect are
used. Such techniques are diversity reception, rima
channel allocation and power control. Upgrading
transmission reliability and increasing channel acéy
without increasing transmission power and bandwisltthe
main goal of diversity techniques.

Diversity reception, based on using multiple anganat
the receiver, space diversity, with two or moreniotees, is
very efficient methods used for improving systemtglity
of service, so it provides efficient solution faduction of
signal level fluctuations in fading channels. Muik
received copies of signal could be combined onowuari
ways.

Several principal types of combining techniques ban
generally performed by their dependence on comiglexi
restriction put on the communication system and wamof
channel state information available at the receiver
Combining techniques like maximal ratio combinifgRC)
and equal gain combining (EGC) require all or safithe
amount of the channel state information of receisigghal.
Second, MRC and EGC require separate receiver dbain
each branch of the diversity system, which incredse
complexity of system.

Maximal-Ratio Combining (MRC) is one of the most
widely used diversity combining schemes whose Sifvé
sum of the SNR’s of each individual diversity brhes.
MRC is the optimal combining scheme, but its praed
complexity are higher. Also, MRC requires cognitiohall
channel parameters and admit in the same phasapait
signals, because it is the most complicated fdizeg#on [7]-

[9]
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Signal at the EGC diversity system output is eqodhe
sum of its’ input signals. The input signals shouid
admitted in the same phase, but it is not necessakpow
the channel parameters. Therefore, EGC provid
comparable performances to MRC technique, but dnasrl
implementation complexity; therefore, it is an mbediate
solution [10].

One of the least complicated combining methods
selection combining (SC). In opposition to previou
combining techniques, SC receiver processes ordyobithe
diversity branches, and it is much simpler for ficat
realization. Generally, selection combining, seedhe
branch with the highest signal-to-noise ratio (SNiRat is
the branch with the strongest signal [10], [11kumsing that
noise power is equally distributed over branchdsi-Rayya
and Beaulieu in [12] consider switched diversity o
microcellular Ricean channels.

Similarly to the previous approaches, there is tgbe
selection combining that chooses the branch witfhdwst
signal and noise sum. In fading environments, whaee
level of the cochannel interference is sufficienthygh
comparing with the thermal noise, SC selects thadir with
the highest signal-to-interference ratio (SIR-basekbction
diversity) [13].

Switch and stay combining (SSC) is an attempt
simplifying the complexity of the system but witbsk in
performance. In this case, rather than continu@lynecting
the antenna with the best fading conditions, theeiker
selects a particular antenna until its quality drdyelow a
predetermined threshold. When this happens, theivec
switches to another antenna and stays with it lier next
time slot, regardless of whether or not the channality of
that antenna is above or below the predeterminezshiold.
The consideration of SSC systems in the literaha® been
restricted to low-complexity mobile units where tgmber
of diversity antennas is typically limited to twa4], [15].
Furthermore, in all these publications, only predgon
SSC has thus far been considered wherein the sagtaf
the receiver between the two receiving antennassed on
a comparison of the instantaneous SNR of the cdeadec
antenna with a predetermined threshold. This resulta
reduction in complexity relative to SC
simultaneous and continuous monitoring of both bhas
SNRs is no longer necessary.

Il RELATED WORK

An analytical technique well suited to numericahlysis
is presented for computing the average bit-errte (BER)
and outage probability of M-ary phase-shift key(R$K) in
the land-mobile satellite channel (LMSC)
microdiversity reception in [16]. The

with
closed-form last, conclusion, the paper has further four ceigns. The
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PSK and M-DPSK with diversity reception. Using measl
channel parameters, the performance in various lmobi
environments for various satellite elevation angkesalso
efound.

An exact analytical technique is presented for aaing
the average bit error rate (BER) and outage prdibaloif
differentially detected PSK in the land mobile #ae&e
ichannel (LMSC) when L branch maximal ratio combgnin

s(MRC) is employed in [17]. Following empirical stydthe
LMSC is modeled as a weighted sum of Rice and Suzuk
distributions.

Empirical studies confirm that the received radgnals
in certain cellular systems are well modeled by &ghni
statistics. Therefore, performing relevant systsinslies can
be potentially useful to a system designer. A vesgful

nstatistical measure for characterizing the perforceaof a
mobile radio system is the probability of outagehick
describes the fraction of time that the signalriiference
ratio (SIR) drops below some threshold. A more nedi
criterion for the outage is the failure to simultansly obtain
a sufficient SIR and a minimum power level for thesired
signal. Thus, in [18] the authors derived new esgians for
the probability of outage where a mobile unit reesi a
Nakagami desired signal and multiple, independent,

atochannel Nakagami interferers. A salient featureheir
results is that the outage expressions do notigestre
Nakagami fading parametem, to strictly integer values.
Furthermore, since the received signals in molitior also
experience log-normal shadowing, they analyzed dhse
where the received signals are modeled by a comeposi
Nakagami and log-normal distributions. The outage
probabilities are computed and graphically preskritar
several cases. The effect of specifying a minimugmed
requirement for adequate reception is found toodhice a
floor on the outage probability. It is also fountat
shadowing in macrocellular systems severely degrdde
desired quality of service by increasing the redstance
necessary for a given outage level.

In this paper, the satellite communication system
consisting of the earth transmitting station ane satellite
transponder was considered. SSC diversity tectamesised

in that the on receiving satellite and receiving earth statitmseduce

fading influence to the system performances. Thesgmce
of Nakagamim fading on receiving satellite and receiving
earth stations is observed in [1], and the preseafdgice
fading on both, receiving satellite and receivingrtle
stations is observed here. The probability denfsitctions
(PDFs) and the outage probability of the signahatEarth
receiver station output are given for differentgraeters.
Beside generally used first Section, introductiamd the

expressions are found fbrbranch microdiversity using both second Section of the paper presents related wibréshird
selection diversity combining (SDC) and maximalioat one shows and interprets the system model. Thistatatof
combining (MRC). These expressions are extended tthe output SNR is given in the fourth Section andharical
include both M-ary coherent PSK (M-PSK) and diffeial  results in the fifth one.

PSK [M-differential PSK (DPSK)]. Following previous
empirical studies, the LMSC is modeled as a weit)istem
of Rice and Suzuki distributions. Numerical resuétee
provided illustrating the achievable performancéoth M-

1. SYSTEM MODEL

The use of SSC combiner with great number of brasich
can minimize the bit error rate (BER) [19]. We detmed
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SSC combiner with two inputs because the gain & thand fora<a:

greatest when we use the SSC combiner with twotsnpu a)=P a)+ P, a)F +
instead of one-channel system. When we enlargauher Pa(8) = Fia Py, (3) + Fia Pa, (@) Faa(@r)

of inputs (branches) the gain becomes less. Bea#utbat it P P E

is more economic using SSC combiner with two inputs +F2aPa, (@)+ 2a Py (@)Faz(ar) (4)

The signals at the input arg and a,, a; is the

1 threshold of the decision.
—p
r
, SSC |
—>

SS
Figure 1. Model of the SSC combiner with two inputs -

The model of this system is shown in Figure 1. The
signals at the combiner input arg andr,, andr is the
combiner output signal. Let see how the SSC combisitd
two inputs works. = zs2

The probability of the event that the combiner tfirs
examines the signal at the first input B, and for the
second input i$,. If the combiner examines first the signal
at the first input and if the value of the signaltlae first
input is above the treshold;, SSC combiner forwards this
signal to the circuit for the decision. If the valwf the
signal at the first input is below the treshalg SSC A SsC
combiner forwards the signal from the other inputthe
circuit for the decision, regardless it is abovebetow the
predetermined threshold. If the SSC combiner first
examines the signal from the second combiner iriput
works in the similar way. The probability for thiest input
to be examined first i®; and for the second input to be Az'——
examined first id,.

There are two diversity branches on satellite and o
Earth receiver station. The SSC combining is usedath,
receiver satellite and Earth station. System maxishown
in Figure 2

Let Nakagamim fading is present on both, receiver
satellite and Earth station. The signals at theutirgre A |

. . : . a, e— SSC
andA,. In this case the probability density of sigAakt the
satellite station output, is, for 8< Ay a

ZS 1 e
PA(A) = RaPa, (A)Fa1(Ar) + PoaPa, (A)Fax(Ar) Z

(1)

and forA<A a,e—+

a)

SS 1e A

b)

Pa(A) = RaPa (A)+ PaPa, (AFp(Ar) + o)

+P2A pAz (A) + P2A ppa (A) FAZ(AT) ) Figure 2. System model - a) entire- system; bglitat Station (SS);
c) Earth Station (ZS)

Aq is the threshold of the decision. The signak at the Earth receiver station output is [2]:
The probability density of signal, at the Earth receiver
station output is, fob<a<ar: A+x
z=acosp+y,=a —— Y (5)
P.(8) = P b, ()F (@) + P, (BOF(a) @) V(A x) +y,
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wherex; andy; are the Gaussian components in phase and T R

quadrature, respectively.
The conditional probability density of the sigaas:

_[Z_ f1(a,Ax,y)

1 2
pz(Z/Xl’ylvA’a) = \/50‘ e 202 (6)
2

where ¢, i=1,2, are standard deviation of appropriate

variables.
The probability density of the signals:

p,(2) = [ [y, [da [aa \/%Gz R

‘Pa ( A) Pa (a) pxly1 (X]_. yl) (7)

The joint probability density of
componentx; andy; is:

_ )(12"')’12
pxlyl(xly Y1) = L > € 20f ®)
270
The function f,(a, A, X, y;) is defined with:
faAx,y)=a At (9)

VA+%)? +y,°

The probability density of output signal after some
substitutions, is:

+o0 +00 +00 +00 1
p,(2) = _l dxl_i dy; 6“da E!‘dA\/ZG2 .

_ [Z— fl(avAvxer1)]2
2
-e

_ X12 + Y12

262
e 1 a A =
2707 Pa(2) Pa(A)

o 4o B A 1
=_£dx1_£dy10jdaJdAﬂgz.

[z— fl(a,A,xl,yl)]z
2

20,

Xy
—— e 20'12
271'0'12

[RaPA (AFx(A) + B upa (AF, (A)]-

R Pa, (@) Fas(@r) + Pa Py, (&) Fao(@r)] +

e 20,

the Gaussian

€

2702
[RaPs (AFL(A) +PoaPy (A F (A)]-
1P P (3) + Pa Pa, (@) Fas(ay) +
+Poa Pa, (8) + P Py, (B) Faa(ar )] +
4o gy

+o0 +0
+ del f dy, Jda dA
—0 0 A

1 .
20,

20,2 1 e 202
27r<712

{RAPA (A + Papa, (A Fa(Ar) +

+Pa Pa, (A)+Pyp pAi(A) Faz2(Ar)]-

’ [ Pla paz (a) Fal(aT) + P2a pa1 (a) Faz (aT )] +

e

+o0 +o0 +00 o0 1
+_;[dx1_;[dy1a'!.da/§r[dA 2o

[z- fi@aAx.y)]
2

Xy
e 20,°
271'0'12

{RAPA (A +PaPa (A FA(A) +
+Roa P, (A)+ Poapa (A)FA2(Ar)]-

[P Pa, (8) + Pia Pa, (8) Fag(ar) +

e 207,

+P2a pa2 (a) + P2a pal (a) Faz(aT )] (10)

The signals A, A,
distributions:

& ., a, have Nakagamm

2m-1 _mA?
2m™A™™ e ™

Pa ()= Q™ r(my)

(11)

1 _mA?
2I’T’|2m2 A22m2 1e o,

Q,"I(m,)

Pa, (Ay) = (12)
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2m.M g, 2Ms-1 _mea’

Py (a) =2 o % (13)
Q3™ T (my)
2m,™ 4, 2m,-1 _m4a22

P, (a)) =T %2 2 (14)

Q4m4F (my)

The signals for up and down links are not simetrica
There is two parameters of Nakagamidistribution: a
shape parametan,

spread,?.
The cumulative probability densities (CDFs) areegiv
by:
Fu(A) = y[?} A, mlj (15)
1
LI\ 16
Fa, (A) 7[Q2Az,mzj (16)
R @)= At an
1 Q3
F, ()= 7[2‘; Al m4j (18)

where y (x, @) is incomplete gamma function defined by fun

[20].

After putting the expressions (11) to (18) into )(1@e
obtain the probability density of the output sigadh the
presence of Nakagami fading.. The other

signal probability density function.
When the signaléy, A;, a,,a, have Rice distributions,
probability density functions are [11]:

A AP0, [Algﬁlj (19)
O

pAl(AJ.)= 7 € 7 lo

O'A1
A22+QA22 AO
A i 204, 2 2
pAZ(AZ) = 22 e 2 |0[ 2 ; ] (20)
O'A2 O'A2
6112+Qal2 0
a 20,7 a,fl,
pal(al) = 12 € Io{ 2a j (21)
O'al Gal

and a second parameter controlling

system
performances could be calculated by means of thpubu

106

(22)

o

a

a22+Qa22 Q
a, _ 25,72 a8,
paz(a2)= o 7€ : IO[ 22

a

The parameters of Rice distribution are the signal
amplitudes2 and variances.

The cumulative probability densities (CDFs) for &ic
distribution are given by:

Fa(A)=1-QQ, /o, Alo,) (23)
Fo(A)=1-Q@, /o, . Al0c,) (24)
F.(a)=1-Q, /o, .al0c,) (25)
F.(a)=1-QlQ, /o, .3,/c,) (26)

Q(a,b) is the Marcum Q function defined as [21]:
Q(a,b)= thexp{—tzzaz}lo(at)dt (27)

After putting the expressions (19) to (28) into )(1e
obtain the probability density of the output sigmah the
presence of Rice fading.

IV. SYSTEMPERFORMANCES

The obtained expressions for the probability densit
ction (PDF) of the output signal after diversity
combining can be used to study the moments, thesanad
fading, the outage probability and the averagesbibr rate
of proposed system.

The outage probabilityP,, is standard performance
criterion of communication systems operating owetirig
channels. This performance measure is commonly tsed
control the noise or cochannel interference Idvelping the
designers of wireless communications system's tet rie
quality-of-service (QoS) and grade of service (GoS)
demands.

In the interference-limited environment, the outage
probability P, is defined as the probability which combined
SIR falls below a given outage threshgjdalso known as a
protection ratio. Protection ratio depends on matioth

technique and expected QoS.

The outage probabilityR, , (r,,), is defined as:

Zn
Pa (2) = [ P.(2)cz (28)
0
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After putting p,(z) from (10), the outage probability

can be expressed as

Ith 400 400

1

o (re) = [z b, [, [da [dA '
out(rth) (S[Z_i Xi_:[ ylé[ a \/502

0

[ f@Axyf Xy
20'22

e

270y

lh 4o +o0 ar Ay 1
- Ojdz_idxl jdyl()jda()jdAﬂaz-

—0

[z f(aAx Y Xy
P

e 20, e 207’

27;0'12
"[RAPA, (AF (A ) + FoaPa (AF (A )]
1Ra Pa, (8) Far(@r) + Paa Py, (8) Fao@r)] +

fh 4o +o0 +o Ay 1
dz |dx, |dy, |da |dA .
oo o Jee fo

[z @Ayl Py
e 2022 — e 20’
270y

'[FiA p/.\Z (A) FA1(Ar) + P2A ppl(A) FAz(Ar)] ’

[PaPay (3) + Pa P, (8) Fag(ar) +

+ P2a pa2 (a) + P2a pa1 (a) I:512(aT )] +

Tth +o0 +0 ar +o0 1
+ 6[ dz_£ dxl_;[dyl 6[ daA_!'dA \/Zo-z.

[=t@Ax vl Xy

e 207° e 20,

2
270y

{RAPA (A +PaPa, (A FaAr) +

+RopPp, (A) + Poabp (A)Fax(Ar)]-

20,2
se 27 p (@)pa(A)=

107

[Pap., (@F.(ar) + P p, () F,p(a7)] +
Tih 40 +o0 40 40 1
+ [dz [dx, [dy, [da [dA :
Jo Jo o, Joa Jor

[ fi(@Ax.y)f Xy
e 20'22 = e 20'12

2
2roy

TRAPA (A +PaPA, (AFAM(A) +
+Roa P, (A)+ Poapa (A)FA2(A)]-
{Ra P, (8) + Py Pa, (8) Faa(ar) +

+P2a pa2 (a) + P2a pal (a) FaZ(aT )] (29)

For binary phase shift keying (BPSK) modulation
scheme, the bit error rate (BER) is given by

R.(e) = [R(e/7)p, (»)dy (30)

wherePy(€/y) is conditional BER ang(y) is the PDF of the
instantaneous SNRP,(e/y) can be expressed in terms of the
Gaussian Q-function as

R(e/7) = Q297 ): (31)

Q is the one-dimensional Gaussian Q-function

e—t2/2dt . (32)

L

27 &
Gaussian Q-function can be defined using alteradivm
as

Q(X) =

17:/2 X2
_1 X . (33)
QX 7 afex Zsin2¢Jd¢

For coherent BPSK modulation parameter is
determined ag=1 andPy(e/y) is given by

R.(e/7) = Q2 ). (34)
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V. NUMERICAL RESULTS
The probability density function curves (PDHRs{z), of

06 T T T

the signalz at the Earth receiver station output, in the nsl l

presence of Nakagami-fadingare given in Figures 3 to 6

for diferent parameters. 04 _
Pz
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05 Bl
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0.4+ 15 7
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o | Figure 5. The probability density functipfz) for Nakagamim fading
present on receiver satellite and Earth statiandiféerent parameters:
01=0.7,0,=0.7, , my= m=1, (3= 2,=0.2,05, 1, 1.5, mg= my=1,
M i Q= Q=1 a=1,A=1
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n4f 1 Figure 6. The probability density functig(z) for Nakagamim fading
piz) present on receiver satellite and Earth statiandifterent parameters:
01=0.7,0,=0.7,, m= mp=1, (1= = 1, mg= my=1, Q5= =1, A=1,
nir 1 a=05,1,15
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Figure 4. The probability density functipfe) for Nakagamim fading 04 1
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We can see from these figures the influence of twc

parameters of Nakagami-distribution, a shape parameter, _ ) ) )
d d te?. th tandard deviati Figure 7. The outage probabili®.(2) for Nakagamim fading present on
m, and a second parameter, the stanaar eviations, receiver satellite and Earth statidor different parameters:

and the signal amplitudes, A;, a, and a,. 01=1,0,=05,0.7,1, 1.5, my= mp=1, = =1, me= my=1, Q5= =1,
a=2,A=2
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The outage probability curvdy,(2), in the presence of

Nakagamim fadingare given in Figures 7 and 8 for diferent
parameters. a5
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Figure 10. The probability density functip(e) for Rice fading present on
% receiver satellite and Earth station, for differpatameters:

7 01— 07, l, 15, 0'2:0.7, 0'A1:0'A2:O.5, QA;[: QAZ:l, Oax2 = Oa2 20.5,
Qalz 9324:1, aFl, Azl

Figure 8. The outage probabiliBs.(2) for Nakagamim fading present on
receiver satellite and Earth statidor different parameters:
01=0.7, 0,=0.7, my= m=1, (1= (,=0.2,0.5, 1, 1.5, me= my=1,
Q= =1, =1, A=1
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Figure 9. The probability density functipz) for Rice fading present on Qa= Q2=1, 871 A=1

receiver satellite and Earth station, for differpatamedrs:
01=1,0,=05,0.7,1,15, 0= 0a2=1, Qu = Qn2=1, 02 = 022 =1, We can see from these figures the influence of two
Q= Qui=l, A =2, A=2 parameters of Rice distribution, the signal ampkist2 and
variancesg, and the standard deviatiomss and the signal
The probability density function curves (PDFg{z), of  amplitudesAy, A;, a and a,.
the signalz at the Earth receiver station output, in the  The outage probability curvé,(2), in the presence of

presence of Ricéading are given in Figures 9 to 12, for Rjce fadingare given in Figures 13 and 14 for diferent
diferent parameters. parameters.
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Figure 12. The probability density functip(e) for Rice fading present on Figure 14. The outage probabil®y.(2) for Rice fading present on
receiver satellite and Earth station, for differpatameters: receiver satellite and Earth statjdor different parameters:
01— 07, 0'2:0.7, opL— 0'A2:1, QAZL: QA2:11 Oa2 = Oa2 :l, Qalz 0324:1, 01— 07, 0'2:0.7, opL— O'Azzl, QA;[: QAZZO.Z, 05, 07, 1, Oa2 = Oa2 :l,
a=05,1,152 A=1 Qau= Qua=1, a=1 A=1

The outage probability curveB,(z), are shown in
Figures 7, 8, 13, 14 for determined values of ifligtion
parameters: parameters of fadings on receiverligatehd
Earth station, the standard deviationg and the signal
values at the system inputs.

1 The values ofP,(2) for some values of parameters

, and constant other parameters, are shown in Figuesd
13. From this figure can be seen tRg}(2) decreases with
increase of parameter, for the same value o, if z is

1 bigger than threshold decision. From Figures 8 &hdt can

i be seen thaP,.(2) decreases with increasing of spread
parameters;=Q,.

1 VI. CONCLUSION

= In this paper the satellite communication systemsigting
of the earth transmitting station and the satelld@sponder
was considered. Switch and stay combining (SSQrdity
Figure 13. The outage probabil®y.(2) for Rice fading present on receiver technics are used on receiving satellite and rewgiZarth
_, sateliite and Earth statiofor different parameters: stations. SSC is used, as the simplest and thepekea
=1 2= 05,07, 1,15, 0= 00021, O = Q=1 002 = 002 =1, combining method, to reduce fading influence togistem
Q= Q=1 872, A=2 performances. The presence of Nakagamand Rice
fading on receiving satellite and receiving Eartdtiens is
The dependence of probability density functionsf pdobserved. Rice distribution issed to model the envelope of
P2, from z, the Earth receiver station output signal, arefading channels in wireless telecommunication sgsteith
given in Figures 3 to 6 in the presence of Nakagami jrect line of site, when dominate component exidisis
fading, and in Figures 9 to 12 in the presenceioé Rding, e of the satellite communication system can sedufor

present on receiver satellite and Earth stationssfame propagation channels consisting of one strong tik€xS
values of distribution parameters. In every grapte @r (line of sight) component and many random weaker

several parameters are given by few values anccanesee o ) .
P g y components for both, receiving satellite and reogiarth

the variation of pdf versus values of selected mpatars for . . .
vanat bl versus val P stations and for satellite propagation channels ¢y a

constant other parameters. TR o . .
The expression for probability density function (PDF) o Nakagamim distribution. The fading is the limiting factor in

the output signal after diversity combining is usedstudy ~ POth directions. Because it has been found expertaflg
the outage probability of proposed system. The gmta that Nakagami distribution offers better fit forder range of
probability is standard performance criterion offadmg condmon.s in wlrelgss communications, the
communication systems operating over fading channel influence of this kind of fading is analyzed also.
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The probability density functions (PDFs) of thersat
the Earth receiver station output are represertedifferent
parameter values. The other system performances, asi
the system error probability and the outage prdibgbi
could be calculated by the output signal probabdiensity
function. In this paper, the outage probability, shandard
performance criterion of communication systems afieg
over fading channels, is calculated and the cuaveshown
also.

In the future work the other combining techniquas;h
as Maximal Ratio Combining, (MRC), Equal
Combining, (EGC), and Selection Combining, (SCldo
be investigated and the results compared with gpjate in
this paper.
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Abstract—OSC (Orthogonal Sub Channel) is an enhancement
for the GSM voice service. It provides up to double capacity in
the radio interface with the same hardware compared to the
GSM Half Rate (HR) mode. This paper investigates the effects
of OSC on the capacity utilization as a function of the OSC
capable handset penetration. The variation of the radio net-
work capacity is studied by taking into account the division of
the time slot usage between HR and OSC capable terminals,
which depends on the OSC capable handset penetration. The
achievable capacity gain is studied by investigating the block-
ing rate behavior. In addition, a set of test cases was carried
out in a GSM network in order to evaluate the radio perform-
ance of OSC in terms of the carrier per noise level. The tests
were performed in a noise-limited indoor environment, and the
quality and received power level distributions were analyzed.
Based on the post-processing and analysis of the performance
data as a function of the OSC penetration, a generic model to
estimate the effect of OSC on the GSM capacity gain was
developed. The model utilizes the network statistics and
performance indicators of GSM, and provides an estimate of
the possible OSC gains in the investigated regions before the
OSC feature is actually activated.

Keywords—OSC, GSM, 2G, SAIC, voice evolution, capacity
enhancement, radio network planning, optimization, DHR.

L INTRODUCTION

The capacity utilization is one of the most important
optimization items of the GSM radio interface. The recently
developed Dual Half Rate (DHR) functionality can be con-
sidered as a major step in the 2G evolution path. OSC
(Orthogonal Sub Channel) is a solution for offering the pair-
ing of two separate users into a single HR (Half Rate) time
slot resource in such a way that no hardware enhancements
are needed in the network side. OSC utilizes a SAIC (Single
Antenna Interference Cancellation) functionality of the al-
ready existing handsets, which means that OSC provides a
SAIC penetration dependent capacity gain as soon as it is
activated via a software update of the Base Transceiver Sta-
tions (BTS) and Base Station Controllers (BSC) of the GSM
radio network.

Based on [1], this paper presents an extended analysis of
the OSC gain as a function of SAIC handset penetration, and
complements the analysis by investigating further the radio

David Valerdi, Ifigo Giiemes

Vodafone Center of Competence (CoC)
Madrid, Spain
david.valerdil @vodafone.com
inigo.guemes@vodafone.com

performance analysis presented in [2]. These results are
processed in order to form a complete OSC gain model that
consists of the predicted effect on the capacity and radio per-
formance of GSM voice calls.

During the evolution of the circuit switched (CS) domain
of GSM, there have been various capacity enhancement
methods applied in the networks like Dynamic Frequency
and Channel Allocation [3], Adaptive Multi Rate codecs [4]
and Frequency Hopping (FH) [5]. Also several other solu-
tions have been proposed, although these are still under
development, like multiple beam smart antennas [6]. At the
moment, though, one of the most concrete ways that provide
with a notable capacity effect is the SAIC concept. There are
various studies available presenting the respective benefit in
different environments [7][8][9][10].

The first DHR deployments are based on the OSC func-
tionality that has been evaluated and standardized by 3GPP
GERAN [11][12][13][14]. It utilizes SAIC and provide
capacity enhancement without need for modifications to the
already existing new mobile station generation.

Despite of the availability of various studies about the
SAIC gain, the capacity behavior in a typical OSC network
deployment is not clear. This paper presents thus an analysis
of the effect of OSC on the offered capacity by investigating
the benefits, e.g., in terms of the utilization and possibility
for the reduction of the transceivers as a part of the frequency
re-farming between GSM and other technologies such as
HSPA (High Speed Packet Access) and LTE (Long Term
Evolution). Based on realistic radio measurements in an in-
door environment, this paper also investigates the effective
proportion of the coverage area where OSC can be utilized.

The GSM HR mode is selected as a reference for the
investigations as it is assumed to be available in a typical
environment. The capacity gain of OSC is obviously lower in
the cell edge where the network dependent algorithm
switches the OSC first to the HR mode and eventually to the
FR (Full Rate) mode assuming that Adaptive Multi Rate
(AMR) functionality is utilized. This paper investigates the
capacity effect of OSC together with the impacts on the radio
quality, which together forms a complete prediction model
for the OSC gain as a function of the OSC penetration.

First, a brief overview to the principles and functionality
of OSC is given in Section II. Then, a theoretical analysis of
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the capacity behavior of OSC is presented in Section III. The
analysis shows the mapping of the estimated OSC penetra-
tion value in the actual usage of the Time Slots (TSL) for
OSC and GSM Half-Rate (HR) modes. Then, the effect of
OSC is investigated on the variation of the offered traffic,
which gives possibility to estimate either the reduction of the
already deployed capacity (transceiver units, TRX) or, which
gives time for the postponing of the future hardware capacity
additions yet maintaining the original or lower blocking rate
of the GSM cell. The effects of OSC on the radio perform-
ance are investigated in Section IV, which provides informa-
tion about the usability of OSC within the coverage area. The
field tests carried out in this section are based on the noise-
limited indoor environment, but the results can be extended
also to the outdoor. Based on Sections III and IV, the com-
plete model is proposed in Section V. The input of the model
is based on the Key Performance Indicators (KPI) of GSM.
The output predicts the effect of OSC on the respective OSC
coverage compared to the GSM HR (Half Rate) mode as a
function of the OSC penetration. Finally, Section VI presents
the conclusions of the work.

II.  THE FUNCTIONALITY AND USABILITY OF OSC

GSM technology is globally most widely deployed cellu-
lar mobile communication system. In emerging markets, the
increase trend of new-developed subscribers and consequent
voice traffic explosion creates a great pressure on network
operators, especially for those operators that need to provide
service to a large population with only limited bandwidth. In
mature markets, GSM frequencies are being re-farmed to
UMTS and LTE in order to provide a national-wide mobile
broadband service with a limited investment and better qual-
ity; this action will squeeze GSM bandwidth and increase
demand over GSM technology to achieve higher capacity
and spectrum efficiency, so as to maintain the current traffic
volumes and user experience. Furthermore, considering that
the Average Revenue per User (ARPU) continues decreas-
ing, most operators are facing the challenge of improving
their hardware utilization efficiency.

In order to cope with the scenarios outlined above, some
possible solutions are brought up. Among them, one of the
most promising proposals is the OSC feature, a voice capac-
ity enhancement for the GSM networks. OSC is standardized
in 3GPP, and the first live network OSC trials have been
carried out in 2010. OSC is backwards compatible solution
with the original TDMA frame structure of GSM, exploiting
the single 200 kHz frame bandwidth by multiplexing more
users to its 8 physical time slots. The OSC DHR (Dual Half
Rate) mode utilizes a single physical TSL for up to four us-
ers compared to the HR mode that can multiplex two users
within the same TSL, or only one user in the FR (Full Rate)
mode.

In Downlink (DL), OSC DHR distinguishes between two
independent GSM users sharing the same HR resource by
interpreting the 8-level GMSK modulation as two separate
QPSK (Quadrature Phase Shift Keying) modulation dia-
grams in such a way that the users form pairs within the HR
TSL as presented in FIGURE 1.
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FIGURE 1. Two separate OSC DHR users can be multiplexed in DL via
the pairing based on the QPSK constellation.

As presented in FiGure 2, a MUD (Multi-User Detection)
receiver is used in Uplink (UL) in order to identify two users
sharing the same physical time slot, and the separation of the
users is handled via different training sequences [11]. This
requires antenna diversity in the GSM base station with
MUD functionality [9]. The applied Multiple-Input, Multi-
ple-Output (MIMO) concept gives benefits especially in
Rayleigh fading channel [12]. A GMSK modulation is used
in UL.

V-MIMO T e H
—_— . GSM Transceiver .
De.- Dg- -
L cryption coding !
| MUD- -
— i | receiver iAb'S
E De- De- 1
! cryption coding i

FIGURE 2. Two OSC DHR users can share the same HR resource in UL
via the MIMO functionality of MUD.

FIGURE 3 shows an example about the average behavior of
the OSC DHR and HR calls in a fully occupied 8-TSL TRX
assuming that the OSC penetration is 50% and that the users
are uniformly distributed over the investigated area.

1 physical TSL

~

8 TSL TRX, 10 OSC calls and 10 GSM HR calls —

0i0|0:i0|O

OOOOO|:|HH HiH|HIH|[HiH|HH

- J
~—

OSC users

——

Legacy GSM HR users

Either 2 x OSC DHR or 1 x legacy GSM HR call
can utilize each of the HR TSL resource.

FIGURE 3. An example of the utilization of the TRX resources for OSC
DHR and GSM HR calls with the same OSC (SAIC) terminal
penetration.
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As FiGure 3 indicates, the TSL division for the OSC and
HR calls can be estimated to be 1:2 in case of 50% OSC
penetration, i.e., OSC utilizes 1/3 of the physical TSL re-
sources in this case.

When the radio conditions are ideal, i.e., there are no
restrictions from the radio network side in the usage of the
TSL for OSC DHR, HR or FR calls, it is thus possible to fit 2
times more OSC DHR calls into the same TSL compared to
HR calls.

The following analysis shows the more detailed division
of the TSL utilization for the OSC DHR and HR users as a
function of the OSC penetration, assuming that the network
supports both modes in the normal operation.

III. EFFECT OF OSC ON CAPACITY

This analysis shows the behavior of the GSM cell capac-
ity when both GSM HR and OSC DHR users are found in
the area. More specifically, the distribution of the HR and
OSC users in the same cell is studied as a function of the
OSC capable SAIC mobile station penetration. The capacity
enhancement is shown between the extreme values, i.e.,
when only HR users are found, and when the cell is popu-
lated with OSC users, in a fully loaded cell.

In the scenarios presented in this paper, it is assumed that
the functionality of the OSC is ideal, i.e., it is transparent for
the existing HR traffic, and that there is no impact of the
feature on the previous functionality of the network. It
should be noted that this analysis concentrates purely on the
radio interface time slot capacity, and does not consider the
effects of the feature on the radio link budget. The assump-
tion of these calculations is thus the presence of a coverage
area where the quality and received power levels are suffi-
ciently high for the functioning of the OSC.

The benefit of OSC is obvious in a fully loaded network
where major part of the GSM Mobile Stations (MS) is OSC
capable. The presented investigations are divided into three
scenarios: The effect of OSC DHR on the TSL distribution in
a fully loaded cell, on the number of users per TSL, and on
the blocking rate, which can result the possibility to reduce
TRX units from the GSM sites.

A fully loaded cell can be taken as a basis for the study.
The assumption is that both HR and OSC capable users are
uniformly distributed over the investigated area. This means
that the OSC capable MS penetration equals to the probabil-
ity of the OSC MS entering to the cell, the rest of the MSs
entering to the cell utilizing the HR mode. It should be noted
that the term HR refers to a MS that is capable of utilizing
both HR and FR modes.

When the OSC feature is activated in the GSM network,
the total number of users, i.e., Mobile Stations that are di-
stributed in the investigated area, is a mix of OSC DHR users
and GSM HR users:

M

tof _ rOSC .\ HR
Nys =Nys™ + Ny

The amount of the OSC users depends on the OSC capa-
ble MS penetration a with {aeR|0<a<1}. The number of
OSC capable users is thus:
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VO =N @
This means that the number of HR users is:
NIR —(1- ) NOL 3

The total number of physical TSLs is divided to the TSLs
utilized by the OSC users and the HR users. The expression
for the TSLs occupied by the OSC and HR users is thus:

tof _ AOSC , v HR
Nrsp =Npg +Npgp

“
The formula contains physical TSLs for OSC and HR. As
a single OSC TSL can be utilized by a total of 4 OSC users,
we can present the relationship between the TSL and the
number of the users in the following way:
Ny =4Npg )
Equally, a total of 2 HR users can utilize the TSL, which
can be expressed as:

HR HR
Nus =2-Nrgp (©)

FIGURE 4 clarifies the idea of the notation. In this specific
case, the OSC user penetration o is 12 / 22 = 55%, and the
physical TSL utilization for OSC users is 3/8.

Assuming that the users are distributed uniformly in the
coverage area, the utilization of the TSLs depends on the
OSC penetration. The following analysis represents the best
case scenario of a number of HR MSs, which is multiple of 2
and a number of OSC MSs, which is multiple of 4 so that no
TSL is occupied by less than 4 OSC MSs or less that 2 HR
MS:s.

N5y =8
0sC HR
Nrsp =3 Nrsp =5
~ - ~ — —~
O0O|J]O0OO0O|0O O
ooloolo ol HH|[HH|HH|[HH|HH
— ~— A —
NORE =12 NIR =10
Nig& =22

FIGURE 4. An example of the utilization of a single TRX by OSC
(marked as O) and HR (marked as H) users.

By combining (4), (5) and (6), we can write:

ose 0SC \HR
for _ ur _Nus~ , Nus
Nrsp =Npsp +Npsp =—, —+—, ™)
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We can then introduce the dependency from the OSC
penetration using (2) and (3):

tot tot
Nlot =a'NA?1S +(l_a)NA?IS
TSL 2 5

®)

We have therefore expressed the total number of needed
TSLs as a function of the total number of MSs and the OSC
penetration coefficient.

A.  The number of users as a function of o

Similarly, we can express the total number of MSs that
can be served as a function of the total number of available
TSLs and the OSC penetration coefficient.

Let's then introduce § with {feR|0<f<1}, which gives

the percentage of the physical TSLs occupied for the OSC
users. The analysis can be carried further and we can write:

tof _ A OSC . A HR
Nus =Nys +Nys

tot tot
=B-Ni%, 4+(-B) Nye, -2
=2-Nig -(2+1- )
Ny =2-(1+ B)- NI, )
We can rearrange as follows:
tot tot
Nt a-Nyis + (1-a)- Ny
_aNyge+2-(1-a)N g
4
tot _ (2-2) \ 0
Nygp = 2 Ny (10)

The total number of users can then be expressed as a

function of the TSLs:
Y 4. Ntot
N = 2_73 (11)
By comparing (9) and (11) we obtain:
4. Nlot
72_? =2-(1+ B)- Nj%, (12)

Therefore the utilization of the TSLs by the OSC users
can be expressed as a function of OSC user penetration:

B (13)

FIGURE 5 shows the physical TSL utilization for the OSC
and HR users as a function of the OSC penetration, i.e., the
level of the TSL occupation as a function of the percentage
of the SAIC capable handset of the all mobiles in the investi-
gated area.
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FIGURE 5. The TSL utilization for the OSC and HR calls as a function
of the OSC penetration.

One point of interest of FiGure 5 is the SAIC handset
penetration of 50%, which indicates that the OSC paired
connections utilize 33% of the physical TSL capacity of the
cell, the rest being occupied by HR users. Another point of
interest is the breaking point where both HR and OSC utilize
the same amount of TSLs. The graph shows that it is found
at 67% of OSC penetration.

It should be noted that the calculation is valid within the
functional coverage area where OSC can be used, i.e., where
the received power level is high enough. For the areas out-
side the OSC coverage, HR and FR modes are assumed to
function normally with their respective ranges of received
power levels indicated in [15].

B.  The effect of OSC on the number of users per TSL

As the number of the OSC and HR users is known as a
function of a, we can create a function that expresses the
usage of a single TSL in terms of the number of users served.
It is clear that the values of the served users oscillates within
the range of [2, 4], lowest value indicating 100% HR, and
highest value representing the 100% DHR OSC penetration.

The number of the users per TSL in a cell that contain
mixed HR and OSC users can be obtained by utilizing (10)

and (11):
:2(1+ﬁj

FiGURE 6 shows the number of users per TSL as a function
of the OSC penetration a. As can be noted, the extreme value
of 4 is a result of OSC penetration of 100%.

As an example, the 50% OSC penetration level provides
an offered capacity for about 2.67 users (which is a mix of
OSC and HR users in average) per timeslot. It is again as-
sumed that the OSC functionality can be utilized over the
whole investigated area, meaning that the cell border area of
the GSM coverage is not considered in this analysis.

tot
Nys

tot
Nrsy

(14)
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FIGURE 6. The number of users per TSL as a function of the OSC
penetration.

C. The effect of OSC on blocking rate

The original situation of the fully occupied cell with only
HR users present, i.e., when OSC is not activated, can be
taken as a reference also for the following analysis. Assum-
ing that the blocking rate of the GSM HR cell in busy hour is
B, we can estimate its change via the well-known Erlang B
[16] after OSC has been activated:

4N

- is
T (1)

n!
n=0

B(N) =

Term B is the blocking rate (% of the blocked calls com-
pared to the number of whole attempts), N is the available
amount of time slots, and A4 is the product of the average call
density and average time of reservation, i.e., the offered load.

As it is not possible to solve the equation of offered traf-
fic analytically, it can be utilized in a recursive format:

B(0)=1
AB(N -1)
N+ AB(N -1)

(16)

B(N) =

Furthermore, the offered traffic (Erl) can be expressed as:

x=A4-(1-B) 17)

We can establish a reference case with OSC 0% in the
following way. The B(N)[OSC = 0%] can be set to 2%. This
means that, e.g., in the case of 7 traffic TSLs for FR GSM,
the respective offered load 4 = 2.94 Erl and the offered traf-
fic is x = 2.88 Erl. The proportion of the offered traffic over
the whole timeslot capacity x / TSLy = 0.41 Erl/TSL. If HR
codec is utilized, there is double the amount of users served
within the same TSL number. This can be expressed in Erlag
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B formula by marking the available radio resources as 14,
which results 4 = 8.21 Erl and x = 8.04 Erl. The x / TSL,
is now 1.15 Erl/TSL, i.e., FR TSL. The difference between
these figures shows the Erlag B plus HR gain, i.e., the more
there is available capacity, the more efficiently the calls can
be delivered with the same blocking rate.

When the OSC functionality is activated and the same
blocking rate is maintained, the available resources with the
same hardware is now 4-7 = 28 for the B(N)[OSC = 100%],
i.e., when a = 1. The x is now 19.75, and the efficiency 2.82
Erl/TSL, i.e., FR TSL. This shows one of the benefits of
OSC as it increases clearly the capacity efficiency via the
Erlang B gain if the same amount of hardware is maintained.

If instead the amount of users is kept the same, the addi-
tional capacity that is liberated via the more efficient usage
of TSLs via OSC can be removed partially or totally. This
provides the basis for 3G re-farming if the operator has both
2G and 3G licenses.

With a lower amount of timeslots, the same number of
users can still be served with the same or lower blocking rate
like Figure 6 indicates. The blocking rate depends on the us-
age of the TSLs for OSC, i.e., on f, which can be expressed
as a function of o as shown in (13).

D. The effect of OSC on the TSL and TRX reduction

It is possible to investigate the dependency of the number
of users and Erlang B formula's offered traffic as a function
of the OSC penetration. In order to carry out this part of the
study, an Erlang B table was created by utilizing (15) and
(16).

A case example with a blocking rate of 2.0% was se-
lected. A table of 1-200 TSLs was created as a basis for the
analysis. FIGURE 7 summarizes the behavior of the channel
utilization. It can be seen that the performance of the cell
increases due to the Erlang B gain, along with the OSC pene-
tration growth compared to the original proportion of the HR
capable users.

Offered traffic (x) in physical TSL#
200
180 - TSL#F50
160 - TSL#F45
= 140 | TSL#F40
@ TSL#F35
2 120 A
€ 100 - #:30
8 80 | #E25
(9} =
:,5 60 | #5720
#7515
40 -
//_/_ISL#=1O
201 S R
0.0 0.1 02 0.3 04 05 06 0.7 0.8 09 1.0
OSC penetration

FIGURE 7. Offered traffic as a function of the OSC penetration, when
the maximum number of the available time slots is 50 and B = 2%.
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FIGURE 8. The required time slot number with B =2% can be observed
as a function of the OSC capable user penetration.

Next, an analysis of the effect of the SAIC handset
penetration on the total reduction of the time slot number is
presented. The calculation can be made by assuming that the
offered traffic level x and the call blocking rate B are main-
tained in the original level.

FIGURE 8 summarizes the analysis carried out for 20—100
Erl of offered traffic. Ficure 8 can be interpreted in such a
way that when the OSC penetration grows, the needed num-
ber of TSLs with the same blocking rate (originally 2%) is
now lower.

According to the basic behavior of the Erlang B model,
the effect is logically strongest for the higher capacity cells.
This can be noted especially from the highest investigated
offered traffic class of 100 Erl, which requires only half of
the timeslots when OSC penetration is 100%.

The effect of OSC can be seen in FiGure 9, which shows
the analysis for the required number of TRXs for a set of
offered traffic classes (Erl) when the OSC capable SAIC
handset penetration is known.
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The assumption in this case is that each TRX contains 8
traffic channels. It is now possible to interpret the benefit of
OSC in terms of the transceiver units. Table I summarizes
the calculation as a function of TRX number.

TABLE 1. The estimation of the needed TRX element number as a
function of the OSC penetration, when the blocking probability B=2%.

- OSC penetration

x () 500 T 025 | 050 | 075 1.00
20 1.8 15 13 1.1 0.9
40 31 2.7 23 2.0 1.6
60 45 38 32 2.7 23
80 58 5.0 42 35 2.9
100 71 6.1 51 43 35

TasLE 1 indicates that the benefit of OSC starts to be
significant when the original BTS contains at least 4 TRX
elements (per sector or in omni-radiating site). In that case,
already a relatively low OSC penetration of 25% provides a
possibility to remove a complete TRX element (i.e., one fre-
quency block of 200 kHz) from the cell, yet still keeping the
blocking rate below or the same as was observed originally,
which is 2% in this example. If this capacity is removed, it
can be utilized for the re-farming of 3G frequencies. Alterna-
tively, if no TRX units are removed, the offered capacity can
be utilized more efficiently for parallel packet data via the
lower circuit switched call blocking rate. There are thus
various different network evolution scenarios available due
to OSC.

FIGURE 10 summarizes the amount of TRXs (assuming that
each offers 8 physical traffic TSLs) that can be removed
from the site depending on the OSC penetration and the of-
fered traffic in such a way that the blocking rate would not
change from the original 2 % figure. It should be noted that a
small part of the TSLs are used also for signaling, and that
each TRX unit is a physical 8-TSL equipment, so only inte-
ger values rounded up should be considered in the interpreta-
tion of the number of TRXs.

Required number of TRX elements
8.0

0SC(0.00
(ref)

C(0.25)
C(0.50
C(0.75
C(1.00

0.0 - - - -
20 40 60 80
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—
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N~

4.0

—
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2.0 1

100

FIGURE 9. The effect of the OSC penetration on the required amount of
TRXSs when the blocking rate B is kept the same (2%).

Reduction of TRX elements

4.0
—a— 0SC(0.25)

351 o— 0SC(0.50)

3.0 | | —a— 0SC(0.75)
—— 0SC(1.00)

2.5 1

2.0 1

1.5

1.0 4

# of TRXs that can be removed

0.5 1

0.0

20 40 60 80 100

Offered traffic (Erl)

FIGURE 10. The effect of OSC on the reduction of TRX elements.
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The presented analysis provide a base for the GSM net-
work re-dimensioning in the following scenarios:

1) In the case of still growing GSM traffic, the estimation
of the already existing penetration of SAIC terminals when
the OSC feature is activated, as well as the prediction of the
SAIC penetration development within the forthcoming years
gives a possibility to adjust the radio capacity plans. This
means that the otherwise required TRX extensions can be
postponed or rejected as long as the blocking rate can be
maintained in the allowed level with OSC.

2) In the case of stabilized or lower GSM traffic, the
same blocking rate can be maintained with a lower amount
of the TRX units. This liberated bandwidth can be reused for
the delivery of the growing 3G traffic in the same frequency
band, if available for the operator, which makes the fre-
quency re-farming more fluent with OSC.

IV. OSC RADIO PERFORMANCE ANALYSIS

A.  Methodology for the analysis

The laboratory environment consisted of Base Station
Sub system (BSS) and Network and Switching Sub-system
(NSS) with functional elements (Base Transceiver Station
BTS, Base station Controller BSC, Mobile Switching Centre
MSC and Home Location Register HLR) as shown in FiIGURE
11. The Abis interface was based on the IP emulation. The
BTS was located in Madrid, Spain, and BSC in Finland. The
voice calls were established only within the test network.
Discontinuous Transmission (DTX) and Frequency Hopping
(FH) were disabled during the measurement data collection.

E Base station Sub-System Network -
Sub- 1

System !

: o MSC :

i . I :
e > e
' e VLR i

FIGURE 11. The laboratory setup consisted of a functional GSM
network with a single radio cell.

The test network consisted of one cell in the indoors. The
link budget was dimensioned by using adjustable attenuators
and minimal TRX output power, which resulted in a cell ra-
dius of about 40 meters. The indoor radio propagation condi-
tions provided nearly line of sight, with light wall obstacles.
This setup represents a noise-limited environment within the
whole functional received power level range of GSM.

For the evaluation of the radio performance, the quality
level O and received power level Pry were correlated and
stored in Slow Associated Control Channel (SACCH) frame
intervals of 480 ms during the active voice calls. The corre-
lated O, values with n = 0...7 and Pgy,, categories with m =
0...5 were collected to a matrix. TABLE 2 presents the equiva-
lence of the QO levels and bit error rate (BER), and TaBLE 3
shows the Pyy categories in terms of dBm ranges [15].

The values for the Carrier-to-Noise ratio (C/N) are based
on the thermal noise level and terminal's noise figure. The
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value for the noise floor can be estimated by applying the
formula:

P, =101og10(kBTB~103)dBm (18)
=—174dBm/ Hz +10log; o (B)Hz

where kj is Boltzmann's constant (1.38:10% J/K), T'is the
temperature (290 K is assumed) and B is the bandwidth in
Hz. For a single GSM frequency channel of 200 kHz, the
thermal noise level is thus —120.98 dBm. The values of TABLE
3 contain also the receiver noise power of about 3 dB, result-
ing in total noise level N of —118 dBm.

The OSC functionality was set up to the BTS and BSC
by utilizing non-commercial R&D software. DHR mode of
OSC was utilized in a single TSL with minimally correlating
training sequences.

TABLE 2. Mapping of quality categories (Q) and Bit Error Rates (BER).

0, category BER (%)
n=0 [0.0, 0.2]
n=1 [0.2,0.4]
n=2 [0.4, 0.8]
n=3 [0.8, 1.6]
n=4 [1.6,3.2]
n=>5 [3.2,6.4]
n=6 [6.4,12.8]
n=7 [12.8, 100]

TABLE 3. Pgy categories and respective Carrier-to-Noise ranges.

Prxm category Prx (dBm) C/N (dB)
m=5 [-38, —69] [49, 80]
m=4 [-70,-79] [39, 48]
m=3 [-80, —89] [29, 38]
m=2 [-90, —94] [24, 28]
m=1 [-95, —99] [19, 23]
m=0 [-100, —110] [8, 18]

B.  Laboratory tests with SAIC handsets

The data collection was carried out over the functional
coverage area by applying BSC measurement called RxLevel
Statistics. SAIC terminals were used for the test calls. The
collection was done in systematic manner by moving the
terminals approximately 0.5 m/s with a test platform.

The correlated (Q, Pry) matrix was collected for both
OSC and reference GSM HR calls. It should be noted that
the testing was done only for one physical TSL whilst the
other traffic TSLs were blocked. As the environment was
noise-limited and no inter-TSL interferences were present,
this represents a fully loaded cell. The interval of the (Q,
Pry) matrices was 15 minutes.

FIGURE 12 shows the principle of the data collection, which
was carried out in three different phases within high, medium
and low ranges of received power levels. This method was
applied to the investigations in order to collect the data over
the Pgy categories in as uniform manner as possible.
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FIGURE 12. The measurement data were collected in three phases,
within high, mid and low field (values of Pry in dBm).

C. Laboratory results

The correlated (Q,, Pry,) results can be organized to a
matrix format in such a way that the elements v;; correspond
to the number N of the samples of Oy, where i=0,1,...,8, and
Pry;.;, with j=0,1,...,5, is indicated as N(Q,, Prx»). The result
of (Qo, Pryo) represents thus the value of the matrix element
vg; and (Qi, Prx1) corresponds to the element v;;. The last
result of (Q7, Prys) is found in the element v, . The following
format clarifies the idea.

VLU Y2 Ve N(Q7,Po) N(Q7,P5)
M= V2:,1 _ N(Qé,Po)
V8.1 vg6| |N©Oy.Ry) N(Qg.P5)

The following matrices Mgsy, and Mpgc presents the
normalized results for GSM and OSC laboratory tests,
respectively. Each matrix element represents the percentage
of the number of samples for that O and Py compared to the
total number of samples.

[1.70 0.00 0.00 0.00 0.00 0.00 ]
2,67 0.02 0.02 001 0.00 0.00
357 131 095 039 0.08 0.02
381 196 071 023 002 0.03
297 169 058 030 004 0.03
1.11 134 063 032 0.03 003
0.66 0.66 0.18 023 0.06 0.02
[1.81 533 1035 14.13 1147 28.56]

Megsy =

(444 0.03 0.00 000 0.00 0.00]
285 5.09 0.01 0.0l 0.00 0.00
0.00 536 193 0.16 0.00 0.03
0.00 0.80 695 070 0.00 0.05
0.00 0.07 653 142 002 0.04
0.00 0.00 4.19 099 0.07 0.05
0.00 0.00 1.97 1.19 0.05 0.07
10.02 0.00 2.07 18.65 24.24 9.92

Mosc =
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In the original GSM mode and with full load of a single
TSL, a total of two HR users consume the whole physical
TSL. In the OSC mode, in turn, a total of 4 DHR users util-
izes the physical TSL in the fully loaded TSL.

The O, and Ppy,, results were collected in three phases,
each lasting 15 minutes. One area is characterized as a strong
field with main part of the results occurring in Pgy categories
of Prys and Pry,. The second represents medium field with
values of Pgry; and Pgy,, and the third area represents low
field with values belonging to Pry; and Pgryy. The results
were then combined in order to present the matrix of the
complete field.

All the measurement data samples were collected as uni-
formly as possible by moving the platform in a constant
speed. The data collection in the lowest field was done by
observing the Radio Link Timer (RLT) parameter value di-
rectly in the mobile phone's engineering mode channel dis-
play. When the field reached the critical level, there occurred
SACCH frame errors and the retransmission parameter value
started to decrease from the original value of 20 towards 0.
Before the zero-value was reached (which drops the call), the
mobile was moved to the better field in order to raise the
value back to 20 without breaking the connection.

There were a total of 20,383 and 19,399 samples col-
lected during the GSM HR and OSC modes, respectively. In
average, there is thus more than 400 samples per matrix ele-
ment, which results in an average margin error Err[95%] =
0.98 / \(400) = 4.9% with 95% confidence level per each
matrix element. Table III shows the Err[95%] for each Pry
category.

TABLE 4. The error margin in % of the samples of each Prx,, category
with 95% confidence level.

Mode Prxy Pry; Py, Prxs Pryy Pgys

HR 1.6 2.0 1.9 1.8 2.1 1.3

OSC 2.5 2.0 1.4 1.4 1.4 2.2

D. OSC Radio Performance Model

Based on the analysis presented previously, a comparison
of the matrices can be now performed. GSM HR matrix
Mgsy can be selected as a reference in order to produce a
matrix My which indicates the difference or change of the
original correlated (Q, Pry) distribution in %-units due to the
OSC mode. The matrix is:

M giy =M Gsm —Mosc (19)
[—2.74 -0.03 0.00 000 0.00  0.00 |
~0.18 —507 000 -0.01 000 0.0
+3.57 —4.05 —098 +023 +0.08 —0.02

Vo | F38L #116 —625 —046 +001 -002

W1 4297 +1.61 -595 —1.12 +0.01 —0.01
+111 +1.34 —-356 —0.67 —-005 -0.02
+0.66 +0.66 —1.79 —096 +0.01 —0.06
| +1.79 4533 +828 —451 +12.77 +18.65
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It can be noted that in the original Mgy, there are all
quality classes Qy...0; present in the lowest field, i.e., in Pgyy
category, whilst Mygsc produces samples only to the quality
classes Qs and Q7 in the same field. It can be seen that the
collection of samples for different Pry levels is not uniform,
indicating that the data collection happened slightly un-
equally in different fields, in addition to the fact that the
ranges associated with each Pgy are different. This makes the
comparison of the matrices challenging.

In order to cope with this issue, the result matrices can be
normalized over each Pgy, category (that is by column) in-
stead of the total number of the collected samples, in the
following way:

0.00]]
0.00
0.05
0.09
0.11
0.09
0.05
99.6

[9.29
14.6
19.5
20.8
16.2
6.08
3.63
19.88

0.00
0.13
10.7
16.0
13.7
10.9
5.40
433

0.00
0.12
7.07
5.27
4.34
4.69
1.35
77.16

0.00
0.03
248
1.49
1.92
2.05
1.45
90.6

0.00
0.00
0.71
0.13
0.31
0.22
0.49
98.2

7
Mgsy =

0.00 ]
0.00
0.34
0.48
0.43
0.48
0.72
97.5]

[60.7
39.0
0.00
0.00
0.00
0.00
0.00
10.27

0.26
44.8
47.2
7.04
0.65
0.04
0.00
0.00

0.00
0.06
8.15
294
27.6
17.7
8.32
8.75

0.00
0.06
0.68
3.01
6.13

0.00
0.00
0.02
0.02
0.10
429 0.30
514 0.20
80.7 99.36

7
Mosc =

Now, the difference can be calculated as:

Mg = MGsy —Mpsc (20
The following matrix presents the result in %.
[+51.5 4026 0.00 0.00 0.00 0.00 ]
+244 +447 -0.05 +0.03 0.00 0.00
~195 +36.5 +1.08 —1.80 —0.69 +0.28
, -208 -891 +241 +1.53 -0.11 +0.39
Mag =| 162 _131 +233 +422 —021 +033
-6.08 -10.8 +13.0 +224 +0.08 +0.39
—3.63 —-540 +697 +3.68 —0.28 +0.67
| -9.61 -433 -684 -9.90 +121 -2.07|

It can be seen from the matrices that the proportion of
quality classes Q7 and Qg is higher in OSC than in GSM HR.

FiGURE 13 shows the impact of OSC on the quality level
per each Pgy category. The most affected categories are Pxyy,
Ppry; and Py, as they include more lower quality values.
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FIGURE 13. The M'diff presents the change in the distribution of the
correlated O and Piy caused by OSC when HR is the reference.
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FIGURE 14. CDF of the GSM HR analysis, scaled individually for each
Py category.
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FIGURE 15. CDF of the OSC analysis, scaled individually for each Pgy
category.

FiGURE 14 and FiGure 15 show the difference in the Q class
behavior. In GSM HR, the lowest Pry has samples over all
the Q classes whilst OSC only causes samples for Q45 and Q.
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The introduction of OSC feature causes each CDF to shift
towards the higher Q classes corresponding to higher BER.
This indicates that the useful coverage area produced via the
OSC mode is smaller than the one produced by HR.

1) Scenario 1: Difference of the radio quality in a fully
loaded GSM HR and OSC cell
TaBLE 5 summarizes the laboratory test analysis in CDF,
showing the differences between HR and OSC per Pgy cate-
gory. As can be noted, the Qs i.e., BER in the interval
[3.1%, 6.4%] can be reached with HR between Py, and Pgy;
[-95, —110 dBm]. According to Table III, the OSC moves
the C/N requirement higher, and the Qs can now be found
between Pgy; and Pry, [-90, —99 dBm].

TABLE 5. The 95 % Q criterion analysis for the GSM HR calls.
* Note: When the Q) value is achieved more than 95 % of the time, the
corresponding %-value is shown in brackets.

0 value for 0 value for OSC /
Ppy category GSM HR difference with GSM
(reference) HR (%-units)
Pryo 6.5 69/-0.4
Pry; 4.5 59/-14
Pry> 4.3 4.4/-0.1
Prys 2.5 2.8/-0.3
0.0* (97.5 %) / 0.0
* 0
Prxs 0.0% (98.1 %) (—0.6 %-units)
0.0* (99.4 %) / 0.0
* 0
Prys 0.0* (99.6 %) (=0.2 %-units)

It can be assumed that the practical threshold for the
GSM call is at quality level of Q,, corresponding to a BER in
the range [1.6, 3.2]. Figure 16 shows the CDF of the com-
bined Pry classes as a function of the O, indicating that the
0, is at 89.5% for GSM HR, and at 80.0% for OSC over the
whole investigated area 4sg), in this specific case.

CDF for Q distribution, all P ., categories

100
95
90 -
85
80 -
75
70
65 -
60 -
55
50

HR

CDF (% of area)

osc

Q Q1 Q2 Q3QQ4 Q5 Q6 Q7

FIGURE 16. The HR and OSC coverage.

The CDF of HR and OSC indicates the presence of
different Q classes during the measurement, which shows the
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percentage of QO classes in the investigated area. The effect of
OSC can now be observed based on Q,:

Apg -4
Achange [%] =100 2HR —20SC
AfR

21

= 100[1 _Aosc. ] ~10.6%
AHR
where Acpange indicates how much the useful coverage
area of OSC is smaller compared to the HR mode. The radius
for the OSC mode is reduced from the HR mode by:

Tchange [%] =100- THR Z'osc _ 100- [1 _losc ]
'HR THR

(22)

=100‘[1— AOSCJ:s,s%

AnHR

As the OSC brings up to 100% capacity enhancement
compared to the GSM HR, the benefit of OSC is clear even
with this level cell size reduction.

In practice, the original cell size remains as determined
by the GSM FR and HR limits for the C/N and C/I levels. In
other words, when the OSC feature is activated, the cell con-
tains OSC, HR and FR coverage regions. The FR proportion
remains the same also after the activation of OSC, but HR
region is divided into OSC and HR regions. The final size of
these depends mainly on the original overlapping portions of
the neighboring cells and the criteria of the intra/inter-cell
handover algorithms.

Furthermore, the OSC proportion depends also on the
time slot usage by OSC, f, which in turn depends on the
OSC capable handset penetration a.

2)  Scenario 2: Only OSC (SAIC) handset penetration is
known

In a practical GSM network, there is a certain penetration
of OSC capable terminals in the investigated field. When
OSC is activated, there are legacy terminals that are capable
of functioning only with the previous GSM codecs (FR, HR,
AMR), and SAIC terminals that are also capable to function
in the DHR mode.

It is thus important to take the SAIC terminal penetration
into account when modeling the effect of OSC in the field.
The M'gsy and M'psc presented previously show the corre-
lated distribution of (Q, Pry) in a fully loaded situation, i.e.,
when all the time slots are occupied either by GMS HR or
OSC users. We can still utilize this assumption of fully
loaded cell in order to find the limits of the effect. Let's as-
sume the SAIC handset penetration is « of all the terminals
in the investigated area. As the OSC DHR utilizes single
TSL for a total of 4 users whilst GSM HR can multiplex two
users in the same TSL, the TSL capacity related scaling fac-
tor is needed for the performance model.

In a typical case, there are 2 or more TRXs per cell in
sub-urban areas, and 4 or more in dense city environment.
The TSL utilization of the OSC vs. HR can be estimated by
o. The TSL utilization factor £ for the OSC TSL occupancy
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in a fully loaded cell as a function of the OSC mobile termi-
nal penetration can be formulated as presented in [1]:

p== (23)

Now, when M'ggy, My and OSC penetration « are
known, the M'psc can be obtained by scaling the original
GSM matrix element-wise. We can donate the elements of

the matrix Mg, as vOSM

m,n
MIOSC as VOSC

m,n

and the elements of the matrix

. The scaling between these corresponding

elements can be assumed to be linear according to the princi-
ple of the linear interpolation function:

y=ket+b (24)

where {ke R|0<k<1} and represents the coefficient in x-
axis of the physical TSL usage, i.e.:

k=05 G (25)

Term b is the value of y when x = 0, i.e., it equals to

vgi,M " Term x represents the usage of the TSLs for the OSC:

x=p (26)

The scaling of each element for the partially loaded OSC
cells can thus be done as follows:

0SC' __ GSM" ) §v M’ 27)

Ymn = (Vm,n “Vm,n m,n

MOSC w ith alpha=0.5

FIGURE 17. An example of the expected (O, Pry) distribution
(normalized over each RXlevel category) when OSC user penetration o
is 50% and the OSC TSL usage B is 37.5%.

M'gsyr and M'pgc obtained from the laboratory can be util-
ized directly, and the estimate of the new M'pgc (o) can be
thus constructed by interpolating linearly the matrix values
element-by element basis.

The usage of the laboratory results is most accurate in
environment that contains approximately same type of radio
channel, i.e., in noise-limited environment with almost line-
of-sight and light proportion of Rayleigh fading. If the radio
channel differs considerably from the laboratory, Scenario 3
should be considered instead. This means that the case re-
sults presented in this paper might vary depending, e.g., on
the level of the co-channel and adjacent channel interfer-
ences as well as on the type of multi-path propagation
characteristics in the investigated area.

3) Scenario 3: OSC (SAIC) handset penetration and
new M'gs) are known
When the new M'sgy, is known, showing the correlated
(O, Prxn) matrix for HR calls, it can be assumed that the
new M'pgc is possible to construct by applying the M';; that
was obtained from the laboratory. The assumption is that the
OSC feature performance is independent of the radio condi-
tions, i.e., the reference Mgy, obtained from the laboratory
already contains the radio channel related performance,
whilst M'psc includes this same radio performance effect and
an additional OSC performance specific performance.
Assuming this is applicable in varying radio conditions, the
new M'psc can be constructed by taking into account the
OSC penetration:

M'osc=M'Gsp+B-M' gy (28)

As explained in scenario 2, the activation of OSC is seen
within the HR coverage area, the FR area staying unchanged.
The utilization of the OSC compared to the original HR re-
gion can now be interpreted from the practical measurements
or by taking again the Q, criterion as a basis. Also another
value of the quality classes can be utilized, if that corre-
sponds to the OSC pairing and un-pairing criteria of the OSC
algorithm.

V. COMPLETE OSC MODEL

The strength of the developed model is that it requires
only few and basic inputs, which are: 1) Rx Level Statistics
tables before the OSC functionality is activated; 2) estima-
tion of the OSC capable penetration in the initial phase of the
OSC activation; and 3) optionally the percentage of the util-
ized HR and FR codecs.

A. OSC model process

FIGURE 18 shows the complete process of the model. The
model processes the input data in such a way that the ex-
pected (Q,Pry) matrix is formed based on the measured and
correlated (Q, Pgy) table element-by-element according to
(27). By default, the scaling of each element can be done by
utilizing the already formed difference matrix. It should be
noted that the presented difference matrix is valid for the
noise-limited environment, so new difference matrix might
be needed for the interference-limited environment.

The output of the model indicates the proportion of the
OSC wusage as a function of the OSC capable handset
penetration, with the capacity gain that can be expressed in
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terms of increased offered load/traffic or of the possibility to
reduce TRX elements. The radio performance result is based
on the analysis of the changed C/I or C/N distributions.

When the complete model is applied in the investigation
of a realistic GSM network, the steps described in FIGURE 18
can be taken into account for solving first the impact on the
radio performance, i.e., on the changes of the quality.

The actual capacity gain depends on the radio perform-
ance, i.e., which proportion of the GSM call can be utilized
for the OSC, and on the OSC penetration, i.e., what share of
the handsets can take the advantage of the usable coverage
area for the OSC. The estimate of the performance change
due to the activation of OSC would be made based on the
pre-formed difference matrices and the SAIC penetration.

Input: Measurements

| Collect (Q, Pgy) statistics table from GSM peak-hour |

:

| Estimate or measure the expected OSC penetration a |

v

| Estimate or measure the HR / FR proportion |

Post-processing v

| Convert the GSM statistics in matrix format |

v

| Resolve the OSC matrix for 100% OSC penetration |

v

| Apply the difference matrix and solve OSC matrix for a |

FIGURE 18. The process chart of the OSC model usage.

When the Rx level statistics table of GSM is measured
from the field (i.e., the table without OSC feature activated),
it can be assumed that the corresponding expected Rx level
statistics table for the OSC is possible to construct by apply-
ing the correction curves that were obtained from the labora-
tory as shown in FiGure 13. The assumption is that the OSC
feature performance is independent of the radio conditions,
i.e., the reference table of GSM obtained from the laboratory
already contains the radio channel related performance, and
that the OSC table includes this same radio performance ef-
fect and an additional OSC performance specific perform-
ance. Assuming this is applicable in varying radio condi-
tions, the new OSC table can be constructed by taking into
account the OSC penetration:

M'osc=M'Gsu+B-M'aigy (29)

where M'psc is the matrix format for the new OSC Rx
level statistics table, M5y, is the matrix of the measured
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GSM Rx levels statistics table in the field, and My is the
correction matrix obtained from the laboratory measure-
ments. The practical way of constructing the OSC Rx level
table is to utilize the f factor element-by-element basis for
scaling first each of the difference matrix elements. Then, the
difference matrix is utilized to scale the GSM Rx level statis-
tics table element-by-element basis.

B.  Process steps

The complete OSC model considers the radio perform-
ance, or changes of the performance due to the OSC activa-
tion, as well as the resulting capacity gain. The steps for the
investigation of the OSC impact are:

Step 1: Storing of the Rx Level statistics measurement
and codec utilization measurement via BSC. This gives the
reference for the GSM performance without OSC.

From the codec utilization measurement, also the esti-
mate of what is the utilization (percentage) of HR and FR
codecs can be included. That information gives the equiva-
lence of the original HR-FR division also area-wise as shown
in FIGURE 19.

Cell coverage area

_|_

Utilization of FR

Utilization of HR

FIGURE 19. The original division of the FR and HR mode utilization
before the OSC feature has been activated.

The investigation of the utilization of the codecs can be
done for any time of the traffic, but the peak hour as criterion
is recommended in order to collect as much data as possible
in the given time window, and to make sure that the behavior
of the effect of OSC on the capacity is done in the extreme
conditions that represents the practical limit for the gain. In
order to increase the accuracy of the estimate, the Rx level
statistics measurement for the storing of the correlated O and
Pry table can be done at the same time as the codec division.

Step 2: Estimation of the OSC capable SAIC handset
proportion in the field, i.e., the factor a. The estimate can be
carried out via the network statistics that is based on an IMEI
(International Mobile Equipment Identity) analysis, which is
correlated with the database of the models that support
SAIC. The estimate can also be done based on the sales
statistics, or other practical "best-effort" estimate. Based on
this information, the average TSL utilization for the OSC
capable handsets can be estimated by using (23).

Step 3: Estimation of the capacity regions assuming the
OSC DHR functions within a part of the HR region. The FR
region can be assumed to work unchanged, as the situation
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was before the OSC activation. The criterion for the OSC
percentage can be selected as presented in FIGURE 16, i.e.,
based on the Q, level in CDF of the area. If the practical
implementation of the OSC pairing and un-pairing is based
on the other Q levels, that can be utilized instead.

4 users / TSL

2 users / TSL

1 user/TSL

FIGURE 20. When OSC feature is activated, there will be functional
areas for OSC DHR, HR and FR in the cell, each providing different
capacity performance.

Step 4: Capacity estimate for the OSC and HR regions,
and estimate of each region proportions. The division can be
estimated by the HR and FR codec utilization statistics of
BSC, Uy indicating the utilization for HR (%) and Ugg
indicating the utilization for FR (%). This division gives the
first type of indicator for the capacity gain.

C. OSC utilization

During the laboratory measurements described above, the
codec utilization measurement was not yet activated. In prac-
tice, the voice codec statistics measurement can be activated
in BSC in the same manner as (Q, Pgy) statistics in order to
obtain the realistic division of the HR and FR utilization. In
this analysis, we can assume case values of Upz = 10% and
Upr = 90%. The comparison is done by calculating first the
reference situation, i.e., the total capacity utilization via HR
and FR, by giving a weight of dyz = 2 (users / TSL) for HR
(dyr) and 1 (users / TSL) for the FR (&x):

tot
Uy =OFr -Urr +0nR -Unp

=1-10%+2-90% =180%

(30)

The reference value is for full FR utilization, which re-
sults 100%. The HR mode as such gives thus 80% capacity
gain in this specific example. When OSC is activated, the
utilization of OSC and HR can be estimated accordingly, and
the new capacity utilization can be thus calculated by:

tot
Ugsc =0rr “Urr +Sur -Upnr +J0sc -Uosc

(€2Y)

where the weight for OSC users (Jpsc) is 4 (users / TSL).
Assuming the utilization is still 10% for FR, we get the new
division between the HR and OSC utilization by observing
the Q, criterion and CDF as shown in FiGure 16. The respec-
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tive division between the HR and OSC regions can be thus
solved.

In this specific case of the laboratory results, by observ-
ing the FiGure 16 and respective result via (30) and (31), the
OSC utilization is 100-10.6 = 89.4 (%) compared to the
original HR area. The remaining 10.6 (%) share of the area
represents thus the new HR region. The total utilization of
the capacity when OSC is activated is thus:

UStc =1-10%+2-10.6%+4-79.4% = 348.8% (32)

The original situation without OSC presenting a 100 %
reference, this means that the capacity gain of Dual Half
Rate OSC is 248.8% compared to the presence of only FR
mode, and 348.8-100/180-100 = 93.8% compared to the
presence of both, FR and HR modes.

It is possible to investigate further the dependency of the
number of users and Erlang B formula's offered traffic as a
function of the OSC penetration as shown in FiGure 7, which
shows the principle of the method with an example of 2%
blocking rate. Other blocking rates are possible to be used as
a basis for the calculations based on the statistics collected
from the network. In order to estimate the capacity gain cor-
rectly, the investigation of the blocking rate of the network
area of interest during the busy hour is thus needed.

FIGURE 7 summarizes the behavior of the channel utiliza-
tion. It can be seen that the performance of the cell increases
due to the Erlang B gain, along with the OSC penetration
growth compared to the original proportion of the HR capa-
ble users.

D. TRX reduction gain

The calculation for the reduced GSM resources can be
made by assuming that the offered traffic level and the call
blocking rate are maintained in the original level. FiGURE 8
summarizes the analysis carried out for 20...100 Erl of of-
fered traffic when the blocking rate is 2%.

As can be seen from FiGure 8, along the growth of the
OSC penetration, the needed number of TSLs with the same
blocking rate (originally 2%) gets lower. According to the
behavior of the Erlang B model, the effect is logically
strongest for the higher capacity cells. This can be noted
especially from the highest investigated offered traffic class
of 100 Erl, which requires only half of the timeslots when
OSC penetration is 100%.

Two cases can be constructed based on the offered traffic
behavior of GSM as a function of OSC penetration. As a first
case, the offered capacity can be maintained the same, which
means that the blocking rate for the users will be lower (gain
of lower blocking rate). This case applies also to the situation
where future TRX expansions are planned they can be post-
poned until the original (or separately decided new) blocking
rate is achieved.

If, instead, the offered capacity is lowered by keeping the
blocking rate the same, we can estimate the OSC capacity
gain in terms of the savings in the TRXs. This TRX reduc-
tion can be made based on TasLE 6, by taking into account
that each TRX element should be informed as integer num-
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ber that is rounded up (containing always 8 physical TSLs).
Again, the blocking rate of 2% (or lower) is utilized as the
criterion. The possibility to reduce the TRX elements can be
utilized for the additional capacity for 3G and 4G.

TABLE 6. The estimation of the number of TRX elements that can be
removed as a function of OSC penetration, when the blocking
probability B=2%.

- OSC penetration

*(Er) 500 T 025 | 050 | 075 1.00
20 ; - - ; 1
40 - 1 1 2 2
60 - 1 1 2 2
80 ; 1 1 2 3
100 ; 1 2 3 4

TaBLE 6 indicates the capacity gain obtained as a function
of the OSC penetration in terms of the TRX element reduc-
tion within the functional area of OSC. This case applies to
the re-farming of the 2G, 3G and 4G frequencies.

The reduced need for the GSM bandwidth in order to still
deliver the original 2G traffic with an unchanged quality of
service level may provide the possibility to add a new UMTS
carrier of 5 MHz [17] to the same band. As an example, if
the original GSM band is of 10 MHz (50 channels of 200
kHz each), according to FiGure 9, the 80 Erl traffic can be
offered with half of the original amount of TRXs when the
SAIC handset penetration is near 100%. This means that the
original GSM traffic could be possible to deliver within 5
MHz band still maintaining approximately the same blocking
rate, which leaves sufficiently space for adding a complete
UMTS carrier as a parallel solution.

The benefit can also be seen with LTE, which provides
more freedom to select the bandwidth, compared to the fixed
5 MHz band of UMTS. The narrowest LTE bands, i.e., 1.4, 3
and 5 MHz [18] can be utilized to the gradual increasing of
LTE, when first, GSM traffic can be offered in smaller band
by OSC, and when GSM traffic eventually lowers.

By applying the model and reference measurements for
the quality effect of OSC in noise-limited environment, the
optimal site configurations can be achieved. According to the
results presented in this paper, the sites that contain at least 4
TRXs with approximately 2% blocking rate during the peak-
hour, can benefit from the activation of OSC in such a scale
that the 4-TRX cell with OSC penetration of about 25%
would give possibility to remove one complete TRX, the
blocking rate still being at the same or lower 2% level.
Alternatively, if the SAIC penetration is relatively high, in
order of 75%, one TRX element can be removed even from a
3-TRX cell without impacts on the blocking.

In the live network, the final effects of OSC depend on
the proportion of the overlapping cells, co-channel interfer-
ence levels, inter-cell handover algorithms and their parame-
ter values. In any case, the presented analysis gives indica-
tion about the behavior of OSC when the OSC-paired HR
calls, which can fit a maximum of four users to a single TSL,
are switched back to HR mode that allows two users to a
single TSL, or to FR mode that occupies the whole TSL for a
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single connection. The presented model shows how to esti-
mate the proportion of these regions, and what the effect of
OSC is on the final capacity compared to the network that
supports only the basic mode of FR/HR.

VI. CONCLUSIONS

This paper shows the behavior of the OSC capacity and
radio performance as a function of the OSC penetration by
comparing it with the GSM HR/FR traffic. The presented
analysis is based on theoretical studies of the capacity and
traffic behavior, as well as on single cell indoor measure-
ments in the non-interfering environment.

According to the analysis presented in this paper, the
OSC might function in about 10% smaller coverage area
than HR mode in a tightly dimensioned environment. This
proportion depends on the network dimensioning, which
should be taken into account in the interpretation of the pre-
sented results.

The results presented in this paper show that the OSC of-
fers a SAIC capable MS penetration dependent capacity
gain, which can be utilized for lowering the blocking rate of
the GSM network. In this scenario, the OSC does not benefit
only the voice capacity, but it also provides higher efficiency
for the data calls as OSC leaves more time slots for the use
of packet switched domain. As in this case, the OSC allows
the circuit switched calls to be delivered via lower amount of
TSLs, it also liberates TSLs for the PS calls resulting higher
average data throughputs per data user. It also means that
recently standardized DLDC (Downlink Dual Carrier) of
GSM benefits from OSC as the probability to obtain TSLs
from two separate carriers for DLDC users increases.

Alternatively, the OSC feature can be utilized for releas-
ing a part of the TRXs still maintaining the same or lower
blocking rate that is dimensioned for the GSM HR network.
This scenario can be utilized for the frequency re-farming.
Assuming that the renewal period of current GSM handsets
is typically from 3 to 4 years, i.e., the OSC capable MS
penetration grows relatively fast, the OSC functionality pro-
vides efficient parallel utilization of GSM and 3G/4G.

The presented method is based on the correlated received
power level and quality measurements of BSC. It is shown
that the matrix format, even if the utilized Pzy category
ranges are relatively wide (from 5 to 10 dB resolution) due to
the limitations of the statistics collection tool, can be utilized
in the estimation of the OSC performance based on the qual-
ity measurements of the GSM network before the OSC is
activated. The benefit of this method is that the statistics can
be collected by activating the correlating data collection un-
der the whole BSC area. The collected data is thus statisti-
cally considerably more accurate compared to a single mo-
bile radio interface measurement results.

The results indicate the OSC performance in indoor radio
channel that contains a relatively small proportion of fast
fading components. The speed represents a typical slow-
moving pedestrian type, and the cell is noise limited. The
GSM HR codec was utilized for the reference. In case of
other references (GSM FR and different AMR levels), and
other radio conditions, additional measurements are needed
for creating the M';; matrix, which would be a future work
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item. Assuming the effect of the environment is low on the
M4y, the results presented in this paper may be used as a
general estimate of the OSC. As a future work item, the
model will be evaluated in the outdoor environment with
interfering components present.

The model can be considered useful because only basic
KPIs and statistics about the OSC capable handset penetra-
tion is required as input values. The result of the model indi-
cates the effect of the OSC for the combination of the radio
performance and capacity behavior.
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Abstract—RFID systems, in general, increase the efficiency of
logistic systems, e.qg., inventory of stocks. Unfortunately, peent
existing systems come fast to their limits if a certain number of
RFID transponders must beinventoriedin a limited period of
time, as the channel access method of current RFID systems
is based on Time Division Multiple Access. To shorten the
inventory process, this work shows an implementation of an
UHF RFID system based on semi-passive UHF transponders,
using Code Division Multiple Access as anti-collision method.
The work focuses on the uplink channel (tag to reader) that
covers the transponders’ backscattered signals. This channel
access method enables simultaneous transfer of transponder
data; i.e., all transponders in the field may respond at the
same time within the same frequency band. The data transfer
realized for the uplink channel uses a set of orthogonal
spreading sequences (Gold codes) being different for every
transponder. The RFID reader designed in this work despreads
the backscattered signals and decodes the data of the different
transponders. This work shows, in principle, the opportunity
for a simultaneous data transfer on the uplink channel in
RFID systems, which in turn may reduce the time needed for
a complete inventory round. The entire system is build upon
dedicated hardware, which is, also, a new aspect of this paper.

KeywordsRadio frequency identification; cdma; uhf;

transponder; digital signal processors.

I. INTRODUCTION

Erlangen, Germany
Email: fabian.schuh@nt.eei.uni-erlangen.de

Regarding TDMA-based systems, basically, one differ-
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Figure 1. Different communication channel access technifpreRFID:
TDMA, CDMA

entiates between the time-independent principle of pure or
unslotted ALOHA and the temporally subdivided principle
of slotted ALOHA. By using unslotted ALOHA, data is sent
at the time it is available, therefore it is fairly unorgaatiz
In contrast to unslotted ALOHA, the principle of slotted
ALOHA defines the points of time a broadcasting of data is
permitted. For instance, data transmitted by two transend
using slotted ALOHA only experience a collision if both
transponders begin to send their data at the same time slot.
The anti-collision procedure of the EPC Gen2 standard
[2], [3] is based on slotted ALOHA. A so callég-parameter

Nowadays, the RFID technology makes it possible tocontrols the overall inventory process. The choiceQofs
register all purchased goods of a customer at a checkout typical trade-off. Choosing a higQ will lead in fact to
counter, but so far it was not possible to accomplish anentira smaller number of collisions but on the other hand to an
stock inventory within a big warehouse, at once. If severaincreased time needed for an inventory round. A sma&ller
transponders are located within the reading range of areadewill lead to less acquisition time, but to more collisions,
it may come, with a certain probability, to overlapping indeed. In addition, the usage of TDMA methods brings the
signals (collisions) between some of these transpondars. T systems to its limits when a certain number of transponders
is the reason why anti-collision procedures are widely usedhave to beanventoriedin a very short time. For instance, fast
which in turn provide methods trying to prevent transporder working production lines could face that kind of problem.
from broadcasting their information simultaneously. Erig The introduction of Code Division Multiple Access may
RFID solutions, which are qualified to cope with readingfind a remedy ( [1], [4]). The transponders, each equipped
several transponder in oriaventory round are based on with a unique orthogonal spreading code, may send their
Time Division Multiple Access (TDMA, see Figure 1a), data at any given point in time. Overlapping signals will be
meaning that the transponder in the reader’s field transmsorted out by the process of despreading.
their data at different moments. Loeffler et al. show in [1] The objective of this work is the realization of a CDMA-
that code division multiple access (CDMA)-based systemdased RFID system using semi-passive UHF transponders,
(Figure 1b) may improve the process of inventory rounds. whereby the recognition of the transponders shall be done
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guasi-simultaneously. This means that the transponders adone in [8] compares different approaches to overcome
transmitting data within the same time range and frequencpresent limitations by simulating and evaluating slotted
band, in contrast to existing systems based on TDMA. FOALOHA, ID arbitration and direct-sequence CDMA. Lim
a first workaround this work concentrates on the uplinkand Mok [8] came to the result that the performance
(i.e., tag to reader communication). The designed UHResults of CDMA gives superior performance compared to
transponders operate in semi-passive mode, meaning that tthe other two methods. Tseng and Lin [9] demonstrated
digital part of the transponders has an active power supplyunder usage of simulations) that the proposed Spreaded
whereas the radio frequency (RF) part works in passive modBartial-Q Slot Count algorithm outperforms existing anti-
(principle of backscatter [3]). The RFID reader, though, iscollision algorithms (such as common EPC Gen2) in terms
separated into two parts. Part one, described as transgnitti of throughput. This algorithm is indeed a mixture of the
system, generates a sinusoidal wave at a certain UHEommonly used EPC Gen2 anti-collision algorithm and a
frequency. The frequency band for the usage of RFID withinDS-CDMA approach.
Europe is limited to a band between 865 MHz and 868 MHz. A design of a CDMA-based transponder in HF-RFID
Part two, the receiving system, mixes down the backscaltere(i.e., 13.56 MHz) is proposed by Fukumizu et al. [10]; the
signals, which are further processed analog, A/D convertedystem is based on a PSK-like modulation scheme with a
and processed digital within a DSP. An overview of thetime hopping DS-CDMA multi-access, i.e., a combination
complete system is given in Figure 3. of TDMA and CDMA. A SAW (surface acoustic wave)
The paper is organized as follows. Following the intro- RFID tag is proposed in [11] and a prototype was tested
duction (Section ) and related work (Section Il), Sectiin | at a frequency of 250 MHz.
shows various anti-collision methods for RFID. This sattio  The work from Rohatgi and Durgin [12] is in turn more
focuses on ALOHA and slotted ALOHA as well as on someclosely related to this work. Nevertheless, basic diffeesn
basic CDMA methods. Also, theoretical considerations arere, e.g., the chosen chip rate, which is 1kcps (chips per
made to show the essential advantages of CDMA in RFIDsecond), whereas this system operates with a minimum
systems. Section IV goes into more detail regarding thechip rate of 1.5 Mcps. Another difference is the underlying
combination of RFID and CDMA as channel access methodcode sequence of the transponders. Rohatgi and Durgin [12]
The proposed and realized CDMA-based RFID system ipropose the usage of a PN-sequence (Pseudo Noise) in
described in Section V. Within this section, the transmitcontrast to the Gold codes used in this work. The generation
stage, the transponder and the receiving stage are exglainef orthogonal code sequences with different lengths is, e.g
in detail. Section VI presents measurements regarding théescribed in [13] and will therefore not be part of this paper
system parts in the preceding section. Results are depicted
Section VII, whereas the article concludes with Sectior.vil !l- BASIC PRINCIPLES OFANTI-COLLISION METHODS
FORRFID
This section shall outline some basic issues regarding
There is still ongoing research in the topic of combin- anti-collision methods within RFID. Basic and state-oé-th
ing classic RFID and CDMA methods. Mazurek [5]-[7] art anti-collision methods are shown in Subsection IlI-A.
describes an approach where active RFID transponders aBubsection IlI-B presents theoretical performance issees
used to implement a direct-sequence (DS) CDMA RFIDgarding the throughput by comparing state-of-the-art TDMA
uplink transmission. The overall system design is desdribe methods with CDMA anti-collision methods.
in [5]. It consists of several tags working in the 433 MHz
ISM (industrial, scientific and medical) radio band. 127+1A- ALOHA and slotted ALOHA
Gold chips are applied at a stated chip rate of the RFID Before elucidating the state-of-the-art anti-collision
tags with 97.75kHz. As the RFID tags are active, the outputethod for UHF RFID systems, the principle of ALOHA
power level of the tags’ transmitters is -10 dBm. Also, thisand unslotted ALOHA [14] is illustrated. The ALOHA
paper shows theoretical, simulated and experimentaltsesulprotocol (or pure ALOHA), first published by Abramson
of the implementation. More results of this system are showij15], is a very simple transmission protocol. The transenitt
in [6]. Mazurek presents in [7] a performance analysis of thesends its data, no matter if the transmission channel is
proposed active RFID system with the unslotted DS-CDMAfree or not. This means the transmitter does not care
transmission scheme. According to his paper, the activabout collisions with other transmitters. The transmitter
RFID system with DS-CDMA is able to successfully read resends its data later, if the acknowledgment from the
out three times more tags per kilohertz bandwidth (RFIDreceiver is missing. RFID systems based on the principle
uplink channel) than an ALOHA-based RFID system. Thisof pure ALOHA are, e.g., based on the TTF principle, i.e.,
shows the available potential of CDMA in RFID systems. transponder-talks-first. The IPX protocol from IPICO [16]
Other work related to this subject mainly consists ofis an example for RFID systems using unslotted or pure
theoretical work and carried out simulations. The work ALOHA.

Il. RELATED WORK
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The extended ALOHA protocol, called slotted ALOHA

ALOHA

[17], iptroduces time slotg ip which the transm_it_ter must Sloftod ALOHA
send its data at the beginning. Therefore, collisions only 5 CDMA (C = 1)
occur within a full time slot. This extension doubles COMA (& — 1)

the maximum throughput of the system. Most current
RFID protocols are based on the principle of slotted
ALOHA, as is also the very common used EPC standard§v 3t
UHF Class-1 Generation-2 air interface protocol V1.2.0 £
(ISO 18000-6C), commonly known as “Gen2”". Basically,
the “Gen2” standard works as follows. The standard
defines, that every communication is triggered by the RFID 1 : |
reader, i.e., RTF (reader-talks-first). An inventory round f
i.e., the process of detecting all available transponders, 0 [ ;
instance, is started with th@uerycommand to acquire all o s5mw1 15 2 25 3 35 4
. . ) Traffic rateG
transponders available in the read range. This command
inherits a so called)-parameter. Using thi€)-parameter, Figure 2. Various throughput§ over traffic rateGd for ALOHA, slotted
every transponder generates a random nunibdt in the ~ ALOHA and CDMA
range [0; 2@ — 1] and initializes its internal slot counter

with this random number. If, at a given moment, the Valuestatement is given with the ter@u as described by Kleinrock
of the slot counter of one or more transponders equal3

0, the transponders send a 16 bit random number callegnd To_bagl [28]. The re<_:|_procal of this term, |.§,def|n_es_
accordingly the probability of a successful transmission.
RNs6. After the acknowledgment of thBN,4 through the o : LT
. . . he channel capacity is determined by maximizifigvith
reader, the electronic product code (EPC) is transmmeJ .
respect toG [28]. According to Abramson [15] the pure
from the transponder to the reader and the transponder wil . .
; . LOHA transmission has a relation betweSnand G of
be marked asnventoried All the left-over (non-marked)
transponders are prompted to decrement its slot counter by S=Ge © (1)
sending aQueryRepcommand, and the procedure starts all o
over again. In the case of several transponders initigizin - Whereas the throughput of the slotted ALOHA transmission
their slot counters with the same random numigey, it IS defined after Roberts [17] with
will come sooner or later to a signal collision as the slot §— (o2 @)
counters will reach zero at the same time slot. If the reader
recognizes such a collision, another inventory round véll b . Accordingly, the maximum channel capacity i5 ~
initiated to identify the left-over transponders. Therefo 18.4% for pure ALOHA and 1 ~ 36.8% for slotted
a newly value ofQ will be introduced and new random ALOHA.
numbers will be calculated. For a fair comparison between CDMA-based systems and
Lots of work has been done to improve the currentALOHA systems, the total bandwidth has to be maintained
EPC standard. Improving the current standard anti-coliisi the same for both systems. A CDMA system has a so called
method by choosing an appropriate value @f e.g., spreading facto€, which is proportional to the length of the
dynamically, is described in [18]-[20]. The right choice of spreading codes respectively the ratio between chip rate an
Q is of great importance for the overall system performancebit rate (i.e., R.np/Rpir) Used. According to Linnartz and
so that an accurate estimation would improve the timevvedenskaya [29] the throughpit and the offered traffic
needed for an inventory round. Slightly new algorithms,rate G is

Ar
.3681

putS

Thr

based on the current EPC “Gen2” standard are outlined, ol (c@)k

i : i S=Ge 99> ®3)
e.g, in [21], [22]. New better performing algorithms for - A
the slotted ALOHA protocol for RFID are described in k=0

[23]-[26]. A complete new system with time hopping on . SettingC = 1 leads to the slotted ALOHA transmis-
the communication link from tag to reader is outlined in sion scheme. Figure 2 shows various throughptitever
[27]. the traffic rateGG. The figure shows the throughputs for
) ALOHA (channel capacity18.4%), slotted ALOHA and
B. Throughput in TDMA- and CDMA-based Systems CDMA with spreading factorC' = 1 (channel capacity
The throughputS in dependence of the traffic channel 36.8%), CDMA with C = 5 (channel capacity50.87%)
rate G describes the performance of a given transmissiorand CDMA with C' = 10 (channel capacity8.31%). This
system regarding how many packets must be transmittedraph shows the basic difference between TDMA (ALOHA-
(statistically) until a successful transmission occurkisT based) and CDMA systems. In general, TDMA-based RFID
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systems can handle much more RFID transponders witALOHA CDMA increases the overall throughput at the cost
a lower overall throughput. CDMA-based system, on theof bandwidth and complexity.

other hand, are able to handle a limited amount of RFIDOther algorithms are presented in [41], [42], where the
tags with higher overall throughput. For instance, assgmin throughput is increased by using dynamic slotted ALOHA
a limited amount of RFID transponders for a traffic rate CDMA algorithms with orthogonal variable spreading fac-
G = 0.73. The throughput of unslotted ALOHA would be tors. Theoretic analysis and simulations show an incrgasin
SaLona = 16.95% and the throughput of slotted ALOHA performance regarding the identification process. However
Sunsiotted ALOHA = 35.18%. A CDMA-based system with a the proposed algorithms perform different, when the condi-
spreading factoilC' of 10 would have there its maximum tions of the RFID system changes. A better gain may only
throughput of Scpmac=10 = 58.31%. This scenario is be achieved, if the system itself is involved into the design
shown in Figure 2. of the algorithms.

Finally, it can be stated that CDMA-based RFID systems Another approach is described by Liu and Guo [4], that
may be better for particular applications, in which the uses Huffman spreading sequences to improve the process of
number of transponders is limited and the inventory processwentory. Therefore several performances have been com-
has to be made very fast, e.g., fast production lines angared. Simulation results show the increase in performance
automation processes. if proposed Huffman spreading sequences are used. Anyway,

Particular slotted ALOHA CDMA systems and corre- a direct hardware implementation has to consider the variou
sponding performances may be found in [30], [31]. Otherstates within the IQ constellation diagram to be imaged to
works describe certain CDMA systems with error correc-the backscatter modulator.
tion which really outperform the TDMA-based systems. A minimum mean-squared error single user adaptive
Examples can be found in [32]-[36]. Also this list is not receiver for the asynchronous DS-CDMA system, based on
complete it gives a short overview of CDMA-based systemthe least-mean-square (LMS) algorithm is presented in [43]
performances. The article states that the proposed algorithm achieves a

faster convergence rate than the transversal LMS algorithm
IV. BAsIC PRINCIPLES OFCDMA FORRFID Wuu et al. [44] presents a zero-collision scheme, that is

This section shows some basic work regarding UHF RFIDbased on CDMA and hash-chain mechanisms. The results
systems in conjunction with CDMA. of the paper show that with the applied techniques, not only

An IC design for an experimental transponder is offereda zero-collision scheme, but also a secure channel may be
in [37]. The transponder uses time-hopping DS-CDMA, butrealized to outperform standard technologies. Anyway, the
operates within the RFID HF region (13.56 MHz). There- authors assume, that CDMA can be implemented into RFID
fore, the transponder cannot be compared directly with theystems, particularly RFID transponders.
proposed approach, but shows, that a fully integrated itircu  Summing up, it can be stated, that the usage of CDMA
for future releases of CDMA-based RFID UHF transponderdor RFID not only provides better system performance, but
is possible. Wang et al. [38] describes an anti-collisionalso offers advanced security issues. Furthermore, vevy lo
method based on CDMA. Gold codes are used as spreadirgffort was put into the realization of such a CDMA-based
sequences. Also, a first design of a transponder is outlinedRFID system as such. Therefore, this missing piece is one
Within this design, a field effect transistor (FET) is used asof the subjects of this work.

source for backscattering. A new transmission scheme for
) .
Code 1

TTF transponders is presented in [39]. The uplink is based
D) .
X Code 2

on asynchronous DS-CDMA. It is shown, by simulation,
that the proposed CDMA method outperforms the classica
RFID transmission in terms of channel capacity. Also, Gold
codes are used to separate the various RFID transponder

Mutti and Floerkemeier [40] explore the chances how
CDMA methods can help to inventory large buildups of
transponders. A combination of slotted ALOHA and CDMA
is proposed to receive better inventory results. Thereforg
the CDMA method is only used at the moments when

< -
™~

Control

the channel collides. Also, they show that Gold codes arg >>>>>>>>>>>>>>>
very suitable for the usage within RFID systems. Simulation RFID reader Coden
results show that Gold codes outperform Kasami codes.

A new anti-collision method is presented in [9] with the Figure 3. Basic architecture of RFID system
goal to achieve a fast inventory process. A so called spread
partial-Q slot count algorithm which is based on slotted
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V. CDMA-BASED RFID SYSTEM RX

Within this section the basics of the proposed RFID sys- ™ Demodulator module
tem are presented. Going into more detail, subsection V-A
shows the architecture of thiransmitting Systenfollowed
by subsection V-B presenting the proposed semi-passive E,,Q
RFID transponders and subsection V-C describing Riee
ceiving System

Figure 3 shows the basic architecture of the CDMA-
based RFID system. Generally, it consists, as any other
RFID system, too, of two major parts. First, the RFID
reader itself and second, one or more transponders. The big
difference between this system and other current systems
is the channel access method in the uplink (transponder to
reader communication) layer, in this case based on CDMA,;
this fact is illustrated in Figure 3 showing every transpemd  rr synthesizer
(Transponder 1 to Transponde) with a unique spreading
code (Code 1 to Code).

The basic working principle is also indicted in Figure 3, Base module
showing the RFID reader with transmitting a sinusoidal
wave over its transmit antenna TX, thus allowing the various
transponders in the field to modulate and reflect (principle Figure 5. Architecture of CDMA-based RFID reader
of backscatter) this incident wave back to the RFID reader.
Therefore, the total backscattered signal consists ofdde a
tive superposition of. (if multipath is negligible) backscat- A. Transmitting System
tered transponder signals with each transponder using its
own unique spreading code. Receiving this superimposeg
signal over RX, the reader is, generally, able to separat
the various transponder signals from each other (process Q
despreading) in order to restore the transponders’ data.

Figure 3 and Figure 5, respectively, show the concept an
the architecture of the realized RFID reader. The followin
paragraphs will refer to these figures.

Analog baseband processing module

ADC module

DSP module

The proposed semi-passive UHF transponder works in
ccordance with the principle of backscattering. The iewctd
ave to be backscattered is generated by Thansmit-

g SystemConsidering the RFID uplink channel (tag to
reader), the introducedransmitting Systentsee Figure 3
gnd Figure 5) consists of a PLL-based RF synthesizer
g(Figure 3 and Figure 5) , generating a sine wave (here
with fearrier = 866.5 MHz, maximum output poweP,,,;, =
1dBm at 502), an upstream power amplifier (PA, Gain

Host PG Gpa = 20dB, 1 dB compression poirt 24 dBm), and a
linear polarized 50 antenna (TX, Gailt:7x ~ 7 dBi). The
.y purpose of the transmitter is to generate an RF wave to be
REID reader usB RF synthesizer reflected (backscattered) by the UHF transponder whereby
Vs on the reflected wave is received by thlReceiving System

DSP} UART {M,r irol } SPI { oLl } E further discussed in subsection V-C.
ierocontio™e It has to be mentioned that the RF synthesizer not only

generates a sine wave for the transmitting part, but also
RX for the receiving part of the system. Indeed, it is used as
local oscillator (LO) source for the downmixing part of the
LNA receiver. However, both synthesized RF waves inherit the
same frequency as they are both created by the same PLL;
the waves only differ ofr in phase.

DSP module Base module

Zero-IF
Demodulatol

7

/
Firelleg) o S| Demodulator module

B. Transponder
ADC module processing module

The major tasks of the semi-passive UHF transponders
are:

« Generate spreading code
o Create spreaded data

Figure 4. Basic concept of RFID reader
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o Modulate and reflect incoming RF signal ftrier = paper will show this effects.
866.5 MHz (principle of backscatter) Figure 7 shows the basic concept of the CDMA-based
semi-passive transponder. A central microcontroller gene
RF wave Tt ates the binary output data stream (i.e., the already coded

z v )

reader 7 7 7
A Z1

and spreaded user data) to drive the fast RF switch 'S’, that
alters between two impedance statgésand Z,; according
to the binary state of the output data stream, a logical '1’
triggersZ,, a logical '0’ triggersZ; to be the corresponding
load impedance. Therefore, the data stream directly affect
S the reflection coefficient. The performance of the uplink
Backscattered / reflected wave (tag to reader radio channel) depends very much on the
modulation efficiencyn,,.q Of the backscatter modulator
[471-[49], which basic calculation is subject of the follimg
paragraph.

1) Determining Load Impedancegssuming an antenna
Patch antenna ~ With complex antenna impedance

Transponde

Figure 6. Basic function of RFID transponder

ant R + J X (4)
MIEIEEEni el 5 with R, = R+ R, as the sum of radiation resistanBg and
{ User dataH Coding H Spreading real anteﬂna losseR;, and X, as the imag_inary pa.rt. of the
odulator antenna impedance. The complex reflection coefficiEnts
Transponder between the antenna impedance and the load impedances

Z1,2 can be described as

Figure 7. Concept of CDMA-based semi-passive UHF RFID trandpr I AR Z;nt Z1o— Ra+ 7 X,
12 = —— ==

Zio+ Zae Zio+Ro+j5Xa

5)
Figure 6 shows the basic principle of an RFID transpon-
der. An incident RF wave is reflected by the transponderAccording to Rembold [50] the modulation efficiengy, o4
The phase and amplitude of the reflected wave is affecte§an be expressed as
by three major issues: The first two issues are structural Priod )
mode and antenna mode scattering [45], [46], the third issu€lmod = 5 = 7 Ty — Iy (6)
2
2

is the multipath propagation. Multipath effects are a non- . 2
changeable fact, so they can be neglected at this point. The = “fRatiXe Zz—Rat]jXa

structural mode scattering of an antenna is dependent on the Zl + Ra+J Xa )
structure of the antenna itself (material, antenna gegmetr ~ 8RZ Zy — Zs
etc.) and cannot be changed - therefore, the structural mode w2 [(Z1+Ry+75Xa)(Zo+ Ra+j Xa)

may not be used for a normal data transmission. The antenna
mode scattering, on the other hand, describes the receivin

and emitting effects of an antenna, which usually depen
on the impedances used; particularly the impedance of th

whereby P,,.. (the maximum receivable power of the
tenna) and?,,,q (the entire power with the information
(éarrying signals) are defined as

antennaz,,. itself and the corresponding load impedance 1 |U§| 1

Z10aq Of the following transponder system. Assuming that Praz = SR —3 |a (1)
Zi0aq Can adopt two values being; and Z,. According “

to Figure 6 the antenna mode scattering may be changed Prod = ‘a| Ty — 2‘2 (8)

by altering the load impedanc#,,, of the transponder’s

antenna according to the data the transponder wants to senwlith U, as the antenna’s open circuit voltage andeing
Binary data may be send by altering,.q betweenZ; the wave from the antenna impedance to the load impedance
and Z,, thus changing the reflection coefficient between(see Rembold [50] for details).

Zant @nd Zj,q4q, Which in turn leads to an alteration of the ~ Maximum modulation efficiency),,,.q is achieved when
reflection of the RF wave in phase and amplitude. Againthe difference of the complex reflections coefficierits

this only affects the antenna mode scattering. However, thand I's is maximum. Supposing two vector$'y( and I';)

total resulting backscattered signal is the superposiifdhe  in a complex coordinate system, the maximum difference
multipath signal, the structural mode scattering and areten between both vectors is achieved at the point when the phase
mode scattering effects. Measurements at the end of thigr differs with = under the assumption that the maximum
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absolute value of any is limited to 1. That determines the backscattered HF wave. The inputs of the switch are driven
complex reflection coefficients; » to by the spreaded data stream with two voltage levels (0O
[ era 9 and 2.75V) given by a buffer driver. One connection of
1 = ¢ , ©) the switch is linked to the patch antenna’s microstrip line
[y = e/fratim (10)  (509); the ground connection is linked to the patch antennas
ground plane. By triggering the switch’s input with the
spreaded data to be sent, eitheér or Z, is connected to
the antenna. This modification changes in turn the reflection

Settinger 1 to 0 setsI'; 5 to +1. According to Equation (5)
this will define the load impedances to

Ziy = Zant + 11,2 Zant (11) of an incident electromagnetic wave. The difference of phas
’ 1-Tp and amplitude of the reflection is a direct indicator for
ot + Zant the efficiency of a backscattering modulator. As mentioned
— Z1 = — =4 (12) i
0 above the modulators load impedances are set to open and
g = Zane . —2jXa . short circuit to achieve maximum modulation efficiency. An
~ 7, = = = —jX, (13)
2 2 exemplary spectral extract of the backscattered outputeof t

The antenna designed for the RFID transponders is #ansponder, measured at the receiving antenna, is given in
502 patch antenna (Figure 9). Therefore the imaginanfigure 16. On closer inspection, one can see the spreaded
part (within the specified frequency rang&), ~ 0. This data (chip rate is 1.5Mcps) around the carrier frequency
determinesZ, = —j X, ~ 0. A load impedance of/; = co (866.5 MHz). As these data signal level® & -90dBm+
corresponds to an open circuit wher®s = 0 corresponds 10dB) are not very high, an accurate implementation of the
to a short circuit. Choosing open and short circuit states akeceiving system becomes necessary.

desired load impedances, the maximum achievable modula- For a limited downlink (reader to tag) capability the

tion efficiency is, according to Equation (7), determined totransponders are equipped with a module for measuring
be the field strength (RSSI) and a module for measuring the

Tmod = 32 l+1 + 1|2 _ % ~ 81% (14) frequency (RF Divid_er_) of _the incident RF wave emitted by

™ ™ the reader. Th&®F Divideris currently used to indicate the
. In order to have the maximum modulation efficiency for transponder to send its data as soon as a carrier between
the CDMA-based RFID system, the load impedances of th&865MHz and 868 MHz is detected. The RSSI module is
realized semi-passive transponders are set to open antd shased for statistical measurements. Anyway, both modules
circuit. By choosing these values as load impedances, ongre not part of this work.
has to keep in mind, that this is only advisable for semi-
passive UHF RFID transponders. If passive transponders are
designed, one has to consider the power consumption into Transponder
its calculations. Therefore, open and short circuit values
not suitable, as the backscattered power is, in fact, tob, hig
as the transponder needs a large portion of the incoming
power for supplying itself [51].

Measuring field strength
7 Patch antenna

Backscattering data

I\

Modulator

2) Transponder BasicsFigure 8 illustrates the concept

of the transponder and Figure 9 shows one of the realized
. . . 7/

transponders to achieve the previously mentioned tasles. Th Base board —@Y
microcontroller (uC) is powered by a power supply and
may be user-controlled using USB or pushbuttons. The pC Dividing RF freqﬂency
generates the unique spreading code and subsequently, the
§preaded OUtg(.)mg data. The data are forwarded 1o the.sgljgure 8. Block diagram of semi-passive UHF RFID transponaiigh
interface to drive the modulator of the transponder Withjimited downlink capabilities
different input voltages to adjust different load impedasc
respectively reflection coefficients of the modulator. The 3) Modulator: The transponder's modulator is one of
block diagram of the modulator (Figure 7) shows thethe key components of the system. Usually, it effects the
principle of the proposed simple backscatter modulator. Arenergy supply (only for passive working transponders) and
example on how to design load modulators can be foundhe modulation efficiency (for passive and semi-passive
in [52]. However, the incoming spreaded data stream isvorking transponders) of transponders. Therefore, it has a
low-pass filtered to limit the outgoing bandwidth. As the direct effect for the maximum achievable range of such a
modulator should be as simple as possible, an RF switchystem. The principle of the modulator has been already
'S’ forms the interface between the logic data and thediscussed above, so that this paragraph focuses primarily

Energy suppl
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Shor!
circuit
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5.0

Base board
0.2

RF Divider

Figure 9. Prototype of semi-passive UHF RFID transponder

1.0

on the realization. Figure 10 shows the modulator, with
and without RF shielding. The left part of the modulator
is connected to the transponder’s base board, the right SMA
plug to the patch antenna as shown in Figure 9. The part
within the RF shielding is responsible for the backscattgri
effects. A part of the incident RF wave is fed into the sol
modulator. The part depends on the antenna (structura
and antenna mode) and the reflection coefficient betweer

Figure 11. Smith chart of modulator

1201

601
401

antenna impedancg,,; and the load impedancg,., of 207, 1
the connected modulator. This part is fed into the RF switch 0 Tmm TTTTMJ 11 lljlj = Tlllll jT TMEWJ WMT
and the load impedance (eith&rf or Z,), which corresponds s 20 20 0 20 20 0
to the current state of the switch. The state of the switch is ™

defined by a buffered microcontroller output. which itself (a) ACF of Code 1

shows the current voltage of the binary data stream to be
sent. In the case of; (open circuit state), the incident ‘
wave is entirely reflected with no phase shift. State(short ﬁg
circuit) also corresponds to a total reflection, but with a el

phase shift of 180 EN ol

Measuring the load impedances of the modulator show a & o}
very good accordance with the theoretical results. Figdre 1 20 LI LM LRI
shows the reflection coefficients within a Smith chart. As 0 01 o e R N
one can see the phase difference is not exactli, (short s 0 20 5 20 n e
circuit) has nearly short circuit propertieg; (open circuit) ™
has nearly open circuit properties. The frequency range of (b) ACF of Code 2
the measurement was between 852 MHz and 882 MHz. Figure 12. ACF of original Gold codes

’ Z>, e.g., short circui# ’Zl, e.g., open circui#

systems. Gold codes seem to be one of the best codes to be
used in UHF RFID systems. Mutti and Floerkemeier [40],
for instance, state that Gold codes outperform Kasami codes
Moreover, one Gold code family contains a large number of
unigue codes, which provides a high probability of finding

RF switch Screening shield a well-suited set of codes for a system to be designed.
_ Gold codes, first introduced by Robert Gold [53], are
Figure 10.  Backscatter modulator commonly used in spread spectrum systems, such as WLAN

and UMTS as well as in GPS (C/A code). The generation of
4) Gold Codes: The choice of an appropriate set of Gold codes is quite simple as only two linear feedback shift
spreading codes is a key issue when designing CDMAegisters (LFSR) are necessary to create one set of codes.
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Other advantages of Gold code are:

« Good balance between auto- and cross-correlation

« Flexibility in code length

o No user synchronization necessary, i.e. the transponder
need not to be synchronized among each other

Because of above mentioned advantages, the propose
CDMA-based system uses Gold sequences.

However, Gold codes have a length 2f* — 1 with
m being the order of each linear feedback shift register.
For reasons of flexibility a Gold code generator has been
implemented on the transponder’s 32 bit uC. The choice fell
upon a Gold code length of 127:(= 7). The characteristic
polynomial is 1374¢c for the first LFSR andl43g4e for the
second one. The initial value for the first LFSR8&ec. By
choosing two Gold codes (Code 1 and Code 2) the seconc
LFSR is initialized with1274ec for the first and withl11gec
for the second code. Then, a small adjustment was madt
to the generated Gold codes to be more compatible to the
MC. A succeeding binary '0’ is added to each code to move
it to a length of 128 bit. To show the effect of this '0’,
the auto-correlation function (ACF) and cross-correlatio
function (CCF) have been evaluated for both Codes.
Figure 12 shows the AC®,.. of the original 127 bit Gold
codes. Figure 13 illustrates the ACIF..(7) of the adjusted
(127+1 bit) Gold codes. The results are slightly higher
values beyond the peak value at= 0. As not only the
auto-correlation counts, the corresponding cross-caiosl
®4,(7) between the two codes are presented in Figure 14.
As expected the values of the adjusted codes are slightly
higher compared to the original ones, but without loosing
the typical noise-like character. This means, that theceffe
of the added 'O’ is negligible for further considerations.
However, final system implementations have to consider
that fact.

®q1(7)

Poa(T)

Dqo(7)

C. Receiving System

The major tasks of th&eceiving systerare:

o Receive incoming signals from several transponders,
i.e., downmixing, analog baseband processing and A/D
conversion

« Find separate data streams (transponders) by despreau
ing, demodulating and decoding the signals

TheReceiving systemmainly consists of a hardware part that

is needed to mix down the backscattered RF signal, centere:
at f. = 866.5MHz, into baseband, despread, demodulate,
and decode the baseband signal in order to determine th
transponders’ data. Figure 15 presents the structure of thi
receiving part of the RFID reader. The incoming RF signal
is caught by a receiving antenna (RX) and amplified by a
following low noise amplifier (LNA). A subsequent Zero-

IF 1Q-Demodulator mixes down the RF signal directly to

baseband. The output of the demodulator consists of differ-
ential I- and Q-signals, which are band-pass filtered, twice

Dyp(T)
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Figure 15. Architecture of receiving system

amplified and active low-pass filtered. It has to mentioned.inear Technology.

that the 1Q signals are completely handled differentially 5) A/D Conversion: One very important part of the
throughout the amplifier and filter stages to keep the signalreceiving system is a well-designed A/D conversion stage
to-noise ratio (SNR) at a high level. The succeeding Analogfor the baseband signal. The subjective of the ADC module
to-Digital conversion (ADC) module samples both, the I-is a time synchron sampling of the differential I- and Q-
and Q-signal, simultaneously. The A/D converted signas arsignals. The module is based on a dual A/D converter of
fed into a digital signal processor (DSP) block with a datatype AD9248 from Analog Devices [58]. Two channels may
rate of 450 Mbps (Sampling of 2 channels with each channebe sampled synchronously with a resolution of 14 bit per
having a resolution of 15 bit (14 data + 1 status bit) inclgdin channel. Maximum sampling rate is 40 Msps. As the fast
a sampling rate of 15 Msps). The DSP module despreadgarallel input of the succeeding DSP module has only 20
demodulates and decodes this data stream. The results aji¢ the internal multiplexer of the A/D converter is used to

the user data of each recognized transponder. transmit the |- and Q-data after each other. Therefore one
The following paragraphs focus on the details of thestatus bit is used to indicate the current transmitted oflann
receiving system. data. Here, the A/D converter is driven with 15 Msps per

1) Demodulator: The incoming low-noise amplified sig- channel, which corresponds to an overall sampling clogk rat
nal is fed into the demodulator. The demodulator usesf 30 MHz. The 14 bit per channel plus the status bit and
the second RF synthesizer signal (the first is used as Rfhe sampling rate, generate in total a data rate of 450 Mbps
signal source for the transmit path, see above) as locab be handled by the subsequent DSP module.
oscillator (LO) source, to mix down the RF signal directly ) pSP Module:The purpose of the DSP is the handling
into baseband (Zero-IF). The demodulator is based oRyf || calculations, necessary to evaluate the transpshder

the LT5575 chip [54] from Linear Technology and 80  yser data. Therefore, the following stages are necessary:
matched between 865MHz and 868 MHz. The output of

the demodulator is differential with 2 I- and 2 Q-signals,
respectively.

2) Band-Pass Filter:The differential working band-pass
filter, which succeeds the demodulator, is used to suppress
the DC-part of the baseband signal, i.e. mainly the nonThe following paragraphs give a short introduction to these
information carrying down-mixed carrier signal, and high-topics. The data acquisition phase has to be accomplished
frequency disturbing signals (from the internal mixer of th only once, against what the following stages have to be
demodulator). Therefore the passband is set between 16 kHpassed through by every transponder respectively spigadin
and 20 MHz. code available.

3) Amplifier Stage: The following amplifier stage is Data Acquisition: As the amount of data to handle is
build upon two differential amplifiers (LTC6421-20 [55] and quit large (450 Mbps) the data streams are not handled in
LTC6420-20 [56]), each with a differential voltage gain of real time. However, through the usage of this DSP (ADSP-
10 V/V. 21469 from Analog Devices [59]) the processing speed is

4) Active Anti-Aliasing Filter: The last analog signal quite high. The A/D converted data signals are acquired
processing stage is an active anti-aliasing filter for thethrough the DSP’s PDAP (Parallel Data Aquisition Port)
succeeding ADC module. The cut-off frequency of the 4thinterface. From there, they are transfered to an interna2 8x
order low-pass filter (Chebyshev characteristic) is culyen bit buffer. Finally, the data are passed via DMA access to
set to 2.5 MHz. This stage is based on LT6604-2.5 [57] froman internal memory. As of limited memory capabilities the

« Data acquisition (from ADC module)
« Despreading of baseband signals

« Demodulation of despreaded signals
« Decoding of demodulated data
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data is transferred block-wise to the external memory. Asn total for both channels. This is onl$.6% of the full

the sampled values are stored as 32 bit values (DWORDX)orrelation.

the amount of data for one shot (duratiorig,,; ~ 188 us) Demodulation: The process of demodulation inherits

is 90112 samples per channel, so in total 720896 bytes dhe merge of the | and Q signals. According to their signal

704 kbytes. quality, estimated through the maximum correlation values
Despreading: The process of despreading is the mostthe signals are weighted and superimposed. This process of

calculation intensive operation the DSP has to handle. Aslemodulation is beyond this paper's scope and not further

this phase needs more time than the data acquisition procedsscribed.

the system is, up-to-date not able to work real-time. Palrall Decoding User DataThe demodulated signal stream is

processing would be a good solution. The DSP itself has #Manchester coded [1] and needs to be decoded accordingly.

clock rate of 450 MHz. The resulting data stream corresponds to the transponder’s

Despreading data from the baseband signal has to be donespectively the user data.

for I- and Q-channel separately. The despreading operation

is realized using the cross-correlation between | and C  .a0—

signals and the origin codes used by every transponde _ o - -

. . - . = —Distance 1 m
in the field. If s[k] is the | or Q signal andc[k] one 8 -of  Distance 2 m
of the corresponding codes of one of the transpondersy -°r ~Distance 3 m
the cross-correlatio®, .(7) between these signals is done &
by multiplying every time instance signal with code c. g
Equation (15) shows the corresponding relationship betwee @
clk] and s[k]
853 856 859 862 865866.5868 871 874 877 880
+oo Frequency in MHz
[skdlr] = Poo(r) = > s"[t]-clr+1] (15) , _
oo Figure 16. Spectrum of backscattered signal from transgond

A code length of 128 chips corresponds to 1280 sam-

ples Renip = 1.5Msps andRumpe = 15Msps) and VI. MEASUREMENTS
90112 samples per channel for | and Q. This results into This section presents measurements of various parts of the
230,686,720 multiplications and 180,224 additions. system, including transponder, analog baseband progessin

One goal was to reduce this high amount of operationsand DSP.
This is realized through estimation of the time moments the
chips appear within the 1Q signals. This estimation method®- Transponder Measurements
works as follows. The 1Q baseband signal is sampled and Figure 16 shows the spectrum of the backscattered
correlated among the first-1280 = 2560 samples. This transponder signals. For this measurement an RF signal
results in 6,553,600 multiplications and 5120 additionse T (Prx = 10dBm, fcarier = 866.5MHz) is fed into the linear
first maximum, corresponding to the first peak indicatespolarized transmit antenna. One transponder is placed at
the initial index i, to start the despreading process. Thea distance of 1, 2 and 3m. The resulting reflected signal
following peaks are estimated by jumping froig, 1280  spectrum after the receiving antenna is shown in Figure 16.
samples ahead. As certain incertitudes (oscillators,) etcAs expected, the backscattered signal parts drop with
will lead to synchronization errors, the correlation is notincreasing distance from the reader’s antennas.
only made at sample inde) + n -1280, but at 5 samples The IQ constellation diagrams of the received RF signal
before and after the estimated time index. That means, thare shown throughout Figure 17 to Figure 19. It can
second peak is determined by executing the cross-coorlati be shown that the backscattered signals show a mixture
®, 1(7) as given in Equation (16). between ASK and PSK modulation. For instance, as in
Figure 17, the mean of the data points (from the two
states of the one transponder) is not the origin (0,0).
This discrepancy is the effect of multipath and structural
antenna mode scattering. Same applies for Figure 18 with
The result is 11 correlations per peak and a new synchra2 transponders, generatir®f = 4 constellation points,
nization index, as the new peak indicates the next startingnd Figure 19 with 3 transponders, generatilig = 8
point for the succeeding peak estimation. With 70 data peaksonstellation points. The number of constellation poimts f
within one shot and 1 within the initial guess, the total n transponders i2™ because alln transponders have 2
number of correlations per channelis60+69-11 = 3319.  states sharing the same coherent RF signal from the reader.
This leads to 8,496,640 multiplications and 6,638 add#tion However, as expected the transponders show a near exact

i9+1280+5

()= > st +1] (16)

t=10+1280—-5
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BPSK modulation (as configured in subsubsection V-B3), o
if the ASK part is neglected.
323.21:
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Figure 18. 1Q constellation diagram for 2 transponders

Figure 20. 1Q signal after demodulator / 2 Transponders

B. RX Measurements

Two measurements have been carried out to show the
basic working principle of the analog baseband processing: psp Measurements
module. The goal of this module is the signal conditioning
for the succeeding ADC module. Figure 20 shows the output The DSP module comes with some debugging function-
of the demodulator, i.e. the |- and Q-signals. As mentionedilities. One of these functionalities is able to provide the
above these signals are handled differentially, (/_, @+ DSP values, from its internal or external memories, via USB
and @_). To simplify matters the differential signals have to a host PC. Figure 22 shows the results of a full cross-
been put togetherl(= I, — I_ and @ = Q4+ — Q_) correlation. For simplicity the CCFs have been normalized
. The signals are amplified and filtered with a resultingto one. The values show the maximum number of samples
signal as shown in Figure 21. The signals were recorde@0112) and the peaks, with each peak describing a bit. The
with 2 transponders in the field. As in the IQ measurementsalue of the bit may be positiveH{l) or negative {1).
before, 2 transponders generate= 4 different signal levels The difference between the peaks and the noise floor is an
(evaluated from Figure 21): indicator for the quality of the communication link.
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impedance of the transponder's modulator. Nevertheless,
carried out indoor experiments showed that the near-far
effect of the proposed system is, in fact, very low.

Also, theoretical work, which states an advantage of
CDMA-based RFID systems compared to state-of-the-art
RFID systems based on TDMA methods, complies with the
measured results of the proposed CDMA-based UHF RFID
system.
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Quadrature

VIII. CONCLUSION

\oltage in V

This article presented a realization of a CDMA-based
RFID system working in the UHF region. The system
itself is build upon aTransmitting systenproviding a
continuous electromagnetic wave. This emitted RF carrier
is backscattered through one or more designed UHF tags.

CCF of Q component with Code 1 (Transponderl) Each of these semi-passive operating transponders generat
T ‘ T ‘ ‘ ‘ ‘ ‘ A a unique spreading sequence. The proposed spreading se-
quences are Gold codes providing a good orthogonality. A
0 simple modulator on the transponder generates the desired
backscatter signal. THeeceiving systemaptures this signal
by down mixing the RF signal to baseband. Further analog
signal processing and subsequent A/D conversion gives the
DSP the chance to despread, demodulate and decode the
desired transponder signals.

The significant advantage of such a structure compared to
present systems lies in the ability to avoid particular TDMA
based anti-collision schemes. This, indeed, will lead &3 le
time needed forinventorizing RFID tags, as this can be
achieved within one time slot. Topics for future research
are, regarding the receiver side, the need for much more
computational resources (RAKE receiver, [61]) and thenear
far problem, CDMA-based systems have to deal with.
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Figure 21. 1Q signal after baseband processing / 2 Trangwend
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Process of despreading / 2 Transponders
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Abstract—Modern VLSI decoders for low-density parity-
check (LDPC) codes require high throughput performance while
achieving high energy efficiency on the smallest possible foot-
print. In this paper, we present two optimizations to enhance
the throughput and reduce the power consumption for these
decoders. As a first optimization, we seek to speedup the decoding
task by modifying the processing step known as syndrome check.
We partition this task and perform it in on-the-fly fashion. As a
second optimization, we address the topic of iteration control in
order to save energy and time on unnecessary decoder operation
when processing undecodable blocks. We propose an iteration
control policy that is driven by the combination of two decision
metrics. Furthermore, we show empirically how stopping criteria
should be tuned as a function of false alarm and missed detection
rates. Throughout this paper we use the codes defined in the IEEE
802.11n standard to show performance results of the proposed
optimizations.

Keywords—LDPC codes; iterative decoding; syndrome cal-
culation; throughput enhancement; stopping criteria; iteration
control; low power.

I. INTRODUCTION

Low-density parity-check (LDPC) codes have gained a
lot of interest because of their outstanding error-correction
performance. Originally proposed by Gallager in 1962 [3] and
rediscovered by Mackay [4] in the 1990s, these codes exhibit
a performance that comes very close to the limits imposed by
Shannon.

Several communication standards have already adopted
these codes, ranging from Wireless Local/Metropolitan Area
Networks (IEEE 802.11n [5] and 802.16e [6]) and high-
speed wireless personal area networks (IEEE 802.15.3c [7])
to Digital Video Broadcast (DVB-S2 [8] and DTMB [9]) and
10Gbit Ethernet (10GBASE-T [10]). Furthermore, these codes
are currently being proposed for next generation cellular and
mobile broadband systems as defined by the ITU-R to comply
with the IMT-Advanced radio interface requirements: IEEE
802.16m [11] and 3GPP LTE-Advanced [12].

In the case of mobile wireless terminals high throughput and
low power operation are required. Nevertheless, these goals
are often contradictory due mainly to the iterative nature of
the decoding algorithms used. For a successful decoding task
the fulfillment of all parity-check constraints is verified, but
usually for an unsuccessful task a preset maximum number of
iterations is completed.

Renaud Pacalet
TELECOM ParisTech
06904 Sophia Antipolis, France
renaud.pacalet@telecom-paristech.fr

Vincent Rezard
Infineon Technologies France
06560 Sophia Antipolis, France
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In this paper, we propose to optimize one recurrent task
that is performed within each decoding iteration. Syndrome
check or verification is performed in order to confirm the
validity of the obtained codeblock and hence decide whether
to continue or halt the decoding process. This task corresponds
to the evaluation of all the parity-check constraints imposed by
the parity-check matrix. We propose to perform this task on-
the-fly so that a partially unsatisfied parity-check constraint
can disable a potential useless syndrome verification on the
entire matrix. We identify as benefits from this technique the
elimination of several hardware elements, a reduction on the
overall task latency and an increase on system throughput.

One form of the proposed technique has been identified in
[13] for the purpose of improving the energy-efficiency of a
decoder. This technique, nevertheless, is sub-optimal in the
error-correction sense as it introduces undetected codeblock
errors. In this work, we show the assumptions for this tech-
nique and a performance analysis, along with a proposal to
recover the performance loss.

As a second topic, we consider iteration control for avoiding
unnecessary decoder operation. Early detection of an undeco-
dable block not only saves energy on unnecessary iterations
but may improve the overall latency when an automatic repeat-
request (ARQ) strategy is also in use. Previously proposed
iteration control policies [14][15][16][17] differ on the deci-
sion metrics used. These decision metrics are characterized by
their dependence or not upon extraneous variables that must be
estimated. The parameters used within the decision rule must
be tuned to particular scenarios. In the previous art it has been
shown how this tuning essentially trades off error-correction
performance and the average number of iterations.

In this work, we identify a decision metric provided by
a specific decoding algorithm, the Self-Corrected Min-Sum
algorithm [18]. This algorithm has been shown to provide
quasi-optimal error-correction performance at very low com-
plexity. We propose to combine two decision metrics in order
to control the iterative decoding task. We perform comparisons
among the previous art and the proposed hybrid control policy
in terms of error-correction performance, average number
of iterations and false alarm rate. The main advantage our
work shows is the energy efficiency of the proposed policy
as it exhibits empirically very low missed detection rates.
Furthermore, we argue that the tuning of parameters of a
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N variable nodes

110101
H= 101110
011011
M check nodes
Fig. 1. LDPC code matrix and graph example.

stopping rule should be done based upon the false alarm and
missed detection rates performance.

This paper merges and extends our previous work in [1][2].
The remainder of this paper is organized as follows. Section
II presents LDPC codes and their iterative decoding. Section
IIT outlines the proposed syndrome check method and its
performance while Section IV shows the system level impact
along with results for a VLSI architecture. In Section V, we
show prior stopping criteria and the proposed iteration control
policy while Section VI shows simulation results and the
tuning of stopping criteria. Section VII concludes the paper.

II. BACKGROUND

In this section, we introduce the target error-correction
codes along with their iterative decoding algorithm and the
type of messages used in the computation kernels.

A. LDPC Codes

Binary LDPC codes are linear block codes defined by a
sparse parity-check matrix H j;xx over GF(2). This matrix
defines M parity-check constraints among N code symbols.
The number of non-zero elements in H is relatively small
compared to the dimensions M x N of H.

A codeword ¢ corresponds to the null space of H:

H.c'"=5=0, (1)

where S is referred to as the syndrome. Indeed, the con-
dition S = 0 suggests that no further decoding iterations are
necessary. Typically, a maximum number of iterations is set
to define an unsuccessful decoding operation.

A quasi-cyclic (QC) LDPC code is obtained if H is formed
by an array of sparse circulants of the same size, [19]. If H
is a single sparse circulant or a column of sparse circulants
this results in a cyclic LDPC code. Architecture-aware [20]
and QC-LDPC codes are composed of several layers of non-
overlapping rows, this enables the concurrent processing of
subsets of rows without conflicts.

The code can also be represented by a bipartite graph in
which rows of H are mapped to check nodes and columns
to variable nodes. The non-zero elements in H define the
connectivity between the nodes. Figure 1 shows an example
matrix (non-sparse) and the corresponding code graph repre-
sentation.

The rows in H establish the parity constraints of the code
as a function of the code symbols with the location of the
non-zero elements of the matrix. Figure 2 shows an example
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Codeblock symbols
C,C,C3C,C5Cy

10001 1]—= C @ CcyDC
010110 — C,®c, D
11000 1]—= C ®c,Dc
01001 1|]—= C,®C; D

Parity—check matrix Parity-check constraints

Fig. 2. Example parity-check constraints.

correspondance between the code symbols C),, the parity-
check matrix and the parity-check constraints.

The parity-check constraints are of even parity and the @
operation corresponds to the modulo-2 addition.

B. Decoding Algorithm

LDPC codes are typically decoded iteratively using a two-
phase message-passing algorithm commonly known as sum-
product [21] or belief propagation. This algorithm exchanges
code symbol extrinsic reliability values between check and
variable nodes. Each decoding iteration consists of two phases:
variable nodes update and send messages to the neighboring
check nodes, and check nodes update and send back their
corresponding messages. Node operations are in general in-
dependent and may be executed in parallel. This allows the
possibility to use different scheduling techniques that may
impact the convergence speed of the code and the storage
elements requirements. The algorithm initializes with intrinsic
channel reliability values and iterates until hard-decisions upon
the accumulated resulting posterior messages satisfy equation
(1). Otherwise, a maximum number of iterations is completed.

The computational complexity of the decoding task resides
in the operation performed at the check nodes of the code
graph, indeed it is in here where the tradeoff between error-
correction performance and complexity takes place. Optimal
message computation is performed by the Sum-Product algo-
rithm [21] at the expense of high complexity. The Min-Sum
(MS) algorithm [22] performs a sub-optimal message com-
putation at reduced complexity. Several correction methods
have been proposed to recover the performance loss of the
MS algorithm by downscaling the messages computed using
a normalization or an offset value, [22].

It has been argued in [18] that the sub-optimality of MS
decoding is not due to the overestimation of the check node
messages, but instead to the loss of the symmetric Gaus-
sian distribution of these messages. This symmetry can be
recovered by eliminating unreliable variable node messages
or cleaning the inputs of the check node operation. In [18]
the Self-Corrected MS (SCMS) decoding is introduced, which
exhibits quasi-optimal error-correction performance. An input
to the check node operation is identified as wunreliable if it
has changed its sign with respect to the previous iteration.
Unreliable messages are erased and are no longer propagated
along the code graph. In [23] a comparison is performed in
terms of energy efficiency among the most prominent message
computation kernels.
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General structure of an LDPC decoder.

Fig. 3.

Motivated by the outstanding error-correction performance
and low complexity of the SCMS kernel, in Section V we
look closely at the behavior of this kernel in order to assist
the early detection of undecodable blocks.

The general structure of an LDPC decoder is shown in
Figure 3. Intrinsic channel values ds are initially used to
generate extrinsic messages, these are messages generated
after processing each row in H. The sum of all extrinsic
messages generated constitutes the posterior messages that are
used to perform a hard-decision and obtain the final decoded
message. The posterior messages are distributed to and from
P processing units by interleaving units (7 and 7!) that
correspond to the code graph connectivity.

Log-likelihood (LLR) messages are commonly used since
their arithmetic [24] exhibits very low complexity (e.g., ad-
ditions instead of multiplications). For every received code
symbol x the corresponding LLR is given by:

Pz =0)
Plx=1)"
where P(A = y) defines the probability that A takes the
value y. LLR values with a positive sign would imply the
presence of a logic 0 whereas a negative sign would imply
a logic 1. The magnitude of the LLR provides a measure of
reliability for the hypothesis regarding the presence of a logic
0 or 1. Considering the messages involved in the decoding
process, the LLR of an information bit x is given by:

L(z) = log 2)

L(z) = Le(z) + La(x) + Le(z) (3)

where L.(x) is the intrinsic message received from the
channel, L,(x) is the a-priori value and L.(x) is the extrinsic
value estimated using the code characteristics and constraints.
L(x) is the a posteriori value and a hard-decision upon it
(extraction of the mathematical sign) is used to deduce the
binary decoded value. Figure 4 shows the evolution of the
posterior messages LLRs for both a converging and a non-
converging codeblock. These figures correspond to instances
of decoding the LDPC code defined in [5] with block length of
648 and code rate 1/2 over the additive white Gaussian noise
(AWGN) channel with quadrature phase-shift keying (QPSK)
modulation at a signal-to-noise ratio (SNR) of E},/Ny = 1dB
with 60 maximum iterations. Works in [25][26] have shown
how the LLR values evolve within the decoding process.
Depending upon the operating signal-to-noise ratio (SNR)
regime these values will initially fluctuate or enter right away
a strictly monotonic behavior.
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III. ON-THE-FLY SYNDROME CHECK

A hard-decision vector upon the posterior messages is
required after each decoding iteration in order to calculate
the syndrome. Syndrome calculation involves the product in
equation (1), but this is equivalent to the evaluation of each
parity constraint with the corresponding code symbols.

The arguments of each constraint correspond to the hard-
decision of each LLR. A non-zero syndrome would correspond
to any parity-check constraint resulting in odd parity. This
condition suggests that a new decoding iteration must be
triggered. The calculation of the syndrome in this way is
synonymous to the verification of all parity-check constraints
and we refer to this as syndrome check.

The typical syndrome check requires a separate memory for
the hard-decision symbols and a separate unit for the syndrome
calculation (or verification of parity-check constraints), this
consumes time in which no decoding is involved. In this
context, we use the word fypical in two senses: one referring
to the calculation of the syndrome with stable values and the
other referring to the evaluation of the syndrome after the end
of a decoding iteration.

A. Proposed Method

Based upon the behavior of the LLRs illustrated in Figure 4,
we propose to perform the syndrome check on-the-fly in the
following way: each parity-check constraint is verified right
after each row is processed. Algorithm 1 outlines the proposed
syndrome check within one decoding iteration for a parity-
check matrix with M rows.

Algorithm 1 On-the-fly syndrome check

1. Decode each row ¢ (or a plurality thereof for parallel
architectures)
2. Evaluate each parity-check constraint PC); by performing
the & operation on the hard-decision values
3. Verification:
if (PC; =1) then

Disable further parity-checks verification
else

if (i = M) then

Halt decoding: valid codeblock found

end if

end if

For the proposed syndrome check there are two extreme
cases regarding the latency between iterations. The worst-
case scenario corresponds to the case when all individual
parity-checks are satisfied but at least one from the last batch
to process fails, in which case a new decoding iteration is
triggered. The best-case scenario is when at least one of the
first rows’ parity-check fails, this disables further rows’ parity-
check verification and the next decoding iteration starts right
after the end of the current one. The difference with the
typical syndrome check is that it is always performed and
it necessarily consumes more time as it involves the check of
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the entire H. Figure 5 shows the timing visualization of these
scenarios and the evident source for latency reduction of the
decoding task.

The notion of typical syndrome check that we use might
appear rather naive at first glance, but notice that among
all the published works on decoder architectures the way
the syndrome is verified is consistently neglected. It could
be argued that the syndrome of an iteration can be verified
concurrently with the decoding of the following iteration. This
indeed would belittle our claim on task speedup (refer to
Section IV) but nevertheless the on-the-fly syndrome check
hardware would still be of considerable lower complexity than
said alternative mainly due to the lack of memories to save
the hard decisions of the previous iteration.

B. Performance Analysis

A closer examination of the proposed syndrome check re-
veals the possibility for special scenarios. Indeed, the proposed
syndrome check does not correspond to equation (1) since the
parity-check constraints are evaluated sequentially and their
arguments (LLR sign) could change during the processing of
the rows. Consequently, there is a possibility that the decision
taken by the on-the-fly strategy might not be the correct one
at the end of the decoding process. Table I shows the possible
outcomes of the decision taken by the proposed strategy
in contrast to the typical syndrome check. A Pass event is
synonymous to the condition S = 0. A false alarm outcome
corresponds to the case when all parity-check constraints were
satisfied, indeed halting the decoding task during any iteration
as a valid codeblock has been identified (when in fact a final
typical syndrome check would fail). On the other hand, a miss
outcome takes place when during the last iteration (maximum
iteration limit) a single parity-check constraint fails rendering
the codeblock as invalid (when in fact the typical syndrome
check would pass). Both outcomes are the result of at least
one LLR sign change right before the last row processing.

From this set of possible outcomes the probability Pg for

TABLE I
DECISION OUTCOMES OF THE PROPOSED SYNDROME CHECK

On-the-fly Typical Outcome
syndrome check | syndrome check decision
Pass Pass Hit
Pass Fail False Alarm
Fail Pass Miss
Fail Fail Hit

the proposed syndrome check to be correct can be expressed
by:

Py = 1—(Ppa+ Pun)

1—(PpPcpe+ (1 —Pp)(1— Pcpg)), 4)

where Pr,4 is the probability of a false alarm, Py is the
probability of a miss , Popp is the probability of a codeblock
error and Pp is the probability of the proposed syndrome
check to pass.

Based upon the analysis and observations in [25][26] the
LLRs monotonic behavior is guaranteed for the high SNR
regime, in this regime the outcome decision would be a hit
with probability 1. Nevertheless, as the SNR degrades the
inherent fluctuations of the LLRs at the beginning of the
decoding process may cause the decision to be a miss or a
false alarm with non-zero probability. In Figure 6, we show
the outcome of the decoding of 10° codeblocks using the same
simulation scenario as in Figure 4 with code length 1944 and
two code rates in order to observe the rate at which a miss
and a false alarm may occur on the low SNR regime.

Even though the hif rate is shown to be empirically greater
than a miss or a false alarm it is important to address the
occurrence of such anomalies. A miss result would trigger
an unnecessary retransmission in the presence of an ARQ
protocol, while a false alarm result would introduce undetected
codeblock errors. This indeed represents some concerns that
must be analyzed on an application-specific context, as for
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example a wireless modem for [5] is not likely to operate at
such low SNR because of the required minimum packet-error
rate performance.

The error-correction performance is affected by the false
alarm outcomes. In Figure 7, we compare the simulated bit-
error rate (BER, in solid lines) and frame-error rate (FER, in
dashed lines) of the typical syndrome check and the proposed
method, this corresponds to the same simulation scenario from
Figure 6a. The performance loss is such that an error-floor
becomes evident, therefore we address the ways in which this
situation can be circumvented.

Detection of the miss and false alarm outcomes can be
performed in two ways:

1) Validating the result provided by on-the-fly syndrome

time

Timing visualization for two consecutive decoding iterations.
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Decision outcome rates from the proposed syndrome check for N=1944.

check by calculating the typical syndrome check.

2) Allowing an outer coding scheme to detect such con-
ditions: e.g., a cyclic redundancy check (CRC) that
typically follows a codeblock decoding.

We propose to detect both miss and false alarm outcomes by
validating the final calculated syndrome (in on-the-fly fashion)
while executing the first iteration of the following codeblock
(CB). Figure 8 depicts both situations. In this way an ARQ
protocol can react to a false alarm outcome and also avoid
an unnecessary retransmission under the presence of a miss
outcome. The performance is fully recovered, shown in Figure
7 as validated on-the-fly syndrome check.
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IV. DECODING TASK SPEEDUP

In Figure 9, we show an LDPC decoder with the modules
used to perform the typical syndrome check. From this it is
evident that the proposed strategy does not require dedicated
elements for the syndrome verification. In fact, in order to
implement the syndrome check in on-the-fly fashion each
processing unit is augmented by a marginal set of components.
Figure 10 shows a serial processing unit driven by a SISO
kernel and the added syndrome check capability. Synthesis
results on CMOS 65nm technology showed that the area
overhead due to the syndrome check capability is only 0.65%
for a BCJR-based processing unit (the SISO kernel is the
modified BCJR algorithm described in [27]).

If the false alarm and miss outcomes are to be detected
by the proposed method in Section III-B, then the syndrome
check circuitry must be replicated and the hard-decision
memory in Figure 9 must be kept. Notice that the imple-
mentation of on-the-fly syndrome check must be evaluated
on an application-specific context: decoder operating range,

first iteration CB[n+1]

second iteration CB[n+1]

False alarm and miss outcomes detection.

Extrinsic messages
memory
Interleaver ]——[ Processing units ]——[ Delnterleaver ]7

Posterior messages
memory
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Canonical decoder architecture.

Fig. 9.
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Fig. 10. Processing unit with syndrome check option.

outer multilevel coding schemes and ARQ protocols, logic
and memory overheads.

The main benefit of the proposed syndrome check is the
speedup of the overall decoding task. The processing latency
per decoding iteration for P processing units is given in
number of cycles by:

Z
TC:mbxeLc, (5)

where a QC-LDPC code defines H as an array of my
block-rows of Z rows. In this case P rows are processed
concurrently. L. is the number of cycles consumed during
the decoding task where decoding and syndrome verification
take place. This value depends upon the number of arguments
to process per row, memory access latencies and syndrome
verification duration. It is in the latter time duration where our
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proposal exhibits advantages in terms of speedup. A reduction
in the overall task latency improves as well the decoder
throughput assuming the arrival time of frames is high enough
to provide a 100% decoder utilization:

_NXRXfClk

r
I X7,

; (6)
where [ is the total number of iterations, R the coding rate
of the NV code symbols and f.;; the operating frequency.

The main benefit from the proposed strategy is the reduction
in the time consumed during the syndrome check when the
decoding process is far from reaching convergence. It could
be argued that the syndrome check may very well be disabled
during a preset number of initial iterations, but still this tuning
must be done offline or shall depend upon extraneous variables
like the SNR. Estimating these variables provides sensible
overheads. Figure 11 shows the obtained average latency
reduction of the syndrome check process compared to the
typical one as a function of operating SNR. A total of three use
cases with different code lengths L are shown, for a code rate
of 1/2 in Figure 11a and code rate of 5/6 in Figure 11b. The
low SNR region provides the best opportunities for syndrome
check latency reduction since LLRs fluctuate quite often in
this region, i.e., a higher decoding effort renders useless the
initial syndrome verification.

Indeed, what this strategy is doing is speeding up a portion
of the decoding task. With the use of Amdahl’s law [28] it is
possible to observe the overall speedup of the decoding task
based upon the obtained latency reduction of the syndrome
check. The overall speedup is a function of the fraction
P.phancea Of the task that is enhanced and the speedup
Senhanced Of such fraction of the task:

1
P, ed
(1 - Penhanced) + Senhanc 4

enhanced

(7

Soverall =
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Figure 11 shows as well the average speedup obtained as
a function of operating SNR for the same test cases, these
results consider that the syndrome check process corresponds
to 35% of the overall decoding task per iteration. Amdahl’s law
provides an upper bound for the achievable overall speedup,
1.53 for this setup. The average speedup is higher for the
code rate 1/2 case since the parity-check matrix contains more
rows than the code rate 5/6. For the former case the achieved
speedup ranged from 84% to 96% of the maximum achievable
bound, this corresponds to enhancing the decoder throughput
by a factor of 1.28 and 1.48, respectively.

V. ITERATION CONTROL

Iterative decoding algorithms are inherently dynamic since
the number of iterations depends upon several factors. Proper
iteration control policies should identify decodable and unde-
codable blocks in order to improve on energy expenditure and
overall task latency. Convergence of a codeword is detected
by verifying equation (1) while non-convergence is usually de-
tected by completing a preset maximum number of iterations.

A. Prior Art

Iteration control techniques (also known as stopping crite-
ria) attempt to detect or predict the convergence or not of a
codeblock'and decide whether to halt the decoding task. This
decision is aided by so-called hard or soft decisions. Hard-
decision aided (HDA) criteria are obtained as a function of
binary-decision values from the decoding process; on the other
hand, the soft-decision aided (SDA) criteria use a non-binary-
decision parameter from the decoding process that is compared
against threshold values.

The authors in [29] proposed a termination criterion that de-
tects so-called soft-word cycles, where the decoder is trapped
in a continuous repetition without concluding in a codeblock.

'We use the general term codeblock instead of codeword in order to address
decodable and undecodable instances.
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This is achieved by storing and comparing the soft-words
generated after each decoding iteration. This is carried out by
means of content-addressable memories. This criterion saves
on average iterations but clearly introduces storage elements.

In [14] a stopping criterion was proposed based upon the
monitoring of the variable node reliability (VNR), defined as
the sum of the magnitudes of the variable node messages.
This decision rule stops the decoding process if the VNR
does not change or decreases within two successive iterations.
This comes from the observation that a monotonic increasing
behavior is expected from the VNR of a block achieving
convergence. The criterion is switched off once the VNR
passes a threshold value that is channel dependent.

The criterion proposed in [30] is similar to the one in
[14], it monitors the convergence of the mean magnitude of
the variable node reliabilities. The decision rule uses two
parameters tuned by simulations that are claimed to be channel
independent.

The authors in [15] proposed a criterion that uses the num-
ber of satisfied parity-check constraints as the decision metric.
Given the syndrome S = [s1,$2,...,5]7, the number of
satisfied constraints at iteration [ is:

M
Nlpe=M="sp. (8)
m=1

The decision rule monitors the behavior of this metric
tracking the increments and their magnitudes as well as the
persistence of such behavior. In this rule three threshold values
are used, all claimed to be channel independent.

A similar scheme was presented in [16]. This criterion
monitors the summation of the checksums of all parity-checks
given by:

M
Sp: ZP771,7 (9)

m=1

where P, is the checksum of row m as follows:

. 0 if sign(n) >0
P = @ c(n), with c(n) = { 1 othergvis(e)
nel,,

(10)

where ¢(n) is the hard-decision mapping of a soft-input of

a row and Z,, is the set of non-zero elements in the mth row.

This is indeed the complement of the decision metric used

in [15]. The decision rule monitors this metric and uses two

threshold values that are dependent upon signal-to-noise ratio
to make a decision.

In [17] a channel-adaptive criterion was proposed by moni-
toring the sign-changing rate of the LLRs per iteration. The
control rule uses two threshold values that are claimed to be
channel independent.

The above control policies have been derived based upon
the observation of the characteristic behavior shown by a par-
ticular decision metric within the decoding task. The decision
metrics used by these control policies are characterized by
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their dependence or not upon extraneous variables. Estimating
these variables (e.g., SNR) raises the implementation effort.
In Section VI, we show empirically how the tuning of the
parameters used for a decision rule essentially trades off the
false alarm rate and missed detection rate of undecodable
blocks.

B. Proposed Control Policy

SCMS decoding introduces the concept of erased messages,
messages which are deemed useless and are discarded after
each decoding iteration. A formal treatment behind the concept
of erased messages can be found in [18], but intuitively
the number of messages erased per iteration provides some
measure of the reliability (convergence) of the decoding task.
For example, the fewer messages erased, the more reliable
the decoding task is. Through simulations we observed the
total number of erased messages per iteration to identify the
possibility to detect earlier an unsuccesful decoding task and
also convergence. In the case of an undecodable block the
number of erased messages fluctuates around a mean value
(dependent upon the SNR), whereas for a decodable block
this metric approaches zero relatively fast. In Figure 12, we
show how the percentage of erased messages evolves with
each decoding iteration for an instance of a decodable and an
undecodable block. This corresponds to the decoding of the
code defined in [5] with block length 1944 and coding rate
1/2 over the AWGN channel with QPSK modulation, with a
maximum of 60 decoding iterations at F},/Ny = 1dB.

By detecting the characteristic monotonic decreasing beha-
vior of the total number of erased messages when the decoder
enters a convergence state, it is possible to save energy on
potential undecodable blocks. The erased messages metric
follows the cumulative quality of the arguments for the parity-
check constraints, allowing in fact to observe the dynamics and
evolution of the decoding process with fine granularity.

In Figure 13, we show the average number of decoding
iterations as a function of SNR for the same simulation
scenario of Figure 12 for several stopping rules:
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1) Syndrome check verification, this corresponds to equa-
tion (1).

2) Erased messages metric. Decoding is halted when either
the number of erased messages equals zero or a non-
convergence condition is satisfied. For non-convergence
detection we allow only a fixed number of increments
of this metric.

3) Genie. An ideal stopping rule with foreknowledge of the
transmitted block, in this case decoding would not even
start on an undecodable block.

The syndrome check and the genie criteria correspond to
the empirical bounds of any valid stopping rule. From Figure
13 it is clear that the number of erased messages may be used
as a decision metric to detect earlier undecodable blocks, but
indeed it is not suitable for detecting early convergence since
the absence of erased messages within an iteration is not a
necessary condition for convergence.

From these observations we use the erased messages metric
to detect an undecodable block and the syndrome check for
decodable blocks. We devise a stopping rule that follows the
evolution of the total number of erased messages by counting
the increments of this metric and halting the decoding task
once the number of increments exceeds a given threshold 7'.
This threshold is a static parameter that essentially trades error-
correction performance and the average number of iterations.
Algorithm 2 outlines the proposed decision rule. After the
decoding of a row m the number of erased messages €, is
accumulated per iteration in S'. This sum is compared with the
one from the previous iteration in order to detect the behavior
of the metric as illustrated in Figure 12.

The objective of a stopping criterion can be formulated
as the detection of an undecodable block. Thus the possible
outcomes of such criterion may be a hit, a false alarm and
a missed detection. A false alarm corresponds to the halting
of the decoding task that would have been successful in
the absence of such stopping rule. This indeed generates
unnecessary retransmissions in ARQ protocols. On the other
hand, a missed detection represents useless energy expenditure
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Algorithm 2 Stopping Criterion - SCMS
€ number of erased messages in row m
M: set of check nodes
fs: boolean function for syndrome check, equation (1)
count « 0; Sl 0
for all iterations 1 <1 <iterations,,., do
for all rows m € M do
Decode row m
Sl St e,
end for
if (fs) then
Halt decoding (convergence)
end if
if (S! > S!~!) then
count «— count + 1
end if
if (count > T') then
Halt decoding (non-convergence)
end if
end for

and an unnecessary delay to request a retransmission. Even
though any stopping criteria can be tuned to make arbitrarily
small the average number of iterations this has an impact on
the false alarm rate. In [15] the authors showed empirically
how the average number of iterations and the false alarm
rate are complementary. We investigated further by looking
at the missed detection rate since this indeed can provide
hints into a criterion’s efficiency. We compared the proposed
criterion in Algorithm 2 to the works in [15] (Shin) and [14]
(Kienle) along with the syndrome check and the genie rules.
In Figure 14, we show the performance comparison in terms
of average iterations, false alarm and missed detection rates.
We observed that when tuning the stopping criteria to have a
similar false alarm rate, as shown in Figure 14b, the missed
detection rates exhibit different behaviors. In fact, the proposed
criterion showed missed detection rates of several magnitudes
of order smaller than the other criteria. The curves for 7" = 10
and T' = 12 of the proposed criterion are below the value of
1079, not shown in the figure.

Since it is possible to monitor several decision metrics we
investigated how a particular combination may impact the
tuning and performance of the resulting hybrid control rule.
By assisting the decision process with several metrics it is
possible to tune the control policy to reach better performance
in terms of false alarms, missed detections and average number
of iterations. Nevertheless, it was possible to reduce the missed
detections only by adding the rule in Algorithm 2. For this
reason we propose to enhance the performance of the previous
art by adding the number of erased messages per iteration as
a second decision metric on an SCMS-based LDPC decoder.
Figure 15 shows the proposed hybrid iteration control system.

We selected the number of parity-check constraints metric
[15] as it offers less computational complexity than the VNR
metric [14]. In Table II, we compare the cited stopping rules
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and the one proposed in [17] (Chen) along with Algorithm
2. The number of operations is given as a function of the
dimensions of the parity-check matrix. /N is usually much
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TABLE II
COMPLEXITY OF DECISION RULES

. Operations Tunin
Criterion Com;I))are Add Parametirs Data Type
Shin [15] 3 M+3 3 Integer
Kienle [14] 1 N 1 Real
Chen [17] 3 N 2 Integer
Algorithm 2 2 M+2 1 Integer

larger than M (e.g., twice for a rate 1/2 code), this means that
on the number of calculations alone the criterion by Kienle
is the most complex one. Furthermore, the type of data used
by this criterion requires full resolution real quantities, this
indeed imposes a more complex datapath (within a VLSI
implementation) when compared to the other listed criteria.
Therefore, by observing the performance (error-correction,
average iterations, false alarm and missed detection rates) of
the mentioned stopping criteria we propose the hybrid iteration
control policy for SCMS-based LDPC decoders such that two
decision metrics are monitored in order to detect decodable
and undecodable blocks. Even though it is possible to monitor
all previously proposed decision metrics we found out that the
erased messages metric provides the most effective detection
for undecodable blocks (in the sense of exhibiting the lowest
missed detection rate). In the following, we provide results
when utilizing the hybrid technique by using both Algorithm
2 and the criterion in [15] embodied as shown in Figure 15.

VI. STOPPING CRITERIA COMPARISON

All stopping criteria can reduce the average number of ite-
rations depending upon the tuning of the decision parameters
used within their control policy. This has consequences of
different aspects that are worth investigating. In the following,
we tune the stopping criteria in [14][15][17] along with the
proposed hybrid control to be used in the SCMS decoding
within the simulation scenario described in the previous sec-
tion.

Figure 16 shows the simulated BER performance for the
tested criteria. The stopping criteria can be tuned to be close
in performance, for the case of the criterion in [15] (Shin) the
parameters used were 04 = 6,04, = 4 and 0, = 825; for
the criterion in [14] (Kienle) M B = 16 was used; and for the
criterion in [17] (Chen) lte = 6,thr = 9% were used. The
proposed hybrid criterion uses 7' = 22 and the same setup just
mentioned for [15].

Figure 17 shows the average number of iterations for the
stopping criteria. The syndrome check and the genie are once

2011, © Copyright by authors, Published under agreement with IARIA - www.iaria.org



—¥— Syndrome check

10 —<— Criterion by Shin B

—6— Criterion by Kienle
.| —+— Criterion by Chen
102L —=&— Hybrid criterion

Eb/No in dB

Fig. 16. Error-correction performance for stopping criteria.
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Fig. 17. Average iterations for stopping criteria.

again provided to observe the achievable empirical bounds.
Here the tradeoff between average iterations and performance
loss is evident. From these figures the criterion by Kienle
shows an advantage for a fewer number of iterations in the
low SNR region with the smallest performance loss, but this
criterion shows the highest false alarm rate (FAR) on the same
SNR region.

In Figure 18, we show the FAR of the simulated stopping
criteria. This is a relevant figure of merit since the stopping
mechanism on its own can be responsible for unnecessary
retransmissions. We can observe how the criterion by Kienle
shows a smaller number of false alarms on the high SNR
region, this is due to the inherent threshold that is used within
this criterion to disable the stopping rule, but on the other hand
this criterion shows the highest false alarm rate for the low
SNR region. The comparison between the proposed criterion
and the one by Shin and Chen is much closer and indeed can
be tuned to have a similar performance.

i i
0.6 0.8 1 1.2 1.4 1.6 1.8 2
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Fig. 19. Miss rate of stopping criteria.

So far we can observe that the criterion by Kienle in the low
SNR region exhibits the lowest average number of iterations
but leads to the highest number of retransmissions. In general,
the FAR of these criteria is relatively close, so we proceed
to investigate their missed detection performance. Indeed, the
missed detection rate (MDR) can provide further insights into
which criterion is actually saving energy without incurring into
any penalties. Figure 19 shows the MDR for the investigated
criteria. The criterion by Kienle performs better than Shin for
the low SNR region, but this no longer holds as the SNR
increases. The criterion by Chen follows similarly the criterion
by Shin. The most relevant result is that the proposed hybrid
criterion achieved a MDR at least one order of magnitude
below the best of the other ones.

Notice that on the high SNR regime all stopping criteria
are irrelevant. A proper receiver design should guarantee the
operation of the wireless modem to be within this regime
so that a target BER/FER is provided. Nevertheless, in the
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Fig. 20. Average iterations over a fading channel.

eventuality that a particular application involves a highly
fluctuating channel quality and battery-operated devices these
stopping criteria would become relevant. Because of this
reason we assert the importance of our study in order to assess
the performance of such criteria.

We validated as well the independence of the proposed
decision rule and the parameters in Algorithm 2 from the
channel characteristics. We applied the criteria in [14][15] to
the same LDPC code simulation scenario from Figure 14a on
a fading channel where all symbols have independent channel
gains that follow a Rayleigh distribution. Figure 20 shows the
obtained average number of iterations. For the proposed hybrid
policy two values of T" were used. It can be observed how all
the criteria follow the same behavior as in the AWGN case
(refer to Figure 14a) but the criterion proposed by Kienle.

The performance for each stopping criterion depends upon
the tuning of the decision-making parameters. In Figure 21,
we show the FAR and MDR for different choices of tuning
parameters that result in different average number of itera-
tions. These results are from the same simulated scenario
for E,/Ng = 1dB. From this we can observe the tradeoff
involving FAR and the average number of iterations for all
criteria. In general, the criteria can reduce the average number
of iterations but this would result in a higher FAR, this tradeoff
must be selected based upon the particular target application
(required throughput and allowable retransmissions). Further-
more, we can observe the relationship between MDR and
average number of iterations. In this respect the proposed
criterion exhibits the best performance. From this figure we
can see how a proper tuning of the parameters for a decision
rule must consider the relationship between FAR and MDR.
FAR refers to the penalty risk introduced by the stopping rule,
whereas MDR refers to how effective the stopping rule is for
detecting undecodable blocks.
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Fig. 21. FAR and MDR for stopping rules with different tuning of parameters.

VII. CONCLUSION

In this paper, we presented two valuable optimizations to
enhance the decoding task from a speedup perspective along
with low power considerations. The overall speedup in the
task allows important throughput gains as well. As a first op-
timization we proposed an alternative method for performing
the syndrome check. By partitioning the calculation among
the rows of the parity-check matrix several advantages were
identified. On-the-fly syndrome check reduces the number
of hardware components on a VLSI architecture, offers a
speedup in the overall decoding task and improves accordingly
the decoding throughput. We analyzed the possible scenarios
in which this technique may potentially provide erroneous
outcomes regarding the validity of a codeblock and proposed
how to handle these cases such that there is no error-correction
performance loss. Results from a decoder for the codes defined
in IEEE 802.11n provided a speedup of up to a factor of 1.48
at a cost of less than 1% in logic area overhead for a 65nm
CMOS process.

The second proposed optimization considered the control
of iterations. Even though iteration control is relevant only
for the low SNR region of the performance curves it is
an important technique studied for the purpose of avoiding
useless decoder operation. We provided insights into the
performance of several control rules in terms of the detection
of undecodable blocks as false alarms and missed detections.
We proposed a stopping criterion whose control law relies
upon the combination of two decision metrics. Motivated by
the quasi-optimal error-correction performance of the SCMS
decoding kernel, we enhanced the performance of the previous
art by adding the number of erased messages per iteration
as a second decision metric for proper iteration control. We
achieved a notorious decrease in the average number of missed
detections for the iteration control policy, making it the best
choice in terms of energy efficiency. Furthermore, we showed
empirically how the proper tuning of stopping criteria should
consider both FAR and MDR in order to accurately assess
their performance.
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Abstract—In this paper, we analyze different designed pilot
patterns adapted to the DL-PUSC pilot grid for filter banks
multi-carrier (FBMC) system. Different scheme have been
proposed (pair of pilots, auxiliary pilot scheme, interference
approximation method, and Scattered pilot method) and their
performance evaluated and compared when using conventional
cyclic prefix orthognal frequency division multiplaxing (CP-
OFDM) system. We shown that by applying certain designed
patterns especially for filter banks multi-carrier, the bite error
rate can outperforms in certain cases that achieved by the
CP-OFDM system. The performance evaluations are done in
hypothetical WiMAX scenario on which the FBMC system will
substitute the CP-OFDM by maintaining as much as possible
the physical layer (PHY) compatibilities.

Keywords-WiMAX, Pilot pattern, Filter banks multicarrier
system, OQAM, MIMO, pilot pattern.

I. INTRODUCTION

Wireless multicarrier (MC) communication scheme has
proven its effectiveness in many of new communication
standards (WiMAX, LTE, DVB-S, WiFi, etc.) [1]. This is
not a fortuity, as multicarrier schemes offer many advantages
as their robustness in frequency selective channels, their
simplicity during the equalization and synchronization pro-
cesses, besides, their high degree of flexibility and scalability
in offering best solutions in scarcity radio resource scenar-
ios. One of the most extended multicarrier schemes is the
orthogonal frequency division multiplexing (OFDM), which
encompass the advantages cited above, besides is one of
the schemes always considered and tested in emerging wide
band communication standards. A cyclic prefix (CP) is often
used in OFDM which acts as a buffer region where delayed
information from the previous symbols can be stored. The
OFDM receiver has to exclude samples from the cyclic
prefix which got corrupted by the previous symbol. The
OFDM scheme is actually used in several communication
systems as in e.g., WiFi, WIMAX, DVB-S2, and LTE [1].

Filters bank multiple carrier (FBMC) scheme is actually
appearing as an alternative scheme to the conventional
OFDM scheme, mainly in cognitive based environments
[2] [3] [5] [6]. There are several advantages in using the
FBMC than the OFDM, and one of them is the proper
use of the CP to cope with the channel impulse response

which results in a loss of capacity, which is not the case in
FBMC, added requirements for block processing to maintain
orthogonality among all the subcarriers. In OFDM systems,
the leakage among frequency sub-bands has a serious impact
on the performance of the FFT-based spectrum sensing in
cognitive radio (CR) environment. Moreover, to combat
the leakage problem in OFDM netwok a very tight and
hard implementation for synchronization has to be imposed
among the nodes. Another advantage of using the FBMC
scheme, is that the subchannels can be optimally designed
in the frequency domain to have a desired or specific spectral
containment.

Filter bank MC system (FBMC) with offset quadra-
ture amplitude modulation (OQAM) (named also OQAM-
OFDM) can achieve smaller intersymbol interference (IST)
and intercarrier interference (ICI) without using the CP, by
using well designed pulse shapes that satisfy the perfect
reconstruction conditions. Moreover, the problem of the
spectral leakage can be solved by minimizing the side-lobes
of each subcarrier which leads to high efficiency (in terms
of spectrum and interference) [4]-[7].

So far, some attempts have been made to introduce the
FBMC in the radio communications arena, through propri-
etary schemes, in particular the IOTA technique (see: TIA-
902.BBAB, Wideband air interface Isotropic Orthogonal
Transform Algorithm (IOTA) physical layer specification ,
document of the Telecommunications Industry Association
[8] [9], and in 3GPP TSG-RAN WG1. TR25.892, Feasibility
study of OFDM for UTRAN enhancement. V1.1.0, June
2004). However, the full exploitation of FBMC techniques
and their optimization in the context of radio evolution,
such as dynamic access, as well as their combination with
MIMO techniques, have not been considered. Physical Layer
for Dynamic Spectrum Access (PHYDYAS) FP7 European
project with code ICT-211887 [2], is one of the pioneer
research projects at the European level that tried to resolve
pending technical challenges for a real exploitation of the
FBMC scheme.

In this paper, the authors present a FBMC system that
aims to maintain a certain degree of compatibility with
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the OFDM based WiMAX specifications described in IEEE
802.16e standard [11]. Several pilot patterns for channel es-
timation are here proposed and analyzed for FBMC follow-
ing the MIMO downlink (DL) partial usage of subcarriers
(PUSC) frame structure of WiMAX, but due to the nature of
the FBMC system, the pilots cannot be as straightforwardly
applied as in OFDM. The main reason is that, every FBMC
pilot symbol besides suffering the traditional effect of the
additive white Gaussian noise (AWGN) a new interference
component from frequency-time surrounding subchannels is
added, what will affect the well acquisition of the pilot
information at the receiver, therefore, results a degradation
on the system capacity.

This paper is an extension of the analysis presented
by the authors in [10], where the pilot pattern adaptation
for FBMC included only the interference “approximation
method” (IAM) and the auxiliary pilot” scheme for channel
estimation. In this paper, besides results presented in [10],
the authors proposed new pilot patterns as the “pair of pilots”
and the “scattered pilots” methods. Note that, the added pilot
schemes are always designed considering the specificity of
the FBMC scheme and the mitigation of the surrounding
interference effect.

The paper is structured as follow: a brief overview on pilot
allocation structures in WiMAX system is presented in Sec-
tion II. The structure of the FBMC communication system
and its adaption to the downlink partial usage of subcarriers
(PUSC) specifications using MIMO with different proposed
pilot patterns structures are presented in Section III. Section
IV, introduces the simulation setup, and presents achieved
performances. Finally, in Section V, the main conclusions
on obtained results are drawn.

II. BRIEF OVERVIEW OF PILOT ALLOCATION
STRUCTURES IN WIMAX SYSTEMS

The general statement and frame structure of WiMAX
system for the time division duplex (TDD) mode can be
found in [11]. To ensure the compatibility of FBMC system
with WiMAX (at least within the context of pilot allocation)
these statements have to be considered as basis within the
ICT-PHYDYAS project [2] [3]. WIMAX offers three dif-
ferent subcarrier permutation schemes [11]. The first, is the
Full Usage of the Subchannels (FUSC) scheme allocates first
the pilots on fixed positions, and the remaining subcarriers
are used to transmit the data. The second and the third
scheems are the Partial Usage of the Subcarriers (PUSC),
and the Band Adaptive Modulation and Coding schemes
(later referred as AMC) respectively, which divide the whole
frame (excluding the Preamble, the PCH and DL/UL-MAPs)
into minimal data units (named slots), where dedicated pilots
and data are jointly allocated. Each slot is defined as a two
dimensional units which spans in both frequency and time
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directions.

A. Pilot and data allocation for the PUSC, AMC and FUSC
modes

1) PUSC mode: The shape of one slot in the PUSC
scheme is two clusters in frequency direction and two
OFDM symbols in the time direction. Hence, the number of
data subcarriers is 48. Due to subchannel permutation the
clusters are transmitted at distant positions in the spectrum,
although each cluster is transmitted as a whole in adjacent
subcarriers. Consequently, the PUSC permutation scheme
increases the frequency diversity.

OFDM Symbols

0000000000
0000000000
0000000000
0000000000

Data subcarriers O 0000000000
Pilot Carrier for antenna 0 @ 0000000000
Pilot Carrier for antenna 1 @ 0000000000
0000000000
(elel ] Jeolel] Jo@)
0000000000
0000000000
0000000000
0000000000
0000000000

Subcarriers

Figure 1. Cluster structure for STC downlink PUSC using 2 antennas.

2) AMC mode: The AMC permutation scheme is char-
acterized by mapping adjacent subcarriers to each slot.
By doing so, although frequency diversity is minimized.
The use of adaptive modulation and coding may lead to
great benefits by transmitting for each user on those bands
where the channel experiences favorable conditions. For this
permutation scheme, a smaller resource unit defined by nine
contiguous subcarriers is used. This basic allocation unit is
referred to as a ’bin’. Each bin contains one pilot subcarrier
(whose position is changed every OFDM symbol) and eight
data subcarriers. There are four types of AMC slots. The first
is given by the collection of six consecutive bins (hence a
6x 1 structure), the second has a 2x3 structure, and the third
and the fourth are given by the 3x2 and the 1x6 structures
respectively.

3) FUSC mode: For the FUSC permutation scheme, the
symbol structure is constructed using pilot, data and empty
subcarriers. Pilots and empty subcarriers are first allocated.
The remaining subcarriers are then used as data subcarriers.
48 data subcarriers are later mapped to each subchannel.
The subcarriers from each subchannel is mapped to physical
subcarriers and placed equidistantly in the spectrum. For
the FUSC scheme, one slot is defined as one subchannel
per one OFDM symbol, thus giving a total of 48 data
subcarriers. Figure 2, shows an example of the location of
the pilots within one cluster for two transmit antennas. It
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can be observed that the position of the pilot symbols from
the variable set change each two OFDM symbols. Designed
pilot patters for FBMC will focus mainly on the downlink
PUSC scheme.

Data subcarriers O
Pilot Carrier for antenna 0 .
Pilot Carrier for antenna 1 @

(‘Je)ele)elolelolelelole] leleelelelolelolole] JoJololelelele)e)

Subcarriers
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0000000000000 O0O0OOe000 0000000080

OFDM Symbols

Figure 2. Cluster structure for STC FUSC using 2 antennas.

III. FBMC SCHEME AND PILOT ALLOCATION

The hereafter subsections describe the transmission and
reception structures of the FBMC scheme, the specificity op-
eration of allocating pilots within a FBMC frame compared
with conventional OFDM, and the different designed pilot
pattern schemes considering the specificity of the FBMC.

A. Filter Bank based multicarrier structure

In FBMC, the filters bank are used in the transmultiplexer
configuration using the synthesis filter bank (SFB) at the
transmitter side, and the analysis filter banks (AFB) at the
receiver side [11][12] (see Figure (3)). In FBMC systems,
the use of critically sampled filter banks would be prob-
lematic, since the aliasing effects would make it difficult to
compensate imperfections of the channel by processing the
subchannel signals after the AFB only. Therefore, a factor
of two oversampling is commonly applied in the subchannel
at the AFB (see Figure (3b)).

In this paper the authors focused on uniform modulated
filters bank with a prototype filter g[m] of length L which
is shifted to cover the whole of the system bandwidth. The
output signal from the synthesis filter bank is given by

=3 s

k=0 neZ

M ,
] j2/Mm(m— )e.ﬂok,n 1)

where D is the delay term which depends on the length
of the prototype filter g[m], and ¢y, ,, is an additional phase
term. The transmitted symbols dj, ,, are real-valued symbols.
Equation (1) can be written in a more compact form such

that M—1

- Z dep,npgk,n[m}
k=0 neZ

where M is the number of subcarriers (M=IFFT/FFT size)
and also the number of active subcarriers, dj , denotes
the real-valued symbol at the k-th subcarrier during the n-
th symbol interval, modulated at rate 2/T. The signalling
interval T is defined as the inverse of the subcarrier spacing,
ie, T = 1/Af. The symbols dy, and di,41 can be

)
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interpreted as the in phase and quadrature (I/Q) components
respectively of the complex-valued symbol ¢ ; (of rate 1/T
) from a QAM-alphabet. The phase term ¢} ,, in equation
(1) guaranty and holds the real orthogonality condition [18]
by having,

%Z gkn

m=—0o0

gn k[ ] - 5]@’};67“71 (3)

The synthesized signal burst is therefore a composite
of multiple subchannel signals each of which consists of
a linear combination of time-shifted (by multiples of 7/2)
and overlapping impulse responses of the prototype filter,
weighted by the respective symbol values dj . L is the
length of the filter prototype p[m] and depends on the
size of the filter bank and the overlapping factor K by
having L = KM [12][13]. The "C2R” and the "R2C”
blocks in Figure 3, indicate the conversion of the data
from complex into real form, and the inverse operation
respectively. Note that each sub-carrier is modulated with an
Offset Quadrature Amplitude Modulation (OQAM) which
consists in transmitting the real and the imaginary parts of a
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complex data symbol with a shift of half the symbol period
between them [13] [14].

B. Pilot allocation in FBMC

In FBMC system, either real or imaginary parts of the
complex symbols are used for data transmission in a stag-
gered manner. When a real (imaginary) part of a subcarrier
symbol is used, the unused imaginary (real) part is at the
receiver a fairly complicated function of surrounding data
symbols. Usually in OFDM systems recovering the channel
state information (CSI) is first proceed from known time
and frequency pilot locations within certain intervals. The
whole signal is recovered by means of different interpolation
techniques [15]. Therefore, the channel state information
(CSI) recovery process in OFDM is simple. However, this
is not the case in filters bank systems, here every FBMC
time-frequency pilot position is contaminated or suffered
interference from the neighboring subchannels (see descrip-
tive scheme in Figure 4) [16]. With ideal channel this
interference is only located on the imaginary part of the
subchannel signal. Thus, the real part yields the originally
transmitted symbol dy, ,,. Note that this interference depends
on the real (imaginary) data around the pilot frequency-
time position (k,n), and has a random variable behavior
sometime close to zero. Therefore, sending a known symbol
at a known time-frequency location is not enough, since at
the receiver side the interference part will depends on the
surrounding data [2] [16] values.

T
~

frequency

& --

Stirrounded Interferenc
O Pilot symbol

Figure 4. Time-frequancy pilot location in a FBMC system with sur-
rounded interferes.

The contribution weights on the interference of the data
surrounding a certain symbol closely coincide with the
response of the filter banks and depend on the design of the
prototype filter. Table I, shows the filter banks weights used
in this paper [2] [14] [18]. As a resume, the nature of FBMC

systems makes it impossible to construct pilot symbols for
channel estimation in the same way as in OFDM.
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Table I
REPRESENTATION OF THE TIME-FREQUENCY RESPONSE OF THE FBMC
SYSTEM CONSIDERED IN THIS WORK. DUE TO THE EMPLOYED OFFSET
QAM MODULATION, THE EFFECTIVE TIME-FREQUENCY RESPONSE
WILL BE REDUCED TO ONLY BOLD VALUES IN [2].

0.0006 0.0001 0 0 0 0.0001 0.0006
-70.00429 | 0.1250 | j 0.2058 | 0.2393 | j 0.2058 0.1250 | j0.049
-j0668 0.0002 0.5644 1.000 0.5644 0.0002. 0.0668
j0.00429 0.1250 | j 0.2058 | 0.2393 | j 0.2058 0.1250 | j0.049
0.0006 0.0001 0 0 0 0.0001 0.0006

C. Pilot pattern adaptation for FBMC downlink PUSC
scheme: the MIMO context

Using the PUSC permutation, the set of active subcarriers
is divided into clusters. The Pilots and the data subcarriers
are allocated within each cluster [11], each one formed by
14 adjacent carriers, where two of them are dedicated to
pilot symbols. In case of single antenna transmission, the
pilots’ positions are changing between each odd and even
symbols. In case of two transmitting antennas, the pilots
are placed following the scheme in Figure 5a. Specific pilot
locations are reserved and exclusively used by each antenna.
A proposed pilot pattern for a 2 x 2 FBMC system is
shown in Figure 5b. This structure is built considering a time
oversampling equal to 7/2. That means that the relative pilot
overhead using this structure is the same as that considering
an OFDM system, i.e., for each pilot one offset quadrature
amplitude modulation is used in FBMC. Therefore, one
QAM symbol will be used in OFDM. At the AFB side, the
received output signal samples of the interest pilot symbol
at the frequency-time position (k,,n,) can be expressed as:

rkp,np x~ hkp,np(dkp,np +] tkp,np) + zkp,np (4)

where hy, n, and z, , are the channel coefficient and
the noise term respectively at pilot subcarrier k, and time
index n,. According to the values depicted in Table I, we
note that most part of the energy is localized in a restricted
set (shown in bold) around the considered symbol. Conse-
quently, we assumed in (4) that the intrinsic interference
term depends only on this restricted set (denoted by (k,n)
in (5)). Moreover, we assume that the channel is quasi-static
at least over all this zone. The value tj , is defined as an
intrinsic interference and is equal to,

+oo
ey, = Z My, dien Z genlml g i, [m]
(k,n)#(kp,np) m=—00

&)
In case having a MIMO system with N, transmit antennas
and N, receive antennas, the real (imaginary) pilot symbol
dfj)n is transmitted at the frequency-time position (kp;n,)
over the transmit antenna (i € {I,...,N:}). So, after
transmitting through the radio channel, we demodulated at
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Figure 5. Pilot pattern for 2 X 2 antennas, (a) cluster structure for STC
downlink PUSC in WiMAX, (b) STC PUSC adapted to FBMC.

the 7 — th received antenna [17], and the received signal is,
= SML 4 ) A ©
i=1

where hgp’%p is the channel coefficient between transmit
antenna 7" and receive antenna “j”. If the prototype filter is
designed with good frequency selectivity and a roll-off factor
a < 1, the range includes k,, with both adjacent subcarriers

(kp — 1) and (k, + 1) in the frequency direction.

D. FBMC adaptation using auxiliary pilot scheme

C. LéI¢€ et al. used in [18] the “auxiliary pilot” concept
in OQAM-OFDM preamble for channel estimation. This
concept, was in this paper used and adapted to deal with
the channel estimation process in a FBMC MIMO system. In
Figure 6, a modified scheme from that depicted in Figure 5b
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is presented to use auxiliary pilot scheme in a MIMO-FBMC
system. As it can be shown in Figure 6, two types of pilots
per antenna are used, each one allocated in a predefined
position within the FBMC frame. As described in [2] [3]
and [19], the main goal of the auxiliary pilot (named also as
"help pilot’) position located adjacently to the pilot position
(ka,mq) is to cancel the extra interference effect appeared
in (5).

In other words, the interference part that affects the pilot
must become equal zero, or small enough to be neglected.
The main reason by introducing a spacing between both
pair of pilots (one per each antenna) in Figure 6, is to
avoid to have an auxiliary pilot in the window of another
auxiliary pilot as recursive calculation of auxiliary pilots
would be required (see the filter weights values in Table I),
which may be somewhat inconvenient. However, using this
slightly modified pilot pattern scheme this difficulty can be
avoided, and each of the auxiliary pilots can be calculated
independently. For MIMO case, this can be achieved by
choosing the value of the auxiliary pilot equal to

Z' A~
> (k,n) EQpym,, dk,n Uk—ky,n—n,

i k.n kp,np)(k,n ka,na
4 = A )2 e ma) o

Uk —kg,mp—ng

asNa

Note that it is preferable to choose the auxiliary pilot in such
a way that the magnitude of the denominator is maximized.

E. FBMC using Interference Approximation Method (IAM)

The interference approximation method (IAM) was pre-
sented by C. Lele et al. in [18] for preamble-based channel
estimation using the Isotropic Orthogonal Transform Algo-
rithm (IOTA) scheme [9].

FBMC Symbols (time)
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0008008000080 00
0000000000000 OOO
0000000000000 OO0
0000000000000 OOO
080080000800’ 000
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Figure 6. Pilot and auxiliary pilot pattern structure for 2 x 2 MIMO FBMC
system.
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The method is based on the assumption that the con-
tributions come only from the first frequency-time order
neighboring positions. The authors, extended this concept
to the MIMO mode using two antennas at the transmitter.
The pilot pattern structures proposed is depicted in Figure
7. In Figure 7a, a set of three pilot positions are reserved for
each antenna i. The pilot symbol d};p,% is first located in the
ccf,nter position of this set, the remained pilots d}cp’nkl and
i, n,,, are here named as "Aided Pilot Carrier” (APC),
as their main function is to aid the pilot dj, , = to obtain
an approximation of the interference generated by the filter
banks. Note that, in both depicted structures in Figure
7 (7a, and 7b), we dealt with partial interference as the
amount of interference of Qk .n,, that affects the pilot di [
could not be here estlmated In Figure 7b, we confined
with the information from the (k,,n, — 1), (kp,n, + 1),
(kp —1,n,), and (k, + 1,n,) APCs frequency-time posi-
tions. We focused on the case where the pilots’ positions
(kp,np—1), (kp, np+1) of each antenna are forced to zero.
Therefore, forcing the largest interference weights caused
by the filter bank contributions (see values in Table I) (i. e.,
[uk nt1|] = |ugn—1] = 0.5644) to zero. The interference
weight at the frequency-time positions (k, — 1,n,), and
(kp + 1,np) IS |ug—1,n] = |tk+1,,]=0.2393, which have
relatively lowest interference weights. This approach allows
to maximize the modulus of the resulting pilot, and hence
to minimize the noise effect.

F. FBMC using pair of pilots (POP) scheme

As previously mentioned, in FBMC the channel estima-
tion issues is different of that in conventional cyclic prefix
OFDM. The reason is that,as already point out, the sought
channel frequency response values are complex whereas the
training input is real. Moreover, the AFB output samples
also contain imaginary contributions from neighboring times
and frequencies directions. Under the assumption of having
a good time-frequency localization with the employed filter
prototype, and a relatively low channel frequency selectivity,
J. P. Javaudin et al. proposed in [19] the POP method
for coming up with the channel acquisition in a QAM-
OFDM system using two preamble symbols. The authors
modified proposed POP scheme in [19] to deal with channel
estimation in a MIMO FBMC system using modified PUSC
pilot pattern scheme depicted in Figure 5b. Here the pais of
pilots relies on simple algebraic relations for the input/output
samples in two time slots, and aims at computing a channel
estimate operation by using (4) in two different (in practice
consecutive) time slots {n,n + 1} to construct a system of
equations using the real and imaginary parts of a channel
gain H (e ) (¢, means complex value). Note that H (e ) =
HE, + jH k. It and I refer to the "Real” and ”Imagmary
parts The pllot pattern proposed in Figure 5b, preserves
the orthogonality between each antenna’s pilots. To describe
the POP’s channel information acquisition, we denote by
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Figure 7.  Pilot and pilot support using IAM concept for FBMC in DL-
PUSC mode for 2 antennas: (a) reserved allocation for pilots, (b) pilot and
aided pilot carrier (APC) positions.

(kp,np) and (k,, npy1) the frequency-time positions of the
two pilots dk n, and d}C oy +1 respectively (i refers to the

antenna index). The value W 'y, = (c)
»  H\

the zero forcing (ZF) equahzatlon coefﬁ01ent By neglecting
the noise part in (4), once can have for each even k a received
signal at the j — th antenna as,

correspond to

HO)
o) ®)

(2)
dkp,np+1 + tkp,anrl

Gi) _ q

@ )
{ ](Cp)vnp Wkp’"p pvnp
J
Koy 1 W

(4,%)
p’"P+1 -
Then
PR R L6 ) g0
kp,'(lp kp,n yMp kp,np
I1,(5) (m)Jr

R( y 1 i ﬂ) (2)
Tk 7TLPW ) dkp,np+1

+ 7t

©))

kpnp " kp,np kp,np

having W,Ei Qp ~ W(J 2 41 hence
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R, (i) I,(i,9) R,(4,1) (1)
rkp,np 7"“19;,,71;, Wkp,np _ dkp,np
1.0 R,(7,1) w6 pro)
kp,np+1 kp,np+1 kp,np kp,mp+1
(10)
WR)(T::*j)
G | = Fwmo om® o B
;,n’p Thponp Tkpnp+1 T hping Thp,np+1

Wlf,glj,i)
X PP,
Wi
More compactly
W(Jﬂ) _ gcg’nprzz(?]vLPWLl +j dgp)v”p+1rzl(j;p (1 1)
kp,np () *#(7)

§R(’rkp,nprkp,np—rl)
We set for each antenna the value of each pair of pilots such
that; dk(i)’npﬂ =0 and dk(z)np =1 withi e {1,...,N:}.
Thus,
* (1)
(4,%) Tkpv”p""l
= ——iet (12)
o %(Tk(:np kp(,]vzwl

One of the advantages of the POP scheme, besides
its simplicity is that, it doesn’t explicitly depends on the
employed prototype filter. However, it must be emphasized
that the above derivation only holds when noise is negligible.
One can see that in the presence of noise, the method can
have unpredictable performance since the degree of the noise
enhancement in general also depends on unknown (hence
uncontrollable) data.

G. FBMC using scattered pilots

Scattered or orthogonal pilot sequences are usually used
to transmit over N, antennas in CP-OFDM systems [20].
Using such pilot sequences it is possible to recover the
channel coefficients for each pair of receive and transmit
antennas. As for MIMO CP-OFDM system it is possible
to choose the value of the pilot in the form; for instance,
[Py, P5] for antenna "1, and [Py, P] for antenna "2” (see
references in [20]). The assumption of constant channel
over 2 consecutive symbols is fulfilled in OQAM-OFDM
(FBMC) system. Adapting the orthogonal pilot sequences
to PHYDYAS’s FBMC specifications, we start from the
equivalent D-PUSC pilot structure for two antennas at the
transmitter as depicted in Figure 1, and we propose an
adapted pilot structure version for MIMO FBMC as in
Figure 8a. Using proposed scattered pilots in Figure 8,
with PHYDYAS filter parameters [3] depicted in Table I,
we assume that the channel is quasi-static at least over
four consecutive FBMC time symbols. As in previous pilot
allocation schemes, the main objective is always to cancel
the interference caused by the neighboring symbols (see
Figure 4). First, orthogonality between the pilot sequences
over the antennas could be preserved by setting one of the
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pilots to zero. Secondly, the interference is compensated by
setting the value of one of the neighbors to the total of the
intrinsic interference.

The cancelation of the intrinsic interference is performed
in two steps too. First, the d};m_l (@ € {1,2} refers to
transmit antenna index) symbol is determined to cancel the
interference over (k,n) position. Then dj , , and dj ,,
symbols are determined to cancel the interference over
the (k,m + 1) and (k,n) respectively. It can be seen in
Figure 8, that d;.cl,n+2 is placed at position (k,n + 2), so by
modifying the dj ., value it doesn’t generate interference
on the symbol located at position (k,n). As a consequence,
this allows to cancel intrinsic FBMC interference in both
(k,n) and (k,n + 1) time-frequency positions. The values
of d%m and d,lc)n 1 are here fixed to zero. Note that proposed
scattered pilot scheme in Figure 8, could be considered as a
special case of the auxiliary pilot scheme depicted in Figure
6.

Data subcarriers O
FBMC Symbols (time) Pilot Carrier ®
. FBMC Symbols (time)

2 000000000 0000000
£/ 0000000000000000  d,, |, ™ amim2
2y 000000000 0000000 u 000 Q
0000000000000000 -t g&lw
000000000000 000e "’ 00 0
0000000000000000
0000000000000000 Antenna |
0000000000000000
000000000 0000000 FBMC Symbols (time)
0000000000000000
0000000000000000  #u , ‘& B w? p
0000000000000000 - o
0000000800000e0e oo gb\@\
kn
ﬂoooooooooooooo -4
Equivalent to Antenna 2

one OFDM
symbol time

Figure 8. Simplified orthogonal pilot sequences in FBMC MIMO system
with 2 transmit antennas: (a) general structure, (b) pilot allocation for each
transmitted antenna.

IV. SIMULATIONS RESULTS

The pilot pattern structures were tested using the reference
filter bank parameters in PHYDYAS project [2][3], with an
overlapping factor K =4 and WiMAX-physical layer like
basic parameters with: FFT-size and M equal to 1024, a
bandwidth of 10 MHz, and subcarrier spacing of 10.94 kHz.
This allows a transmission of 53 OQAM symbols. Note that
due to the effect of the cyclic prefix in an OFDM based
WiMAX system only 47 symbols can be used. During all
the simulations the evaluated link is the downlink PUSC
(DL-PUSC) structure [11].

In all the simulations received signals are assumed per-
fectly synchronized in time and frequency domain. The
interpolation process is carried out using two dimensional
linear surface interpolations within the areas limited by the
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carriers and the symbols with pilot supports. Simulations
have been run over 600 channel realizations. Note that a
weak spatial correlation is assumed for both transmit and
receive antennas. The CP-OFDM transmitted signal was
again scaled in each experiment so it has to be of the
same power with the channel input in the corresponding
FBMC/OQAM system. Note that there is no channel coding
scheme used during the simulation process.

It can be seen in Figure 9, that the POP scheme adapted
for MIMO FBMC exhibited a performance worse than the
CP-OFDM schemes for both channels; Veh-A, and Veh-B.
A similar strategy for the pair values of (0,+1) for pilots
have been adopted as in [19] for each antenna pilot pattern.
Although a performance degradation is experienced by the
CP-OFDM scheme in the Veh-B channel, the POP scheme
still yields worse results in the Veh-A channel. Therefore,
it can be concluded that the POP scheme is unsuitable for
filter bank multicarrier system due to its poor performance
compared with the CP-OFDM scheme.

2X2, 16 QAM, K=4, M=1024

0
10 T T T T T T T
=—4— CP-OFDM VehA
—@— POP VehA
CP-OFDM VehB
=——@— POP VehB
107
o
w
m
107F
10_3 L L L 1 L L L L 1
0 2 4 6 8 10 12 14 16 18
SNR [dB]
Figure 9. A 2 x 2 MIMO scheme performances using FBMC and CP-

OFDM for Veh-A and Veh-B at 60 Km/h, using adapted POP method to
downlink PUSC. Filter bank references: M=1024, K=4, and 16 QAM
modulation with ZF equalization.

In Figure 10 and Figure 11, the use of the two variants
of the adapted IAM-R (depicted in Figure 7a, and Figure 7b
respectively) are analyzed. In Figure 10, two APC carriers
are used to estimate the interference effects of the used filter.
Here we dealt with a partial interference approximation as
not all the interference (2, ,, = €211) that affects the
pilot d};p . could be estimated. The real values used in
(A Zp’np bonyi,) are [0dj 0] respectively, with
the centered value dzp,np = +£1. It can be also observed that
the "TAM-Ra” scheme in Figure (10) performs similarly as
the CP-OFDM for SNRs lower than 8 dB for Veh-A channel
environment, and for SNRs lower than 5 dB in case of Veh-
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B channel environment. An error floor is observed when the
IAM is used at high SNRs due to the unavoidable intrinsic
interference which is shows up at weak noise regimes.

2X2, 16 QAM, K=4, M=1024
10 : ; .

T : .

—4@— CP-OFDM VehA

—@— IAM-Rb VehA
CP-OFDM VehB

—&— |AM-Rb VehB

BER

107}

10"

0 2 4 6 8 0 12 14 16 18
SNR [dB]

Figure 10. A 2 x 2 MIMO scheme performances using FBMC and CP-
OFDM for Veh-A and Veh-B channels at 60 km/h, using adapted IAM
method in DL-PUSC: (a) IAM-Ra refer to scheme in 7a for 2 antennas.

However, a better result is achieved in Figure 11 "IAM-
Rb” due to the use of several APC carriers, more ex-
actly four “aided” pilots. In Veh-A channel environment
very similar performance in terms of BER is achieved
using the FBMC and/or the CP-OFDM scheme. The CP-
OFDM performs around 1/2 dB better than the FBMC.
In channels with higher frequency selectivity as in Veh-B
channel environment, the FBMC system performs similarly
as the CP-OFDM up to SNR= 12 dB. For higher values
of SNRs the CP-OFDM clearly outperforms the FBMC
system. Here the value of d};mnp_l ,and d};p)nwl is zero,
and [d, ., dj ., dj ., ]use=£l values in alternation.
The main reason for such alternation is to alleviate the
risk of hight peaks power [18]. Note that, still not all the
interference that affects the pilot d};pmp could be estimated
but only almost the largest ones.

Figure 12, shows that the use of auxiliary pilots in FBMC
system outperforms the conventional CP-OFDM system. In
Veh-A channel with 60Km/h of velocity moving the FBMC
with Minimum Mean Square Error (MMSE) equalization
achieves better performs than the CP-OFDM. Even using the
zero forcing (ZF) equalization the performances are lightly
better than the CP-OFDM with ZF.

Figure 13, depicts obtained performance with scattered
pilots for CP-OFDM and FBMC using non iterative MMSE
receiver. It can be observed that for pedestrian channel (type
A at 3 km/h of mobility) FBMC performance is very similar
to that obtained with a CP-OFDM system. Due to the very
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Figure 11. A 2 x 2 MIMO scheme performances using FBMC and CP-

OFDM for Veh-A and Veh-B channels at 60 km/h, using adapted IAM
method in DL-PUSC. IAM-Rb (describes scheme in Figure 7b ) for 2
antennas. M=1024, K=4, and 16 QAM with ZF equalization.
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Figure 12. A 2 X 2 MIMO scheme performances using FBMC and CP-
OFDM for Veh-A at different MS velocities (60 Km/h and 120 Km/h), using
adapted auxiliary pilot method (see fig. 6) vs. conventional CP-OFDM.
M=1024, K=4, DL-PUSC mode, and 16 QAM using MMSE [17] and ZF
equalizations.

low variability of this channel, the assumption of having
four FBMC time symbols (equivalent to two OFDM time
slots) makes sense as the channel is quasi invariant. In the
case of higher frequency selectivity channels, as the Veh-
A/B, additional degradation in MIMO can occur in FBMC
due the assumption of a constant channel over the symbols
besides the interference effect of the first order neighbors.
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Figure 13. CP-OFDM and FBMC comparison with 2 X 2 SDM, over

Ped-A channel with non iterative MMSE receiver.

V. CONCLUSION

In this paper the authors studied the possibility to adapt
the pilot pattern of the DL-PUSC MIMO WiMAX scheme to
MIMO FBMC system. Different scheme have been proposed
and their performance evaluated and compared with CP-
OFDM system (POP, auxiliary pilot scheme, IAM-Ra,JAM-
Rb, and Scattered pilots). Proposed auxiliary pilot scheme
seems able to eliminate the secondary interference from
the neighboring symbols into the pilots antenna using both
the ZF and the MMSE receivers, and to achieve better
BER performances than CP-OFDM. Besides, the proposed
scheme has the same pilot overhead as in OFDM. The use
of scattered pilot for MIMO based on combined auxiliary
pilots will be further investigated such that the antennas
pilot positions doesn’t suffer the effect of the surrounding
interference due to the largest weights of the filter banks.
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Abstract - This paper presents a comparison of the channel
properties for the DRM+ (Digital Radio Mondiale, Mode E)
radio system in the frequency Bands II and III for mobile
reception. The impact of different transmitting frequencies and
receiver velocities is analyzed by simulations of the system
performance with different channel profiles. A closer view is
taken on the upper bounds of receiver velocities as this is
the main problem for proper reception at higher frequencies.
Additionally, measurements of the DRM+ system in the VHF-
Bands II and III are presented to analyze and compare the
performance in the real-world. The theoretical work show that
reception is possible up to receiver velocities of around 200
km/h in Band III in a worst case scenario. The measurements
show comparable results for Band II and IIIL.

Keywords - Digital Radio Mondiale; DRM+ ; mobile recep-
tion; Doppler spread; digital broadcasting; channel properties;
COFDM

I. INTRODUCTION

DRM+ is an extension of the long, medium and short-
wave DRM standard up to the upper VHF band. Field
trials with DRM+ were conducted in Hannover [1] and
Kaiserslautern [2] in Band II and in Paris in Band I. It has
been approved in the ETSI (European Telecommunications
Standards Institute) DRM standard [3] for frequencies up to
174 MHz. In Germany and other countries the VHF-Band II
(87,5-108 MHz) is fully occupied by FM-radio, which will
not be switched off in the next years. At the same time,
in Band III, which allocates the frequencies from 174 to
230 MHz, there is a lot of free spectrum intended for audio
broadcast, therefore evaluations about the use of DRM+ in
Band III were started. In Band III DRM+ can coexist with
the multiplex radio system DAB (Digital Audio Broadcast),
offering local radios a cheap and flexible possibility to
digitize their signals, which is hardly possible with DAB
due to its multiplexed structure [4].

Section II in this paper gives a short introduction to
the DRM+ system parameters. Evaluations of the channel
properties, simulations of the effects of mobile reception
for different receiver velocities at different frequencies are

Albert Waal
RFmondial GmbH
Appelstr. 9A
Hannover, Germany
Email: waal@rfmondial.de

Table I

DRM+ SYSTEM PARAMETERS
Subcarrier modulation 4-/16-QAM
Signal bandwith 96 kHz
Subcarrier spread 444.444 Hz
Number of subcarriers 213
Symbol duration 2.25 ms
Guard interval duration 0.25 ms
Transmission frame duration | 100 ms

presented in Section III and Section IV gives a comparison
of measurement results in Band II and III. Section V gives a
conclusion of the possibilities and limitations of the DRM+
system in the VHF-Band III from 174-230 MHz.

II. DRM+ SYSTEM PARAMETERS

The DRM+ system uses Coded Orthogonal Frequency-
Division Multiplex (COFDM) modulation with different
Quadrature Amplitude Modulation (QAM) constellations as
subcarrier modulation. The additional use of different code
rates result in data rates from 37 to 186 kbps with up
to 4 audio streams or data channels. A signal with a low
data rate is more robust and needs a lower signal level for
proper reception. Table I shows the system parameters in an
overview.

In order to improve the robustness of the bit stream
against burst errors, bit interleaving and multilevel coding
is carried out over one transmission frame (100 ms) and
cell interleaving over 6 transmission frames (600 ms).

In the simulations and the measurements 16-QAM sub-
carrier modulation with a code rate of Ry = 0.5 (protection
level 2) resulting in a bit rate of 149 kbps was used.

IIT1. IMPACT OF THE MOBILE CHANNEL

The following Section gives an overview of the channel
properties at different frequencies and receiver velocities and
how they can effect the reception.
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A. Channel properties

To analyze the performance of the system at different fre-
quencies and receiver velocities, simulations were conducted
with a rural channel, implemented as a tapped delay filter as
described in [5] and shown in Figure 1. The complex output
signal r(t) is generated as shown in Equation 1.

Nt
r(t) =Y Gr(tym(t — 7). (1)
k=1

With the complex input signal m(t), the relative path
delays 71, and the path process Gi(t). |Gi(t)| follows a
Rayleigh distribution, the phase follows a uniform distribu-
tion, every path is characterized by a Doppler spectrum and
a certain attenuation. In case that all waves are arriving from
all directions at the receiving antenna with approximately the
same power the real Doppler spectrum can be approximated
by the Jakes spectrum:

Py(f) = %
1-(4)
For propagation paths with large delay times for example

the ’Single Frequency Network’ used in Section III-D, the

Gaussian spectra are used. They are defined with the help

of the Gaussian function:

G(f7A7f17f2):Ae (3)

The spectra denoted by Gauss1’ and *Gauss2’ consist of a
single Gaussian function and are defined as [3]:

for

fI < fa @)

_ =2
2f3

Table 11
CHANNEL PROFILE 'RURAL’

Path | Delay | Powerlevel | Doppler-

Nr. in ps in dB spectrum
1 0 -4 JAKES
2 0.3 -8 JAKES
3 0.5 0 JAKES
4 0.9 -5 JAKES
5 1.2 -16 JAKES
6 1.9 -18 JAKES
7 2.1 -14 JAKES
8 25 -20 JAKES
9 3.0 -25 JAKES
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Figure 2. Performance in Band III
where the ’+’ sign is valid for ’Gauss1’ and the -’ sign

for *Gauss2’
Table II shows the properties of the tapped delay filter

for a 'rural’ channel. A set of other channels is given in the
DRM ETSI Standard [3].

B. Inter-Carrier-Interference

A moving receiver causes Doppler shifts of the OFDM
carriers. If this is combined with multipath propagation,
paths from different directions can cause frequency de-
pendent Doppler shifts, which results in Inter-Carrier-
Interference (ICI). This interference can be handled as
additional near-Gaussian noise [6]. In [7] upper bounds of
the normalized interference power for a classical (Jakes)
channel model depending on the maximum Doppler shifts
(fq) and the symbol duration (7) are given as

1
Prer < E(Qﬁdes)Q- )

The Doppler shift increases with increasing carrier fre-
quencies fo and receiver velocities v as fg = fo- % - cos(a),
with the speed of light ¢ and the angle between the direction
of arrival and the direction of motion .

The effect of ICI power was added as an additional noise
relative to the signal amplitude in function of the receiver
velocity for an angle a = 0 as the worst caste scenario
when the receiver is moving directly towards or away from
the transmitter on a radial route.

Additionally to the averaged Bit Error Rate (BER) the
BER with a service availability of 99 % was plotted. In [8]
a ’good’ mobile reception is defined as having a coverage
of 99 % of the locations. The simulation was conducted
with 100 channel calls. Every call loads a random set of
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path processes, which stands for a different set of multipath
components, that can be seen as different locations. An
approximation of the 99 % coverage probability can be
calculated as the average of the (in this case) 99 simulation
calls, having the lowest BER. With every call 120 frames
(12 sec. of data) containing a pseudo-random bit sequence
were filtered by the tapped delay filter, decoded and the BER
was calculated.

C. ICIl in a ’rural’ channel

Simulations were conducted with a ’rural’ channel profile
for receiver velocities from 100 - 300 km/h. It’s parameters
are given in Table II.

Figure 2 shows the simulation of the performance of a
DRM+ system in Band III (200 MHz). For comparison
Figure 3 shows the results for Band II (100 MHz). The BER
for a coverage probability of 99 % is plotted together with
the values for 100 % for receiver velocities from 100 to
300 km/h. In [9] a BER of 104 is given as a value where
a proper reception is still possible in a DRM system. The
simulation results show that at 100 MHz a signal to noise
ratio (SNR) of 20 dB is necessary to reach this value at a

Table III
CHANNEL PROFILE 'SFN’
Path | Delay | Powerlevel | Doppler-
Nr. in ps in dB spectrum
1 0 0 JAKES
2 100 -13 GAUSSI
3 220 -18 GAUSS2
4 290 =22 GAUSSI1
5 385 -26 GAUSS2
6 480 -31 GAUSS1
7 600 -32 GAUSS2

30
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Figure 4. A ’Single Frequency Network’ of two transmitters

velocity of 100 km/h. For 300 km/h a SNR of 22.5 dB is
necessary. At 200 MHz and 100 km/h the necessary SNR
stays the same as at 100 MHz. Stepping up the receiver
velocity, the impact of the ICI increases faster. In Band III
at 150 km/h a SNR of 22.5 dB is necessary, at 200 km/h
the BER of 10~ is hardly achieved with around 30 dB. At
higher velocities this scenario doesn’t achive a bit error rate
of 1074,

The coverage probability has no big effect on the system
performance within the analyzed velocities. At a frequency
of 100 MHz and the lowest velocity, small differences
can be seen at high SNR values, at 200 MHz there are
no differences between the full coverage and a coverage
probability of 99 %. This shows that the coherence time of
the channel at these frequencies is short enough (for 150
km/h it is 0.072 sec. at 100 MHz and 0.036 sec. at 200
MHz) that the average over the simulation time stays nearly
the same. The deep fades are short enough that the cell- and
bitinterleaver can handle them. Simulations carried out with
low receiver velocities as shown in Section III-E showed
more differences between the full coverage and a certain
coverage probability.

D. ICI in a ’Single Frequency Network’ channel

A special case of propagation occurs in a ’Single Fre-
quency Network’ (SFN) as shown in Figure 4. It represents
a network of transmitters sharing the same radio frequency
to achieve a large area coverage. As shown in Table III the
delays are in the range of several hundreds micro seconds
representing signals arriving from the different transmitter
stations in the overlapping area.

Simulation were conducted with a ’Single Frequency
Network’ (SFN) channel profile for receiver velocities from
50 - 200 km/h. Figure 5 shows the worst case performance of
a ’Single Frequency Network’ at a frequency of 200 MHz.
It can be seen that for a receiver velocity of 150 km/h a
slightly higher SNR is needed as for 100 km/h to get a bit
error rate below 10~%. For 200 km/h it is still possible to
get a proper reception, but more field strength is needed.

E. Slow and flat fading

For low receiver velocities in Band II slow fading over
the whole signal bandwidth can lead to deep fades, lasting
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Figure 5. Performance in a ’Single Frequency Network’ in Band III

longer than the cell interleavers time (600 ms). This can
result in signal dropouts as there is no chance to recover
the signal by the following error correction. As a shorter
wavelength results in a higher spatial resolution of the
interference pattern in the air, the coherence time becomes
smaller, which results in less dropouts due to slow fading.

Figure 6 shows a comparison of the system performance
with a slowly moving receiver at 10 km/h for frequencies
of 100 and 200 MHz. The performance is enhanced by the
higher frequency. Additionally an error probability of 95 %,
calculated as described in Section III-B, is plotted. The dif-
ferences between full coverage’ and a coverage probability
of 95 % in this slow channel exceed the differences in
the fast channel clearly, especially for the lower frequency.
The reason for this are the higher spatial resolution of the
interference patterns of the field strength in the air. Mov-
ing through this interference patterns, the resulting signal
dropouts are shorter with higher frequencies, the interleaver
and error correction can work.

FE. The pilot grid

For channel estimation DRM+ uses pilots, that are dis-
tributed diagonally over the frames [10]. As shown in
Figure 7 the pilots are inserted on every fourth subcarrier
and every four symbols. As described in [11], the maximum
Doppler frequency a system can handle depends on the pilot
grid in time direction.

Considering the symbol duration of T=2.5 ms, in time
direction, the channel is measured every 4 % T,=10 ms
resulting in a sampling frequency of 100 Hz. To satisfy
the sampling theorem the maximum Doppler frequency fy,
which is the reciprocal of the channels coherence time, has
to fulfill the condition: f; < 50 Hz. At 100 MHz this value is
achieved at a velocity of 540 km/h, at 200 MHz at 270 km/h.
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IV. MEASUREMENTS IN BAND II AND III

In winter/spring 2010 DRM+ measurements were con-
ducted at 95.2 MHz (Band II) and 176.64 MHz (Band III)
in the city of Hannover and its surroundings. The transmitter
was located at the roof of the university building at a height
of 70 m over the ground. Both in Band II and III an
ERP (Effective Radiated Power) of 30 W was transmitted
with directive yagi antennas with nearly the same radiation
pattern, so that in the main beam the results of the coverage
measurements are comparable. The transmission content was
generated with a Fraunhofer Content Server and consisted
of an audio stream with a bit rate of 103.6 kbps and a
pseudo-random bit sequence with 45.4 kbps, to measure the
Bit Error Rate (BER). The transmitter equipment consisted
of a modulator from RFmondial, an amplifier from Nautel
for Band II and a Thomson linear amplifier for Band III.
The measurements included the field strength, which was
recorded with an Rhode & Schwarz test receiver (ESVB), the
audio status and BER of the receiver (RFmondial software
receiver) and the Signal to Noise Ratio (SNR), calculated
via the time correlation/synchronization.
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Figure 8. Measurement results in Band III

A. Measurements in an urban environment

To test the reception in an urban environment measure-
ments were conducted in the inner city of Hannover. As this
area is located in the main beam of the transmission the re-
sults for Band II and III are comparable. The measurements
were conducted at a velocity of around 15 km/h on the same
route.

In Figures 8 and 9, the results are shown over the time.
In the first row the field strength is plotted. Additionally the
mean field strength (mean fs) and the standard deviation
of the field strength (std fs) are inserted in the Figures.
This shows that the field strength in Band II is slightly
higher than in Band III, the standard deviation is a bit lower
in Band III which can be caused by differences in slow
and flat fading. The second row shows the BER, which
is slightly lower in Band III than in Band II. The third
one shows the calculated SNR which is higher in Band
III. As at the time of the measurement in Band III only
block 12A (around 223 MHz) is used for DAB in the region
of Hannover, this could be caused by less interferences. In
Band II interferences from other FM transmitters can effect
the reception and degrade the SNR. The last row shows the
status of the Cyclic Redundancy Check (CRC) of the Fast
Access Channel (FAC), the CRC of the Service Description
Channel (SDC) and the audio decoder errors (O: errorfree, 1:
one or more CRC/audio frames corrupted). Here some more
errors show up in Band III. On the whole at both frequencies
the reception was nearly the same.

B. Measurements of the coverage limit

Additional measurements of the coverage limit were con-
ducted on a highway leaving the city in the main beam and
passing rural area and some villages. In the maps in Figure
10 and 11 the audio status is plotted.
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Figure 9. Measurement results in Band II

While the reception in the open (flat) environment is still
good, errors came up passing villages. Compared to Band
III, in Band II some more errors occurred while leaving the
city of Hannover and in the village before Sehnde. Here
due to a four-lane road velocities up to 100 km/h could be
driven. This could be caused again by higher interferences
with FM in Band II.

V. CONCLUSION

Evaluations of the channel properties in Band III for a
DRM+ system show that the main problems using the system
at higher frequencies are the Inter-Carrier-Interference and
the density of pilots needed for the channel estimation.

Simulations of the systems performance in a 'rural’ chan-
nel, including the effects of ICI as noise in function of the
receiver velocities, show no differences between Band II and
III for a velocity of 100 km/h. At velocities up to 200 km/h
the reception was effected by the ICI but still suffice the
bit error rate necessary for proper reception. In Band II
reception was still possible at 300 km/h, in Band III with
velocities higher than 200 km/h, the BER exceeds the value
necessary for proper reception in the evaluated worst case
scenario.

The simulations of a ’Single Frequency Network’ at a
frequency of 200 MHz show a similar result. Reception is
possible up to receiver velocities of 200 km/h.

To fulfill the sampling theorem for the pilots that have to
be sampled for the channel estimation, in Band IIT a Doppler
shift corresponding to a receiver velocity of 270 km/h should
not be exceeded.

Regarding slow and flat fading, which appear at low
receiver velocities in a multipath environment, the shorter
wavelength in Band III can reduce the problem as the
interference pattern has a higher spatial resolution. As a
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Figure 10. Audio status in Band III (mapdata (c) OpenStreetMap and
contributors, CC-BY-SA, http://www.openstreetmap.org)

result, a receiver is passing the deep fades in a shorter time
and the interleaver and error correction can work.

The measurements conducted in Band II and III show no
big differences. While measuring the coverage limit, less
errors were recorded in Band III, which can be caused by
less interferences in Band III in Hannover.

A real speed test could not be conducted due to speed
limits. As the ICI only becomes a problem when different
carriers are effected by different Doppler shifts due to
multipath propagation, this tests should be made in a region
with obstacles in the countryside. The region of Hannover
is a quite flat area.
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Abstract—Due to the advancement in technology, routers of
Wireless Mesh Networks can be equipped with multiple
interfaces to achieve parallel communication sessions among
nodes. Assigning distinct non-overlapping channels to each set
of communicating radios increases network connectivity and
throughput. On the other hand, the performance of wireless
networks is always limited by the interference phenomena
among the concurrent transmission sessions. Combined with
interference constraint topology due to limited available
orthogonal channels, selfishness of end users further degrades
individual fairness and affects overall network performance
due to their protocol deviation in a non-cooperative
environment. In this paper, we have proposed a non-
cooperative game theoretical model in a multi-radio multi-
channel Wireless Mesh Network based on the end users flows
in an interference constrained topology. Necessary conditions
for the existence of Nash Equilibrium have been derived. Our
simulation results show that our distributed algorithm
converges to a stable state in finite time where each node gets
fair end to end throughput across multiple-collision domains at
the end of the game. Further, the Price of Anarchy of the
system was measured for several runs which is always near to
one; showing the strength and stability of our proposed
scheme.

Keywords-Multi-Radio Multi-Channel; Game Theory;
Wireless Mesh Networks; Network Flows; Interference
Constraint Topology; Price of Anarchy.

L INTRODUCTION

In Non-Cooperative Networks, nodes behave selfishly to
maximize their own benefit by deviating from the defined
protocol [2], which leads to system-wide performance
degradation, instability and individual unfairness. In Mobile
Adhoc Networks (MANETS) [3], for example, each node
acts as user of the network as well as rely data for others. A
non-cooperative node can misbehave by dropping others
packets to save its battery life while sending its own packets
to be forwarded by other nodes. This selfish behavior of free
riders leads to limited connectivity of the network and
affects individual as well as network-wide performance. If
all nodes behave selfishly in the same manner, the network
will end up with each entity in isolation, as shown in Fig. 1,
nodes c and g drop the incoming packets from other nodes

Kok-Keong Loo, C. Campbell

School of Engineering and Information Sciences
Middlesex University, UK
J.Loo @mdx.ac.uk

Figure 1. Non-Cooperative behaviour in MANETS

while send their packets to be forwarded by other nodes in
the network. To cope up with these similar behaviors,
multiple techniques have been used to enforce cooperation
among the nodes for the stability of overall system [4].
Viewing this behavior from game theoretic prospective, a
conflicting situation where each entity is self interested in
the network resources or service leads to a non-cooperative
game.

Like MANETSs, Wireless Mesh Networks (WMNs) [5]
have multi-hop topology spanning multiple collision
domains. The inherited advantages of self configuration, self
healing and self organization along with static nature of its
backhaul routers make it a prime candidate for wireless
broadband provisioning in users premises. However, unlike
MANETs, WMNs routers can be equipped with multiple
radios due to their static nature and the existence of
permanent power supplies. Since multiple channels are
available in the free Industrial, Scientific and Medical (ISM)
band, multiple radios can be tuned simultaneously to exploit
the free non-overlapping channels and hence increase the
overall capacity, connectivity and resilience of the wireless
mesh backhaul. Due to these characteristics, WMNSs is a
prime candidate to be deployed as a broadband wireless
access network in the user premises. In WMNs, backhaul
routers are divided into three types: Gateways, Access
Points (APs) and core backbone routers. The Gateways have
direct connection to the Internet while APs provide network
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access to the mesh backhaul users. The core backbone
routers have the responsibilities of forwarding users traffic
to/from the Internet via mesh gateways as shown in Fig. 2.

Due to the capabilities of meshing, IEEE has established
subgroups in their existing network standards like IEEE
802.11s for WLAN based mesh networks, IEEE802.16e for
Metropolitan Area Mesh Networks and IEEE 802.15 for
Personal Area Mesh Networks. Since WMNs have the
potential to be widely deployed as a broadband multi-hop
wireless network [6], many vendors have invested in it and
have deployed practical mesh topologies, e.g., Nortel [7],
Motorola [8] and TroposNetworks [9].

Multi-Radio Multi-Channel (MRMC) in WMNs has
gained a lot of research attention in the recent years [10].
Since wireless networks are always bandwidth constrained
due to the shared wireless medium, interference from other
transmissions, high bit error rates and retransmissions limit
the capacity of wireless networks; multi radios tuned to
multiple non-overlapping channels improve the overall
capacity by decreasing the interference as the same channel
can be reused multiple times in the same backhaul away
from its transmission and interference range. Since designing
a good MRMC algorithm is crucial for the WMNs
performance, therefore a considerable amount of research
has been done in this specific area.

Although, selfish routing and forwarding problems in
MANETS have been well researched by providing solutions
from Game Theory and considering all nodes as players of
the game [11,12,13], the static infrastructure of WMNs
shifts the set of players to the end users premises. Since
forwarding nodes have no incentive to behave selfishly and
there is no point to consider them in the set of players [14].

Game theory is a mathematical tool which is used in a
situation when multiple entities interact with each other in a
strategic setup. Formally, a game can be defined [15] as
consisting of a non-empty finite set of N={N,N,,....,Ni}
players, a  complete set of  actions/strategies
A={a,,a,...a;} for each N; € N. A set of all strategies
space of all players, represented by the matrix
A=A xAx... xAN.. A(a;a;) is a strategy profile when a player
N; €N selects an action a; from its action set Ai against the

y routers

Figure 2. WMNs Components
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actions of all other players N, The notation —i is a
convenient way to represent a set of entities or set of events
excluding a specific entity or event in a strategic setup. For
example N, means set of all players excluding N; and a;
means set of actions of all players excluding action of N;
during a strategic interaction. At the end of the game, each
player N; EN gets benefit in the form of a real number (R)
called outcome or payoff of the player which is determined
by the utility function U;as: U=A; = R.

Depending on the player’s knowledge about each other’s
strategies, payoffs, and past histories; games can be
subdivided into different categories. When players have
complete information about each other’s strategies and
payoffs, such type of game is called a game with complete
information. In games of incomplete information, players
have partial or no information about each other strategies and
payoffs. Games can be simultaneous or sequential
depending upon the occurrence of individual players actions.
When players interact with each other and take their
decisions simultaneously, such games are called
simultaneous move games. When the players take decision
one after the other, such type of games are called sequential.
When all players have information about each other past
moves and actions, such type of games are called games with
perfect information. All the simultaneous move games are
games with imperfect information. Games where cooperation
is enforced among players outside the pre-defined rules of
the game are called cooperative games. In non-cooperative
games, players cannot communicate with each other through
some enforceable agreement other than the rules of the game
[16].

In this paper, which is the extension of our previous work
[1], we address end users flow game across non-cooperative
multi-radio multi-channel WMNSs in a selfish environment
by considering and interference constrained topology. We
prove analytically the existence of Nash Equilibrium (NE)
under certain conditions.

The rest of our paper is organized as follows. In Section
IL, related research work is presented. Section III provides an
introduction to our game theoretical model along with some
essential concepts. In Section IV, we present our analytical
results and necessary condition for the existence of Nash
Equilibrium. In Section V, we discuss the convergence
algorithm. In Section VI, we present our simulation results
and conclude our paper in Section VII with future directions
and recommendations.

II.  RELATED WORK

Application of game theory to networks is not new and a
huge amount of literature can be found at different layers of
the protocol stack. In [17], for example, congestion control
has been analyzed using game theory while [18, 19, 20] have
addressed routing games. Power control games have been
extensively studied in [21, 22] while Medium Access
Control has been analyzed by using game theoretical
analysis in [23, 24]. A detailed survey targeting the
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telecommunication problems using game theory can be
found in [25], while game theory applications in wireless
networks can be specifically found in [26].

Due to the practical importance of WMNSs, considerable
research efforts have been put in the designing of an
intelligent MRMC technique. In [27], authors have addressed
MRMC with a graph theoretic approach while A. Raniwala
et al. [28] have presented MRMC models based on flows.
The work of M. Alicherry et al. [29] addresses routing and
channel assignment as a combined problem. Although all of
the above research work have tackled MRMC from different
aspects but they consider that all the nodes cooperate with
each other for system wide throughput optimization and
selfish behavior has been explicitly ignored.

In one of their pioneering work, Felegyhazi et al. [30]
have proven the existence of Nash Equilibrium in a non-
cooperative multi radio multi channel assignment. They have
formulated channel assignment as a game where nodes,
equipped with multiple radios, compete for shared multiple
channels in a conflict situation and the result shows that the
system converges to a stable Nash Equilibrium where each
player gets equal and fair share of the channel resources. The
work of Chen et al. [31] is an extension of [30] where perfect
fairness has been provided to all players by improving the
max-min fairness. Despite the interesting results, their work
is limited to single collision domain while multi-hop
networks like WMNs span multiple collision domains and
hence all the above cited work cannot be applied to this
specific scenario as discussed. In one of the recent study
Gao et al. [32] have provided a more practical approach by
extending the number of hops in the mesh backbone. They
have proved that allowing coalition among players can lead
to node level throughput improvement. They have provided a
coalition-proof Nash Equilibrium and algorithms to reduce
the computational complexity of equilibrium convergence;
their solution considers cooperation among the nodes inside
the coalition and hence cannot be applied to a fully non-
cooperative WMNs environment. More importantly, it will
be more apposite to consider end users generating flows as
players of the game [31] because of their competition for the
common channel resource across the wireless mesh
backhaul. In such a situation, channel assignment and flow
routing may be tackled simultaneously. A class of game
theoretical model for routing in transportation networks has
been presented by Rosenthal [33]. The author have
considered n players in a competitive environment, each
wanted to ship one unit from source to destination while
minimizing its transportation cost. They have proven the
existence of pure strategy Nash Equilibrium. In [34, 35],
authors have provided game theoretic solutions based on end
users flows to control congestion inside the communication
network. Routing in general wired networks has been studied
as a non-cooperative game in [36, 37, 38, 39, 40], where the
conditions for the existence of Nash Equilibrium has been
derived. Banner et al. [41] have extensively studied the non-
cooperative routing problem in wireless networks based on
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splittable and unsplittable flows. Although, they have proven
the existence of Nash Equilibrium for both classes of flow
problems; their solution is not applicable to MRMC WMNs.
In [14], selfish routing and channel assignment in wireless
mesh networks is formulated as a Strong Transmission Game
where it is assumed that selfish nodes at the user premises
assign channels, in a strategic setup, to their end to end paths.
While they have solved channel assignment and routing
problem in a non-cooperative environment from the end
users selfish prospective, the strong assumption of non-
interference among channels need a large set of orthogonal
frequencies which is limited by the fewer channels available
in the IEEE 802.11 a/b/g/n standards [33, 34, 35, 36 ]. In
practice, channel assignment is always an interference
constrained phenomena due to the availability of fewer
channels in the orthogonal frequency set of ISM band [46]
and large backbone size of WMNs. In one of our recent work
[1], a single stage selfish flow game was formulated in a
MRMC multiple collision domain and fairness of individual
nodes was investigated with the assumption of an
interference free topology. In this paper, we extend our
previous work by considering channel interference during
game formulation. To the best of our knowledge, this is the
first work in the area of competitive flow routing in a
MRMC WMNs with interference constrained topology.

I1I.

As shown in Fig. 2, mesh routers having multi radio
capabilities reside in multiple collision domains. We assume
that there is always a chance of channel usage conflict
across the mesh backbone.

A. Network Model

We represent multi-hope WMNSs spanning multiple
collision domains with a Unit Disk Graph (UDG) G (V, E)
[47], where the sets V and E represent mesh backhaul
routers and their associated links accordingly in the graph
G. We assume that each mesh router uses same transmission
power as in IEEE 802.11 a/b/g/n [42, 43, 44, 45] standards.
Any two mesh routers v; and v; can communicate with each
other successfully, if the Euclidian Distance between them
is less than the sum of their radii i-e for any two routers (v;,
Vj) eEV:

SYSTEM MODEL AND CONCEPTS

d(Vi,Vj)<rvi+rw (1)

where r, and r, are the radii of vertices v; and v,
respectively. In other words, they are in the transmission
range of each other as shown in Fig. 3 by smaller circles
around the vertices. Let the interference range of a node is
represented by the outer circle, whose radii is twice that of
smaller circle, then two set of nodes (v;,u;), (v2,u;) cannot
communicate with each other if either:

d(u,v)<2(rtr2) 1 d(v,v)<2(r,+r2) 11 d(u,u)<2(r,+r.2)
I d(vy,u2)<2(r,1+7.2) (2)
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Figure 3. Transmission and Interference Range

Channel assignment to nodes links is essentially same as
colouring the edges of UDG with appropriate colours such
that two edges e;, e¢; belonging to any two pair of nodes
(u;,vi), (u;v;) satisfying any of the condition in (2) get
distinct colours. Refer to Fig. 3, where colouring of UDG
means assigning distinct colours to interfering edges.
However, due to the multi-radio nature of mesh routers,
interference constraint and limited available non-
overlapping channels; we assume relaxation in the colouring
assignment where two interfering edges can be assigned
with same colour. We will discuss it in more detail in
section B.

B. Game Theoritic Model

We formulate our game theoretic model by considering
selfish end users as players of the game with imperfect
information in non-cooperative multi-collision domain mesh
network as follows. We divide the core of the mesh network
in a set of multiple collision domains D={1, 2, 3,..., |dl} and
the set of non-overlapping orthogonal channels, as present
in IEEE 802.11a/b [33, 34, 35, 36], are represented by
C={C;,C,C;,....Ccy} as shown in Fig. 4. We refer to any
channel C; in a specific collision domain as C;; where C,€C
and j € D, respectively. The maximum achievable data rate
on a channel C; € C is represented by R¢;.. We assume that
the maximum achievable capacity on all the channels is the
same, i-€:

RCi: ch, \4 C,', C/ € C (3)

We assume that channels set is limited according to the
IEEE 802.11 a/b/g/n [31, 32, 33, 34] standards and there is a
chance that a channel reused can interfere according to the
condition given in (2). We define the degree of interference
of a channel C, €C as @ck, showing the number of links
which have been assigned the same channel C; in the same
collision domain j. In the UDG, it is the number of incident
edges having same colours as defined in (2).

Nodes originating flows from the user premises are the
players of the game represented by a finite non-empty
set N={N;,Np, N3, ....Ny;} , where N, is any player
belonging to the set N. The set of flows generated by any
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Figure 4. Channel distribution in multiple collision domains

player Nn€ N is represented by a non-empty set {={f}, f>, ...,
fin}, where f,, € f represents any flow generated by player
N,€ N. We define the strategy of a player N,E N as the
channel selection vector for each of its flow across the
multiple collision domains. i.e,:

A”:{fl,cw Frcio '--"’f|f|,a'} 4)

where f;, f>,...fn € f are the flows of player N, and C; €C is
the arbitrary channel in the channel set across collision
domains 1, 2, ...., Idl €D.
Accordingly, the strategy profile of all players is represented
by:

A=(AyAg ..., Ap)) 5)
The n" row of the vector in (5) shows the strategy of player
N,, i-e, A, as in (4). Each player N, € N takes a rational
decision by selecting an end to end path across the core of
the network towards the gateway of the mesh by maximizing
its utility function. We formulate the utility function of

players N, as:
Id|
IEREN
fret.cec, =i\ @i\ Fi

where C;; denotes the channel C; selected by player N, €N
for its flow f, € fin j” collision domain and F, ; is the total
number of flows on channel Cj; as defined in (7). Rg; is the
maximum achievable data rate on channel C; €C in collision
domain jED, which is equal for all channels as in (3). We
assume that all users generate CBR flows and define the
parameter, ['j;, representing the number of flows on a specific
channel, C;€C, in any collision domain, jED, as:

Un= (6)

_ o)
7 7(CBR)

(7

where Q(C;) is the queue length associated with the link
which has assigned channel C;;and © (CBR) is the constant
bit rate of any flow. Ideally, F;; determines the number of
flows or load on a specific channel. Naturally, a rational
player strategy will be to select an end-to-end path having
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channels which are least loaded by other flows and the
channels are least interfered. We define the term Dci as the
degree of interference on a specific link to which channel C;
has been assigned. In such a selfish environment, game
theory provides a realistic solution towards the stability of
the system by reaching a point where no flow can move to
any other channel across the whole end to end path
unilaterally. This stable point is called Nash Equilibrium
(NE) and is defined below [15].

A strategy profile A" is called Nash Equilibrium if for
each player N, € N:

®)

where U, (4;,, A_,) is the payoff, according to the utility
function defined in (6), of player N, by selecting the strategy
Ay, against the strategies of all other players A_, as in (5). In
other words, in NE, everyone is playing its best response to
everyone else in a game. It is the point where no player can
get any benefit by unilaterally deviating from its strategy.

U,(44,)z

U,(A,A ), VA €A

IV. EXISTENCE OF NASH EQUILIBRIUM

To check the existence of Nash equilibrium in our
proposed model, we assume two types of channels in any
collision domain. Channels having maximum number of
flows are represented by C,,, and the category of channels
having minimum number of flows as C,;,. We define a
parameter €;;, which is the difference of number of flows on
any two channels C;, C, €C within a specific collision
domain j € D i-e:

Zik = F;‘j (max) — ij (min) ©)

where Fjjqy) and Fjj,,) are the number of flows on C,,, and
C,.in,» respectively.

We define another term w(C;, C)), which defines the
difference in degree of interference between two channels
C;, C, €C within a specific collision domain j € D as:

Wi, ck) = DPci— Pk (10)

Where @Dci and Dck are the degrees of interference on
channel C;and Cy, respectively as defined in section III.

Being rational, the objective of each player is to
maximize its utility by selecting an end to end path with
channels having minimum number of load and minimum
interference on it. We define some necessary conditions for
such a selfish environment and prove the existence of Nash
Equilibrium.

Lemma 1: For a MRMC multi-collision domain mesh

network, for y(C;,Co=0, if ("f") Re, =1V f, € N, AND

fm
o€ N ()., =0

Ciaxs Ck € Chin for any j € D, then the strategy profile A'is
not a Nash Equilibrium.

with {’ikZIVCiE
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If all the flows of any player N, selects any channel C; €
C,xin any collision domain while flows of all other users N,
put their flows on C,,€C,;,, then player N, will have an
incentive to unilaterally deviate from her strategy and this
can no longer be a Nash Equilibrium. As shown in Fig. 5,
player N, selects Channel 1 for all its four flows in collision
domain j. Its utility can be increased if one of the flow is
transferred to other channels (C,, C; or Cy).

Proof: Let a, be the gain of player N, deviating from its
current strategy which has defined all its flows n.f, on one of
channel C; € C,,,. Let F;; be the total flows on C;€C,,, and
Fy;be the total flows on Cy4€C,,;i.
then:

o, = U"!-U,,, where U,’ is the new payoff of player N, after
deviating from its current strategy.

Let OEN, is one of the flow, which player N, redirect to
another channel C€C,,;, in any collision domain j€D and
calculate the benefit of change along the path as follows.

S M
et Gec, =1\ Pai \ Fi Dc; (Fi—6)fu

+ 1 Hf R Ck — L E RCU
Doy (F,+0) Pc; F,

+ i L[‘f ]RCU

f,ef CieC, j=j+1 Dey ij

(11

By considering only jED collision domain:

R 07 i N S R 9
@CU (FU_H) @C}q (ij+(9)

—L.(nﬁjRCif
De; Fij

Since RCij:Rij’ ij+0:F,'j and ¢Cij = ¢ij as l//(C,‘,Ck):O,
Therefore:

(80 o £ (2L e
(\

f1
f1 | f3 f3 | f3
f1 | f2 3 | f2
f1 | f2 2|

Ct C2 C3 cC4

w(C1,C2)=0

Figure 5. Example of homogenous flows on one channel

2011, © Copyright by authors, Published under agreement with IARIA - www.iaria.org

176



International Journal on Advances in Telecommunications, vol 4 no 1 & 2, year 2011, http://www.iariajournals.org/telecommunications/

After simplification:
1 n(n— 0
a, = ( o ch,,- (12)
¢Cij Fi(Fi—0)

> 0as (n—6) and (F;- 8) are positive.

Hence the strategy profile A" cannot be a Nash
Equilibrium.

Lemma 2: In a MRMC multiple-collision domain mesh
network, for y(C; C)=0, in any collision domain j €D along
the end to end path of flows, if £;>1for any C; € Cp,ux, Ci €
Cmin then the strategy profile A is not a Nash Equilibrium.
Let £;>1in any collision domain j €D along the end to end
path of flows then it essentially means that there exists a

. . if Cr:
channel C‘kjE Cmin n j €D for which —Q G0 —_ —Q( k])
T(CBR) T (CBR)

and hence at least one of the flow f, € N, on C;€C,,, has
incentive to change for her benefit. As shown in Fig. 6, N,
can unilaterally switch one of its flows to C;, C,or C,.

Proof: Let auser N, changes its flow, f,, from C;€C,x
to CyEC,,;, in jED collision domain along the end to end
path. The gain of change is calculated as follows:

k]

1j—-1l
o, = z (L[ Jr )RCUJ+L. L Rcy
f,ef CieC, j=1 ¢Cu F:j ¢Cm Q(Ck,) +1

7(CBR)
i
L B (R P L(ﬁj&’” (13)
P & fet.dec j=in Do\ Fij
7(CBR)

By considering the j" collision domain only, the first and last

summation terms become irrelevant and hence by
simplification, we get:
S N U 7 S T G U S
bCH/| (2D 4 1) e\ e )"y
7 (CBR) 7 (CBR)

(\

f2
4

f4 | f4 | f4 | f4
3 [ | 3| f3
2 [f2 [ 2]
M| ] g

C1 C2 C3 C4

w(C3,C4)=0

Figure 6. Flow distribution on channels where {>1

Since Dcij=Pcijas y(C;,Cy)=0, therefore:

: ) ) < 5 ) ]
= L Rc,. — 5 Rc,.
ij Q(Ck)) Q(Ckj)
iy [((1@512)“) kj r(csiz)” kj

_L[( £% 7 (CBR)- 1 (CBR) )fR ]
n = ¢cij L\t(ckp)+r(CBR)*(z(ck j)+£*T(CBR))/ /™ ij

(14)

>0, as £>1

Since player N, has an incentive to change from its
current strategy to the new one, and hence the current
strategy profile A" cannot be a Nash Equilibrium.

Lemma 3: In a MRMC Multiple-Collision domain mesh
network, for y(C, C)=0, for any player N, if Vf,C;-Vf,C;>2
and £4=>1 in any collision domain j €D, VC; €C,,u, YCy; €
C,.in » then the strategy profile A" is not a Nash Equilibrium.

As shown in Fig. 7, difference of flows of N, on C, and
C5>2, although it does not deviate from lemma2, player N,
has incentive to switch one of its flow from C, to Cs.

Proof: Let 6|, 6, € N, are the number of flows of player
N, on C,, and C,;, respectively. We define A8, ,= 0,- 0, as
the flow difference of any player on two max, min channels.
Let N, redirects one of its flow from C,, to C,;, in any
collision domain j €D along the end to end path. Then the
gain of change is given by:

1j=11 —
NS U /% O IR B (7Y% o
et ia®er || F, De | (F,-1) ;

PRE o VY P T (L0 P S S U/ o
Dc, | (F,+) | Y @c, | F, |7 @c, | F, )Y

ij ij

. QDLG(LJR% (15)

f,€f,CieC, j=j+1 F;j

We suppose the change of end to end path for N, accurse in
the j™ collision domain only and hence by eliminating the
first and last summation terms. Since Fy=F- £ before flow
switch from Cj; to C; and Fi+1=F} after flow switch by
assuming £ = 1, by substituting appropriate terms:

C«

f2
f3 | f3 3 w(C2,C3)=0
f1 | f2 3
f1 |2 1
Cc1 C2 C3

Figure 7. Homogenous flows difference on two channels>2
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o = 1 | (@i-1)fa Rey— 1 | 6ifn Res
" ¢Cij (F;,j—l) De. | F,

s L[ @a0f)p U 0f
P E; P (F"_g)

y

Since pC;=dCy; as w(C;,C)=0 and by further simplification:

1 [0.—(02+1)ﬁj
o, = RC!I/'
Dc; F(F-1)

The term 6, — (6, + 1) and F;-1 > 0 as AB; , > 2
. a, > 0and A" cannot be a Nash Equilibrium under such
condition.

Lemma 4: In a MRMC Multiple-Collision domain mesh
network, for y(C;,C)>1, for any player N, if Vf,C;-Vf,C=1
and £4=1 in any collision domain j €D, VCj €C,a, VCy5 €
C,.in » then the strategy profile A" is not a Nash Equilibrium.

As shown in Fig. 8, difference of flows of N, on C, and
C;>2, although it does not deviate from lemma 2, player N,
has incentive to switch one of its flow from C, to Cs.

Proof: The proof of this lemma is straightforward. Let
J+€ f be the only flow of player N, € N on C,,,. It essentially
means that there are no flows defined by player N, on
channel C,;, in any collision domain j €D along the end to
end path. The gain of change is given by:

1j-11
a,= L L Re, |+ L) PR
petre m®er |\ F, T @ | (F,+1)
1 Id| 1
L Rckj+ z —_— L RCU
De, | F, f"ef,CiEC,/:/+l¢Ctl F, '

) y i

(16)

We suppose the change of end to end path for N, accurse
in the /™ collision domain only and hence by eliminating the
first and last summation terms.

(g L)
¢ij ij+1 ¢CU Fl.j

Since Fy+1<F; and Rc;=Rcy, by substituting the
appropriate terms and further simplification:

IR A R R
Pey | ' Py | Fy '
_ Dc, — D, Sty Re,

Dc,, . Dc; F; v

o = w(Ci,Co) || fu Re,
' Pe, Dc; |\ F, Y

ij

(18)

(\

f1
fa | f4 3 w(C1,C2)>1
f3 | 13 f3
f2 | f2 f1
C1 C2 C3
Figure 8. An interfarence difference

Here we only consider the case Fj+1= =F; for simplicity,
we can prove that Fy+1<Fj; have the same results.

The term y(Cy;, Cy;)=1, therefore:
a, > 0and A" cannot be a Nash Equilibrium under such a
condition.

Proof of NE existence: In a MRMC Multiple-Collision
domain mesh network, if <=1 for all j €D and Lemma 1
and 3 do not hold then the strategy profile A” is a Nash
Equilibrium. From (14) of lemma 2, let {=1 and we assume
that lemmal and 3 do not hold, then:

g, :((Q(Gq)ﬂ(fc(;g;l;g(gi = CBR)J fRy=0  (19)
Also for £=0:
K {(Q(ag&?%%w (Cki)jfn-Rmo 0)
Also from (18) of lemma4, let y(C;;,Cy)>1:
K :[%J%J’“ <0 30

)

Both the negative sign and zero result show that each
player has no incentive to deviate from its current strategy
and hence the current strategy profile is a Nash Equilibrium.

Theorem 1: A strategy profile A” is Nash Equilibrium,

if:

1) Vf, €N, (%) RCmax < 1,3 (22) Re,,, > 0 for e >

1,Y j,YCnaxs Cnins ¥(Cnax) Cin) = 0

2) VY Coaw Ciy 1 =4 =0,V € D,(Cpnaxs Coin) = 0

3) AOc,pimin < 2ford =1,V f, € Ny, VN, €
N,V j € D, (Crngrs Conin) = 0

1) Y(Cnax Cnin)<L Y Congs Conin , if € 21, iF 014 -
02£,21 for 61 on Cpay 02 on Cuinfor any player N,
€eN.
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V. CONVERGENCE TO NASH EQUILIBRIUM

In the previous section, we have proven that NE exists in
a multi-radio multi-channel flow game with interference
constraint in a non-cooperative environment. In this section
we present a distributed algorithm running on each end node
with imperfect information. As shown in Fig. 9, each player
has information about each channel usage inside all collision
domains but no player knows the strategy of her opponent
players, thus a game of imperfect information.

Using Algorithm 1, each player N,eN selects channels
for all its flows f; € f in each collision domain across the end
to end path in a distributed manner. Lines 5, 9, 13 and 17 of
the algorithm are sufficient conditions where it converges
and ends up with an NE. Furthermore, each node keeps a
record of its channel usage, Cj_ficou: » in €ach collision
domain for a necessary check at lines 9 and 14. Players in
this game move simultaneously without having information
about other players past histories. With this imperfect
information, the game converges to stable NE in a non-
cooperative environment.

Algorithm 1: Nash Equilibrium in MRMC multiple-
collision domain game with interference constraint.

1. foreachN,eN
2. foreachf, € f(do)
3. for j=1to |d|
4. for i=1 to Cyq
5. if Q(Cy) <Q(Cmingy) & Peij < Peming)
6. Select channel C; for flow f;,
7. Cij facount=Cij_fncounc+1
8. exit;
9. elseif(Citfacount - Crem) facount) < 2
& (n “YReij # 1 & Cij-Cprem) <1
ij
10. Select channel C;for flow f,
11. Cij_fncount= Cij_fncount +1
12. exit;
13. elseif(Q(Crem)-Q(Ci) 21 & Y(Cremgy, Ci) 21
14. Select channel C;for flow f,
15. Cij_fncount= Cij_fncount +1
16. exit;
17. else
18. next i
19.  nextj
20. while(fs)
Figure 9. Algorithm for Nash Equilibrium convergence using

imperfect information
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In this section, we evaluate our proposed algorithm and
show its results in terms of individual fairness and price of
anarchy. In the second subsection, we investigate and
compare the throughput difference of our scheme with a
random channel selection scheme by varying the number of
players. All the experiments were conducted in MATLAB
to test the performance and effectiveness of the proposed
scheme.

PERFORMANCE EVALUATION

A. Price of Anarchy and Individual Fairness

In this subsection, we investigate the Individual fairness
of end user nodes and Price of Anarchy (PoA). We
formulate the PoA as the ratio of throughput achieved by
individual players in case of worst NE and best NE i-e

A=M,n=l,2...,N|N|
Fn(NEbest)
where I is the end-to-end throughput of player N,, € N .

In the simulation, 40 nodes are deployed randomly in a
rectangular area of 600X600 units. The transmission range
is considered 50 units and interference range is taken as
twice of the transmission range. We configure 12 nodes on
the left hand side of topology as players of the game. At the
right hand side of the topology, 3 nodes are configured as
the gateways. Each node generates 10 CBR flows of
64Kbps during each run of the game. Simulation was
carried out by considering IEEE 802.11a [31], where 8 non-
overlapping channels were selected for parameter C across 5
collision domains. Each node is configured with two radios,
each for transmission and reception. All players move
simultaneously having no information of one another past
histories. With this imperfect information, we investigate
the performance of the proposed scheme in terms of PoA.
Since multiple NEs exist for this game, the mechanism for
selecting the best NE by players is beyond the scope of this
paper. We aim to solve this problem in a separate study. As
shown in Fig. 10, the PoA is in the range of 0.71 and 1 for
all the players. This shows a very strong indication that the
individual throughput is not degraded even if the system
converges to a worst NE.

Fairness among players was measured at the end of the
game. As shown in Fig. 11, individual players achieve end
to end data rate with a standard deviation of 2.19Mbps, with
imperfect information, at the end of the game. This shows
that using our algorithm, players achieve fair end to end data
rate across multiple collision domains when game converges
to NE. The reason is that when the game ends up with NE,
each player is playing its best response as its strategy to
every other player of the game and hence has no incentive to
deviate individually from its current strategy. We carried out
simulation by considering the same set of parameters, where
nodes deviate from the proposed algorithm with selfish
behavior. As shown in Fig. 12, although some nodes
perform better comparatively to our scheme by achieving
high end to end throughput; the standard deviation is

(22)
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3.74Mbps. This shows that some of the selfish nodes get
access to less interfered channels while leaving the crowded
channels for others. This selfish behavior leads to individual
unfairness of the system as compared to the proposed
scheme.

B. Standard Deviation and Max-Min throughput Difference

In second scenario, 100 nodes are deployed in a rectangular
area of 1000X1000 units. The transmission range is taken
25 units and the interference range as twice of the
transmission range. Variance among players throughputs
was measured by varying the set of players, N, from 5 to 40
in 5 steps. Since the previous work done in this area is either
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Figure 10. Price of Anarchy with D=5,C=8, N=12, f=10 and
CBR=64Kbps
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Figure 11. Total End to End rate of individual players with imperfect
information with D=5,C=8, N=12, f=10 and CBR=64Kbps
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Figure 12. Total End to End rate of individual players with imperfect
information with D=5,C=8, N=12, f=10 and CBR=64Kbps
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on selfish routing in wired networks or in wireless networks
without considering multiple radio multiple channels in the
core network. Therefore, we compared our proposed scheme
with random channel selection where flows select channels
across multiple collision domains arbitrarily. Fig. 13
compares max-min throughput difference by using our
scheme with random channel selection. Max-min
throughput difference is the difference between the flow
which gets maximum throughput and flow that gets
minimum throughput, as in Chen et al. [31]. It can be
observed that our scheme outperforms random channel
selection for each set of players by having minimum max-
min throughput difference. The max-min difference is
higher for both systems at beginning but as the number of
players increases max-min throughput difference of our
proposed system either decreases or remains constant when
the game ends up with NE. This shows the stability of our
scheme at NE. The max-min throughput difference for
random selection does not remain stable with varying
number of players, as shown in Fig. 8. This is because some
of the selfish end nodes, being rational, select less crowded
channels across multiple collision domains and thus increase
their end to end throughput while leaving more crowded
channels for other nodes.

Fig. 14 shows the standard deviation comparison of players
throughputs in our proposed scheme against that of random
selection. The values for collision domains (D), Channels
(C), number of flows per node and CBR were kept same in
both schemes while number of players/nodes was varied
from 5 to 40 in step 5. Results in Fig. 14 suggest that our
proposed scheme always performed better than random
selection irrespective of the number of players. When
number of nodes is low, some selfish players have always
incentive to select less crowded channels across multiple
collision domains and hence variance among players
throughputs is high leading to high standard deviation. With
increase in number of players, our proposed system shows a
constant and predictable decrease in standard deviation while
random selection scheme is unpredictable. This means that
our proposed system achieves good fairness in long run
when the system converges to NE.
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Figure 13. Max-Min Throughput Difference by varying number of
players with imperfect information. D=5,C=8,N=5:5:40,
f=10,CBR=64Kbps

2011, © Copyright by authors, Published under agreement with IARIA - www.iaria.org



40 ;
—+Random Selection
-+With NE

30 g

- 1

Standard Deviation
=
T
i

\ \ \ \
] 10 15 il B 30 3

0 40
Number of Players
Figure 14. Standard Deviation among players throughput with

D=5,C=8,N=5:5:40, f=10,CBR=64Kbps

VIL

In this paper, we have developed a multiple-collision
domain MRMC game theoretic model based on end user
flows in a non-cooperative environment. An interference
constrained topology was considered due to the limited
available orthogonal channels. Our analytical results have
proven that Nash Equilibrium exists with proposed necessary
conditions in a game of imperfect information. Based on a
distributed algorithm, our game theoretic model converges to
stable state in finite time and all channels are perfectly load-
balanced at the end of the game. Simulation results show that
standard deviation of players throughputs is less than that of
random channel selection scheme in long run. Furthermore,
the Price of Anarchy of the system is close to one showing
the efficiency of the proposed scheme.

We have considered single stage static game where
players move simultaneously and once NE is established
there is no incentive for any player to deviate from its current
strategy, individually.

The work done in this paper can be extended to
incorporate routing along with channel assignment in a non-
cooperative environment by considering co-channel
interference in the game formulation. It can be an interesting
future research direction to investigate the effect of the
coalition of flows on the overall fairness of players in
repeated games.

In future, we are working to extend our proposed model
to investigate the different mechanisms for selecting the best
NE among the players. Further, we are working on coalition
resistance game theoretic models for joint selfish routing and
MRMC in multi-collision domain WMNSs in an interference
constraint non-cooperative environment.

CONCLUSION
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Abstract— The main impediments for long distance signal
transmission in the fibre optic system, especially the radio over
fibre (RoF) system, are the chromatic dispersion and signal
power attenuation. Additionally, the power consumption in the
laser diode and optical amplifiers affect the signal transmission
costs; however, it is lower than in a wireless system. Therefore,
decreasing the power consumption and chromatic dispersion
and increasing the data bit rate in RoF are the demands for
present and future fibre optic system technology. In order to
increase the signal transmission distance and improve the
frequency spectrum, we study in this paper a mobile
Worldwide Interoperability for Microwave Access (WiMAX)
signal transmission over RoF via a triple symmetrical
dispersion system. The combination of three different fibres -
single mode fibre (SMF), dispersion compensating fibre (DCF)
and chirped fibre Bragg grating (CFBG) - is used to transmit
a 120Mbps mobile WiIMAX scalable Orthogonal Frequency
Division Multiple Access (OFDMA) signal with 3.5GHz carrier
frequency and 20MHz bandwidth over a RoF system. To
compensate the dispersion, the SMF and DCF are employed
and specifically the high reflector CFBG is applied to reduce
signal power loss. In our study, the WIMAX signal is
transmitted through a triple symmetrical dispersion system
consisting of 2xDCF (20 km) and 2xSMF (100 km) connected
to SMF (24 km) and CFBG. Simulation results clearly indicate
that the limited signal transmission length and data bit rate in
the RoF system, caused by fibre attenuation and chromatic
dispersion, can be overcome by the combination of SMF, DCF
and CFBG. The transmission distance in the fibre is extended
to 792 Km, SNR and OSNR are highly satisfactory;
simultaneously the power consumption is decreased.

Keywords- Worldwide Interoperability for Microwave Access
(WIMAX); Radio over Fibre (RoF); Dispersion Compensating
Fibre (DCF); Chirped Fibre Bragg Grating (CFBG); Single
Mode Fibre (SMF).

. INTRODUCTION

The communication systems such as wireless broadband
and mobile broadband systems offer better client service, by
enhancing mobility, accessibility and simplicity of
communication between people. Therefore, there has been
growing interest in WiMAX systems, WiMAX IEEE 802.16
and 802.16e-2005 mobile [1]. In comparison to Universal
Mobile Telecommunication System (UMTS) and Global
System for Mobile communications (GSM), WiMAX offers
an enlarged significant bandwidth by using the channel

bandwidth of 20 MHz and an improved modulation
technique (64-QAM).

When equipments are operating with low-level
modulation and high-power amplifiers, WiMAX systems are
capable to serve larger geographic coverage areas, and they
support the different modulation technique constellations,
such as BPSK, QPSK, 16-QAM and 64-QAMI[2][3].
WIMAX physical layer consist of OFDM, which offers
resistance to multipath. It permits WiMAX to operate in non-
line-of-sight environments (NLOS) and is highly understood
for alleviating multipath for wireless broadband. WiMAX
provides modulation and forward error correction (FEC)
coding schemes adapting to channel conditions; it may be
changed per user and per frame [2].

The electrical distribution of high-frequency microwave
signals through either free space or transmission lines causes
difficulties and costs. Losses increase with frequency in free
space, due to absorption and reflection; and in transmission
lines impedance rises with frequency, which leads to very
high losses. Therefore, expensive regenerating equipment is
required to distribute high-frequency radio signals
electrically over long distances. The alternative would be to
distribute baseband signals, radio frequency (RF) signals or
signals at low intermediate frequencies (IF) from the control
station (CS) to the base station (BS) and subsequently to the
user. The RF or baseband signals are down-converted to the
required microwave or mm-wave frequency at each BS,
amplified and transmitted. Reverse, from user to the BS, the
signals would be up-converted [4].

The radio in millimeter-wave (mm-wave) band is the
promising media to transmit the ultra-broadband signal in the
wireless telecommunication system and, since the recent ten
years, has been developing to a favorite research topic. By
optics method the mm-wave signal is readily generated and
can be transmitted through a long fiber distance. In the RoF
system, the generation of the optical mm-wave is one of the
key techniques. Several techniques to generate the optical
mm-wave at around 60 to 120GHz have been reported,
including direct modulation of laser diode (LD), heterodyne
technique with optical phase locking, electrical sub-harmonic
injection and external modulation. Of all these techniques,
the optical external modulation is an appropriate option to
generate the optical mm-wave signal with high spectral
purity [5].

RoF systems are analogue fibre optic links, which are
used to transmit demodulation signal carrier of radio
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frequency (RF) directly or indirectly from a CS to a BS
through a remote unit antenna (RAU) or radio accesses
antenna (RAP) to the client [6].

In order to find leading techniques for the WiMAX
network deployment, RoF has been studied extensively in
recent years. Many studies have been focused on the fibre
[71[81[9][10], the low attenuation (0.2 dB/km), and high
performance solution for high-speed fibre based on wireless
access.

The utilization of millimeter-wave (MMW) frequency for
high-speed wireless access, in future RoF systems, would
meet the requirement of high bandwidth and overcome the
spectral congestion at low frequency. Surely, the RoF system
is the future network technology, which has on one hand the
capacity to satisfy the demands for decreasing
electromagnetic smoking, wireless traffic, power, noise, cost,
and antenna size and, on the other hand, to increase
frequency, bandwidth, data rate and capacity also eventually
improves the spectral efficiency.

So far, the investigations have been narrowed to resolve
the dispersion effect and to control the chromatic dispersion,
which is explained in Section Il, the signal distortion also
reduce the power and increase the transmission distance [11].
In our study, the compensators methods are used to equalize
the dispersion slope in a fibre and have been demonstrated in
the form of DCF and CFBG. DCF has proved to be effective
to overcome chromatic dispersion in high velocity light; with
a special design, consisting of a fibre and a negative
dispersion slope, it compensates the positive dispersion in
SMF. We also use an optical amplifier and a CFBG, due to
the high insertion loss of DCF, which is discussed in Section
Il and IV.

CFBG is a high Bragg reflector placed in a short segment
of an optical fibre, used to correct chromatic dispersion. It
can be used as a wavelength-specific reflector or as an inline
optical fibre. CFBGs are extensively employed for functions
such as dispersion compensation, stabilizing laser diodes,
and add/drop multiplexing in optical fibre systems. The
CFBGs comply with environmental requirements by
increased stability and durability (free from rust), they can be
highly multiplexed (many sensing points in a single fibre
cable), and have the advantage of low power attenuation
through transmission over several kilometers [12].

This paper studies methods to increase the WiMAX
signal transmission distance through utilizing a RoF system
with the aim to reduce power consumption and to obtain
satisfactory OSNR, SNR and high quality signal
transmission spectrums. The work focuses on WiMAX
signals transmitted over RoF by applying SMF, DCF and
CFBG. The paper is organized as follows. In Section Il, we
focus on related work; in Section 111, we describe the theory
of light dispersion in the fibre optic cable for SMF, DCF and
for CFBG. In Section IV, we introduce the system
description of WiMAX and RoF system and describe the
design of the complete system. We discuss the simulation
results in Section V and finally, conclusions are drawn in
Section VI.
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Il. RELATED WORK

As mentioned in Section I, RoF technology as a means to
deliver WIMAX signals has been studied by a number of
researchers. Based on the IEEE 802.16d-2004 specification
in the 3.5 GHz band, [13] reported about measured spectra
and Error Vector Magnitude (EVM) for different single
mode fiber spans up to 5 km.

Also, [14] investigated EVM for RoF WIMAX signal
transmission. In this approach, fiber lengths between Okm
and 5km for both uplink and downlink instances were
investigated. The results show, on the downlink, the EVM
measured was better than 3.1% between -3dBm and 10dBm.
Lowest EVM was measured at 3dBm.

A hybrid radio on dense-wavelength-division-multiplexing
(DWDM) transport system for WiMAX applications is
proposed in [15]. The researchers were able to improve the
bit error rate (BER) over a large, effective area fiber (LEAF)
of 100km.

In [16], a WiIMAX-RoF transport system is proposed and
achieved satisfactory BER performance over a 120 km SMF
length for both, down and up links.

Osadchiy et al [17] proposed a bi-directional WiMAX-over-
fiber signal transmission system. The scheme supports signal
transmission on a 2.4 GHz carrier at a bit rate of 100 Mb/s
downlink and 64 Mb/s uplink for an 80km access fiber link.
They also demonstrated a successful transport of 100 Mb/s
WiMAX-compliant signals with a 5.8 GHz RF carrier over a
78.8km deployed SMF and a 40km distribution SMF. The
results show that the WiMAX signal stayed within 5% RMS
EVM after 118.8-km fiber link transmission and air
transmission.

I1. THEORY AND ANALYSES

Dispersion is a highly important factor due to the effect
on the bit rate. There are three types of dispersions: material
dispersion, also known as chromatic dispersion, is caused by
the fact that the refractive index of the fibre medium varies
as a function of wavelengths, waveguide dispersion depends
on geometrical characteristics like shape, design and
chemical composition of the fibre core and finally,
intermodal dispersion, which is related to the fact that the
light is not transmitted as a single beam [18].

Accordingly, chromatic dispersion emerges because of
variable frequency components and also signals at differing
wavelengths move at different velocities due to the refractive
index. It has the following units of measurement: ps/nm/km,
where nm is the spectral width of the pulse, ps refers to the
time spread of the pulse and km refers to the fibre length.
The chromatic dispersion of SMF is 16 ps/ nm/km at 1550
nm and 17ps/nm/km at 1552nm, and can be expressed as
follows [19]:

dt
Dony = =141 (1)
where L is the fibre length and tg is the time to dispread the

distance. For externally modulated sources, transmission
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distance limited by chromatic dispersion can also be
expressed as follows [19]:

2mc
16|D|A2B2 (2)
where B is the bandwidth; A is the wavelength and c is the
light velocity. Eq. (1) and (2) show the transmission distance
of the signal is limited due to the chromatic dispersion in the
SMF. To abolish the limitation of signal transmission in the
SMF, techniques like DCF and CFBG have been
demonstrated to be useful to compensate the accumulated
dispersion in the fibre. DCF has a dispersion characteristic
that is contrary to that of the transmission fibre. Dispersion
compensation is achieved by inserting an open loop of DCF
into the transmission path. The total dispersion in the DCF
open loop needs to be equal and opposite of the accumulated
dispersion in the SMF. This means that, if the SMF has a low
positive dispersion, the DCF will have a large negative
dispersion. With this technique, the absolute dispersion per
length is nonzero at all points along the fibre, whereas the
total accumulated dispersion is zero after some distance. The
length of the DCF should be minimized as the special fibre
used has a higher attenuation than the transmission fibre. The
attenuation is around 0.6dB/km at 1550nm compared to
0.2dB/km for SMF [20].

Because of the high power loss in DCF, the CFBG is
applied to control and tune the difference in arrival times of
the multiple frequency components resulting from a typical
dispersion. It has been shown that strong, long, and highly
reflective gratings can be wused for dispersion in
communication links in transmission with negligible loss
aspersion, by proper design of the grating. For high-bit-rate
systems, higher- order dispersion effects become important,
dissipating the advantage of the grating used in transmission.
The rules utilized for the design of the grating to compress
pulses in a near ideal technique are a compromise between
the reduction of higher-order dispersion and pulse
recompression. Bandwidths are limited with this
configuration by the strength of the coupling constant and
length of a realizable uniform period grating.

— Grating Ay
Incident pulss

_/—\_ A Ay by

—_— | pass
ST TN TTHTTING s
long M | Decreasing grating spacing | Ao

CFEG
fibre L , Ak chirp

Reflacted puls

Figure 1. The wavelength reflected in CFBG by the Bragg grating
referred to Bragg wave is A1. A2, A3 and the unwanted wavelength passes;
the spacing decreases along the fibre; accordingly, the Bragg wavelength
decreases with distance along the grating length.
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The reflected wavelength in CFBG amends with the
grating period, because the spacing of the grating varies and
is designed for a desired wavelength. The different
wavelengths reflected from the grating will be subject to
different delays; if the injected light wavelength differs from
the grating resonant wavelength, the light is not reflected. As
shown in Figure 1 , the chirp in the period can be related to
the chirped bandwidth A, of the fibre grating which is
presented in the following equation [11]:

AAchirp = zneff(Along - Ashort) =

2neffAAchirp (3)

The reflection from a chirped grating is a function of
wavelength, and therefore, light entering into a positively
chirped grating (increasing period from input end) suffers a
delay in reflection that is approximately [11].

., (Ao—A) 2Lg

T(A) - Alchirp E’
fOT' 2neffAshort <A< 2neff Along (4)

where A,is the Bragg wavelength at the center of the
chirped bandwidth of the grating, and vg is the average
group velocity of light in the fibre. By introducing a
maximum delay of 2Lg/vg between the shortest and the
longest reflected wavelengths, the effect of the chirped
grating is that it disperses light. This dispersion is of
importance since it can be used to compensate for chromatic
dispersion in optical fibre transmission systems. The figure
of merit is a high-length grating with a bandwidth important
feature of a dispersion-compensating device as at 1550 nm,
the group delay t in reflection is ~10 nsec/m. Several
parameters affect the performance of the CFBGs for
dispersion compensation: the insertion loss due to reflectivity
< 100%, dispersion, bandwidth, and polarization mode-
dispersion, deviations from linearity of the group delay also
group delay ripple. Ignoring the first and the last two
parameters momentarily, we consider the performance of a
chirped grating with linear delay characteristics, over a
bandwidth of Ai chirp.

The dispersion coefficient Dg [ps/nm/km] for the linear
CFBG is given by the following simple expression [8]:

2n

Dy =7 — )

¢AAchirp

where n is the average mode index, c is the light velocity, AL
is the difference in the Bragg wavelengths at the two ends of
the grating. Eq. (5) represents that Dy of a chirped grating is
ultimately limited by the bandwidth A); the increase in the
transmission distance will be possible only, if the signal
bandwidth is reduced.
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V. SYSTEM DISCRIPTION OF WIMAX OVER ROF

An important difference between fixed and mobile
WIMAX is the physical layer. Mobile WIMAX uses
OFDMA as its physical layer transmission scheme instead of
plain Orthogonal Frequency Division Multiplexing (OFDM).
OFDMA can also be used as a multiple access mechanism
when groups of data subcarriers, called sub channels, are
allocated to different users. Mobile WiMAX also introduces
more scalability into the actual physical layer parameters.
Cyclic prefix durations and channel bandwidths in multiple
OFDMAs, which have different amounts of subcarriers, are
utilized to allow the wireless link design to be optimized
according to the environment where the system is deployed.

Figure 2 illustrates the schematic simulation setup of
WIMAX over RoF, including the dispersion model
techniques SMF, DCF and CFBG. In this simulation, the BS
deployed the data of mobile WiMAX IEEE 802.16e-2005 to
the fibre system as a RF signal; firstly, to the RAU antenna
as an electrical signal; subsequently, converted to the fibre
optic signal by modulating the RF to the laser beam, which a
laser diode has injected into the SMF; this modulation
operation arises in the Mach Zehnder Modulator (MZM).

In future work, it would be possible to use a WiMAX
Femtocell instead of a BS because it has several advantages.
It can be use in microcell, pico-cell area and indoor; the
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typical cell radius ranges between 50-100m[17]. The
proposed scheme would not require to be changed, because,
at the end of fibre, the optical signal is converted to the
electrical RF signal, which would radiate via Femtocell to
micro or pico-cell. The WiMAX transmission signal is
centered at 3.5 GHz; comprising 128 subcarriers and
64QAM (6 bit-per-symbol) modulates each; the bandwidth is
20MHz, and the transmitted bit rate is 120Mbps. The
important component in WiMAX is the scalable orthogonal
frequency division multiplexing (S-OFDMA). In the basic
version of OFDMA, one sub-carrier is assigned to each user.
The spectrum of each user is quite narrow, which makes
OFDMA more sensitive to narrowband interference. The
core of an orthogonal multi-carrier transmission is the Fast
Fourier transform (FFT) respectively, inverse FFT (IFFT)
operation; synchronization and channel estimation process
together with the channel decoding play an important role.
To ensure a low cost receiver (low cost local oscillator and
RF components) and to enable a high spectral efficiency,
robust digital synchronization and channel estimation
mechanisms are needed. The throughput of an OFDM
system does not only depend on the used modulation
constellation and Forward Error Correction (FEC) scheme,
but also on the amount of reference and pilot symbols spent
to guarantee reliable synchronization and channel estimation
[23].
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Figure 2. Schematic shows the setup of WiMAX downlink integrated in the RoF system which consist of SMF, DCF and CFBG for the increased fibre
length of 792km.
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OFDMA utilized in mobile WiMAX is scalable in the ability
that by flexibly adjusting FFT sizes and channel bandwidths
with fixed symbol duration and subcarrier spacing, it can
address wide spectrum needs in different area regulations in
a cost competitive approach. The S-OFDMA consists of a
flexible and large fast Fourier transform (FFT) size changes
from 128 to 2048, and it is used in IEEE802.16e-2005 [3].

The transmitter's (TX) source data in the WiMAX are
encoded, and then modulated by QAM®64, buffered and
manipulated through serial to parallel (S/P) mechanism so as
to make an appropriate vector for IFFT. The signal is
transmitted to the fibre as a RF signal; subsequently,
converted to an optical signal by the RAU antenna by being
indirectly modulated through the MZM. Intensity modulators
are important components for high bit rate light wave
systems operating at a wavelength of 1552nm.

The MZM structure is composed of an input optical
branch, where the incoming light is split into two arms, and
two independent optical arms, which are subsequently
recombined by the output optical branch. As shown in Figure
3, the continuous wave (CW) laser diode (LD) emits a light
wave into an optical input of the MZM; the WiIMAX_RF
radiates into two electrical inputs of MZM. The bias voltage
of V1, 25 = Va/2 controls the degree of interference at the
output optical branch and accordingly the output intensity.
The MZM is based on an electro-optic effect, the effect that
in certain materials, e.g., LiINbO3, the refractive index n
changes with respect to the voltage V applied across
electrodes. The optical field at the output of the modulator is
given by following equation [24]:

Eoue(®) = 3lexp (J-1(0) + exp (V2 (O)1 B (©)

where 17, is the modulation voltage, which is the differential
drive voltage (V1-V2=I},) resulting in differential phase shift
of mr rad between two waveguides. Ein (t) is the optical field
applied to the input of the modulator. The MZM modulated
electrical signal refers to WiMAX-RF; optical beam

. Bias
Modulation  yoltage
WIMAX- RF 3.568z  (DC)

=4

Vi
£l
optical powar
Modulated
output

—

)
WiIMAX- RF 3.5GH=

Figure 3. Schematic shows Mach- Zehnder LiNbO3 (MZM) optical
input from laser diode CW and two electrical inputs from WiMAX_Tx

refers to the CW laser and is injected in the output as an
optical power signal over fibre. The CW LD technology is at
the standard telecommunications wavelength of 1552.52 nm.
The CW LD output power is too low and would require
additional amplification. The CW LD has an average output
power of 3 dBm for laser frequency 193.1 THz with a
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linewidth of 10 MHz and relative noise dynamic of 3dB and
a noise threshold of
-100dB .

Subsequently, the optical signal is transmitted over the
RoF system, which is composed of a triple symmetrical
dispersion system: each consisting of DCF (20 km), SMF
(100 km) SMF (100 km) and DCF (20 km), connected to the
SMF (24 km) and to the CFBG, which is added after every
264 km. This setup allows a compensation of the positve
dispersion signal in SMF; therefore, the signal transmission
is increased to 264km fibre length.

The SMF dispersion parameter is 16 ps/nm/km and the
SMF length is set up to 100km; the SMF signal attenuation is
0.2dB/km; therefore, total accumulated dispersion is
16x100=1600 ps/nm. The dispersion slope will be sharper
with the increment of the transmitting fibre length L as
expressed in Eq. (2). DCF is configured to negative
dispersion -80ps/nm/km at 1552nm to compensate the
positive signal dispersion in SMF, considered in Eq. (7). It is
proved to be effective to reverse chromatic dispersion in
high-velocity light and it is highly important to increase the
signal transmission distance and bit rate by a DCF function
to keep the wavelength at a zero dispersion, which is called
the “zero-dispersion wavelength” ().

(Dsmg X Lsymg) + (Dpcr X Lpcp) =0 (7)

where Dy, is the dispersion factor in the SMF, L, is
the fibre length of the SMF , Dj, . is the dispersion factor in
the DCF and the Ly is the length of the DCF.

16ps 80ps
(—/km X 100km> + <——/km X 20km) =0
nm nm

®)

Eqg. (8) shows the result of the accumulated dispersion in
combined DCF and SMF. SMF is configured to a fibre
length of 100km and DCF is configured to the negative
dispersion of -80ps/nm and used over a 20km fibre length to
reduce the chromatic dispersion and, as explained before,
DCF is added to keep the transmission signal of
zerodispersion for a long distance.

20
SMF
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I
10 1 |
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Dispersion I
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51
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5- Wavelength (nm)
Figure 4. Illustrates the dispersion character for the wavelength

2011, © Copyright by authors, Published under agreement with IARIA - www.iaria.org

187



As shown in Figure 4, the dispersion of the light signal in
fibre optic is zero by 1330nm and 16 ps/nm/km by 1550 nm
wavelength. The advantage of using a wavelength of 1552nm
compared to a wavelength of 1330nm lies in low power
attenuation. The devices working with the 1330 nm
wavelength are able to transmit a high amount of power but
the modulation constraints of the laser source can make the
design more complicated. The wavelength of 1550nm is the
most used in terrestrial communication systems and a wide
range of devices are available[25]; the Doppler Effect is
lower than at other frequencies and for this carrier it is
possible to carry out DPSK (Differential Phase Shift Keying)
and QAM modulation schemes.

Figure 5 illustrates the affected DCF of the signal
dispersion in SMF; the signal transmitter TX injects the
WIMAX RF in the fibre after modulation through the laser
diode and MZM. In the fibre system the SMF is configured
for a fibre length of 100km because of the SMF’s dispersion
character of 17ps/nm/km at 1552nm, the 20km DCF is
added and configured to the negative dispersion of
-80nm/ps/km to keep the transmission signal of zero
dispersion.

As described in Section 11, the DCF has a high-power
attenuation and cannot be used in this system for a distance
longer than 20 km; therefore, the EDFA is employed after
100Km of SMF, being configured to 12.8 dB. The CFBG

Dispersion

fiber span
DCF Modules

Figure 5. Illustrates that for every 100km SMF fibre length there are 20
km long DCF modules to compensate the accumulation dispersion in the
SMF.

chirped bandwidth is AA=2 nm; n=0.0006 and lengths of 110
mm. The optical power is converted to the current electrical
signal by a photo detector diode (PIN for dark current 10nA
and centre frequency 193.1 THz). The electrical bandpass
Gaussian filter is used to minimize the electrical signal noise
and group delay becomes constant for all frequencies. In a
receiver, a bandpass Gaussian filter allows signals within a
selected range of frequencies to be heard or decoded, while
preventing signals at unwanted frequencies from getting
through the centre frequency (fy). As mentioned before, f; is
set up to 3.5GHz for a bandwidth of 20MHz.
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The applied RAU antenna can offer a small antenna size
for broadband operation. The RAU can convert the incoming
RF signal to the fibre and subsequently to an electrical signal.
The incoming optical signal is detected by a photodiode (PD)
and converted to the RF signal, then amplified and
transmitted over the wireless path for 300m to the BS
antenna and to the WiMAX RX. At the WiMAX receiver
the RF signal is demodulated by the Quadrature
demodulator, which implements an analog demodulator
using a carrier generator for Q and | Quadrature components;
it consist of two low pass filter. 7GHz cutoff frequency of
low pass filter is configured; the OFDM demodulator is
implemented by a complex point 1024 FFT; in OFDM the
FFT is used to realize multi-carrier modulation, which
reduces the complexity of OFDM systems greatly.
Generating OFDM symbols with high data rate requires a
high-speed FFT processor. Moreover, an FFT processor with
low area and low power consumption is needed by the
portable feature of OFDM systems. In the QAM sequence
decoder, the bit sequence is split into two parallel
subsequences; each can be transmitted in two quadrature
carriers when building a QAM modulator. This is achieved
by using a serial to parallel converter.

V. RESULT AND DISCUSSION

The simulation results clearly show that the fibre
attenuation and the chromatic dispersion, which are the main
cause for a limited signal transmission length and data bit
rate in the RoF, can be controlled by transmitting the
WiIMAX-OFDMA for 120 Mbps bit rate via a combination
of different fibers, namely SMF, DCF and CFBG. The
results indicate that the use of a accumulated dispersion
compensation method, which consist of a triple symmetrical
compensator system and, in addition, a CFBG for each
system, is the means to control the chromatic dispersion,
keep the transmission signal of zero dispersion and to
increase the transmission distance to 792 km.

Total Poveer 1 (dBm)

Figure 6. Illustrates the total power dBm in the DCF for a DCF length

from 17 to 22km and the wavelength is 1552nm
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Figure 6 shows the total of the signal power in dBm
according to the DCF length from 17km to 22km. At 17km,
the signal power is 16.2dBm; at 22km, the signal power is
8dBm, due to the high signal power loss the CFBG and the
EDFA are used. The red colour refers to the optical power,
the power is focused in the centre of the fibre and the green
colour refers to the noise in the DCF, which is caused by the

laser diode.
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Figure 7. lllustrates the delay in the CFBG for the wavelength from1546

nm(1.546um) to 1554 nm (1.554um); the delay is measured in ps.

Apart from the combination in the order of DCF-SMF-
SMF-DCF-SMF with a fibre length of 20-100-100-20-24
km, a 55mm long CFBG is added at every 264 km to
compensate the chromatic dispersion. Figure 7 shows the
reflectivity and delay characteristics of the chirped gratings
operating in 10-55mm grating length. It is noted that the
reflection wavelength of 1548 to 1552 nm has the delay time
of 50ps; respectively the delay in the CFBG is important to
balance the wavelength and to control the chromatic
dispersion, due to the different frequency velocities in the
fibre.
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Figure 8. Shows the cumulative phase of the transmission and reflection
wavelength.

The control of the chromatic dispersion is essential in the
fibre optic system network, due to the increase of the signal
transmission distance, as well as the data bit rate. The CFBG
can be implemented in DWDM and in this research is used
as signal tuneable. The cumulative phase difference between
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transmitted and reflected wavelength is shown in Figure 8.
The blue line refers to the reflective wavelength in the
CFBG and the red line represents the forward wavelength
transmission. Any delay in the wavelength in the CFBG
refers to phase delay 75ps at wavelength 1552nm.
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TABLE I. OSNR INPUT AND OUTPUT
Input Signal Input Output Output
dB OSNR Signal OSNR(dB)
(dB) (dB)

CFPG 10mm | -0.06141464 99.9856 -8.5112 26.63
CFBG 32mm | -0.0141464 99.9856 --11.2111 | 23.62
CFBG 55mm | -0.06141464 99.9856 -13.4115 | 19.62621

(nm) (nm) (nm) (nm)
Wavelength 1552.5244 1552.524 | 1552.52 1552.524

As mentioned in Sections | and 11, the wave delay in the
CFBG is important because the light spectrum in SMF and
DCF travels with different velocity, which means that it
consists of different wavelength, which reaches the end of a
fibre optic cable delayed. Therefore, the CFBG is used to
control the chromatic dispersion and power attenuation, as
well.

Table (1) shows the input parameter at transmitter after
MZM and the output parameter after 792km. The WiMAX-
RF modulated to laser for frequency 193.1THz for a
wavelength of 1552.5244nm. The difference between the
input OSNR and output OSNR ranges at ~ -74dB; if the
chirped gratings are set up to 10mm, the input signal power
is at -0.0614 dBm and the output signal power is at -8.5112
dB. The difference between input and output power is -
8.4498 dB, when the chirped grating of CFBG is 10mm for a
fibre length of 792km. The result is highly satisfying
because the optical amplifier only used 192 dB for the fibre
length of 792km.

As shown in Figure 9, the configuration of the CFBG
chirp length has an influence on the OSNR: the shorter the
chirp length the higher OSNR. The higher output OSNR
after 792km is 26.63dBm, when the chirp grating is set up to
10mm length, and lower OSNR, when the chirped grating is
set up to 55mm. Additionally, the figure shows that the
OSNR has decreased linearly, which is an important result
because it let the signal in a stable condition and the signal
quality is affected positively. This means, that the
configuration of the CFBG can improve the signal quality in
the RoF system and can be used as a band pass filter and
tuneable component, as well.
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- where B,optical bandwidth is for wavelength 1552nm; c is
Legend Bl light speed; A2 is the wavelength square.
B Output: OSNR 1 (dB) (Length (mm) }
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Figure 11 (B) shows the optical bandwidths for a fibre
length of 792km at a wavelength of 1552nm. At all fibre
lengths, the optical bandwidth is 300nm. The intensive green
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z colour at 1552nm (1.55um) refers to the noise intensity in the
gl bandwidth. The red colour refers to the signal power at
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As shown in Figure 10, the total gain power measured at Tann Tean b Tenn D
CFBG chirp length from 10mm to 55mm at wavelength Wavetength (nm)
1552nm decreases linearly. At a chirp length of 10mm the
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length of 264 and 792km at a wavelength of 1552nm. At all - A A A A
fibre lengths, the optical bandwidth is 300nm. There is a Eo
minor change in the optical signal power after the signal has = = = =l®m = = =
travelled for 528 km: at 264 km, the signal power is -5 dBm, P L P | P Y
at 792 km the signal power is -14 dBm; however, a limited i
optical amplifier was used. The green area refers to the noise, = = ® ®m]m ®m ®=m =m
which is produced by the laser diode, and the red area refers - - ; R =
to the optical bandwidth, which is expressed in terms of Amplitude -1 (a.u.)
wavelength rather than frequency, using the following Figure 12. Constellation diagram of 120-Mbit/s WIMAX QAM-64
equation [26]: transmission downlink for fibre length 792Km
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Figure 12 shows a constellation diagram, which is a
representation of a signal modulated by a digital modulation
scheme It clearly shows the electrical constellation at the
WIMAX transmitter which is a representation of 6 bit-data
per symbol of the 64-QAM modulator, of WiMAX TX for
OFDM 1024 and modulator 64- QAM 8 bit by SNR 116.78
dB; the signal is clear and noise free.

Figure 13 shows the electrical constellation diagram at
WIMAX-TX receiver. The signal at the receiver is
transmitted over RoF via the combined SMF and DCF for a
length of 528km. The DCF length is 4x20km and the SMF
length is 4x100km, respectively 2x24km. Compared to
Figure 11, a change in the 6 bit QAM 64 can be recognized
because of noise and power attenuation, which are added to
the signal through the wavelength deployed over a distance
of 528km in the fibre. The black colour refers to the noise
and the red colour refers to the total signal.
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and was converted to an electrical signal by the photo
detector diode. The signal has a noise, which is shown in
blue, due to the laser diode noise; the red colour refers to the
WIMAX signal total signal. The comparison of Figure 12
and Figure 13 shows that the noise has slightly increased by
the extended signal transmission distance from 528km to
792km. The reason for this is the long transmission distance;
the signal power becomes weak due to the laser noise and the
DCF attenuation. To reduce these effects, an increase of the
optical power amplifier is needed. This result shows the
maximum signal transmission distance for a limited fixed
power amplifier.

Figure 15 shows the RF spectrum of WiMAX 3.5 GHz
carrier frequency for bandwidth 20 MHz at the WiMAX
transmitter before transmitting over fibre, the bandwidth is in
the frequency range of fo-f,fo fo.fy (3.5-3.49, 3.5, 3.5+3.51)
GHz, the spectrum of the signal power, displayed in blue,
measured at 100 dBm and the green colour refers to the
noise, which is measured as 22 dBm.

349G ISG 331G 332G

Frequency (Hz}
Figure 15. 3.5GHz WiMAX-TX for bandwidth 20MHz and FFT 1024
before transmitting over RoF .

348G

381G

350G
Frequency (Hz)

349G

191

Figure 14 illustrates the electrical constellation diagram
64QAM for 6 bit at the receiver after the WiIMAX
transmission signal travelled over a fibre length of 792km

Figure 16. WiMAX carrier frequency 3.5GHz for bandwidth 20MHz at
WiMAX-RX after tranmission over RoF for fibre length of 792km.
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Figure 16 shows the 20MHz bandwidth after a fibre
length of 792 km for an output power of 60dBm; the noise is
measured as 26 dBm. The spectrum consistes of the signal
and noise, which is illustrated in blue and the red area refers
to the signal without noise.

The power loss between the transmitter and receiver is
30dBm. The signal is deployed over SMF, DCF and tuned by
a CFBG filter for fibre length 792km. At the end of the 792
km fibre length, the optical to noise ratio (OSNR) is 26.64
dB. Typically, the larger the OSNR value, the lower the
receiver sensitivity.

Table (Il) shows the parameter at the electrical
transmitter at electrical input of MZM; the maximum value
of SNR is 116.78512 dB for WiMAX_RF 3.5GHz; the total
power is 16.785116 dBm.

TABLE II. TOTAL POWER AND SNR AT TRANSMITTER
Total Power (dBm) [ Signal Power (dBm) | Noise Power (dBm) [ SNR (dB)
Min valug -100 -100 -100 0
Max Value 16785116 16783116 -100 116.78512
Ratiomaximin | 116.78512 11678512 0 116.78512
(Hz) (Hz) (Hz) (Hz)
Frequency at min | 0 0 0
Frequency at max | 3.5e+003 3564009 3.5e+009 3.5e+009

Table (111) shows the parameter of the electrical signal
after having been converted from optical at the photo
detector diode; the SNR is 31.318564 dB; the diffrence
between input and output is 85.466556 dB; considering the
WiIMAX signal has been transmitted over a fibre length of

792km , this result is highly satisfactory

TABLE III. TOTAL POWER AND SNR AT THE RECEIVER
Total Power (W) Signal Power (W) | Noize Power (W) | SNR (dB)

Min value 2326439015 0.39134784e-024 | 2326439015 0
Max Value 0.13552317e-009 | 0.13547414e-009 | 49.022992e-015 31315564
Ratio max/min 5525.3479 MB.AT33e+012 | 047456081 31315564

(Hz)

(Hz)

(fz)

{Hz)

Frequency at min

50e+006

50e+006

50e+006

508+006

Frequency at max

3.5e+009

3.5e+009

3.5e+009

3.5e+008

Figure 17. Signal transmitted in SMF for fibre length of 264km
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Figurel7 shows an optical signal transmitted over SMF
fibre; the red colour refers to the optical power, which is to
be seen clearly in the centre of the SMF after 264km fibre
length.

The SNR is measured as 31.31856 dB at the receiver in
comparison to the SNR of a WiMAX transmission signal
over air, which is typically 21dB for a code rate of % [20].
The BS-TX propagation loss via air according to the Egli
calculator[26] ranges at 167.57 dB for 5km. Compared to the
transmission of the signal over fibre, which has travelled 792
km, using a laser diode of 5 dBm for fibre attenuation 180dB
per 792km (SMF+DCF) attenuation, the result is highly
satisfactory.

VI. CONCLUSION

This paper proposed a method for transmitting RF signals
over fibre, using a WiMAX system downlink deployed via
SMF/DCF and CFBG over a RoF system. The system is able
to carry a WiMAX S-OFDMA signal of 128 subcarriers with
an FFT of 1024 for a 3.5GHz carrier frequency and
bandwidth of 20MHz. The bit rate for WiMAX increased to
120Mbps with 64-QAM over a RoF system for a fibre length
of 792km. We compared the chirp length 10mm to 55mm in
CFBG with OSNR and proved the best OSNR result with
10mm chirp. The results show that by using SMF with a
DCF setup for dispersion of -80 and a CFBG setup for a
length of 10 to 55mm, we achieved an increase in the
WIMAX transmission over fibre distance to 792km. This
method is able to control the chromatic dispersion affected in
the fibre. This means that the power budget of the WiMAX
downlink signal can be improved compared to the energy
consumed in a WiMAX transmission BS antenna 167.57dB
for 5 km; the data bit rate increased to 120Mbps. Finally, the
bandwidth spectrum stayed relatively constant over the long
fibre distance, and the result of SNR and OSNR are highly
satisfactory; the power consumption is very low between the
input and output of the fibre.

In summary, with the described setup, we reached the aim
to increase the transmission distance, to improve the
frequency spectrum and to reduce the power consumption.
Additionally, as future work, it is possible to further increase
the signal transmission distance for various mobile and fixed
broadband systems, such as the WiMAX and UWB system
by utilizing more than three circuits, consisting of the triple
symmetrical dispersion system SMF, DCF and CFBG.

REFERENCES

[1] M. Al-Noor, K.-keong J. Loo, and R. and Comley, “120 Mbps Mobile
WiMAX Scalable OFDMA Signal Transmission over RoF with SMF
, DCF and Chirped FBG for Fibre Length of 792 km,” ICWMC, 2010
6th International Conference, IEEE Computer Society, 2010, pp. 373-
377.

[2] D. Pareek, The Business of WiMAX, Southern Gate, Chichester, west
sussex: John Wiley & Sons, Ltd, 2006.

[3] WiMAX Forum,” Mobile WiMAX, Part I: A technical overview and
performance evaluation,” June 2006.

2011, © Copyright by authors, Published under agreement with IARIA - www.iaria.org

192



International Journal on Advances in Telecommunications, vol 4 no 1 & 2, year 2011, http://www.iariajournals.org/telecommunications/

(4]

[5]

(6]

(7

(8]

(]

[10]

[11]

[12]

[13]

A.N. oma Ng, Radio-over-Fibre Technology for BroadBand. Wireless
Communication Systems door, Eindoven: CIP-data Library
Technische Universiteit Eindhoven, 2005.

J.Ma, J. Yu, X. Xin, C. Yu, and L. Rao, “Optical Fiber Technology A
novel scheme to implement duplex 60-GHz radio-over-fiber link with
20-GHz double-sideband optical millimeter-wave transmitted along
the fiber,” Optical Fiber Technology, vol. 15, 2009, pp. 125-130.

I. Harjula, et al., "Practical issues in the combining of MIMO
techniques and RoF in OFDM/A Systems," 7th WSEAS Int. Conf.
on Electronics, Hardware, Wireless and Optical Communications,
Cambridge, pp. 244-248, 2008.

D. Wake, N.J.G. Anthony Nkansah, C. Lethien, C. Sion, and J.-P.
Vilcot, “Optically Powered Remote Units for Radio-Over-Fiber
Systems,” Lightwave Technology, vol. 26, 2008, pp. 2484-2491.

J. Ma, J. Yu, X. Xin, C. Yu, and L. Rao, “Optical Fiber Technology A
novel scheme to implement duplex 60-GHz radio-over-fiber link with
20-GHz double-sideband optical millimeter-wave transmitted along
the fiber,” Optical Fiber Technology, vol. 15, 2009, pp. 125-130.

L. Chen, J. Lu, J. He, Z. Dong, and J. Yu, “A radio-over-fiber system
with photonic generated 16QAM OFDM signals and wavelength
reuse for upstream data connection,” Optical Fiber Technology, vol.
15, Jun. 2009, pp. 222-225.

X. Jin-ling, H. Xu-guang, and T. Jin, “A full-duplex radio-over-fiber
system based on a novel double-sideband modulation and frequency
quadrupling,” Optics Communications, vol. 283, 2010, pp. 874-878.

Y. Chaba and R.S. Kaler, "Comparison of various dispersion
compensation techniques at high bit rates using CSRZ format," in
Optik - International Journal for Light and Electron Optics,vol.121,
2010, pp. 813-817.

H. Yin and D.J. Richardson,” Optical Code Division Multiple Access
Communication Networks Theory and Applications,” Tsinghua
University Press, Beijing and Springer-Verlag GmbH Berlin
Heidelberg, 2007.

F. Martinez, J. Campos, A. Ramirez, V. Polo, A. Martinez, D.
Zorrilla, and J. Marti, “Transmission of IEEE802 . 16d WiMAX

(14]

[15]

[16]

[17]

(18]
[19]

[20]

[21]
[22]

(23]

[24]
[25]

[26]

signals over radio-over-fibre IMDD links,” Project TEIDE FIT-
330210-2006-86 and European Network of Excellence ISIS, pp. 1-9.

M.-li Yee, A. Ng, and M. Sauer, ‘“Performance Analysis of IEEE 802
. 16e WiMAX Radio-over-fiber Distributed Antenna System,” Power,
2009, pp. 197-200.

S.-J. Tzeng, H.-H. Lu, W.-I. Lin, H.-C. Peng, S.-S. Hsu, and H.-W.
Wang, “A  hybrid radio-on-DWDM transport system for
PHS/LAN/ITS/WiMAX applications,” Optical Fiber Technology, vol.
15, Mar. 2009, pp. 119-124.

H.-han Lu, C.-yi Li, S.-jye Tzeng, H.-chun Peng, and W.-i Lin,
“Optical Fiber Technology Full-duplex radio-on-fiber transport
systems based on main and multiple side modes injection-locked DFB
laser diode,” Optical Fiber Technology, vol. 15, 2009, pp. 251-257.
A.V. Osadchiy, K. Prince, and 1. Tafur Monroy, “Converged delivery
of WiIMAX and wireline services over an extended reach passive
optical access network,” Optical Fiber Technology, vol. 16, Jun.
2010, pp. 182-186.

R. Kashyap, Fiber Bragg Gratings,
1999.

G.P. Agrawal, Fiber- Optic Communication Systems, New York ,
USA: John Wiley & Sons, Inc., 2001.

Marcos D. Katz VTT, Frank H.P. Fitzek “WiMAX Evolution
Emerging Technologies and Applications” Chichester,West Sussex, P
Wiley & Sons 2009. Pp. 115-127.

M.D. Katz and F. H.P.Fitzek, WiMAX Evolution, west Sussex, UK:
John Wiley & Sons, Inc., 2009.

Fazel, K, and S Kaiser. Multi-carrier and spread spectrum systems.
John Wiley & Sons, 2003

S. Han, W. Yue, and S. Smith, “FTTx and xDSL: A Business Case
Study of GPON versus Copper for BroadBand Access Networks,”
submitted to FTTH Conference paper to be published, 2006.
B.Chomycz, plannig Fiber Optical Network,New York,USA: MG
Graw-Hill,2009.

I.P.Kaminow and T. LI, Optical Fiber Telecommunications IVa
Components, Jamestown Road,London: AP Academic Press, 2002.

http://www.radius.net/egli--free-space-calculator.html ,17.05.2011.

Academic Press, San Diego,

2011, © Copyright by authors, Published under agreement with IARIA - www.iaria.org

193



International Journal on Advances in Telecommunications, vol 4 no 1 & 2, year 2011, http://www.iariajournals.org/telecommunications/

194

System Level Simulation of E-MBMS Transmissions in LTE-A

Paulo Gomes, José Seguro and Américo Correia

Instituto de Telecomunicac¢des (IT-IUL/ISCTE-IUL)
Lisbon, Portugal

paulo.sousa.gomes@gmail.com,

zemiguelseguro@hotmail.com,

americo.correia@iscte.pt

Abstract-Interference coordination methods for Evolved-
Multimedia Broadcast/Multicast Service (E-MBMS) in Long-
Term Evolution Advanced (LTE-A) are presented. In this
paper, OFDM/OFDMA signals based on LTE parameters are
combined with Multipoint MIMO, Turbo codes and signal
space diversity methods. Different interference coordination
techniques, such as, Multipoint MIMO coordination, Fixed
Relay stations, adaptive frequency reuse and schedulers are
considered to evaluate the E-MBMS spectral efficiency at the
cell borders.

The system level coverage and throughput gains of
Multipoint MIMO system with hierarchical constellations and
Turbo-codes are simulated associated to the presence or not of
fixed relays and measuring the maximum spectral efficiencies
at cell borders of single cell point-to-multipoint or single
frequency network topologies. The influence of the relay
transmission power and cell radius in the performance of the
previous cellular topologies is also evaluated.

Keywords — OFDM; multiple antennas; diversity; Turbo-
codes; MIMO; Interference; Relays.

. INTRODUCTION

Long Term Evolution Advanced (LTE-A) considers a
series of new transmission technologies, such as,
coordinated multipoint transmission and reception or relay
and carrier aggregation, in order to meet the high technical
and service requirements of IMT-Advanced standards.
Those requirements include amongst others, peak data rate
up to 100Mbps in high speed mobility environment and 1
Gbps in a pedestrian environment, using increased spectral
flexibility that allows bandwidth allocation between 20MHz
and 100MHz. The LTE standard is the basic standard that
paves the way for the future 4th Generation (4G) wireless
networks, as stated in [1].

The Evolved - Multimedia Broadcast/Multicast Service
(E-MBMS) framework [2] is envisaged to play an essential
role for the LTE-A proliferation in mobile environments. E-

MBMS constitutes the evolutionary successor of MBMS,
which was introduced in the Release 6 of Universal Mobile
Telecommunication System (UMTS). With E-MBMS the
mass provision of multimedia applications to mobile users
will be a reality.

Point-to-Multipoint (PTM) transmission does not
employ feedback and therefore need to be statically
configured to provide desired coverage in the cell since,

transmitted signal is lowest at the cell border. However,
when close to cell borders, the PTM bearer can greatly
benefit from exploiting also the signals from adjacent cells
transmitting the same service, i.e., from soft-combining.

Two types of Evolved-MBMS transmission scenarios
exist:

1) Multi-cell transmission (MBSFN: Multi-Media
Broadcast over a Single Frequency Network) on a dedicated
frequency layer or on a shared frequency layer

2) Single-cell transmission (SCPTM: Single Cell Point
to Multipoint) on a shared frequency layer.

Inter-cell interference co-ordination is one method here
considered which is expected to improve coverage and
increase cell-edge bitrate [3]. Inter-cell interference co-
ordination techniques, such as reuse schemes and channel
allocation, has been studied thoroughly for circuit switched
services in second generation accesses [4].

Cooperative multiple input multiple output (MIMO) and
Fixed Relays are other emerging techniques to combat
inter-cell interference and improve cell edge performance
[5].

Sharing data and channel state information among
neighboring base stations (BSs) allows them to coordinate
their transmissions in the downlink and jointly process the
received signals in the uplink. Cooperative MIMO
techniques can effectively turn inter-cell interference into
useful signals, allowing significant power and diversity
gains to be exploited. The architecture of the high-speed
backbone enables the exchange of information (data and
control information) between the BSs. Cooperative MIMO
systems are only concerned with the BS to mobile station
(MS) channel which are PTM channels.

We consider Orthogonal Frequency Division
Multiplexing / Orthogonal Frequency Division Multiple
Access (OFDM/OFDMA) where the use of Turbo codes in
combination with Multipoint MIMO and Complex Rotation
Matrices (CRM) [6][7] are applied to OFDM/OFDMA and
exploited to achieve spatial and frequency diversity gains in
LTE-A networks.

The work of this paper is based on previous work
carried out by the authors. In chapter 6 of [8] the authors
have considered multi-resolution techniques for MBMS
considering both WCDMA and OFDMA. In chapter 16 of
[9] the authors have considered the capacity and inter-site
gains of LTE E-MBMS. In this paper we have extended
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that work including MIMO, CRM and Relays in the LTE E-
MBMS network and have evaluated by system simulations
the coverage and throughput performance. To the best of
the authors’ knowledge, up to now there are no work in the
literature that investigated the performance and benefits of
such cellular OFDMA system that incorporates multi-point
coordinated MIMO, turbo codes, CRM, hierarchical
constellations and low power fixed relay stations.

Section Il introduces the coordinated MIMO and
coordinated interference schemes. In Section IlI, the
performance curves of system level simulations are
presented. Conclusions are drawn in Section 1V.

/
(c (),

Figure 1. Fixed Relays system.

Il. COORDINATED MIMO AND INTERFERENCE SCHEMES

With MIMO cooperative systems [10][11] there is an
important reduction of inter-cell interference in the area
where the SISO/MIMO cooperative system exists. In LTE
the BS is denoted as evolved-NodeB (eNB) and
concentrates in it functionalities like radio resource
managing, radio link control, interference coordination,
mobility control, etc. The communication between eNBs is
made through the X2 interface, and each adjacent eNB is
interconnected to each other (mesh network). This feature
eases the implementation of MIMO cooperative systems by
reducing the interference as the same content can be
transmitted to mobiles from different antennas (eNBs) at
the same physical resource block.

Figure 1 illustrates the Fixed Relays stations (RSs). RSs
are low cost fixed radio infrastructures without wired
backhaul connections. They store data received from BS
and forward to the MSs, and vice-versa. Fixed relay stations
(RSs) typically have smaller transmission powers and
coverage areas than BSs. They enhance the capacity at
specific regions, namely, cell borders, improving signal
reception. By combining the signals from RSs and BSs, the
MS is able to exploit the inherent diversity of the relay
channel (see Figure 1). The disadvantages of RSs are the
additional delays introduced in the relaying process and the
potentially increased levels of interference due to frequency
reuse.

Without any inter-cell interference co-ordination each
sector of the cell has unlimited access to the whole
bandwidth; this is reuse 1. Any inter-cell interference co-
ordination scheme will restrict the resources available for
scheduling. By limiting the (maximum) output power as a
function of frequency and/or time, P.(f,t). We will limit
the power P both in time (sub-frame duration) and on
frequencies f in a planned scheme on sectors of cells. A
pure fractional frequency reuse 1/3 is achieved by dividing
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the frequencies into three subsets f;, f, and f; and limiting
the power by setting

P, (f,)y=P, fef,

AT ¢

 L(F,0)=0, fef
for each sector of the cell. With reuse partitioning [12] the
spectrum is first divided into partitions and then each
partition into the desired number of reuse subsets. The
scheduler can then utilize the partitions depending on
mobile radio position, based on path loss measurements. A
reuse partition with a mixture of reuse 1 and 1/3 is achieved
by dividing the frequencies into two partitions, f, and fg,
where fg further is divided into three resulting in four
subsets, fa, fg1, fz> and fzs. The power limitation for the
fractional reuse subsets fg, is set as above described.

Soft reuse [13] (hybrid reuse partitioning) is a variant of
reuse partitioning where a tighter reuse is achieved by using
the same frequencies in more than one partition (f,=fg) but
with different power levels. If we apply to the fractional 1/3
reuse example, then we limit the power by setting

Pux(f.)=P, fef

Pu(f,t)=p<P, fegf (2)

Figure 2 illustrates the cellular layout (tri-sectored
antenna pattern) indicating the fractional frequency reuse of
1/3 considered in the system level simulations. 1/3 of the
available bandwidth was used in each sector to reduce the
multi-cell interference. As indicated in Figure 2, the
identification of the sources of multi-cell interference, i.e.,
the use of the same adjacent sub-carriers (named physical
resource blocks) is given by the sectors with the same
colour, green, yellow and pink. The small blue hexagons
refer to the area where reuse 1 co-exists with the fractional
reuse of 1/3 as an example of soft reuse.

In the analysis of the scenario Single-Cell Point-to-
Multipoint (SC-PTM) there is one radio link between the
mobile and the closest base station. It does not assume any
time synchronism between the transmissions from different
base stations with the same colour resulting in interference
from all cells without the same colour. However, an
adaptation of this scenario can include macro-diversity to
help reduce interference levels. This can be accomplished
by combining the two best radio links from surrounding
BSs. In this case, time synchronization between the two
closest base station sites with the same colour (i.e.
transmitting in the same frequency) is assumed in order to
combine them at the receiver using soft-combining
techniques. Multi-cell interference is reduced because only
the other base station sites with the same colour remain un-
synchronous and capable to interfere.

In the MBSFN scenario there are at least three radio
links, one for each of the three closest base stations to the
mobile. Time synchronism is assumed between the
transmissions from the closest base stations with the same
colour resulting in much less interference from the cellular
environment. This results in macro-diversity combining of
the three best radio links.
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Figure 2. Cellular Layout with mixed fractional frequency reuse,
R=1500m

I11. NUMERICAL RESULTS

To study the behavior of the proposed scheme, several
Monte Carlo simulations were performed in the link level
simulation. This study is valid for any OFDM system and it
was performed using the LTE parameters mentioned 3GPP
documents [14] for a 10MHz bandwidth, which are shown
in Table I. The reference link level parameter for all
simulation results (SISO and MIMO) presented in this
paper is BLER=0.01. This reference applies to near real
time services where retransmissions are not allowed. Two
different coding rates 1/2 and 3/4 where chosen to check
which one would offer the highest average spectral
efficiency for the analyzed SC-PTM and MBSFN
topologies. The path loss uses 3GPP distance attenuation
formula in Table I, and the distance d, is the distance
between the actual geographic location of the user and the
BS to which it has a radio link established with the best
signal to interference plus noise ratio (SINR) as the
selection criteria. Small and large scale fading are also
included in the system level simulator, according to the
parameters of Table I.

Transmission BW 10 MHz

Distance attenuation (d = _
distance in kilometers) i

Base station power (40 W) 46dBm

Cell Radius (m) 1500, 2250
Cell Layout (hexagonal grid) 3 sectors/site

Shadow fading Log-normal c=8dB
User Mobility Random walk
Multipath fading 3GPP TypU, MBSFN
Max antenna gain (Angular
spread model from SCM, 15dBi
including feeder loss)

TABLE I. SIMULATION PARAMETERS FOR 10MHz.
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Coverage Results

In the system level simulations mobile users receive
blocks of bits transmitted from base stations and each block
undergoes small and large scale fading and multi-cell
interference. In terms of coverage or throughput the SINR
of each block is computed taking into account all the above
impairments and based on the comparison between the
reference SINR at a BLER of 1%, and the evaluated SINR
it is decided whether the block is or not correctly received.

Figure 3 presents the coverage vs. the fraction of the
total transmitted power (denoted as Ec/lor), for hierarchical
64QAM (64-HQAM), coding rate 1/2 and SC-PTM
scenario where different frequency reuse, namely, 1/3, 1
and hybrid 1+1/3 consisting of reuse 1 for users inside DR
and reuse 1/3 for users outside DR (see Figure 2) is
evaluated. All interfering sites transmit with the maximum
power of 90% according to the parameters indicated in
Table 1. The cell radius R is 2250m, and strong blocks (H1)
are separated from medium blocks (H2) and weak blocks
(H3) without macro-diversity combining, denoted as 1RL.
In addition, fixed relay with two different transmission
powers, 10W and 2.5W are also illustrated (TD in the
legend).

SC_PTM —#—Reuse 1/3 - H1
0 ~E-Reuse 113 - H2
| ‘ = Reuse 113 - H3
90 ——Reuss 1- H1
o st R 112
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& . Sl /"; Reuse 113, TD=2.5W-H1
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§ g | E_E,EVE Reuse 1/3, TD=2.5W-H2
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——f. —=—Reuse 1, TD=2.5W-H2

—#—Reuse 1, TD=2 5W-H3

——Reuse 1/3, TD=10W-H1
=2 =5~ Reuse 1/3, TD=10W-H2

. 1)
5 = = i *1;'@:3;_:52:}?@% —¥—Reuse 1/3, TD=10W-H3

SR o T T
5 30 335 40 45 50 55 60 65 70 75 80 85 90 95 100~ Reuse 1, TD=10W-H1

Reuse 1, TD=10W-H2
Ecllor[%]
Reuse 1, TD=10W-H3

Figure 3. Coverage vs Ec/lor SC-PTM (1RL) scenario,
64-HQAM, coding rate %2, R=2250m

With reuse 1/3, the base stations of the topology
including fixed relays (FR) with TD=2.5W, provide the
highest coverage (considering the coverage provided by
BSs and RSs) followed by the topology with FR of
TD=10W, the smallest coverage belongs to reuse 1.
However, only reuse 1/3 with TD=2.5W is close to the
reference value of 95% coverage. This is explained because
the use of RSs allows the system to extend the coverage of
BSs (especially at cell borders, see figure 7) without
significant increase in intercell interference since RSs
transmit with only 2.5W compared to 40W used by BSs.
Depending on the value of transmitted power a cell area
with different radius was considered. For TD=10W, the
radius is R_relay=1500m and if TD=2.5W,
R_relay=1000m. The results of Figures include the two R-
relay values and show about the same normalized coverage
independently of the transmitted power (TD). In this sense,
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smaller TD is preferable to get higher power saving
reduction and coverage gain.

Reuse 1 schemes have the worst overall performance as
expected, since intercell interference in these is very high.

Figure 4 presents results for the same scenario in Figure
3, but using coding rate 3/4. In these case the performance
of all schemes is greatly reduced due to higher coding rate
used combined with 64QAM modulation and cell radius of
2250m. The same analysis done to Figure 3 can be applied,
as we can see that reuse 1/3 with FRs provide the best
coverage results and the smallest coverage belonging to
reuse 1 scheme.

Figure 5 and Figure 6, present the results for the same
scenarios but using hierarchical 16QAM (16-HQAM)
instead. We can observe that with 16-HQAM there is a
generalized gain in terms of coverage when compared to
64-HQAM. This is due to 16-HQAM being a lower level
modulation, thus being more robust to fading and multi-cell
interference. There is not a single 64-HQAM based scheme
that is capable of achieving 95% coverage, therefore the use
of lower coding rate (Figure 3), MIMO/SISO coordination
with macro-diversity combining 2 radio links and
hierarchical 16QAM is advised, to achieve the reference
value.
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The best results for 16-HQAM are achieved with reuse
1/3 with TD = 2.5W and reuse 1/3 with TD =10W.

In Figure 8, the coverage performance curves for
MBSFN scenario, versus Ec/lor, are presented for cell
radius of 2250m and should be compared to the
corresponding results of Figure 3 for the SCPTM scenario.
As expected there is a difference in the coverage between
the two scenarios where MBSFN takes advantage of its
lower inter-cell interference. The coverage values for reuse
1/3 H1 and H2 blocks is above 95% followed by reuse 1/3
with FR with TD=2.5W. The coverage of reuse 1 is the
lowest. Reuse 1/3 can also introduce some energy saving
advantage over other schemes since with just only 15% of
Ec/lor it can achieve coverage for H1 blocks over 95%, and
furthermore, with just 50% of Ec/lor the coverage for H1
and H2 blocks surpasses 95%.
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There is no significant advantage in terms of coverage
from using relay stations (RSs), since reuse 1/3 is better. MBSFN e Rewse 13 H1
This is due to the small amount of inter-cell interference in 0 1t g oS 13- H2
MBFSN scenario. However, as (RSs) have smaller 0l T :HH‘”’*S?—TZE:ZZ o
transmission powers the comparison should take into . 7 ,(f: . il | _JeReuse 112
account the reduction of the transmitted power in all the . | /| 5 AT | e T
area. There are 12 RSs and 7 BSs in all area resulting in - 174 &Er@—eﬁﬁ?ﬁ e e s DR 2
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throughput vs. coverage. The coverage of reuse 1 is the = —Reuse 112, TD=10W+3
lowest. 5 10 15 20 25 30 35 40 45 50 55 60 65 70 75 80 85 90 95 100 Reuse 1, TD=10W-H1
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codjng rate 3/4. In this case there is a reduction in coverage Figure 8. Coverage vs Ec/lor for MBSEN scenario,
achieved for all schemes, and only reuse 1/3 and hybrid 64-HQAM, coding rate %, R=2250m
reuse can achieve 95% coverage. Reuse 1 has the worst
coverage. ]

When we move to 16-HQAM (Figure 10 and Figure 0 MBSFN et 2
11), we see that the coverage values improve slightly for all . Lt e o
schemes, especially for reuse 1 based schemes. We also i » e
observe that with the same Ec/lor, 16-HQAM modulation i ¢ i = s 1- 43
achieves higher coverage values than those of 64-HQAM, 7 /Eff/j = e
showing that using lower modulation schemes can improve £ / y f g e oeonen
coverage values and achieve power transmission savings. % V4 == e
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Another important technique is the use of spatial % pra —— S
multiplexing (MIMO) associated to signal space diversity ol 1428 _Wa*::;ww = e SN
(SSD) provided by CRM to enhance the capacity. The ol f{ #%@@ggzﬁ | i
spectral efficiency of QPSK, 2x2MIMO is equivalent to ﬂ%?fffeﬂlzugﬁgg* == == DN
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coverage vs. the fraction of the total transmitted power, for Ecllor [%] i

different coding rates considering the SC-PTM and
MBSFN scenarios, respectively. Instead of H1 and H2
blocks now we have Antenna 1 (Al) and Antenna 2 (A2)

Figure 9. Coverage vs Ec/lor for MBSFN scenario,
64-HQAM, coding rate %, R=2250m

blocks, where the coverage of each antenna is about the
same. In the MBSFN scenario, we consider the existence of N _ MBsPN e
coordinated MIMO transmission, i.e., with macro-diversity NP aa I e O __:“i .
combining the three best radio links. In addition to reuse o e e
1/3, reuse 1 is also evaluated. As expected the coverage of "1/ | e |
reuse 1/3 is higher than the reuse 1 due to less inter-cell _ " AP Zza9%ai S
interference. With reuse 1/3 both coding rates assure the e W AT A P iEQ”*’:iZf:m ;
95% coverage. The MBSFN scenario is preferable than SC- A f/f} AP ==l npe S
PTM because MBSFN takes advantage of its lower inter- 8 wifl / N F ] T
cell interference A / =agb sS=an T
Figure 16 and Figure 17 present the coverage vs. the @ [f/ //f/?? _'—REUSMDZZ,EWVHZ
fraction of the total transmitted power, for coding rate 1/2 W =a e
and 3/4 respectively, considering the SC-PTM scenario and -5 e T
4x4MIMO. Figures 11 and 12 correspond to the Figure 14 B0z A icj:o:;n;]“ B0 TS 0 85 90 s 0 ::1 21:::;
and Figure 15 but considering the MBSFN scenario. ) S
The results are similar to the ones obtained to 2x2 Figure 10. Coverage vs Ec/lor for MBSFN scenario,
MIMO. The coverage of reuse 1/3 is higher than the reuse 1 16-HQAM, coding rate %2, R=2250m

due to less inter-cell interference and the MBSFN scenario
is better than SC-PTM because MBSFN takes advantage of
its lower inter-cell interference. As expected, the code rate
Y. presents better coverage than %a.
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Throughput Results

Figure 18 presents the average throughput distribution
as function of Ec/lor for H64QAM, coding rate 1/2 and the
SC-PTM scenario without macro-diversity combining
(1RL) for R=2250m and different reuse schemes. Here the
results for schemes using BSs and RSs represent the joint
throughput  of those. We observe that the maximum
throughput is achieved in the reuse 1/3 topology and RSs
with TD=2.5W, as expected from the corresponding
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Figure 16. 4x4MIMO coverage (%) vs. Ec/lor (%), for
MBSFN scenario, coding rate %2, R=2250m
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Figure 18. Throughput vs Ec/lor for SC-PTM
64-HQAM, coding rate ¥, Base Stations.

coverage values presented in Figure 3. HR is the second
best, since it combines the coverage values achieved by
using reuse 1/3 with the higher throughput achieved in the
zones where users can use reuse 1.

With reuse 1/3 and RSs it was possible to increase the
throughput compared to the single reuse 1/3, confirming the
importance of having RSs in the cell area. Due to the
smaller coverage, reuse 1 achieves the smallest throughput
in spite of its higher inherent throughput. Users located
closer to the base station have smaller inter-cell interference
and higher throughput when reuse 1 is employed.

Figure 19 shows the respective throughput achieved
only by RSs in Figure 18. As we can see, RSs have lower
throughputs when compared to BSs, due to having
transmission gaps where no information is transmitted and
reduced power output. However, as we saw in Figure 18,
the overall throughput when using a combination of BSs
and RSs for SC-PTM is higher than those achieved by reuse
1 or 1/3, because BSs achieve significant higher
throughputs when exists interfering RSs instead of BSs.

Figure 20 corresponds to previous Figure 18 but
considering coding rate 3/4. We observe that the maximum
throughput is achieved for reuse 1/3 and RS with
TD=2.5W, followed by reuse 1/3 and RS with TD=10W.
This was already expected due to higher coverage
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associated to less inter-cell interference provided when
reuse 1/3 schemes are used. We also denote that increasing
the RS power output, from TD=2.5W to TD=10W slightly
decreases maximum throughput, since RS transmitting with
higher power will increase inter-cell interference, and
reduce overall coverage as illustrated in Figure4. The
results for RSs are presented in Figure 21. Again, RSs have
lower throughput than BSs, but their reduced power output
and transmission gaps greatly reduce intercell interference
in neighbor cells, improving signal conditions and
throughput in those.

SC-PTM
2000
| A
1800 =%
——Reuse 1/3, TD=2.5W
1600 = = ,
- e |
B 1400
o
= 1200 - T o~ ——Reuse 1, TD=2.5W
= " A =
2 1000 - = i
"
5 K~ LA
3 i —E—Reuse 1/3, TD=10W
g o0 A L
400 =
200 B ~E—Reuse 1, TD=10W
B ?t]
0 ‘4!&
WOoOWoOWOVWoOWoWVLOWOWe YO YO
SPYRUNEBBILELIBREIEER S
Ec/lor[%]

Figure 19. Throughput vs Ec/lor for SC-PTM,
64-HQAM, coding rate %%, Relay Stations.
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Figure 20. Throughput vs Ec/lor for SC-PTM
64-HQAM, coding rate %, Base Stations.

Figure 22 corresponds to Figure 18 but for MBSFN
network. Hybrid reuse 1+1/3 achieves maximum
throughput, followed by reuse 1 and reuse 1/3. This was
already expected due to its higher coverage associated to
less inter-cell interference provided by the SISO
coordination of the MBSFN network. For this scenario,
using RS is not essential due to the SISO coordination that
increases both coverage and throughput, in particular, users
located at the cell borders. Figure 24 and Figure 25 present
the results considering coding rate 3/4. For this scenario the
best results are achieved for hybrid reuse 1+1/3 and reuse
1/3. Reuse 1 and RS throughput results are almost three
times lower than reuse 1/3, denoting the lack of robustness
of the signal when higher coding rates are used. Reuse 1/3
and hybrid reuse are a better choice since they employ
interference coordination.
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For 16-HQAM and SC-PTM (Figure 26 to Figure 29)
the maximum throughput achieved for all transmission
schemes is slightly lower than 64-HQAM (due to lower
modulation). Reuse schemes where BSs and RSs, namely
reuse 1/3 with TD=2.5W, hybrid reuse 1+1/3 and reuse 1/3
achieve the best results like 64-HQAM. Also increasing
coding rate (from 1/2 to 3/4) reduces the maximum
throughput of all schemes, reducing signal robustness to
transmission errors and interference and reducing overall
coverage of cell area.
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Figure 21. Throughput vs Ec/lor for SC-PTM,
64-HQAM, coding rate %, Relay Stations.
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Figure 23. Throughput vs Ec/lor for MBSFN,
64-HQAM, coding rate %2, Relay Stations.
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Figure 26. Throughput vs Ec/lor for SC-PTM
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Figure 28. Throughput vs Ec/lor for SC-PTM
16-HQAM, coding rate %, Base Stations.
SC-PTM

1800

1600 |4 —=—Rsuse 113, TD=25W

1400
z 1200 ]
2 /g/‘( L) ——Reuse 1, TD=25W
5 1000 : £
800 5// = ! —
g 600 (:/t ] i ~5—Reuse 1/3, TD=10W
= (c,
F 0 5,;3’ - o e

200 AJ 1 —=—Reuse 1, TD=10W

x
0 B ]
Ec/lor[%]

Figure 29. Throughput vs Ec/lor for SC-PTM,
16-HQAM, coding rate %, Relay Stations.

Figure 30 to Figure 33 present the results for 16-HQAM
and MBSFN network. When comparing the results for 16-
HQAM (Figure 30) to 64-HQAM (Figure 22) when see that
reuse 1 is now the reuse scheme that achieves higher
spectral efficiency with around 10Mbps of throughput using
all the transmission power available. This is happens
because 16-HQAM is a modulation more robust and
together with macro-diversity combining existing in
MBSFN network allowing, this allows reuse one to take full
advantage of using the total transmission bandwidth
available.
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Figure 30. Throughput vs Ec/lor for MBSFN
16-HQAM, coding rate %, Base Stations.
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Figure 31. Throughput vs Ec/lor for MBSFN,
16-HQAM, coding rate %, Relay Stations.
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Figure 32. Throughput vs Ec/lor for MBSFN
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Figure 33. Throughput vs Ec/lor for MBSFN,
16-HQAM, coding rate ¥, Relay Stations.

To increase the spectral efficiency at the cell borders we
will check the use of 2x2 and 4x4 MIMO associated with
QPSK modulation and SSD provided by CRM. Figures 34
and Figure 35 presents the average throughput vs Ec/lor for
both coding rates 1/2 and 3/4, for the SC-PTM and MBSFN
scenarios using MIMO 2x2. Figures 36 and 37 correspond
to the Figures 21 and 22 but considering 4x4 MIMO. Table
Il shows a comparison between the system spectral
efficiency. We observe that the maximum throughput is
achieved for coding rate 1/2, reuse 1 and reaches more than
1.7bps/Hz/cell, or 1.4bps/. The existence of coordinated
MIMO transmission in a scenario as MBSFN, with macro-
diversity combining the three best radio link, provides
higher values of throughput.
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Please note that E-MBMS services use dedicated SC-PTM
carriers, and because of this, all the available transmission 5.000
power can be used to achieve the results we present. This 4500

Cod. 1/2, Reuse 1/3

confirms the higher spectral efficiency of MIMO compared 4.000
to 64-HQAM (presented in Figure 24) independently of the
chosen reuse scheme. There is no advantage in using coding
rate % due to its lower coverage, in spite of higher
maximum throughput.
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In this work, we have analyzed interference o=
coordination ~ methods ~ for  Evolved-Multimedia S e s
Broadcast/Multicast Service (E-MBMS) in Long-Term
Evolution Advanced (LTE-A). Figure 34. 2x2MIMO Throughput vs Ec/lor for SC-PTM scenario

Based on the average coverage and throughput
simulation results, for the SCPTM scenario it is
recommended the use of reuse 1/3 and Relay Stations to
increase the coverage and throughput of users located at 12.000
cell borders.

For the MBSFN scenario we also recommend the use of 10000 o
reuse 1/3 or the hybrid reuse 1+1/3 due to their best o peen
compromise between coverage and maximum achieved o

throughput. Relay Stations are not necessary due to the Ty e

availability of SISO coordination in the MBSFN scenario.

The introduction of signal space diversity, converted to . Cod 34 Reuse 173
frequency diversity in multi-path Rayleigh channels with
OFDMA transmission and spatial multiplexing 4x4 and 2x2 2000 —cod 3/4,Reuse1
MIMO enables enhancing the spectral efficiency at the cell

borders of MBSFN. The coding rate 1/2, reuse 1 provides 5 10 15 20 25 30 35 40 45 50 55 60 65 70 75 80 §5 90 95100

the highest spectral efficiency. It is not recommended to Ec/lor (%)

increase the coding rate within the MBSFN network to not Figure 35. 2x2MIMO Throughput vs Ec/lor for MBSFN scenario
decrease the throughput at the cell borders.
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System spectral
. - Fixed Relay efficiency
Reuse Type | Scenario | Coding Power (W) ((bit/s)/Hz per
site)
N.A. 0.125
SCPTM 3/4 25 0.310
10 0.345
N.A. 0.760
MBSFN 3/4 25 0.302
Reuse 1/3 10 0.310
MBSFN — | 1/2 N.A. 0.540
MIMO
252 3/4 N.A. 0.720
MBSFN — N.A. 0.920
MIMO
4x4 N.A. 1.480
N.A. 0.010
SCPTM 3/4 25 0.025
10 0.022
N.A. 0.140
MBSFN 3/4 25 0.240
Reuse 1 10 0.245
MBSFN - | 1/2 N.A. 1.100
MIMO
2x2 3/4 N.A. 0.530
MBSFN - | 1/2 N.A. 2.080
MIMO
Axd 3/4 N.A. 0.830
Hybrid SCPTM | 112 N.A. 0.350
(1+1/3) MBSFN | 3/4 N.A. 1.000
TABLE Il SYSTEM SPECTRAL EFFICIENCY FOR 64-HQAM AND

MIMO
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Transformation of any Adding Signal Technique in Tone Resevation Technique for
PAPR Mitigation thanks to Frequency Domain Filtering
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Abstract—Orthogonal Frequency Division Multiplexing the Bit Error Rate (BER) and increase adjacent out-of-band
(OFDM) suffers from a high Peak-to-Average Power Ratio  carriers [8].
(PAPR). Tone Reservation (TR) is a popular PAPR reduction Some techniques use coding, in which a data sequence
technique that uses a set of reserved subcarriers to carry ¢h . . ’
peak reducing signal. The major advantages of TR technique 1S embedded In-a Iarger_ sequence and only a subse_t of _aII
include no transmission performance degradation, no trans  the possible sequences is used to exclude patterns with high
mission of Side Information (SI) and downward compatibility. PAPR [9]. These techniques require receiver modifications
Because of all these benefits, TR seems to be promising for use to decode the received signal. Also, multiple signal rep-
in commercial standards such as Digital Video Broadcasting resentation techniques have been proposed. These include

Terrestrial (DVB-T2). Thanks to a frequency domain filtering . . .
. in this paper, which is an extension of [1], we propose Partial Transmit Sequence (PTS) technique [10], Selected

Classical Transformation (CT) and Adaptive Transformation ~ Mapping technique (SLM) [11] and interleaving technique

(AT) algorithms to transform Adding Signal techniques (like  [12]. Theses methods reduce the PAPR by controlling the
clipping techniques) to TR techniques in order to benefit of  phase of the data subcarriers, which provides an effective
the TR advantages. As the transformation is a low-complext  go1ytion, However, they are computationally expensive due

process (about the FFT/IFFT complexity), the obtained tech . . : .
nique results in a low-complexity TR technique. However, to multiple IFFTs and exhaustive search to find optimal

the transformation generates a loss of performance in PAPR Phase sequences; also they require transmitting continuou
reduction, which can be improved by iterating the process of Sl to the receiver, which degrades the capacity of the system
transformation. Later in the paper, several Adding Signal tech-  The overall BER performance may also be degraded if there
niques (as well-known clipping techniques) are transforme are errors in the SI [5].

to TR techniques. Performance comparisons are done based . . .
on Complementary Cumulative Distribution Function (CCDF), PAPR can be reduced by the Adding Signal techniques

Bit Error Rate (BER) and Power Spectral Density (PSD) [13], which are very simple techniques to implement and
metrics. The simulation results showed that, at the same PAR ~ have become very attractive. Tone Reservation (TR) [14],

reduction gain, CT algorithm is 2 times more complex than  which is a particular Adding Signal technique is a popular

AT algorithm. PAPR reduction technique that uses a set of reserved subcar-
Keywords-Orthogonal Frequency Division Multiplexing riers to design a peak reducing signal. TR technique does not

(OFDM), Peak-to-Average Power Ratio (PAPR), Frequency distort data-bearing subcarriers. Also, it not only eliatas

Domain Filtering, Clipping Techniques. the need for SI, but also prevents the BER degradation,
as occurs with other techniques. However, TR technique
. INTRODUCTION requires an efficient generation of the peak-reducing $igna

The optimal peak-reducing signal generation is obtained

Orthogonal Frequency Division Multiplexing (OFDM), by solving a Quadratically Constrained Quadratic Program
although used in standards such as IEEE 802.11a/g, IEE@)CQP), which is a type of convex optimization problem
802.16, HIPERLAN/2 and Digital Video Broadcasting [14]. Although the optimum of a QCQP exists, it is shown
(DVB) [2], suffers from high Peak-to-Average Power Ratio in [14] that the solution requires a high computational cost
(PAPR). Large PAPR requires a linear High Power Amplifierof O (N,‘NQL), where N, is the number of the reserved
(HPA), which is inefficient. Moreover, the combination of an subcarriers,V is the number of subcarriers and is the
insufficiently linear HPA range and large PAPR leads to in-oversampling factor. The authors of [15] propose an optimal
band and out-of-band distortion [3]. Several PAPR reductio peak-reducing signal based on Second Order Cone program-
techniques have been proposed [4-7]. The simplest way tming (SOCP) formulation of QCQP problem. Since finding
reduce PAPR is to deliberately clip and filter the OFDM the optimal solution to QCQP problem is computationally
signal before amplification. However, clipping is a nondine demanding, an iterative way to reduce PAPR was also
process and may cause significant distortion that degradgsoposed [14, 16].
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In [1], we proposed a tranformation algorithm to trans-
form Classical clipping in TR clipping. This paper is an N—1
extension of [1], in which we propose two transformation Tp = \/—% N XpedNE 0<n<N—-1. (2)
algorithms the classical algorithm (algorithm from [1])dan k=0
an adaptative algorithm. Moreover, we apply these two In this paper, the discrete-time indexing] denotes
transformations on several Adding Signal techniques likeNyquist Rate samples. Since oversampling may be needed in
Geometrical method [17] and several types of clipping [18].practical designs, we will introduce the notatiofin/L] to
The remainder of this paper is organized as follows:denote oversampling by.. Several different oversampling
Section Il introduces the OFDM systems. Section Il briefly strategies ofz [n/L] can be defined. From now on, the
reviews the Adding Signal techniques principle, gives someyversampled IDFT output will refer to oversample of (2),
examples of these techniques and focuses on the TR teclvhich is expressed as follows:
nigues, which are specific Adding Signal techniques. Sectio

IV describes the principle of the digital filter based on NL_1

FFT/IFFT pair and derives the CT and AT algorithms. In 2 [n/L] = \/—% > Xpe?"wrk 0<n < NL-1.
Section V CT and AT algorithms are applied for PAPR re- k=0

duction in a Wireless Local-Area-Network (WLAN) system, ®)

to two Adding Signal techniques and simulation results are  The above expression (3) can be implemented by using a
provided, while in Section VI a conclusion is drawn. length-(NL) IDFT operation with the input vector

II. OFDM SYSTEMS AND PAPRISSUE

The basic idea underlying OFDM systems is the divisiony (L) —
of the available frequency spectrum into several subaatrie
To obtain a high spectral efficiency, the frequency response L )
of the subcarriers are overlapping and orthogonal, hence Thus, X" is extended fromX by using the so-called
the name OFDM. This orthogonality can be completelyZ€ro-padding scheme, i.e., by insertilg — 1) N' zeros in
maintained with a small price in a loss in SNR, even thougihe middle ofX, i.e.,

——

X07"'7X%—17 07"'a0 X%f"aXN—l
(L—1)N zeros

the signal passes through a time dispersive fading channel, X keS
by introducing a cyclic prefix (CP). x = { 0’“’ . < Sl ,
The continuous-time baseband representation of an ’ € o2
OFDM symbol is given by where S; and S, are the set of in-band (IB) indices and
out-of-band (OOB) indices respectively.
N—-1 .
()= L 3 Xpel2ht 0<t< T, | (1) The cost of transceiver components depends on the dy-
VN S o namic range of the signals. In the literature, the envelope

where N data symbolsX;, form an OFDM symbolX =

variations are often described in terms of the crest-factor
[(Xo,---,Xn_1], fr = & andT, is the time duration of

(CF), peak-to-mean envelope power ratio (PMEPR) or sim-
the OFDM symbol. T ply peak-to-average power ratio (PAPR). In this paper, we
adopt the terms PAPR to quantify the envelope excursions
of the signal. The PAPR of the signal(¢) may be defined
as

In practice, OFDM signals are typically generated by
using an Inverse Discrete Fourier Transform (IDFT) as
described by the block diagram in Fig. 1.

— max |z (¢)]?

A t€[0,T]
PAPR, = ——
Ral 7.
z[n/L] ()
g N piskel L ¢ N % » where P, = E{|x(t)|2} is the average signal power and
: E{.} is the statistical expectation operator. Note that, in

IDFT DIGITAL . . . . . .
FILTER order to avoid aliasing the out-of-band distortion into the

CP

]

(4)

AAA

fe

P E data bearing subcarriers and in order to accurately describ
— the PAPR, an oversampling factér> 4 is required.
Figure 1: OFDM Transmitter Block Diagram. In the literature, it is customary to use the Complementary
Cumulative Distribution Function (CCDF) of the PAPR as
The OFDM symbol represented by the vectdr = a performance criterion. It is denoted as
[Xo--- XN,l]T is transformed via IDFT intd’s/N-spaced
discrete-time vectox = z [n] = [zo -+ -zn_1]", i.€. CCDRy () 2 pr {PAPR,) >} .
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If N is large enough, based on the central limit theorema Geometric approacls. Janaaththanaet al. propose, in
the real and imaginary parts of OFDM(¢) have Gaussian [16], to computec,, in frequency domain with the Gradient
distribution and its envelope will follow a Rayleigh distri algorithm, which is a low-complexity algorithm. In [13],
bution. This implies a large PAPR. In [19], it is shown that the reducing signat,, is computed in time domain based
the mean of the PAPR, which is a random variable, can ben a nonlinear functionf (.) called “function for PAPR
approximated to reduction”. Usingf (.) to reduce the PAPR of [n/L], the

peak reducing signal,, is written as

E[PAPR = Cgyien + In [N], () cn = f(|zn]) &% — zp, )
where Geyiep is the Euler’s constant defined bellow where,, is thez,, phase.

N o1 B. Some Examples of Adding Signal Techniques
C(euen = lim — —In[N]| ~0.57721.
—

oo | £ k As préviously mentioned, depending on the way to gener-

h ate the Adding Signal,,, we obtain many different methods.
Ill. ADDING SIGNAL TECHNIQUES FORPAPR In this section, we present the clipping techniques family
REDUCTION [18], which could be easily seen as adding method and the

There are several different techniques for PAPR reductiongeometrical method of [17].

in this section, we present the Adding Signal techniques 1) Clipping techniques familyln the first subsection we

principle and then we focus on the TR techniques, whichformulate the classical clipping as an Adding Signal tech-

are specific Adding Signal technigues for PAPR reduction.nique as described in Fig. 2, then in the second subsection

. . . . we describe briefly four clipping techniques.

A. Adding Signal Techniques Principle clipping technique formulated as an Adding Signal
In Adding Signal context, the PAPR is reduced by addingtechnique: Using the conventional clipping technique [8]

a signal called sometimes “peak reducing signal” or “peako reduce OFDM PAPR, the output signal, in terms of

canceling signal”. Many well known PAPR reduction tech- the input signal,, is given as follows:

nigues of the literature such us Tone Reservation (TR)

[14], Tone Injection (TI) [14, 20], Geometric Approach for Un = f (lzn]) €297,

PAPR reduction method [17] are known as Adding Signal

techniques. In [13], it is shown that any form of clipping can Wherey,, is thex,, phase and’ (.) is the clipping func-

be formulated as an Adding Signal technique. The Addingion. As f (.) is nonlinear function; according to Bussgang

Signal techniques consist of reducing the envelope of OFDMheorem [21], the output signgl, can be written as

signal by adding a peak-reducing signal just before the HPA

as shown in Fig. 2 Yn = Ty +d,, Where a = Ry (0)
Rue (1) and Ry, (1) are autocorrelation and cross-

correlation functions of the input signal and output signal

z, o Yn & w It is shown that the distortion termd, is uncorrelated with

(8)

the input signalz,,, i.e., R.q (1) = 0.
PEAK-REDUCING| . T From (6) and (8), the peak-reducing signalis expressed
SIGNAL as
GENERATOR fe
Figure 2: Adding Signal scheme for PAPR reduction. cn = (a—1)z, +d,. 9)
Let #,. n=0.--.NL—1 bethel-times oversam- We see from (9) that, the peak-reducing signal depends on

led time-d in O ianal. wh < th ber of the distortion term resulting in the nonlinear process ef th
pled time-domain OFDM signal, wher® is the number o OFDM envelope.

subcarriers. The PAPR reduced signal is therefore exptesse several clipping techniquesit is obvious that in

by Eq. 9, the nonlinear clipping function is included in the
« parameter. In this paragraph, we give some possible
nonlinear function therefore some clipping techniques.

The peak reducing signal, is computed according to 1) Classical Clipping (CC) technique

Yn =Tp +Cn, n=0,--- NL—1. (6)

PAPR reduction techniques. In [15], is computed based The Classical Clipping (CC) proposed in [8] is one of
on an optimization algorithm (SOCP) in frequency domain, the most popular clipping technique for PAPR reduc-
while in [17], ¢, is computed in time domain based on tion known in the literature [8, 22]. It is sometimes
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CLIPPER

az, +d,

i
Figure 3: Peak-reducing signal generator block for cligpin
technique.

called hard clipping or soft clipping, to avoid any

confusion, it is called Classical Clipping (CC) in this

paper. In [8], its effects on the performance of OFDM,

including the power spectral density, the PAPR and

BER are evaluated. The function-based clipping used

for CC technique is defined below and depicted in Fig.
r, <A

5 (a).
fr) {A r>A

Where A is the clipping threshold. We derive now, a
bound for then parameter depending on the clipping
threshold. This derivation, could be performed for
every type of clipping function, but we restrict here
it to the classical clipping function Let us consider
the coefficiente defined in (8).

(10)

)

Ry (0)
e )
0 11
_E{rf(r)} 1
=5 = ,P—m/rf(r)p(r)dr,

where f (r) is the clipping functionP, is the OFDM
signal power,p (r) is the probability density func-
tion (PDF) of the OFDM envelope and{.} is
the statistical expectation operator. It can be shown
that, for a large number of subcarriers, the OFDM
envelope converges to Rayleigh envelope distribution.

Therefore,
p(’r):Q—Ze_%7 r>0 . (12)
Substituting the expressions ¢f(r) andp (r) given
by (10) and (12) into (11), we show that
i 2 ;i 2
o= PLI/TQ—me_;TdT—i— %/ATP—Ze_PTdT
0 0
A? 2 A? 2 A AV2
=1 (14+=)e Pr 4+ ¢ 7
( *Pz)e A +mﬁQ<m
A2 A A
=1l—e Po + —— —V2),
v ()
(13)
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Where% is the clipping ratio (CR) and) (.) is the
Q-function defined as

o0
A 1 _=
Q)= — /e T dr
27
xr

1
S 08
]
£
£ 06
&
c
Qo
S 04
=
()
o
o ‘ .
g 0.2 ‘ The coefficient a (Eq.7) F"
}_

0

-20 -10 0 10 20

A//P,indB
. ] i . A

Figure 4: The coefficientv as a function of =

Fig. 4 shows that the coefficient expressed in (13)
is an increasing function 0{/—% and converges ta
for 4= >5 dB.

Now, let us consider the clipping threshaltl suffi-
ciently large such a& =~ 1 but not very large, other-
wise any peak will be reduced, i.e\y—% approaches
5 dB. In this context, (9) becomes,

en=(a—1)x, +d,

~d,.

(14)

From (14), it can be concluded that, fe\/r% ap-
proaches5 dB, the peak-reducing signal is approx-
imately equal to the distortion term resulting in the
clipping of the OFDM envelope.

Heavyside Clipping (HC) technique: Often called hard
clipping, HC is used in [23] as a baseband nonlin-
ear transformation technique to improve the overall
communication system performance. The heavyside
function is expressed below and depicted in Fig. 5

(b).

2)

f(ry=A, ¥Yr>0.

The HC technique is a case of school, it is widely
used in theory but very rarely in practice. In [18] it is
demonstrated, that HC has the worse performances of
these four clipping techniques.

3) Deep Clipping (DC) technique

agreement with IARIA - www.iaria.org
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Deep Clipping has been proposed in [24] to solveC. Geometric Method for PAPR Reduction

the peaks regrowth problem due to the out-of-band The Geometric Method (GM) is an Adding Signal tech-
filtering of the classical clipping and filtering method. nigue that was proposed for the first time in [17]. The GM
So, in DC technique, the clipping function is modified technique is a backward-compatible technique, which means
in order to “deeply” clip the high amplitude peaks. it does not require any additional information at the reizept

A parameter called clipping depth factor has beenang the receiver should not be changed.

introduced in order to control the depth of the clipping.

The function-based clipping used for DC technique is

defined below and depicted in Fig. 5 (c).

. Yn
. . r<A o B NPty e
1+8
fry=4 A=B(r=A) , A<r<=7A ADDING ANALOG
0 r> E8A A — SIGNAL FILTER
’ B Af —=|GENERATOR | a, 1.
where3 is called the clipping depth factor. Figure 6: Principle of GM technique for OFDM PAPR
4) Smooth Clipping (SC) technique reduction.

In [25], a Smooth Clipping technique is used to

reduce the OFDM PAPR. In this paper, the function  the principle of the technique is to first generate an “artifi-
based-clipping for SC technique is defined below and;jg) signal” o (t), which is then modulated into intermediate

depicted in Fig. 5 (d). frequencyA f for give rise to an “adding signal* (¢), which
s 5 is in principle outside the useful band of the OFDM signal
Tt TS A x (t). The reduced signa} (¢) = = (t) + ¢ (¢) is modulated
fr) = g into RF frequency and then amplified. Immediately after
A, r>5A amplification, the adding signal is removed by a bandpass

27 52 analog filtering placed in the transmitter side. Fig. 6 shows
whereb = A" the diagram of GM technique.
These four clipping functions are drawn on Fig. 5 and In [17], the “adding signalc(t) is determined using a
have been completely studied and compared in [18]. In thgeometric approach. It is expressed by the below equation
litterature it exists other clipping function, among there w
may cite the ‘invertible clipping’ of [26]. All these clippg 0, lz (1) < A
techniques could be formulated as Adding Signal technique c(t) = { [Ae7¢®) — z ()] 2T, |2 (1)) > A

(as previously done in Section IlI-B1 and therefore could . . L
be transformed in TR techniques (see following sections). The_ me(_:han_lsm of GM technique for PAPR reduction is
described in Fig. 7.

D. Distortion Reduction in Adding Signal Techniques

;\"Nithout Ciiping & Hefivyside Clipping Some of Adding Signal techniques can create the peak

EA ‘ El reducing signal without any in-band and out-of band dis-
:é: Classical Clipping & tortion; this is the case of TR technique; we will go back
5 | S to the details of this technique. However, when the peak
3 | S reducing signal is generated based on nonlinear functions,
A" nput Amplitude Input Amplitude some distortion are also generated. The well-know Adding
(@ ®) Signal technique, in which some distortion are createdds th
clipping [8].
rithout Gioping L witbout Giping In [27], it is shown thgt, the pegk reducing signal
ZA BA L o calculated based on nonlinear functions, can be decomposed
2 o3 mooth Clipping~
= Deep Clipping = as follow
5 5 en = clf®) + (099, (15)
(’; Input Amplitude ’?d) Input Amplitude where,c'®) is the peak reducing signal component created

_ ) . . . in the in-band of the OFDM signal, whilé”®® is the peak
Figure 5: Functions-based clipping for PAPR reduction reducing signal component created in the out-of-band of the

OFDM signal.
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e Some peak regrowth reduction methods have been pro-
posed in the literature [22, 28]. A straightforward way of
0 peak regrowth reduction is the repeated of Adding Signal
Step 0 SN p— f and out-of-band distortion filtering. This method is propos
P 9 in [22] in the case of clipping and filtering. In [28], a peak
e M J regrowth reduction method based on the “deeply” clip the
Alf] Alf +Af] high amplitude peaks of the signal.
Step 1 AMiiiiny Ay f ) _
Spectrum of artificial and adding signal E. Overview of TR TEChmqueS
Af ) The TR technique [14-16] is an Adding Signal technique.
X[ A This technique has been studied mainly on the OFDM
step 2 205050 mm ; signal, without specification of a particular standard and

can be generalized to all types of multicarrier systems. TR

Spectrum of resulting signal A ) ) . i g )
technique is a pioneering method, particularly since it was

PR A J the first to be modeled as a convex optimization problem.
77777777 LAl The precursor of this technique & Tellado[14].
Step 3 AN ¥ The principal idea of TR technique is to reseVg sub-

carriers in the OFDM symbol on which will be added a
relevant information in order to change the time signal, so
Figure 7: Mechanism of PAPR reduction. as to reduce the dynamics of the signal envelope. In this
technique, the transmitter and receiver agree on the number
and the positions of subcarriers, which are reserved ty carr
Note that,CgllB) iS reSpOI’lSib|e to in'band diStOI’tiOl’l that the corrective Signa' for decrease the PAPR.
causes degradation of the BER where@8® is responsible |t should be understood that at the beginning, TR tech-
to out-of-band radiation that causes adjacent channetintenique is not backward compatible. Indeed when it was in-
ference (ACI) and affects systems working in the neighbotroduced for the first time by. Telladoin [14], the positions
bands. of so-called “reserved subcarriers” are not fixed (known in
In [8], the out-of-band distortion is mitigated by suppress advance), it assumes that the receiver must be informed by
ing the out-of-band component®®® of the peak reducing the transmitter on the positions dedicated subcarrierd use
signal ¢,,. This distortion mitigation is done by a digital to bring the “signal PAPR reduction”.

Filtering of resulting signal after amplification

filter based on FFT/IFFT. But the in-band compon In this paper, the TR technique will be implemented
is kept, reason why in clipping and filtering technique of using the “unused subcarriers” so-called “null subcastier
[8], the BER of the system is degraded. of the standards in order to make the technique backward

The process of the suppression of the out-of-band discompatible. The schematic diagram of the method is given
tortion in Adding Signal is shown in Fig. 8 in frequency in Fig. 9.

domain.
‘ Xo,
X (/] X4 x(t)
OFDM Signal — N /\ /\ /\
(XXX HHIXXNX . - -
SR f S VARV D
B/2 +B/2 : -
Xn=1l
cly] —
- c L
/ R O L
-Bi2 +B/2 ’ B2 +BI2 . c(t) : // \
Filtered “Peak Reducing Signal” “Peak Reducing Signal” . N i X(t)"' C(t) \
. . . . © O IFFET ! |
Figure 8: Out-of band distortion mitigation structure ldhse c ff*" A
P - N=1 !
on FFT/IFFT digital filter. — \ K

One drawback of out-of-band distortion suppression in
Adding Signal techniques is peak regrowth due to the Figure 9: lllustration of Tone Reservation Structure.
filtering of the peak reduction signal. Indeed, the digitéfi
based on FFT/IFFT truncates some of the information that The peak reducing signal, is carried by the reserved
is used to reduce PAPR and create some peak regrowth. subcarriers and the peak-reduced signal is given by
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CO CO - Co L
| NEo1 1 Ci _ | FREQUENCY| o &
n=1Tp+Cp = —= X+ Cyp) eV 16 : NL | . .| NL
U = @nten = kz_o (X +Cr)e ., (16) C ol eerl D | DOMAIN | P | cer
. ) Cni1 | FILTERING | Cui- ENL-
where0 < n < NL—1andC = [Cp, ---Cnr_1] is the set Sy | NLL NGt ONg

of peak-reducing subcarriers.
Let R = {ig, -~ ,in,—1} be the locations of the reserved Figure 10: Digital filtering-based FFT/IFFT.

subcarriers and leR¢ be the complement oR in S; . In

TR technique, the constraint af, is that C must satisfy

Cr = 0 for £ € (R°US,). On the other handX must passed unchanged while the data subcarriers and the OOB

satisfy X;, = 0 for k € R. X andC are not allowed to be components are setted to zero, i.e,

nonzero on the same subcarriers, i.e.,
Chk, keR

X, keRe Ck—H[Ck]—{ 0, ke(ROUS)

Cr, keR N
. : . The IFFT operation transfornts;,, back to the time domain.
Because ofR 'R = (), the BER of the system is not Thjs results in the filtered peak-reducing sigral at the
degraded. Because 6f;, = 0 for k£ € Ss, there is not out- output of the filter-based FFT/IFFT.
of-band radiation. o The relation between the input and the output of the
The only drawback of TR technique is the loss of troughputcE1/1FET pair-based filter is written as:
due to the reserved carriers to carry out the “peak reducing
signal’( which is the case, for example, in the DVBT2 i~ FUHIF 19
standard [2]). To minimize this loss, we propose to use o (HIF (en))), (19)
unused or nulls carriers of the standards as reserved arriewhere F represents the FFT functiot—! is the IFFT
(see Section V). function and# is the digital filter response in frequency
domain.
V. FROMR'AI;E?JlgﬁOS’LGTI\(I)A_FFIETCI;';EI'\?IUEISE;:ORPAPR According to (18), only the components af on the re-
_ ) ] ) Q_ ) ~ served subcarriers) are used for OFDM PAPR reduction;
In this section, we first describe the principle of the digita that is why, the resulting PAPR reduction technique is a TR
filter based on FFT/IFFT pair, which is used for the transfor-echnjque.
mation pf Adding Signal technique§ in TR techniqu_es. Then The FET/IFFT pair-based filter complexity as well de-
we de_rlve the algonth_ms of clas§|cal a_nd adaptlve. transfined, depends only on the complexity of utilizing the
formation of Adding Signal techniques in TR techniques.FET/IFFT pair and is approximated @ (N L log, NL).
Finally, we evaluate their computational complexities. The principle of FFT/IFFT pair-based filter for transfor-

Using the same principle of out-of band distortion sup-mation of Adding Signal techniques in TR techniques is
pression based on FFT/IFFT digital filtering, we have pro-shown in Fig. 11.

posed in [1] for the first time the idea of the transformation
of PAPR reduction techniques into TR techniques based >§[/]0FDM Symbol
on FFT/IFFT digital filtering. In [1], the classical clipgin
technique is transformed in TR technique for WLAN (IEEE
802.11 a/g) PAPR reduction. In this paper we propose

(18)

Xy +Cp = { (17)

-
%3 Reserved Subcarriers

Data Subcarriers

SR,
K
B
SO

N DOOOOE
+ PO

@

B/2

an improvement of the classical transformation algorithm ®C[.f] Sl 4in
initially described in [1] by adaptively transform Adding AR 1 m r
Signal techniques to TR techniques. The new algorithm will @ | @ - Ry
be called adaptive transformation algorithm. Both aldnis -B12 +Bi2 f -B12 vB2 f
are very similar and are both based on FFT/IFFT digital Filtered *Peak Reduction Signal® "Peak Reduction Signal”
filtering. *
A. The Digital Filter Based on FFT/IFFT Principle Y] =Xf]+Cl]

Let ¢,, the signal at the output of the IFFT/FFT pair based R B
filter as shown in Fig. 10. RS

f

The FFT/IFFT pair-based filter consists of a FFT op- “Bi2

eration followed by an IFFT operation. The forward FFT ) ) )
transformsc,, back to the frequency-domain. The discrete Figure 11: FFT/IFFT pair-based filter for transformation to

frequency components ef, on the reserved subcarriers are TR technique.

B
PAPR Reduced Signal
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In the same way as the out-of band distortion mitigation, The scaling factoﬁf);)t is the solution of the optimization
the digital filter based on FFT/IFFT remove a part of problem, which is formulated as

the information, which is used for PAPR reduction and
create some peak regrowth. For both classical and adaptive

transformation algorithms, the repeated adding and filteri

B, = ] 23)

An exact solution of Eq. (23) exists but leads to a high

argmﬁin {max ’xﬁf) + B&S)

signal for PAPR reduction is used to reduce the pealf:omputation complexity. An alternative solution to Eq. )23

regrowth phenomena.

Now let go to the details of classical and adaptive translzg]

formation algorithms.

B. Classical Transformation (CT) Algorithm
In this subsection, we describe the classical transfoonati

algorithm of Adding Signal techniques for PAPR reduction

is a low computation complexity suboptimal solution. In

it is shown that, a suboptimal solution of Eq. (23) is

iven by minimizing the total power of the samples with

Engf) +E§f) > A, where A is the magnitude threshold.
olving Eq. (23) leads to

1t°'(|)tthe TR techniques, which is based on the FFT/IFFT digital 5(()2 = arg Inﬁin Z ’ng) + Bed (24)
ilter. e

In order to reduce as much as possible the PAPR, the e
CT algorithm is based on an iterative algorithm, which thewhere, S = {n: |2 +&7| > A}. The above mini-

principle is as follow:

« Set up the locations of the reserved subcarrférand
the maximum iteration numbeX/;.,., and choose the
function for PAPR reductiorf (.).

o Set upi = 0, Wherexéo) = z, is the time-domain
OFDM signal.

« Compute the(i)-iteration PAPR reduction signal as:

NG

wherefa = F~'oH o F is the FFT/IFFT based digital
filter response in time domain.
» Compute thgi + 1)-iteration PAPR reduced signal as:

(20)

gt = 20 4 &0 (21)

mization problem is
solution is given by

a linear least-squares problem and the

S @0
nGSI(f)

Blpe = e (25)
> ew
nesé“
where(.)* is the mathematical conjugate function.
The complexity of calculating ﬂf);)t is O(WN,),
where N, is the size of S,(f). After  Niier
iterations, the AT-algorithm complexity can be

approximated to A, [O (NLlogy NL) + O (N,)]
O (Niter NLlogy, NL).

V. TRANSFORMATION OFADDING SIGNAL TECHNIQUES

It must bear in mind that, the system complexity grows FORPAPRREDUCTION TOTR TECHNIQUES IN AWLAN

linearly with the number of iterations. The data processed

by this algorithm in this paper argé over-sampled OFDM
symbols. The complexity of computationnal & ) for each
iteration isO (N L log, N L) becausga, which is the digital

SYSTEM CONTEXT

In this section, based on the above analysis, using the CT
and AT algorithms, we propose to transform the classical
clipping technique [8] and the Geometric PAPR reduction

filter response is based on a backword FFT followed bytechnique [17] into TR techniques for PAPR reduction of the
a foreward IFFT. Assuming thadj., is the maximum Wireless Local-Area-Networks (WLAN) system based on
number of iterations, the CT-algorithm complexity can belEEE 802.11a/g standards. In the first subsection we provide
approximated t@ (Nier N Llogy NL). the caracteristics of the IEEE 802.11la/g standards.Then
using the two CT and AT algoritms in the second subsection,
we give the obtained results .

The AT-algorithm for the transformation of Adding Signal A. The IEEE 802.11a/g standards based WLAN system
techniques to TR techniques is based on the CT-algorithm. In |, \WLAN IEEE 802.11a/g standard IFFT size (N) is
distinction of the CT-algorithm, the AT-algorithm scalé®t 4 Oyt of these 64 subcarrierds subcarriers are used

PAPR reduction signal,’ by an optimal scaling factos{,,  for data, while4 subcarriers are used for pilots. The rest

C. Adaptive Transformation (AT)-Algorithm

. . opt
in order to outperform the PAPR reduction performance. s supcarriers are unused (null) subcarriers located at the
Whereby the PAPR reduced signal for AT-algorithm, atpositionsR = {0,27,---,37} of the IFFT input.

(i + 1)-iteration, is written as: The IEEE 802.11a/g Standard specifications are given in
[30] and the transmit spectral mask requirements is shown
in Fig. 12.

(D = o0 4 B0l (22)
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required PAPR of the signal(¢) to obtain a specific value
of the CCDF. Another aspect of performance evaluated in
this paper is the average power variation denaidsl and
expressed as

AE = 101log; <%> , [in dB]

x

b Lo L b whereP, is the average power of the signal(t), while
3 20 41 o0 e i1 20 30 P, is the average power of the signa(t).
frequency offset [MHz] We also draw PSD of the signal in order to check if, after
Figure 12: Spectral power mask of OFDM based WLAN. the TR mitigation method, the PSD still respects the WLAN
mask of Fig. 12.
Fig. 13 shows the peak power reduction results of
B. Simulation results Classical-TR-CC technique for different iterations. Simu
. “Classical-TR-CC” and “Adaptive-TR-CC” are the TR lation results from_ Fig. 1_3 shqws that the reduction in
. : . . PAPR increases with the iterations number. For example,
techniques resulting of the transformation of classical 9 T .
clipping technique based on the CT and AT algorithm at 10~ of the. CCDF, the reduction in PAPR for Classical-
respectively, STR-CC technique is about.75 dB, 1.75 dB and2.75 dB

« “Classical-TR-GM” and “Adaptive-TR-GM" are the TR for Niter = 1,3 and5 respectively.
techniques resulting of the transformation of Geometric

PAPR reduction technique on the CT and AT algorithms 10° iy
. - - IV ORNLE - - = Original WLAN Signal 4
respectivey. gz --gcocos =3 -~ Classical-TR-CC (N, =1)]
In this section, we evaluate the performance of the foul R - ©- Classical-TR-CC (N, =3).1
TR techniques in a WLAN PAPR reduction context. For T T R T I\ [ Glessiea TRCC (N, 9
simulation results, only the unused subcarriers of the WLAN  g10"===5zczpzocex = Nszzzgz2:2:23
standard shall be utilized for PAPR reduction. The configu- & [~--7---7°°- 3%5 aSa e
. . . . . . & fmmm s =S B e e
ration, which is used for the simulations shown in Tab.l. o T D o
:|‘_ 777"\777T777\7\\77®777\7777777\7777
8 | | [BEAY \\ |
System Parameter Parameter Value "’107?55gzzz%zzz:z"zzlf\:::—— £Izzizzzg
: s Rt o e e B it ettt
Modulation Scheme 16-QAM DDt SRl SO S SRS 72 W A
Number subcarriers N =64 SRS N SO T M U ~ol]
Number of data subcarrier 48 . ; ; ; ; ;
10
Number of pilot subcarrierg 4 4 5 6 7 (p[ir?dB] 9 10 n 2
Oversampling Factor L=14
Channel Model AWGN Figure 13: PAPR reduction performance for
Clipping Ratio (CR) A _5dB Classical-TR-CC technique for different iterations.
Py
Table I: Simulation Environment The reduction PAPR performance of the Adaptive-TR-

CC technique for iterations numb@f;;.,. = 1,3 and5 are

The distribution based on the CCDF is used to evaluate thBlotted in Fig. 14 based on the CCDF curve. This figure
performance in terms of PAPR reduction of the system, thérovides the same conclusion as Fig. 13, i.e., the reduction
BER metric is used to evaluate the transmission performand® PAPR increases with the iterations number.
of the system over an AWGN channel and the Power From Figs. 13 and 14, it is shown that the performance
Spectral Density (PSD) of signals will be evaluated. in PAPR reduction from CT algorithm as well from AT

We evaluate also the high signal fluctuations of the PAPRIGOrithm increases with the number of total iteratigtg.,.
by determining the performance in terms of PAPR reduction Simulation results also shows that, for a givéf.,

defined as Adaptive-TR-CC technique is better than Classical-TR-CC
technique in terms of PAPR reduction and Adaptive-TR-CC
APAPR=PAPR,, — PAPR,, in dB] technique withA\:., = 3 gives the same PAPR reduction

performance as Classical-TR-CC technique wifh., = 5.
where PAPR is the required PAPR of the signal(t) to It must bear in mind that, the system complexity grows
obtain a specific value of the CCDF, while PARRis the  linearly with the number of iterations.
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—O—"Classical-TR-GM” pourN., = 1

s e e e |

Original WLAN Slgnal = 35 J J “ ical-TR- ” =
_ 3K~ Adaptive-TR-CC (N,_=1) ! : —</—"“Classical-TR-GM” pourN, = 3
- ©- Adaptive-TR-CC (N, =3)| -| Bpom d-—momn| —k—"Classical-TR-GM” pourN., = 5
-7/~ Adaptive-TR-CC (N, =5)| | " — A “Classical-TR-GM” pourNj, = 10
= ! D |
z | !
x ks
S
£ 3
: L
Q —
() «T
)
e
@
o
,,,,,,,,,,,,,,,,,,,,,,, <
4
@[in dB]
Figure 14: PAPR reduction performance for 7= [dB]
Adaptive-TR-CC technique for different iterations. Figure 15: PAPR reduction performance of the
Classical-TR-GM technique for different iterations humbe
Mter-

AT algorithm provides significant reduction in PAPR than
CT algorithm at the same number of iterations; and AT
algorithm with ;.. = 3 provides the same PAPR reduction
performance as the CT algorithm witN;;., = 5. This
means that at the same PAPR reduction gain, CT algorithm
is 5/3 ~ 2 times more complex than AT algorithm.

Fig. 15 shows the PAPR reduction performance accordm@
to A for different iterations. It shows that the reduction o
in PAPR increases with the numbaf,., of iterations. It
also shows that, for a givenfzter, the maximum in PAPR
reduction is achieved forf ~ 4 dB and drops td) dB
from ip > 11 dB. The maximum PAPR reduction of
the ClasélcaI—TR—GM technique at the valuel6f? of the
CCDF is2 dB, 2.5 dB, 2.75 dB and3 dB for N, = 1, 3, -0.05
5 et 10 respectively.

The reduction in PAPR decreases wi increases for
the simple reason that, when the “ thresholdi”increases
(i.e whenf increases), there are fewer and fewer samples
of the multicarrier signal that satisfy the conditipn,| > A.
Therefore, there will be fewer and fewer PAPR reduction.

The study of variation in the average power in thelndeed, the different techniques used for PAPR reductien ar
Classical-TR-GM technique (refer to Fig. 16) shows thatTR techniques, as in TR techniques the data subcarriers and
the average power of the transmitted signal increases witthe PAPR reduction subcarriers are orthogonal, so the BER
the reduction of PAPR. It is clear that fdf;;.,, = 10 where  of the system is not corrupted.
the PAPR reduction is most significant, the increasing of the Fig. 19 and Fig. 20 show the PSD of signals after inves-
average power is the most important. tigating the PAPR-reduction algorithms. All the spectrums

Fig. 17 shows the transmission performance for Classicalrespect the WLAN spectral specifications. However, the
TR-CC and Adaptive-TR-CC techniques over an AWGN level of spectrum under the PAPR reduction subcarriers with
channel. Fig. 18 is the BER performance for Classical-TR-AT algorithm is higher than the level of spectrum with CT
GM and Adaptive-TR-GM techniques, algorithm. Indeed at the same level of iteration, the povier o

These simulation results show that the BER performancéhe PAPR reduction signal with AT algorithm is higher than
of the system using the different PAPR reduction techniquethe PAPR reduction signal power with CT algorithm, that is
matches with the conventional BER; this means that the BERvhy the performance in PAPR reduction with AT algorithm
of the system is not degraded by the different techniqueds better than whose with CT algorithm at the same number

T T T
-| —&—“TR-MGA" pour N, = 1 E
—¢— “TR-MGA’ pour Ny, =3

—%— “TR-MGA’ pour N, =5
— e “TR-MGA" pour N, = 10

Py/Pe

AF

25 é 7.5 10 12‘.5 15
% [dB]
Figure 16: Average power ratio of the Classical-TR-GM
technique for different iterations numbaf;., ..
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Figure 19: PSD of signals using “CT-CC” and “AT-CC”
Eb/NO [in dB] PAPR reduction techniqué\j;e, = 3).
Figure 17: BER performance for Classical-TR-CC and
Adaptive-TR-CC techniques over an AWGN channel. 0 1
o 5 —— WLAN Spectral Mask ||
el .
—— Original WLAN Signal > -10} Xijasstl_cal-;l'g-gl\l\//ll
10 | - ¥-Classical-TR-GM N, = 3) @ aptve- -
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Figure 18: BER performance for Classical-TR-GM and have proposed two transformation algorithms to transform

Adaptive-TR-GM techniques over an AWGN channel. &1 Adding Signal techniques into TR techniques in order
to benefit of the TR advantages. As the transformation

in TR technique is a low-complexity process (about the
of iterations. FFT/IFFT complexity), the obtained technique results in

Despite the high level of the PAPR reduction signal® low-complexity TR technique. In order to increase the

spectrum resulting to AT algorithm, the WLAN spectral Performance in PAPR of the obtained TR technique, the
specifications are respected. process of the peak reducing signal computation followed

by filtering must be repeated several times.
VI. CONCLUSION Later in the paper, the classical clipping technique [8]
TR is a popular PAPR reduction technique that uses a setnd the Geometric PAPR reduction technique [17] are trans-
of reserved subcarriers to carry the peak reducing signaformed into TR techniques for PAPR reduction. CT and
Because of its many advantages, TR seems to be promisirAl algorithms proposed in this paper are applied and the
for use in commercial systems. performances of these two techniques are evaluated through

2011, © Copyright by authors, Published under agreement with IARIA - www.iaria.org



the BER, PAPR reduction, as well as DSP of resulting
signals, in the WLAN context.

From simulation results, it is shown that, AT algorithm
provides more reduction in PAPR than CT algorithm at the
same computational complexity; but leads to an increas
in the level of the PAPR reduction signal spectrum that
nevertheless respects the standard spectral specifigation

We can conclude that: to transform any Adding Signal
technique into TR technique, AT transformation algorithm
should be preferably used.
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