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Abstract - The rapid deployment of multimedia services on 
mobile networks together with the increase in consumer 
demand for immersive entertainment have paved the way for 
innovative video representations. Amongst these new 
applications is free-viewpoint video (FVV), whereby a scene is 
captured by an array of cameras distributed around a site to 
allow the user to alter the viewing perspective on demand, 
creating a three-dimensional (3D) effect. The implementation 
on mobile infrastructures is however still hindered by intrinsic 
wireless limitations, such as bandwidth constraints and limited 
battery power. To this effect, this paper presents a solution 
that reduces the number of uplink requests performed by the 
mobile terminal through view prediction techniques. The 
implementation and performance of four distinct prediction 
algorithms in anticipating the next viewpoint request by a 
mobile user in a typical FVV system are compared and 
contrasted. Additionally, each solution removes the jitter 
experienced by the user whilst moving from a view pattern to 
another by allowing some hysterisis in the convergence signal. 
Thus, this technique enhances the performance of all the 
algorithms by taking into consideration the fact that the user 
adapts to the presented views and will react accordingly. 
Simulation results illustrate that an uplink transmission 
reduction of up to 96.7% can be achieved in a conventional 
FVV simulation scenario. Therefore, the application of 
prediction schemes can drastically reduce the mobile 
terminal’s power consumption and bandwidth resource 
requirements on the uplink channel.  
 

Keywords - Free-Viewpoint; Multiview video; Prediction 
algorithms; Wireless transmission. 

I.  INTRODUCTION  
Video streaming solutions have experienced endless 

development in the course of time, from a relatively poor 
image quality, as far as the human senses are concerned, to 
forms of presentation which strive to present an increasingly 
better quality of experience [2], [3]. Driven by technological 
developments, the drastic reduction in the cost of imaging 
hardware equipment, together with the intensification of 
clientele expectations, the interest in interactive multiview 

services has augmented from academic and industrial 
perspectives alike [4]–[6]. Multiview video technologies 
provide the potential for innovative applications to be 
developed in order to facilitate and enhance the experience 
of scenes from a 3D perspective without the burden of 
restricting hardware [7], [8]. The latter feature, aids the 
commercial implementation of such a technology, especially 
in the end user entertainment market, by systems such as 
Free-Viewpoint television (FTV) [9]. 

Free-Viewpoint Video (FVV) provides the potential to 
expand the viewers experience far beyond what is presented 
by current conventional multimedia systems [10]. In such an 
innovative visual media technology, the user can observe a 
three-dimensional panoramic scene by freely changing 
perspective [11], [12]. Acquisition techniques for the 
realization of FVV entail a unique scene captured from 
multiple views via the deployment of a number of cameras 
distributed around the site, [13], as portrayed in Fig. 1.  The 
hardware needed for multi-camera systems and for displays 
is rapidly developing, with new solutions being 
experimentally deployed [7], [9], [14], and [15].  

Architectures that utilize a dense scene capturing 
framework can render a more complete FVV experience to 
the user. Nevertheless, feasibility constraints demand that the 
amount of scene sampling hardware employed is restricted 
[16], as this presents a linear increase in raw video data that 
necessitates processing [17]. In addition, spatial proximity of 
cameras must adhere to the physical limitations of the 
equipment [18]. Thus, the sole method for FVV viewers to 
observe a video stream of uninterrupted standpoints without 
being constrained to the actual camera locations is by the 
adoption of Video Based Rendering (VBR) techniques [19]. 
These methodologies apply computationally intensive 
Intermediate View Rendering (IVR) algorithms to synthesize 
virtual viewpoints between actual cameras as illustrated in 
Fig. 1. This process is therefore compulsory to provide 
gradual view changes in perspective from one actual camera 
location to another and its quality is directly responsible for 
the vividness of FVV experience [20].  
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Figure 1.  Block diagram of the entire system representing the scene being 
captured by multiple cameras, video-based rendering servers, the streaming 

server, and the wireless network. 

Simultaneous to the advancements registered in 
multimedia, the field of mobile computing has witnessed a 
parallel growth rate. Nowadays, emerging mobile client 
devices are all fitted with a liquid crystal display screen and 
sufficient processing power to allow real-time presentation 
of multimedia information [21]. A similar trend is 
furthermore witnessed in the infrastructure of emerging and 
future wireless systems, which provide sufficient bit rates for 
the implementation of video communication applications 
[14]. Thus, this opens the way for motion video to become 
one of the major multimedia applications [6]. Nonetheless, 
this technology imparts a significant burden on the network 
infrastructure due to its strict latency requirements and 
wireless bandwidth restrictions. Furthermore, the harsh 
wireless transmission environment presents a supplementary 
range of peculiar technical challenges such as attenuation, 
fading, multi-user interference and spatio-temporal varying 
channel conditions [22]. Such issues, together with current 
business models in wireless systems, whereby the end-user’s 
costs are proportional to the reserved bit-rate or the number 
of bits transmitted over a radio link [23], drive future 
multimedia network systems to provide a more efficient 
framework for the deployment of services.  

A further impediment encountered in the implementation 
of FVV technology is intrinsic to mobile devices, since the 
latter are severely constrained in energy resources, storage 
capacity and processing power [24]. The combination of 
these obstacles makes the transmission of several views for 
virtual viewpoint rendering at the mobile terminal 
impractical under several perspectives. Thus, a sensible 
implementation for FVV is to implement real-time video-
based rendering (VBR) techniques on customized processing 
architectures at the server’s side and transmit only the 
required view to the mobile terminal [25], [26]. Inherently, 
this strategy demands the implementation of a feedback 
channel from the mobile device to request the required view 
perspective stipulated by the user. This necessitates that a 
request is made on the uplink channel at every video frame 
interval to request a perspective view. Alas, such a situation 
leads to substantial service delays, bandwidth usage and 
terminal power consumption. 

This paper builds on [1] to present a solution which 
reduces the amount of feedback transmissions generated by 
the mobile terminal during free-viewpoint operation. Several 
prediction strategies are thoroughly investigated for adoption 
on the multimedia server to forecast the ensuing user’s view 
request. The algorithms necessitate that feedback uplink 
packets are only sent when the received perspective does not 
match the users demand viewpoint. Hence, the server 
interprets the lack of feedback as a confirmation that the 
correct estimate was transmitted. If a feedback packet is 
received, the server is notified of the viewpoint prediction 
error, at which point the algorithm is retrained to converge to 
the new FVV pattern. Such a strategy presents the 
infrastructure with a reduced amount of transmission from 
the mobile terminals, which in turn preserves their battery 
power and reduces the uplink bandwidth utilization. The 
algorithms implemented also manage to minimize the round-
trip delays incurred by the system due to the otherwise 
continuous transmissions on the uplink channel. 

This paper is organized as follows; the prediction 
algorithms studied in this work are examined and discussed 
in Section II together with the details on the respective 
parameters employed. Section III discusses the 
implementation strategy adopted for each algorithm. 
Following this, Section IV presents the simulation results 
and highlights the curtailment in feedback transmission 
attained by each solution. To further aid understanding, this 
section also gives a quantitative measure description of the 
battery power saved. Finally, comments and conclusions are 
presented in Section V. 

II. VIEWPOINT PREDICTION ALGORITHMS 
The successful implementation of prediction algorithms 

for system behavior estimation demands the utilization of a 
subset of the observed readings acquired previously from the 
system, to construct the original set of data within some pre-
defined precision tolerance [27]. Viewpoint prediction is 
achieved by exploiting a combination of received data from 
the feedback channel, preceding data predictions, and a priori 
knowledge of the system’s operation methodology. This 
work studies and compares the performance of the following 
four algorithms; Least Mean Squares, Kalman Filter, 
Recursive Mean Square, and Linear Regression, adopted 
specifically for FVV application in an effort to reduce uplink 
transmission requests and increase the battery lifetime of 
mobile terminals. 

A. Least Mean Square Algorithm 
Originally proposed in [28], the least mean square (LMS) 

algorithm consists of an iterative process of successive 
corrections on a weight vector which ultimately lead to the 
minimum square error between the received and derived 
signals. The algorithm provides several advantages for 
implementation in real-time scenarios particularly due to its 
low computational complexity. Furthermore, inherent to its 
iterative nature, the algorithm is suitable for slow time-
varying environments since it exhibits a stable and robust 
performance [29]. 
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The general function of the LMS algorithm is defined as: 

   ∑
=

−×=
N

i
i inxnwnx

1

)()()(ˆ   (1) 

where x̂  denotes the estimated input signal n, wi represents 
the current system weight vector, and x(n – i) corresponds to 
the set of delayed inputs.  

In order to derive the prediction error, e(n), the estimated 
value is subtracted from the real input value x(n): 

 )(ˆ)()( nxnxne −=      (2) 

The system weight vector is then modified using: 

 )()()()1( nenxnwnw μ+=+          (3) 

As can be seen in (3), the rate of adaptation of the 
algorithm is directly dependent on the step size μ, which 
influences the speed of convergence, and on the order of the 
algorithm N. The computational complexity for executing 
each iteration can be summarized as 2N+1 multiplications 
and 2N additions. After simulation trials, a value of five filter 
weights was deemed apt, as this was able to sufficiently 
restrain the processing load whilst still providing sufficient 
precision as to avoid excessive overshoots whilst the filter 
weight vectors were converging to the reference signal. The 
values for learning rate variable μ were determined through 
heuristic techniques. This parameter was furthermore 
adapted during run-time by initially assigning a large value 
to speed up convergence towards the reference signal, and 
then decrease it to a more temperate one, to reduce overshoot 
and allow more precise corrections as the weight vectors 
approach convergence. 

B. Kalman Filter Algorithm 
The Kalman Filter introduced in [30] is primarily a 

recursive algorithm notably suitable to address the estimation 
problem for linearly evolving systems [31]. Apart from its 
practical demands being apposite for real-time applications, a 
convergence to a stable steady state is guaranteed by the 
filter [32]. 

Prediction of the forward state is performed by 
multiplying the current system state xk with the state 
transition matrix A as illustrated in (4): 

                     kk xAx ×=+1ˆ     (4) 

The Kalman filter also forecasts the predicted error 
covariance and makes use of this value together with an 
observation matrix H to compute the Kalman gain K. 
Following the acquisition of a measurement of the system 
output zk, this is used to update the estimate value xk+1 using:  

 ( )111 ˆˆ +++ −+= kkkk xHzKxx   (5) 

The obtained positional measurement of the scene is 
compared with the previous value, and since the 
measurements are done within constant time intervals, the 
view change request rate can be calculated. This new value is 
employed to update the input vector xk+1. Finally, the error 
covariance is amended for the next iteration. 

C. Recursive Least Square Algorithm 
The Recursive Least Square (RLS) algorithm aims at 

achieving the minimization of the sum of squares difference 
between the modeled filter output and the desired signal [33] 
by calculating the optimum filter weights. This is attained 
using an exponentially weighted estimate of the input 
autocorrelation and cross-correlation [34]. Owing to the 
prediction filter nature of the algorithm, the learning mode 
operation entails an iterative process whereby current weight 
vectors are used to generate data prediction in the future, and 
subsequently measurement data is considered as reference 
for updating the internal weight vectors. 

An intrinsic property of the adapted RLS is the capability 
to pursue fast convergence in time-varying environments 
even in cases where the eigenvalue spread of an input signal 
correlation matrix is large [35]. Unfortunately, the latter 
benefit is achieved at the cost a substantial increase in 
complexity, which during implementation has an order of 

(N²) FLOPS per sample, with N being the filter length [36], 
and an increased sensitivity to mismatch is registered in 
comparison to the structurally similar least square algorithm 
[37]. When new samples of the incoming signal are received, 
the coefficient vector updates the solution for the least 
squares problem in recursive form using [38]: 

 ),()()()1( kekgkwkw +=+  (6) 

where w(k) is the coefficient vector of the adaptive filter at 
time k, N is the length of the latter vector, e(k) symbolizes 
the difference between the generated filter output and the 
desired signal, and g(k) represents the Kalman gain. To 
render the algorithm feasible for real-time applications, and 
thus reduce the computational cost incurred by the RLS to 
execute the necessary matrix manipulations upon every 
epoch, the matrix inversion lemma technique [33] is applied 
to obtain a simple update for the inverse of the data input 
equation: 

 [ ],)1()()()1(1)( 111 −−−= −−− kPkxkgkPkP T

λ
 (7) 

where x(k) is the input data vector, and λ ∈ (0,1] is called the 
forgetting factor. This parameter has direct influence on the 
memory of the algorithm, with the upper bound value of 
unity assigned to imply infinite memory and is hence only 
suitable for statistically stationary systems. The algorithm 
contains no a priori information on the system at 
initialization, thus, an approximate initialization technique is 
employed for the covariance matrix by setting P-1=δI, which 
is representative of a scaled version of the identity matrix 
[38]. 
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D. Linear Regression Algorithm 
The statistical method defined by the Linear Regression 

(LR) algorithm is capable of modeling the relationship 
between two or more variables, by deriving a linear equation 
to fit the observed data using a least squares metric [39]. The 
implementation of a linear model provides several 
advantages for a real-time system, particularly due to its 
computational simplicity and inherent ease of use [40]. The 
validity of this statistical technique is held under the 
assumption that the output has a linear dependence on the 
input [41], thus the system model can be composed in the 
form: 

 ,01 εββ ++×= XY
)

 (8) 

where the output predicted value Ŷ  is expressed for a given 
dependent variable input X. The additional amount ε 
represents the residual error from the regression line, whilst 
the variables in the model function β0 and β1 are referred to 
as the model parameters and are estimated from a training set 
of n observations, in the form of (X1,Y1),(X2,Y2),…,(Xn,Yn), 
using [42]: 

 ,
)(

)()(

1

2

1
1

∑

∑

=

=

−

−×−

= n

i
i

i

n

i
i

XX

YYXX
β  (9) 

 ,10 XbY ×−=
)

β  (10) 

where the statistical values X  and Y represent the means of 
the respective variables.  

Equations (9) and (10) are only computed whilst the 
algorithm is operating in the training phase so that the model 
functions converge. Once the aforementioned parameters are 
established, the algorithm operates in offline mode, and the 
computational load for executing the LR algorithm on the 
server, is only that of computing a single multiplication and 
two additions to derive the predicted output. 

III. IMPLEMENTATION OF  THE PREDICTION ALGORITHMS  
The prediction techniques studied attempt to reduce the 

amount of feedback transitions necessary on the uplink 
channel. This is performed by combining a priori 
information regarding the system implementation together 
with dynamic data of the user’s previous viewing motion to 
forecast the user’s future observation points.  

The characteristics of each algorithm are scrutinized and 
their implementation for the specific scenario presented in 
FVV is analyzed. The various parameters demanded by 
either technique are optimized in respect of the unique 
features of the FVV structure by applying heuristic 
approaches or taking into consideration the intrinsic nature of 
the system. 

A. Least-Mean Square Algorithm 
The LMS algorithm was implemented in a dual topology 

configuration were two identical adaptation algorithms were 
executed simultaneously on the mobile terminal and server 
alike. Implementation of the system involved the adoption of 
the LMS algorithm to estimate the view required by the user. 
The prediction of the desired perspective is achieved from 
interpretation of the preceding readings as well as the 
adapted LMS weight coefficients. Via this implementation, 
both sides of the network are able to generate equivalent 
estimates that keep the system synchronized whilst adapting 
to the dynamic user perspective demands. 

At the mobile terminal, a comparison between the local 
predicted and the actual input readings is executed iteratively 
yielding a dynamic error assessment. When the current error 
in prediction exceeds a pre-defined tolerance threshold, the 
mobile terminal interprets the situation as a change in the 
user’s input pattern. Although, by adapting the learning rate 
parameter during execution, the system quickly re-aligns its 
weight vectors to the new input pattern, the inconsistencies 
of the weight vectors during the conversion still allow for a 
suitable error signal to be detected by a comparator; hence 
triggering a change in the state of the network. In this 
situation, the mobile terminal attempts to re-synchronize its 
LMS algorithm with that of the server by training both filters 
for twenty iterations. During this period of online operation, 
the current user input pattern is considered as the reference 
signal, and transmitted to the server such that the weight 
vectors of both LMS algorithms converge to the new pattern.  

Subsequent to the elapse of the training phase, both 
systems are turned offline again, whereby the reference 
signal for the local LMS algorithm is taken to be the former 
predicted value. During this state, provided that no new 
feedback from the mobile terminal is received at the server, 
the server assumes that its estimate is correct and thus 
transmits the predicted view. Via this methodology, the 
server is capable of tracking the predictions done by the 
mobile terminal without the requirement of constant 
transmission requests to update the current viewpoint state. 

B. Kalman Filter Algorithm 
The Kalman Filter system topology involved the 

implementation of the algorithm solely on the network 
server. The filter toggles between an online state and a stand-
alone mode during operation. Initially, the mobile terminal 
commences by transmitting on the uplink channel a training 
sequence in order to converge the filter’s output, computed at 
the broadcasting server node, to the pattern being viewed by 
the user. Following this initialization epoch, the algorithm 
converts its operation mode to a stand-alone state. In this 
form, the Kalman filter computes the prediction algorithm by 
utilizing the previous state vector values and error covalence 
as the observed measurement. In this way, the server 
forecasts the view number that would be demanded by the 
user and transmits the respective video perspective to the 
mobile terminal. 

A comparison between the predicted and the actual input 
reading is executed on the mobile terminal during every 
iteration, yielding a dynamic error assessment. The latter 
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value determines the state in which the system will operate 
by reference to a threshold error value. When the error value 
exceeds this limit, the mobile terminal transmits the first 
packet of data on the uplink, and subsequently the system 
implemented on the server node moves to online mode. In 
this training condition, the Kalman filter receives a sequence 
of the current user inputs for the desired viewpoint sequence 
as its reference signal from the mobile terminal via the 
feedback channel. An array of fifteen values is needed by the 
Kalman filter to converge to the new pattern of views. When 
the pre-defined amount of training iterations elapses, the 
system is redirected to offline stand-alone mode, where no 
information is required from the mobile terminal, thus 
reducing the feedback transmissions. In this mode, unless a 
transmission is received at the server, the previous prediction 
is considered as correct, and this computed value adopted as 
the observed measurement for the following epoch. 

C. Recursive Least Square Algorithm 
Similar to the Kalman filter infrastructure, the RLS 

system involves the adaptation of the algorithm on the server 
node to track the user demands for FVV viewing. Each time 
a discrepancy between the received view and the user’s 
demanded one is noted, a training set composed of eight 
samples is transmitted from the mobile terminal. Upon 
receiving the initial feedback packet, the server turns the 
RLS algorithm in online mode and commences a training 
routine. A recursive approach is utilized during this period 
by the algorithm to adapt to the new linear viewing pattern. 
Following the successful convergence, the RLS algorithm is 
turned back offline, and the server predicts the views that 
will be demanded by the user using the algorithm’s compiled 
values. 

D. Linear Regression Algorithm 
To track the FVV viewpoint user demands, the linear 

regression algorithm was also implemented solely on the 
server node. Due to the inherent nature of the FVV system 
operation, the algorithm was limited to a linear first-order 
model, to reduced complexity whilst still providing reliable 
accuracy in the regression line generated. Since observations 
done at the mobile terminal are inputted directly by the user, 
there are no sources of error during the acquisition of 
information. This feature was exploited to curtail the training 
set of measurements used by the algorithm to only two 
samples, which is the minimum amount of observations 
required for the LR algorithm to produce a robust regression 
line. 

After training, the mobile terminal simply checks 
whether the received view matches that demanded by the 
user. If the prediction is correct, the mobile terminal refrains 
from transmitting feedback, and the server assumes that the 
estimate it has calculated is correct. Otherwise, feedback 
view information is delivered to the server which will wait 
for the second data packet to be transmitted before restarting 
the execution of the algorithm. 

IV. SIMULATION AND RESULTS 
Free-Viewpoint Video systems provide the user with the 

ability to autonomously decide upon the perspective that is 
observed in a particular scene. This level of interactivity 
intrinsically implies that a substantial amount of information 
is exchanged between the user and the host of the system. In 
the mobile video applications scenario, such data 
requirements entail bi-directional communication between 
the mobile terminal and the network server on the wireless 
infrastructure. Establishing such an infrastructure, demands 
bandwidth utilization to support both the streaming video 
sequences on the downstream as well as viewpoint requests 
on the uplink channel. 

A. Simulation Overview 
To objectively simulate and analyze the employment of 

the free-viewpoint structure embedded by the prediction 
algorithms, a typical situation was modeled using the 
Maltab® platform for two separate FVV usage profiles. It is 
assumed that the FVV user is not consistently changing 
views at a fast rate. Such a scenario is not practical as the 
user will not be able to follow the content of the video. Thus, 
our system considers the feasible implementation whereby 
users alter viewing patterns at a practical rate. The FVV 
system considered consisted of a number of adjacent 
cameras, which allowed the rendering of nine distinct virtual 
views in between each actual capturing location. These 
virtual views were generated on the server node and 
provided to the users upon demand, to enhance the FVV 
experience attained when altering the viewpoint between two 
locations by providing a gradual transition. The mobile 
terminal employs its user interface to display the video 
streams as well as receive input from the client as regards the 
viewpoint request. The latter is considered to be in the form 
of a vertical slider which allows the user to shift his view 
perspective between a finite number of cameras with an 
unrestricted range of motion speed as illustrated in Fig. 2.  
 

 
Figure 2.  End-user mobile interface for free-viewpoint video streaming. 
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Figure 3.  Linear free-viewpoint video motion from one perspective to another via consequent intermediate frames [43].

The simulated scenarios start with the user receiving a 
view from a single camera and not requesting any view 
changes. At an arbitrary point in time, the user starts 
changing the viewing angle at a particular velocity, thus 
performing free-viewpoint operation. Subsequently, this 
motion pattern will change casually, with each epoch having 
a different rate of change and duration of the varying FVV 
perspective. This results in a linear motion as illustrated in 
the video sequence shown in Fig. 3, whereby the change of 
perspective is gradual from one camera outlook to the next, 
and this can be modeled with lines of constant gradient [43].  

The FVV simulated usage profiles can be described as: 
(i) pattern A which shows a velocity pattern in which free-
viewpoint motion can be either static or else change with at 
least one virtual view per time step, and (ii) pattern B which 
shows a pattern whereby the user can scroll through views 
more leniently and hence take more than one time step to 
change from a virtual standpoint to a neighboring one. Due 
to the quantized nature by which view changes can be 
requested, the reference pattern generated by a user making 
requests similar to pattern B can introduce a jittered pattern 
of motion as depicted in Fig. 4. In this situation, the view 
will remain constant for a small period of time and then alter 
by the minimum quantized amount, giving the impression of 
a slow changing perspective. Thus, the speed for this 
scenario is proportional to the number of time steps in which 
the view remains constant between changes.  

 

 
Figure 4.  Free-viewpoint pattern which is slower than one virtual 

perspective per time frame 

The performance evaluation of the proposed algorithms 
is compared to the system specifications described by the 
reference FVV architecture found in [25]. This reference 
methodology, whose view request profiles for patterns A and 
B are shown in Fig. 5(a) and Fig. 6(a) respectively, portrays 
the operation of an FVV system where the mobile terminal 
transmits to the server in each time step to demand the view 
being requested by the user. The server processes the 
requested viewpoint and transmits the perspective back to the 
terminal. The image from the modified outlook would then 
be viewed on the mobile terminal in the subsequent video 
time frame. 

In order to further improve the FVV algorithms described 
in [1], a modified request pattern is employed at the server 
node for the prediction filters to converge too. This technique 
is adopted to eliminate the jitter experienced by the user 
during the first video-frame of a new FVV motion pattern. 
The utilized pattern achieves this by allowing some hysterisis 
on the signal, which results in delaying the user’s request by 
a constant view separation. The latter is derived from the 
prediction errors generated by any of the algorithms upon 
motion pattern alteration, whereby for a particular time step, 
the received frame and that demanded by the user are not 
synchronized. With this enhanced approach, instead of 
converging directly to the user pattern, and hence yielding a 
nuisance jitter in FVV motion, the system, takes into 
consideration the video frames already viewed at the mobile 
terminal, and converges the algorithms to the modified 
signal, which directly reflects the same motion pattern 
evoked by the user’s input. This amendment is able to 
significantly improve the quality of experience delivered to 
the client, by feasibly considering the implementation 
scenario and hence striving to smooth the free-viewpoint 
motion video received. Furthermore, the small delay 
registered is only of one video frame, usually 40 
milliseconds, and thus goes unnoticed by the user who will 
naturally adapt to the viewed perspective pattern. 382 384 386 388 390 392 394 396
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Figure 5.  Simulation results and the associatae transmission occurrences comparing the proposed algorithms in a typical FVV scenario for pattern A:       
(a) reference user input, (b) Least Mean Squares, (c) Kalman Filter, (d) Recursive Least Squares, (e) Linear Regression.

B. Analysis of Pattern A 
The simulation of the LMS for pattern A is presented in 

Figure 5(b). The inherent slow convergence speed of the 
algorithm is evident in the simulation results. The 
transmission occurrence signal, beneath the same figure, 
indicates that when the input view pattern was altered, the 
converged weights lost validity and hence yielded an error in 
the predicted viewpoint thereby re-initiating the training 
phase. Even though the learning rate parameter was 

adaptively modified in the initial stage of training, a certain 
amount of time steps have to elapse before the algorithm’s 
internal memory buffers are occupied and all the weight 
vectors updated accordingly. Thus, the LMS algorithm 
necessitates the delay of an initial settling time before being 
employed successfully in FVV applications. Alas, the same 
compromise made on the parameter μ hinders the maximum 
frequency at which the system can alter the viewing pattern 
and the maximum change in gradient the system is able to 
adhere to. 
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With respect to the standard reference pattern, the LMS 
algorithm provides a considerable improvement in feedback 
transmission reduction. With a minimal increase on the 
computational resources of both the mobile terminal and the 
server, an average reduction of 65% in feedback 
transmissions is obtained. This technique thus reduces the 
traffic passed over the uplink channel from 350 
transmissions to approximately 120 in the considered 
scenario.  

The pattern A results for the Kalman Filter, illustrated in 
Fig 5(c), implicitly expose the benefits derived from the 
powerful adaptation of this algorithm. In comparison to the 
LMS technique, the initial convergence speed is greatly 
enhanced, drastically minimizing the necessary setup time. 
The Kalman filter algorithm, although inducing a 
significantly larger computational cost at the server, relieves 
the execution cost from the mobile terminal, which must 
only perform a comparison between the view perspectives 
received and those demanded by the viewer. The prediction 
properties of the latter methodology are also more robust 
requiring a set of only fifteen training samples to adapt to the 
new pattern with a significantly reduced error such that 
offline operation is sustained. This enables the system to 
sustain a higher frequency of change in view pattern in a 
stable manner. For the observed scenario, the Kalman filter 
solution results in an uplink transmission reduction of 74%. 

Implementation of the Kalman filter on the server node is 
nonetheless a computationally complex task which poses 
imminent scalability issues. On the other hand, transmission 
occurrence was considerably reduced with respect to the 
LMS algorithm as this parameter inferred directly on the 
achievement of adopting prediction techniques. A 
compromise between these algorithms was found by the 
implementation of the RLS algorithm. The latter is able to 
adopt the advantages of the Kalman filter’s convergence 
speed and robustness whilst attaining a reduction in 
implementation complexity. 

  The simulation results for the RLS algorithm on 
Fig. 5(d) illustrate that although the filter length was pruned 
to five as to conserve the memory footprint, convergence 
towards the desired output is still achieved at a satisfactory 
speed. In comparison to the LMS algorithm, the RLS 
implementation still requires a small number of training 
samples to be processed to fill the weight vector with 
relevant values of the new pattern. Nonetheless, the RLS 
algorithm can achieve a much quicker convergence to the 
reference signal as is evident from Fig. 5(d), where 
substantial convergence is achieved after the first couple of 
epochs. This benefit is mainly derived from the manipulation 
of the forgetting factor λ, which by means of adaptive 
variations can concentrate more heavily on the new input 
measurements whilst allocating less influence to the 
irrelevant values. The recursive nature of the algorithm also 
aids to provide a stable convergence, as was a principle 
advantage in the Kalman Filter. The same feature however, 
presents the need for an additional amount of samples to be 
computed prior to running the RLS algorithm in offline 
mode. Nevertheless, this technique allows the algorithm to 
converge successfully after processing only eight training 

samples. Over the considered typical input pattern scenario, 
the RLS is able to yield an efficiency gain of 87% over the 
standard architecture defined in [25], whilst requiring a 
notably reduced computational cost with respect to the 
Kalman Filter implementation. 

The final investigated solution employs the Linear 
Regression algorithm on the server to predict the desired 
view sequences requested by the user. The results in Fig. 5(e) 
implicitly expose the benefits derived from the adaptation 
characteristics of this algorithm. Instead of attempting to 
predict the next viewpoint, this LR implementation predicts 
the velocity by which the viewpoints are changing between 
defined video time steps, thus generating a regression line 
which indicates the rate of change demanded by the user. 
When comparing the results of the LR algorithm to those 
attained by the previous filter algorithms for the pattern A, it 
is evident that the Linear Regression considerably 
outperforms the former. The algorithm converges faster than 
its counterparts to the desired signal output, since it takes 
direct advantage of the linear nature in which the FVV 
viewpoint is altered. Hence for the same scenario, the LR 
algorithm registered a decrease in the transmission 
requirements by the mobile terminal of 96.5% compared to 
the standard, and requires only 12 transmissions throughout 
the 350 time steps. 

C. Analysis of Pattern B 
Moreover, the performance enhancement of the LR 

algorithm is even further pronounced in the scenario 
expressed with input pattern B. This usage profile, visualized 
in the simulation results of Fig. 6, depicts the futile efforts 
performed by the LMS, Kalman Filter and RLS algorithms 
in Fig. 6(b), Fig. 6(c) and Fig. 6(d) respectively. The latter 
struggle to adapt to the stepped motion pattern of this 
scenario, resulting in a large amount of prediction failures 
and subsequent re-initiation of training epochs. The periodic 
gradient change presents the filters with an input sample 
incoherent with the previous stationary samples, yielding the 
algorithms to incorrectly update their weight vector. 

The LR algorithm however, successfully manages to 
cope with the demand for slow free-viewpoint movement 
that is presented by pattern B. As evidenced in Fig. 6(e), 
when the algorithm detects a unitary gradient change 
subsequently followed by a stationary request, the 
implementation keeps track of the amount of time steps that 
the user spends on a fixed viewpoint between view changes 
by means of a dedicated counter. This information is used 
once an error is retransmitted by the mobile terminal, at 
which point the linear regression parameters are computed 
taking into account the new position and the previous 
samples. Since the system’s FVV viewpoints are quantized 
in nature, the regression line generated performs well as the 
output is truncated to the resolution of the views. Hence, the 
algorithm is able to successfully predict any user’s input 
pattern after a maximum of two error signals.  

A consistent performance gain is also registered with the 
linear regression algorithm in the more flexible scenario 
represented by pattern B, were on average, the uplink 
transmission reduction achieved amounted to 92%.
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Figure 6.  Simulation results and the associatae transmission occurrences comparing the proposed algorithms in a typical FVV scenario for Pattern B:       
(a) reference user input, (b) Least Mean Squares, (c) Kalman Filter, (d) Recursive Least Squares, (e) Linear Regression.

The small discrepancy between both scenarios adopting the 
LR algorithm is due to the additional transmissions required 
to cater for the slow movements in viewpoint patterns. 
Furthermore, since the LR algorithm necessitates only of a 
small amount of training samples to converge, this 
methodology is also able to better accommodate highly 
dynamic view pattern changes. 

D. Battery Consumption Simulation 
To obtain a quantitative analysis of the energy resources 

saved at the mobile terminal by the implementation of the 
proposed prediction algorithms, a simulation of the energy 
consumed by the transceiver operation of a mobile station 
employed only for FVV usage was performed. Although the 
proposed system is able to operate over any networking 
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topology, a scenario involving a currently implemented 
wireless architecture was simulated so as to attain 
appreciation of the algorithm’s performance. 

The mobile device is considered to be equipped with a 
1500mAh battery and consumes an average current of 25mA 
during transmission and an average current of 20mA during 
reception of data. The considered scenario is that of a 
terminal operating in a network employing HSPA 
technology with a downlink and uplink bandwidth of 
7.2Mbits/s and 1.4Mbits/s respectively. The free-viewpoint 
operation requires a single packet of 50 bytes to send view 
requests and a mean of four 200 byte packets on the 
downlink channel. The transmitted data constitutes a 
continuous video stream in CIF standard resolution 
employing the H.264/AVC baseline profile. 

The drastic reduction in the necessary transmissions on 
the uplink channel achieved by the employment of view 
prediction algorithms significantly reduces the battery power 
consumed by the mobile terminal during FVV operation, as 
shown in Fig. 7. Even though the amount of data which is 
transmitted on the uplink channel is much smaller than that 
of the received video, the energy saved is still significant for 
a resource limited device. This considerable drop in energy 
consumption occurs because the transmitter module is the 
most power hungry component of any mobile terminal. 
Furthermore, the prediction solutions enhance the Quality of 
Service (QoS) provided by the FVV system. This occurs 
because the algorithms offer a pro-active network 
implementation by predicting and providing the required 
view perspective to the user instantaneously, thus reducing 
the round-trip delays incurred by the reference method.  
 

 
Figure 7.  Comparison of the battery discharge time on a mobile terminal 

when adopting the prediction algorithms 

V. CONCLUSION 
This paper has presented a detailed study in the 

adaptation of prediction algorithms to free-viewpoint video 
technology to reduce the amount of uplink transmission. 
Four distinct algorithms were analyzed and implemented in 
several simulation scenarios representing typical FVV 
architectures. The minor increase in computational costs 

incurred at the server and/or mobile node are justified by a 
drastic reduction of up to 96.7% in the amount of feedback 
packets transmitted on the wireless uplink channel. The 
requests from the mobile client demanding a different 
perspective of the scene in a typical FVV usage profile are 
replaced by the server’s predictions through one of the 
prediction algorithms. The benefits achieved from such 
systems enable a considerable gain in terms of power 
conservation for the multimedia mobile terminal as well as a 
reduced utilization of the uplink bandwidth. Moreover, 
hysterisis is introduced in the algorithm’s converging pattern, 
making the real-time experience more pleasing and avoiding 
any video jitter being presented to the mobile client. 
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Abstract—High-altitude platforms (HAPs) are one of the most 
promising alternative infrastructures for realizing next 
generation mobile communications networks. This paper 
utilizes a recently proposed three-dimensional (3-D) reference 
multiple-input multiple-output (MIMO) channel model for 
HAPs and investigates the capacity of spatially and temporally 
correlated HAP-MIMO channels. The effect of several 
parameters, such as the elevation angle of the platform, the 
configuration and displacement of the antenna arrays, the 
Doppler spread, and the 3-D non-uniform distribution of the 
local scatterers, on the capacity is studied. Based on the 
reference model, a 3-D sum-of-sinusoids (SoS) deterministic 
simulation model for HAP-MIMO channels is proposed. The 
results show that the simulation model is a good approximation 
of the reference model. 

Keywords-Capacity; 3-D scattering model; correlation; high-
altitude platform (HAP); multiple-input multiple-output (MIMO) 
channel; Ricean fading; simulation 

I. INTRODUCTION 

 
Wireless communications services are traditionally 

provided by terrestrial and satellite systems. Terrestrial links 
are widely used to provide services in areas with complex 
propagation conditions, while satellite links are usually used 
to provide high-speed connections, where terrestrial 
infrastructure is not available. These systems represent two 
well established infrastructures that have been dominant in 
the telecommunications arena for years. Recently, an 
alternative wireless communications technology has emerged 
known as high-altitude platforms (HAPs) and has attracted 
considerable attention worldwide [1]-[6]. The term HAPs 
defines aerial platforms flying at an altitude of approximately 
20 km above the ground, in the stratosphere. Among the 
frequency bands that the International Telecommunication 
Union (ITU) has licensed for communications through HAPs 
is the 2 GHz frequency band for mobile communications 
services [7].  

The growing exigencies for spectral efficiency and higher 
data-rates have prompted the development of advanced 
physical layer techniques. Hence, it is crucial we apply 
and/or originate techniques in order to construct high-
performance HAP-based systems. At these measures, the 

multiple-input multiple-output (MIMO) technology is a 
potential candidate, since it can significantly upgrade the 
performance of wireless communications networks and 
surpass the conventional single-input single-output (SISO) 
technology [8]-[11]. The performance of MIMO systems 
strongly depends on the channel characteristics, which are 
mainly determined by the antenna configuration and the 
richness of scattering. Therefore, the signals coming from 
HAPs to terrestrial stations are affected by the physical 
environment and the geometrical characteristics of the link.  

Recently, the authors proposed a three-dimensional (3-D) 
geometry-based model for HAP-MIMO channels and 
justified its geometry [2]. In this paper, which is an extended 
and thorough version of [1], the reference model is utilized 
to analytically study the capacity of HAP-MIMO channels. 
Several parameters are considered, e.g., the elevation angle 
of the platform, the array configuration, the Doppler spread, 
and the 3-D non-isotropic distribution of the scatterers. The 
impact of each parameter on the capacity is separately 
examined and extensive numerical results are provided. The 
stratospheric winds may cause variations in the position of 
the platform [12][13]. Hence, this paper extends [1] and goes 
further to investigate the influence of any possible 
displacement of the HAP antennas on the channel capacity.  

To the best of the authors’ knowledge, there are no 
experimental data available in the literature to verify the 
theoretical results. However, simulation of fading channels 
in software is commonly used as opposed to field trials, 
because it allows for cost-effective and time-saving system 
analysis, design, test, and verification. The prime 
requirement of a simulation set-up is to capture the fading 
effects created by the radio channel and the goal of any 
simulation model is to properly reproduce the channel 
properties. Many different methods have been adopted for 
the simulation of fading channels. Among them, the sum-of-
sinusoids (SoS) principle introduced by Rice [14] has been 
widely accepted by academia and industry as an adequate 
basis for the design of simulation models for cellular 
channels [15]-[17]. According to this principle, the overall 
channel waveform is the sum of several complex sinusoids 
having frequencies, amplitudes and phases that are 
appropriately selected to accurately approximate the desired 
statistical properties. Indeed, the complexity of the SoS-
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based models is typically reduced by cleverly choosing the 
model parameters to reduce the computation load. 
Furthermore, SoS-based models can be easily extended to 
develop simulation channel models for MIMO systems due 
to their explicit inclusion of spatial information, e.g., the 
multipath angles of arrival and departure.  

Owing to these advantages, this paper proposes a 3-D 
deterministic SoS-based simulation model for HAP-MIMO 
channels. The deterministic models are easy to implement 
and have short simulation times. Specifically, they have 
fixed parameters for all simulation trials and converge to the 
desired properties in a single simulation trial leading to 
deterministic statistical properties [16]. The simulation 
results demonstrate the usefulness of the proposed simulation 
model. 

The rest of the paper is organized as follows. Section II 
briefly reviews the 3-D reference model, while Section III 
describes the channel statistics. Section IV studies the HAP-
MIMO channel capacity and provides numerical results. 
Section V details the deterministic simulation model and 
provides simulation results. Finally, concluding remarks are 
drawn in Section VI. 

II. THE 3-D REFERENCE MODEL 

This paper considers a downlink HAP-MIMO 
communication channel with Tn  transmit and Rn  receive 
omni-directional antenna elements at a quasi-stationary 
Stratospheric Base Station (SBS) and a Terrestrial Mobile 
Station (TMS), respectively. The antennas are numbered as 
1 Tp q n    and 1 ,Rl m n    respectively. Frequencies 
well below 10 GHz are utilized. Hence, both line-of-sight 
(LoS) and non-line-of-sight (NLoS) links are considered, 
while rain effects are insignificant.  

The geometrical characteristics of the reference model 
and the definition of the Cartesian coordinate system are 
discussed in Figures 1 and 2. Figure 1 shows the 3-D model 
for a 2 2  HAP-MIMO channel, while Figure 2 presents the 
projection of this model to the -x y  plane. Based on this 
simple configuration, uniform linear arrays (ULAs) with an 
arbitrary number of antennas can be constructed. The -axisx  
is the line that connects coordinate origin O  (centre of the 
projections of the SBS antenna elements to the -x y  plane) 

and O  (lower center of the cylinder), while TO  and RO  
represent the centers of the SBS and TMS arrays, 
respectively. The elevation angle of SBS relative to RO  is 

T  and the heights of the SBS and TMS arrays are TH  and 

,RH  respectively. Then, the distance between O  and O  is 

/ tan .T TD H   The spacing between two adjacent antenna 

elements at the SBS and TMS is denoted by T  and ,R  

respectively, while Rl
LoSa  denotes the azimuth angle of arrival 

(AAoA) of the LoS paths. The angles T  and R  represent 
the orientation of the SBS and TMS antenna arrays 
respectively, and the angle R  describes the elevation angle 

of the thl  TMS antenna element. Moreover, TMS is moving 
with speed Rv  in the direction determined by the angle .R  
It is assumed that N   scatterers in the vicinity of the 
TMS are non-uniformly distributed within a cylinder of 
radius ,maxSR  and height ,maxSH  [2]. Then, the thn  scatterer 

is denoted by   ,nS  the distance between its projection to the 

-x y  plane and O  is    ,max0, ,n
SSR R    and its height is 

   ,max0, .n
SSH H    Finally,  n

Ta  and  n
Ra  denote the 

azimuth angle of departure (AAoD) of the waves that 

impinge on  nS  and the AAoA of the waves scattered from 
  ,nS  respectively. 

The displacement due to the winds or pressure variations 
of the stratosphere is a major problem to be faced [12], [13]. 
In practice, there are 6 degrees of freedom to which HAPs 
are subjected. Specifically, HAPs may be displaced in any 
direction at a varying speed, and the displacements can be 
shifting along the x-, y-, and z-axes, as well as roll, pitch, 
and yaw. Considering that SBS antenna elements are 
installed along the SBS, rotation with respect to the -axisx  
corresponds to pitch, rotation on the -axisy  corresponds to 

roll and rotation along -axisz  corresponds to yaw (see 
Figure 1). Note that pitch corresponds to an elevation of the 

thp  SBS antenna element, which is described by the angle 

.T  For ease of reference, the parameters of the reference 

model are summarized in Table I. 
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Figure 1.  LoS and NLoS paths of the 3-D model for a 2 2  HAP-MIMO 
channel. 
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Figure 2.  LoS and NLoS paths of the projection of the 3-D model to the 
-x y  plane for a 2 2  HAP-MIMO channel. 

TABLE I 
DEFINITION OF THE MODEL PARAMETERS  

D  The distance between the centre O  of the 
projections of the SBS antenna elements to the -x y  

plane and the lower centre O  of the cylinder. 

,max ,max,  S SR H  The radius and the height of the cylinder with the 
scatterers, respectively. 

,  T R   The spacing between two adjacent antenna 
elements at the SBS and TMS, respectively. 

,  T R   The orientation of the SBS and TMS antennas in 
the -x y  plane (relative to the -axis),x  respectively. 

,  T R   The elevation angle of the thl  TMS antenna 

element and the 
th

p SBS antenna element, 

respectively, relative to the -x y  plane. 

Rv  The velocity of the TMS. 

R  The moving direction of the TMS. 

T  The elevation angle of the SBS  relative to .RO  

 ,  ,  n
T R SH H H  The height of the SBS, the TMS, and the thn  

scatterer, respectively. 

Rl
LoSa  The azimuth angle of arrival of the LoS paths. 

   ,  
n n

T Ra a  
The azimuth angle of arrival and the azimuth angle 

of departure at/from the thn  scatterer, respectively 

 n
SR  The distance between O  and the projection of the 

thn  scatterer to the -x y  plane. 

 n  The random phase introduced by the thn  scatterer. 

  The mean azimuth angle at which the scatterers are 
distributed in the -x y  plane (von Mises 

distribution). 

k  The spread of the scatterers around the mean 
azimuth angle (von Mises distribution). 

a  The spread of the scatterers around the TMS 
(hyperbolic distribution). 

,meanSH  The mean of scatterer’s height (log-normal 
distribution). 

  The standard deviation of scatterer’s height (log-
normal distribution). 

III. CHANNEL STATISTICS 

A HAP-based communication channel is expected to be 
Ricean in its general form [3]. Hence, the impulse response 

 plh t  of the sub-channel -p l  is a superposition of the LoS 

and NLoS rays and is given by 

     , ,
1

,
1 1

pl
pl pl LoS pl NLoS

pl pl

K
h t h t h t

K K
 

 
    (1) 

where plK  is the Ricean factor of the sub-channel - .p l  The 

LoS and NLoS components of the impulse response, are 
expressed, respectively, as follows [2] 

  ,max

2
2 cos

, ,
LoS R R

j d j tf
pl LoSh t e e


 

                                (2) 
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1
lim

T NLoS R NLoS
N j d d
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,max2 cos cos arctan /
,
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n R RR S Sj tf a H R

je e
 


                             (3)     

where ,max /R Rf v   is the maximum Doppler frequency 

associated with TMS,   is the carrier wavelength, and  n  

is the random phase introduced by the thn  scatterer. 

Considering that  ,max , ,S TR D  ,max , R SR  and  

 ,max, ,T R SH H H one can show that the distances ,LoSd  

, ,T NLoSd  and ,R NLoSd  can be approximated as [2]  
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      0.5 1 2 sin sin arctan / .n n
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       (6)                       

Since the number of local scatterers is infinite, central limit 
theorem implies that  ,pl NLoSh t  is a lowpass zero-mean 

complex Gaussian process. Hence, the envelope  

 ,pl NLoSh t  is Rayleigh distributed. 
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The space-time correlation function (STCF) between two 
arbitrary subchannels  ,pl NLoSh t  and  ,qm NLoSh t  is 

defined as 

          *
, , ,, , , ,NLoS

pl qm T R pl NLoS qm NLoSR t h t h t          (7)                            

where  *  denotes complex conjugate operation and     is 

the statistical expectation operator. The number of local 
scatterers in the reference model is infinite. Thus, the 

discrete variables   ,n
Ra   n

SR  and  n
SH  can be replaced with 

continuous random variables ,Ra  SR  and SH  with joint 

probability density function (pdf)  , , .R S Sf a R H  From 

Figure 1, the aforementioned variables are independent. 
Therefore, the joint pdf  , ,R S Sf a R H  can be decomposed 

to the product      .R S Sf a f R f H   

The experimentally verified von Mises pdf [18], [19] is 
used to characterize Ra  and is defined as 

                       
 

 

cos

0

,  - ,
2

Rk a

R R
e

f a a
I k


 





                (8) 

where  0I   is the zeroth-order modified Bessel function of 

the first kind,  ,     is the mean angle at which the 

scatterers are distributed in the -x y  plane, and 0k  

controls the spread around .  In addition, the 

experimentally verified hyperbolic pdf [20], [21] is used to 
characterize SR  and is defined as 

          ,max2
,max

, 0< ,
tanh cosh

 S S S
S S

a
f R R R

aR aR
 (9)    

where  0,1a  controls the spread of the scatterers around 

the TMS. Moreover, the experimentally verified log-normal 
pdf [22], [23] is used to characterize SH  and is defined as 
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where ,meanSH  and   are the mean and standard deviation 

of ,SH  respectively. Finally, using (3) and (5)-(10), and   

the equality      sin cos 2 2
02a c b ce dc I a b







   [24, 

eq.3.338-4], the STCF of the NLoS component is derived as 
follows  

            
,max ,max
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 ,max2 cos cos arctan / cos .R R S Sj f H R k           (14)   

The double integral in (11) has to be evaluated numerically, 
since there is no closed-form solution.                                   

IV. CAPACITY ANALYSIS OF 3-D HAP-MIMO CHANNELS 

In this section, the HAP-MIMO channel capacity is 
defined and the utility of the reference model is 
demonstrated. Numerical results are provided and the 
influence of the model parameters on the capacity is studied. 

It is assumed that the channel is known to the TMS and 
unknown to the SBS. Then, the HAP-MIMO channel 
capacity can be obtained from [9] 

              2log det / ,
R

H
n

T

SNR
C bps Hz

n

  
      

I HH      (15) 

where H  is the R Tn n  channel matrix, 
RnI  is an identity 

matrix of size ,Rn  SNR corresponds to the average receive 

signal-to-noise ratio,  H  denotes the complex conjugate 

(Hermitian) transpose operator, and  det   denotes the 

matrix determinant. Throughout this paper, the notion of 
ergodic capacity is also employed, which corresponds to the 
expectation of the instantaneous channel capacity

                                  

       

2
SNR

E log det  bps/Hz.
R

H
erg n

T

C
n

   
         

I HH

  

(16) 

Since the channel is Ricean in general, H  is given by 

                        
1

,
1 1LoS NLoS

K

K K
 

 
H H H            (17) 
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where LoSH  is the R Tn n  matrix containing the LoS 

responses among the antenna elements, NLoSH  is the 

R Tn n  matrix containing the NLoS responses due to the 

scattered waves and K  is the Ricean factor.  
The elements of LoSH  can be obtained using (2) and (4) 

as follows 

                         

11, 1 ,

1, ,

.
T

R R T

LoS n LoS

LoS

n LoS n n LoS

h h

h h

 
 

  
 
 

H



  


                  (18)                          

The matrix NLoSH  can be evaluated after a large number of 

channel realizations using the following equation [25]  

                            1/2vec vec ,NLoS NLoS wH R H               (19) 

where NLoSR  is the R T R Tn n n n correlation matrix 

associated with the NLoS component, 1/2
NLoSR  is the square 

root of NLoSR  that satisfies 1/2 /2 ,H
NLoS NLoS NLoSR R R  wH  is a 

R Tn n  stochastic matrix with independent and identically 

distributed (i.i.d.) zero mean complex Gaussian entries, 
and  vec   denotes matrix vectorization1. Using (11)-(14), 

NLoSR  is given by  
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        (20) 

Finally, the channel matrix is normalized so that the 
constraint  

                                      
2

F
E  = T Rn n 
 H                           (21) 

is fulfilled, where 
F
  represents the Frobenius norm of a 

matrix. This normalization corresponds to a system with 
perfect power control [26] and makes SNR independent of 

.H  

A. Numerical Results 

This subsection investigates the effect of the model 
parameters on the capacity of space-time correlated HAP-
MIMO channels. These parameters control the correlation 
between the subchannels [2]. In particular, the correlation 

                                                           
1 The vectorization of a matrix is a linear transformation, which converts 
the matrix into a column vector. Specifically, the vectorization of a m n  

matrix ,A  denoted by  vec ,A  is the 1mn  column vector obtained by 

stacking the columns of the matrix A  on top of one another. 

depends on the degree of scattering in a specific propagation 
environment and the antenna inter-element spacing at both 
the transmitter and the receiver. Hence, dense scattering in 
the propagation environment in combination with adequate 
antenna spacing ensure decorrelation. Considering coherent 
diffuse components or sparse scattering and increased 
correlation, the rank of the channel matrix is deficient and 
the spectral efficiency is low. Therefore, the model 
parameters control the performance issues, i.e., the spatial 
multiplexing gain and the capacity enhancement. Unless 
indicated otherwise, the values of the model parameters used 

to obtain the curves are 20 km,TH  60 ,T    50 , T  

0.5 ,R   90 ,T R     0 ,T R     3,k   0 ,     

0.01a  (this value corresponds to a mean SR  of about 60 m 

[2]), ,max 200 m,SR ,max 70 m,SH  ,max 100 Hz,Rf   

60 ,R    SNR 18 dB, and 3 dB.pl qmK K K   A 

typical densely built-up district (London, U.K. [22]) is 
considered and we set ,mean 17.6 mSH   and 0.31,  i.e., 

the surrounding buildings act as scatterers. Finally, a 
normalized Doppler frequency ,max 0.01 n R sf f T  is used, 

where sT  is the sampling period. 

Figures 3 and 4 compare the ergodic capacity obtained 
using a HAP-MIMO, i.e., 2,T Rn n   and a HAP-SISO, 

i.e., 1,T Rn n   architecture by varying the Ricean factor 

and the received SNR. One observes that maximum capacity 
is obtained in an ideal HAP-MIMO Rayleigh channel 
scenario. Then, the capacity increases up to 10.6 bps/Hz 
compared to the capacity of a HAP-SISO channel. However, 
the potential MIMO gain drastically degrades with the 
strength of the LoS component, i.e., increasing the Ricean 
factor increases the correlation and decreases the capacity 
gain. Providing that the propagation conditions are 
characterized by rich multipath, e.g., in dense urban areas, 
the benefits of MIMO technology can be even more 
obvious. On the contrary, HAP-SISO channels take 
advantage of the existence of a strong LoS signal, i.e., 
increasing the Ricean factor drastically increases the 
capacity. Note that the difference in capacity between HAP-
MIMO and HAP-SISO architectures increases, as the SNR 
increases. However, this difference is nullified, when the 
SNR is low. Then, the rank of the channel matrix plays an 
important role. In addition, the channel capacity achieved 
using both architectures is invariable for 10 dB.K   

Figures 5-9 investigate the effect of spatial correlation on 
the channel capacity. Figure 5 shows the ergodic capacity as 
a function of the spacing T  between SBS antenna elements 

for different SBS elevation angle T  and 0.K  One 

observes that increasing T  beyond approximately 

70 , 50 , and 30 ,  when 50 ,T   60T    and 

70 ,T   respectively, has a negligible effect on the channel 
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capacity. According to [3], [4], HAPs are either airships (up 
to 200 m in length) or aircrafts (up to 30 m in length). 
Considering 2.1 GHz carrier frequency [7], the wavelength is 
equal to approximately 0.14 m. Hence, Figure 5 implies that 
applying MIMO techniques to a single HAP offers 
considerable capacity gain, as soon as the Ricean is small. 

Figure 6 depicts the complementary cumulative 
distribution function (CCDF) of the capacity and examines 
the effect of SBS antenna array orientation on the capacity. 
One observes that SBS broadside antenna arrays, i.e., 

90 ,T    provide maximum capacity. Moreover, decreasing 

T  from 90  to 60  has a negligible effect on the capacity. 

However, further decrease of T  significantly decreases the 

capacity. The capacity also depends on the relative angle 
between the TMS antenna array and the local scatterers 
around the TMS, i.e., - ,R   and is maximized when the 

difference between R  and   is 90  [17]. 
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Figure 3.  Comparison of the ergodic capacity obtained using the HAP-

MIMO and HAP-SISO architectures as a function of the received SNR for 
different Ricean factor. 

-20 -15 -10 -5 0 5 10 15 20
0

2

4

6

8

10

12

Ricean K-factor (dB)

E
rg

od
ic

 C
ap

ac
it

y 
(b

ps
/H

z)

 

 

SNR=10 dB

SNR=15 dB

SNR=20 dB

        
       2x2 
HAP-MIMO

        
HAP-SISO

 
Figure 4.  Comparison of the ergodic capacity obtained using  the HAP-
MIMO and HAP-SISO architectures as a function of the Ricean factor for 

different received SNR. 
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Figure 5.  The ergodic capacity of a HAP-MIMO channel in terms of the 

spacing between the SBS antenna elements for different SBS elevation 
angle. 
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Figure 6.  Contrasting complementary cumulative distribution 

function of the capacity of a HAP-MIMO channel for different antenna 
array orientation at the SBS. 
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Figure 7.  Contrasting complementary cumulative distribution function of 
the capacity of a HAP-MIMO channel for different degree of scattering, 

spread of scatterers, and maximum distance between TMS-scatterers. 
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Figure 7 depicts depicts the CCDF of the capacity and 
examines the influence of the parameters ,k  ,a  and ,maxSR  

on the capacity, i.e., the influence of two-dimensional (2-D) 
scattering. The effect of each parameter is examined 
independently (keeping all other parameters fixed). Note 
that as k  increases, the scattering becomes increasingly 
non-isotropic and the capacity decreases (due to the increase 
in spatial correlation [2]). Moreover, increasing a  decreases 
the spread of scatterers and decreases the capacity (due to 
the increase in spatial correlation [2]). However, changing 

,maxSR  has a negligible effect on the capacity and the spatial 

correlation [2].  
Figure 8 shows the CCDF of the capacity, when the TMS 

antenna array is horizontally, i.e., 0 ,R    or vertically 

placed, i.e., 90 ,R    for different ,mean .SH  Note that 

changing ,meanSH  has an insignificant influence on the 

capacity, when the TMS antenna array is horizontally placed. 
However, the capacity depends on the degree of 
urbanization, i.e., the heights of the scatterers, when the TMS 
antenna array is vertically placed. Then, increasing ,meanSH  

increases the capacity. The difference between capacities of 
systems with horizontally and vertically placed TMS antenna 
array is nullified in highly urbanized areas. Figure 8 suggests 
that if the available area in the -x y  plane is limited for 

antenna array realization, the TMS antenna array can be 
tilted without significant loss of capacity.  

Figure 9 examines the effect of the temporal correlation 
by separately varying the normalized Doppler frequency nf  

and the moving direction R  of the TMS. Observe that an 

increase in nf  results in an increase in channel capacity due 

to the decrease in temporal correlation. Furthermore, as R  

increases (up to 180 ), the TMS moves toward the SBS and 
the channel capacity increases. 
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Figure 8.  Contrasting complementary cumulative distribution function of 
the capacity of a HAP-MIMO channel for horizontally or vertically placed 

TMS antennas and different mean of the scatterer height. 
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Figure 9.  Contrasting complementary cumulative distribution function of 
the capacity of a  HAP-MIMO channel for different normalized Doppler 

frequency and different moving direction at the TMS. 
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Figure 10.  The ergodic capacity of a HAP-MIMO channel for different 
directions of SBS antenna displacement due to the stratospheric winds. 
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Figure 11.  Contrasting complementary cumulative distribution function of 
the capacity of a HAP-MIMO channel for different elevation angle of the 

pth SBS antenna element (pitch effect). 
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Figures 10 and 11 investigate the effect of HAP antenna 
displacement due to the stratospheric winds on the capacity 
of HAP-MIMO channels. The influence of each degree of 
freedom on the capacity is examined independently (keeping 
all other parameters fixed) in the following figures. Roll and 
pitch can be considered identical to each other, since both are 
based on similar principles. In addition, yaw corresponds to a 
change in the orientation of the SBS antenna array, which is 
described by the angle T  Therefore, Figure 6 represents 
also the yaw effect and the effect of only pitch and yaw on 
the capacity is studied. 

Figure 10 demonstrates the influence of up to 5 km 
shifting along either -,x -y  or -axisz  on the capacity. One 
observes that the capacity is relatively insensitive to 
displacements along -y  and -axis.z  However, the capacity 
fairly decreases up to 0.5 bps/Hz or 4%, when the 
displacement takes place along x-axis.   

Figure 11 depicts the effect of pitch on the capacity. 

Note that increasing T  from 0  to 45  has a negligible 

effect on the capacity. However, further increase in T  

drastically decreases the capacity.  

V. SIMULATION OF 3-D HAP-MIMO CHANNELS 

The reference model assumes an infinite number of 
scatterers and prevents practical implementation. Hence, 
simulation models with finite number of scatterers are 
desirable. Under the framework of the reference model, a 
stochastic simulation model can be directly obtained by 
using a finite number N  of scatterers. Then, considering a 
Ricean HAP-MIMO channel, the impulse response of the 
sub-channel -p l  associated with the stochastic simulation 
model is given by                                                                        

     , ,
1ˆ ˆ ,

1 1
pl

pl pl LoS pl NLoS
pl pl

K
h t h t h t

K K
 

 
  (22)                                                 

where             

 
   , ,

2

,
1

1ˆ nT NLoS R NLoS
N j d d j

pl NLoS
n

h t e e
N




 


            

     
,max2 cos cos arctan /

n n n
R RR S Sj tf a H R

e
                                        (23)           

is the NLoS component of the impulse response,  ,pl LoSh t  

is defined in (2), “ ̂ ” describes a stochastic process, and 

,T NLoSd  and ,R NLoSd
 
are defined in (5) and (6), 

respectively. The random variables   ,n
Ra    ,n

SR  and  n
SH  

can be generated utilizing the distributions defined in 

Section II, while  n  is generated as a random variable 

uniformly distributed in the interval , .   All other 

parameters of the simulation model are identical with those 

of the reference model. Specifically,  n
Ra  is modeled using 

the von Mises pdf and can be generated as 

                                         
   1 ,

R

n
aRa F 

                       
(24) 

where   is a random variable uniformly distributed in the 

interval  0,1 .  The function  1
RaF    denotes the inverse 

function of the von Mises cumulative distribution function 
(cdf) and can be evaluated using the numerical method 

presented in [27]. In addition,  n
SR  is modeled using the 

hyperbolic pdf and can be generated as                                       

                                         
   1 ,

S

n
RSR F 

                       
(25) 

where   is a random variable uniformly distributed in the 

interval  0,1 .  The function  
SRF   denotes the hyperbolic 

cdf, which is given by

                                            

                      

     ,maxtanh / tanh .
SR S S SF R aR aR

    

(26) 

Finally,  n
SH  is modeled using the log-normal pdf and can 

be generated as 

                                     
   1 ,

S

n
HSH F 

                         
(27) 

where   is a random variable uniformly distributed in the 

interval (0,1). The function  
SHF   denotes the log-normal 

cdf, which is given by

                                       

            

 
   ,meanln ln1

erfc ,
2 2S

S S
H S

H H
F H



 
  
  

   

(28) 

where     2
erfc 2 / u

x
x e du

    
is the complementary 

error function.  
To simulate a HAP-MIMO channel, this generic 

stochastic simulation model can be directly applied by 

generating the variables   ,n
Ra    ,n

SR    ,n
SH  and   .n  

However, due to the high degree of randomness during the 
computation of these variables, an infinite number of 
simulation trials is required and the stochastic simulation 
model is still non-realizable and inefficient. Hence, one 
must otherwise determine the model parameters, in order to 
fully exploit the inherent advantages of the SoS principle. 
This procedure is called the parameter computation method 
and the type of a simulation model is directly related to this 
method. 

A. A 3-D Deterministic Simulation Model 

This subsection proposes a SoS-based deterministic 
simulation model for HAP-MIMO channels and derives the 
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corresponding channel impulse response and the STCF for a 
3-D non-isotropic scattering environment.  

Since the location of each scatterer inside the cylinder 

can be fully described by   ,n
Ra    ,n

SR  and   ,n
SH  the entire 

scattering region is considered as a 3-D point lattice 
partitioned into three scattering sub-regions, which are 
individually associated with one of these random variables. 
In particular, it is considered that 1N  scattering points are 

non-uniformly placed around a ring, 2N  scattering points 

are non-uniformly placed along a radial line, and 3N  

scattering points are non-uniformly placed along a vertical 
line. Then, 1 2 3N N N N

 
is the total finite number of 

discrete local scatterers, a random scatterer is now 

designated by  1 2 3, ,n n nS  and its location is controlled by 
 1 ,n
Ra

 
 2 ,n
SR  and  3 ,

n
SH  where  1 11,..., ,n N  

 2 21,..., ,n N
 
and

 
 3 31,..., .n N  

Under these considerations and based on [17], the 
impulse response of the sub-channel -p l  can be written as                                           
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is the NLoS component of the impulse response,  ,pl LoSh t  

is defined in (2) “  ” describes a deterministic time 
averaged quantity, and

 
,T NLoSd   and ,R NLoSd   are expressed, 

respectively, as
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Providing that a sufficient large number of scatterers is 
used, i.e., 1 2 3 20,N N N N   central limit theorem implies 

that  ,pl NLoSh t  is close to a low-pass zero-mean complex 

Gaussian process.  
The STCF between two arbitrary subchannels 

 ,pl NLoSh t  and  ,qm NLoSh t  is defined as 
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From (33), it is obvious that  1 ,n
Ra   2 ,n

SR  and  3n
SH  must 

be properly determined, such that the simulation model 
approximates the reference model. Note that no parameter 
computation method will be applied to the phases 

 1 2 3, , ,n n n  since the STCF does not depend on them. 

Notwithstanding, the interest reader is referred to [28], 
where an efficient method to compute the phases is given. 
Following a similar approach to that proposed in [17], the 
aforementioned parameters are generated as follows 

                                1 1 1
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 3 1 3
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S

n
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n
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(36) 

for 1 11,..., ,n N  2 21,..., ,n N  and 3 31,..., .n N  Hence, 

the proposed deterministic model computes constant values 
for the model parameters, needs a single run to obtain the 
desired statistical properties and hence has short simulation 
times. However, it is important to properly determine the 
number of scattering points, i.e., 1,N  2 ,N  and 3,N  needed 
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to achieve a desired convergence level. Indeed, the 
complexity of the deterministic simulation model is 
controlled by 1,N  2 ,N  and 3.N  Thus, 1,N  2 ,N  and 3N  

should be carefully determined to reduce the computation 
load of the complete channel simulator and improve the 
efficiency and the reliability of the proposed model. 

The MIMO channel models are generally classified into 
physical or non-physical (analytical) models based on the 
modeling philosophy [29]. Physical channel models depend 
on the characteristics of the propagation environment and 
allow for an accurate reproduction of the real channel. On 
the contrary, non-physical models synthesize the MIMO 
channel matrix in the context of system and algorithm 
development and verification and can be further subdivided 
into propagation-motivated models and correlation-based 
models.  

Due to the different way of generation of ,NLoSH  the 

reference model is referred to as the non-physical model, 
while the deterministic model is referred to as the physical 
model. In particular, the reference model generates the 
elements of NLoSH  using (11)-(14), (19) and (20). On the 

contrary, the deterministic model generates the elements of 

NLoSH  using (30) and hence NLoSH  is given by 
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            (37)     

B. Simulation Results 

In this section, the performance of the deterministic 
simulation model is evaluated. The values of the model 
parameters used are SNR 15 dB, 3 dB,pl qmK K K    

20 km,TH   60 ,T    50 ,T   0.5 ,R   60 ,T    

30 ,R    0 ,T    30 ,R    5,k   60 ,    0.01,a   

,max ,max ,mean180 m, 70 m, 17.6 m, 0.31,S S SR H H    

,max 100 Hz,Rf   30 ,R    N1 = 30, N2 = 20, and N3 = 5. 

Finally, a normalized sampling period ,max 0.02R sf T   is 

used, where sT  is the sampling period. 

The goal of any simulation model is to reproduce the 
channel's desired statistical properties. Figures 12 and 13 
investigate the performance of the deterministic model for 
different complexity, i.e., different 1,N

 2 ,N
 
and 3,N

 
in 

terms of the temporal correlation function (TCF), i.e., 
1,T Rn n   for the time delay range 0 s 0.1 s, 

 
which 

is typically of
 
interest for many communications systems, 

and the spatial correlation function (SCF), i.e., 0,   for the 

ranges 0 200  T  
and

 
0 3 ,  R  respectively. As 

soon as the value of the Ricean factor is sufficiently small, 

the maximum values of the range of the inter-element 
distances chosen, i.e., 200  and 3 ,  ensure low spatial 
correlation in many propagation scenarios, as shown in [2]. 
The effect of the variation of each number of coordinates of 
scattering points is examined independently, provided that 
the other numbers are sufficiently large and do not affect the 
simulation results. The performance evaluation is realized in 
terms of the root mean square error (RMSE) between the 
absolute TCFs and SCFs of the simulation model and the 
reference model. According to Figures 12 and 13, the 
performance can be improved by increasing the number of 
the discrete local scatterers, i.e., 1,N  2 ,N  and 3,N  and thus 

the complexity of the proposed model. Figures 12 and 13 
also suggest that reasonable values for 1N  (associated 

with Ra ), 2N  (associated with SR ), and 3N  (associated 

with SH ) are in the order of 30, 20, and 5, respectively.  
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Figure 12.  Performance evaluation of the deterministic simulation model in 

terms of the temporal correlation function. 

0 10 20 30 40 50
0

0.05

0.1

0.15

0.2

0.25

0.3

0.35

Number of scatterers

R
oo

t m
ea

n 
sq

ua
re

 e
rr

or

 

 

N
1

N
2

N
3

 
Figure 13.  Performance evaluation of the deterministic simulation model in 

terms of the spatial correlation function. 
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Figure 14.  Real part of the STCFs of the NLoS component of the reference 

model and the deterministic model. 
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Figure 15.  Comparison between the ergodic capacities obtained using the 

reference and the deterministic model for different number of antenna 
elements. 

Figure 14 compares the real part of the STCFs of the 
NLoS component associated with the reference and the 
simulation model. One observes that the STCF of the 
deterministic model closely matches the reference one for the 
time delay range  0 s 0.1.   We also obtain that the 

RMSE between the absolute STCFs of the deterministic 
model and the reference model is 0.026 for N1 = 30, N2 = 20, 
and N3 = 5, and 0.018 for N1 = 40, N2 = 30, and N3 = 10. 
Hence, increasing the number of scatterers, enhances the 
performance of the deterministic model.  

Finally, Figure 15 compares the ergodic capacity against 
SNR for different number of antenna elements 
( 2,T Rn n  4,T Rn n   and 6T Rn n  ) obtained using 

the reference and the deterministic models. The results show 
very good agreement between the non-physical and the 
physical models and verify the usefulness of the proposed 
simulation model. These results also show that increasing 

the number of antenna elements, increases the prospective 
MIMO capacity gain. Nevertheless, when multiple antenna 
elements are utilized, these antenna elements should be 
placed at significant distances from each other to ensure that 
the paths are really diverse. Hence, the HAP length should be 
adequate to accommodate two or more antenna elements. 

VI. CONCLUSION AND FUTURE WORK 

In this paper, the channel capacity of a HAP-based 
communications system equipped with multi-element 
antennas at both sides has been defined and investigated. 
Specifically, the capacity has been studied taking into 
account a recently proposed 3-D reference model for HAP-
MIMO channels. The numerical results have demonstrated 
that the MIMO architecture outperforms the conventional 
SISO architecture in terms of the channel capacity. These 
results have also shown that the capacity depends on the 
strength of the LoS signal and the received SNR. 
Specifically, increasing the Ricean factor decreases the 
capacity, while increasing the SNR and the number of 
antenna elements increases the capacity. Furthermore, the 
results have underlined the effects of spatial and temporal 
correlation on the capacity of ULAs and have suggested that 
applying MIMO techniques to a single HAP can effectively 
enhance the capacity, as soon as the Ricean factor is small. 
In particular, the influence of the elevation angle of the 
platform, the antenna configuration and displacement, the 
mobility of the terrestrial station, and the non-uniform 
distribution of the local scatterers on the capacity has been 
analyzed. It has been shown that increasing the elevation 
angle of the platform increases the capacity, while increasing 
the density of the scatterers in the vicinity of the user and the 
spacing between the antennas increases the capacity. 
Moreover, broadside HAP antennas maximize the capacity, 
while vertically placed antennas at the mobile terminal 
provide considerable capacity gain in highly urbanized areas. 
Finally, the results have underlined that changing the 
velocity and the moving direction of the user significantly 
affects the capacity. From the non-realizable reference 
model, a 3-D deterministic simulation model for HAP-
MIMO mobile fading channels has been proposed. The 
simulation results have shown that the simulation model 
satisfactorily approximates the reference one in terms of the 
correlation properties and the channel capacity.  

The capacity analysis and the proposed deterministic 
simulation model provide a convenient framework for the 
analysis, design, test, and optimization of future HAP-
MIMO communications systems. Nevertheless, this work 
could be further improved or extended into different areas. 
Due to the lack of channel-sounding measurement 
campaigns, the contribution of this work has been limited to 
developing a simulation model for HAP-MIMO channels. 
However, it is important to verify the theoretical model in 
real-world propagation conditions. Specifically, HAPs could 
be emulated by using a helicopter, a small plane or a balloon 
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containing two or more antennas sufficiently separated. 
However, access to a real HAP would be even more ideal. In 
addition, the analysis in this paper is restricted to HAP-
MIMO systems employing ULAs at both sides of the 
communication link. The HAP-MIMO channel models can 
be modified to employ other antenna array geometries, such 
as uniform planar arrays (UPAs), uniform circular arrays 
(UCAs), and spherical antenna arrays (SAAs), or a 
combination of them. Apart from considering only single-
bounce rays, this work can also be extended to additionally 
support double-bounce or multiple-bounce rays (due to 
multiple scattering, reflection or diffraction of the radiated 
energy). Then, more sophisticated and realistic channel 
models can be obtained. Finally, there is perhaps an 
opportunity to extend the material in the paper by taking into 
account the energy efficiency issues, i.e., investigating the 
impact of possible power constraints at the wireless devices 
on the available channel capacity of HAP-MIMO channels.  
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Abstract— We investigate the effect of non idealities in the 
diagonalizing precoder vectoring technique used for 
cancellation of the far-end crosstalk in downstream VDSL 
networks. By using analytical formulas, we estimate the 
average bit rate achievable as a function of both relative and 
absolute estimation errors. Several numerical examples are 
provided, in different scenarios and operation conditions. 
Results are presented covering an important aspect for 
practical applications: the transmitted power required to 
achieve a target bit rate, as a function of the line length. 
Finally, we provide some results on the impact of a smart 
quantization law, which limits the performance loss. 

Keywords-VDSL; vectoring; channel estimation errors; 
quantization errors 

I.  INTRODUCTION 
A great amount of work has been done to improve the 

features of digital subscriber line (DSL) systems. Several 
papers appeared in past and recent literature for 
performance evaluation of such systems (see [1], [2], and 
the references therein). In this paper, our goal is to study 
and quantify the impact of some practical impairment 
parameters on the achievable bit rate and the other 
performance figures, under realistic scenarios. We mainly 
focus on the solutions adopted for overcoming the 
limitations imposed by far-end crosstalk (FEXT), which is 
a major problem in very high speed networks [3], [4]. 
Most of these solutions adopt user coordination techniques 
[5]; in particular, in the downstream direction, that will be 
considered in this paper, coordination is possible as the 
transmitting modems are co-located at the central office. 
So, FEXT can be completely canceled, at least in principle, 
through a pre-distortion to apply, tone by tone, at each 
modem’s signal before its transmission. Using these 
discrete multi-tone (DMT) vectored transmission 
techniques, the achievable bit rates can be significantly 
increased with respect to non-vectored solutions. As a 
matter of fact, the recently issued ITU-T G.vector 

(G.993.5) [6] allows expanded use of 100 Mbps DSL. 
Additionally, a distinctive feature of the vectored VDSL 
systems is that its steady-state performance is more 
predictable than non-vectored systems [7]. In essence, the 
vectored systems become more stable, and this should 
encourage the adoption of analytical models for 
performance analysis and evaluation. Actually, such 
models are already available, and allow to forecasting 
easily the best performance achievable. 

However, some problems exist, that can make difficult 
to reach this optimal behavior. The first problem is the 
effect of estimation errors. Pre-distortion requires the 
knowledge of the channel transfer function; this is rather 
easy to obtain for the direct channels, but becomes more 
difficult for the crosstalk channels. The latter are not yet 
completely described and, although suitable models have 
been proposed, they require in depth verification. As 
regards the coordination technique, in this paper we 
consider the adoption of the diagonalizing precoder (DP) 
proposed in [8], that has the advantage of an easy 
implementation and does not require modifications of the 
customer premise equipment. In [9] some analytical and 
simulation results were provided to study this technique in 
a low complexity implementation. In [1], [2] we developed 
a theoretical approach that permits to analytically 
determine the average bit rate achievable, as a function of 
the relative or the absolute estimation error. In this paper, 
we extend that theoretical analysis and we further support 
it by a number of simulations, that allow a more complete 
characterization of the random variables involved, for 
example by evaluation of the probability density function 
(p.d.f.). Moreover, we present new results characterizing 
the target bit rate and the transmitted power necessary to 
achieve it, that are two aspects of key importance for 
practical applications. 

Another significant aspect concerns the need to take 
into account the effect of finite word length in the 
representation of the precoder variables, i.e., to measure 
the impact of quantization errors. This issue is extremely 
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important, due to its influence on the performance 
complexity trade-off: on one hand, coarse quantization can 
imply intolerable rate loss but, on the other hand, a large 
number of quantization bits can yield high hardware 
complexity and a great amount of memory needed for the 
precoding process. In [10], it has been shown that to obtain 
a limited capacity loss, due to quantization errors, a 14 bits 
representation of the precoder entries may be necessary. 
On the other hand, in [2] we showed that, by adopting a 
suitable quantization law, the same loss can be ensured by 
using only 10 bits. A further study on such quantization 
technique is presented in this paper, focusing on different 
practical scenarios and confirming the performance gain. 

In essence, the main contributions of this paper consist 
in facing the issues described above both in (simple) 
analytical terms and through an extensive numerical 
evaluation. Various realistic examples are considered. The 
statistical character of the variables involved is taken into 
account, which is not very common in previous literature. 
The results of the analysis are also used to discuss relevant 
aspects, like evaluation of the power required for 
achieving a target bit rate, which are of great importance in 
practical applications. 

The organization of the paper is as follows. In Section 
II we introduce the system and its relevant performance 
parameters in ideal conditions. In Section III we describe 
the channel model adopted and the statistical issues it 
involves. In Section IV we discuss the effect of the 
estimation errors, through theoretical arguments and 
simulations. Section V describes the simulation 
environments and gives several numerical examples. In 
Section VI we present the impact of the quantization 
errors, and we discuss the quantization law that allows to 
reduce the number of quantization bits. Finally, Section 
VII concludes the paper. 

II. IDEAL BEHAVIOR 
We consider the VDSL 998 17 standard [11], 

characterized by 4096 tones with frequency separation Δ = 
4312.5 Hz. For downstream, the Power Spectral Density 
(PSD) cannot exceed the mask described in Table I and 
depicted in Fig. 1 [11]. 

Denoting by mask
ks  the value of the PSD at the kth tone, 

the power transmitted on line n at tone k must satisfy the 
constraint  On each line we consider a total 

power 
1

 equal to 14.5 dBm (a typical value 
for cabinet transmission), distributed by the water-filling 
algorithm (see [12], for example) on the M = 2454 tones 
allocated for downstream. 

.n mask
k kP s≤ ⋅Δ

n
kPMn

T k
P

=
= ∑

Let us consider Fig. 2, that refers to the kth 
downstream tone fk. In the figure, Xk = [Xk

1, Xk
2, … , Xk

L]T 
is an L-component vector collecting the symbols 
transmitted by L users on as many lines. Hk is the L×L 
channel matrix; its (i, j)th element, ij

kH , represents the 
channel from transmitter j to receiver i. 

 

TABLE I.  PSD MASK FOR VDSL 998 17 DOWNSTREAM 

tone PSD [dBm/Hz] 
from to from to 
32 256 −36.5 −36.5 
256 376 −36.5 −46.5 
376 512 −46.5 −48.0 
512 870 −48.0 −51.2 
1026 1971 −52.7 −54.8 
3246 4096 −56.5 −56.5 
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Figure 1.  Graphic representation of the PSD mask for VDSL 998 17 

downstream. 
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Figure 2.  Schematic representation of the VDSL system. 

The matrix Hk is row-wise diagonal dominant 
(RWDD); this means that, on each row of Hk, the diagonal 
element has typically much larger magnitude than the off-
diagonal elements (i.e., ii ij

k kH H , ). Also shown 
in Fig. 2, Nk is the L-component vector describing the 
additive thermal noise. 

j i∀ ≠

If all the L lines of the binder are controlled by the 
same operator, and the line drivers are co-located (in the 
same cabinet or central office) then the vector of symbols 
Xk can be made available to an apparatus able to 
coordinate the L lines. Ideally, this knowledge can be used 
to completely eliminate the FEXT interference by applying 
a proper precoder. This idea was first presented in [5], 
where vectored DMT was introduced. 

In the simplest form of precoding (from a conceptual 
viewpoint), the vector Xk is pre-multiplied by a matrix 

{ },ij
k kp=P  such that  which is able to 

completely remove the FEXT interference. This method 
requires: 

1,k k k
−= αP H
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Figure 3.  Schematic representation of the vectored system based on DP. 

- The exact knowledge of the channel matrix Hk at the 
transmitter side. 

- The use of a scaling factor αk for not exceeding the 
PSD mask. The Tomlinson precoder was proposed to 
solve this problem in [5], but has a quite large 
complexity.. 
To overcome the complexity of the Tomlinson 

precoder, some alternative schemes have been considered. 
Among them, one of the most promising is the 
Diagonalizing Precoder (DP) [8]. The DP system at tone k 
is shown in Fig. 3; the precoding matrix Pk is now defined 
as: 

 , (1) 1 1 diag( )k k k k
− −= β ⋅P H H

with 1

row 
max diag( )−⎡β ⋅⎣H Hk k k ii

⎤⎦ . In (1), diag(Hk) is 

the diagonal matrix having elements Hk
11, … , Hk

LL. 
In ideal conditions (i.e., perfectly compensated FEXT), 

the signal-to-noise ratio at the nth receiver and the kth tone 
is: 

 

2

2

n nn
k kn

k
N

P H
SNR =

σ
 (2) 

where  is the transmitted power and  is the variance 
of the thermal noise, that is independent of k and n. 

n
kP 2

Nσ

By using the well-known gap approximation, the 
number of bit/symbol of user n at tone k is given by: 

 2log 1
n

n k
k

SNR
c

⎧ ⎫
= +⎨ ⎬

Γ⎩ ⎭
, (3) 

where Γ is the transmission gap, and the achievable bit rate 
is: 

 , (4) 
1

M
n n

S k
k

C R c
=

= ∑
where RS = 4000 symbol/s is the net symbol rate (which 
differs from Δ because of the cyclic prefix). Actually, in 
(3) and (4), the integer part of  must be assumed. To 

simplify the notation, however, this will be not explicitly 
indicated afterward (but will be used in the numerical 
evaluations).  

n
kc

III. CHANNEL MODEL 
We describe the diagonal elements of matrix Hk (direct 

channel) through the well-known Marconi (MAR1) model 
[13]. As regards the FEXT, such model can be extended 
by using the following expression, that takes into account 
the statistical coupling dispersion with respect to the 1% 
worst case [14]. 

 / 20( , ) ( , ) 10 X i
FEXTH f d H f d f d e− Φ= χ . (5) 

In (5), H(f, d) is the direct channel at frequency f (in 
MHz) and distance d (in km), χ = 10−2.25 is a coupling 
coefficient, X is a Gaussian random variable with mean 
value (in dB) μX and standard deviation (in dB) σX, Φ is a 
uniform random variable ∈[0, 2π). For the subsequent 
analysis, it will be useful to compute the square modulus 
of (5). Because of the assumption on X, 10−X/10 is a log-
normal variable whose mean value and variance are well 
known and can be expressed as functions of μX and σX. 
These expressions will be used in Section V, where several 
numerical examples will be discussed. 

The values of μX and σX depend on the type of cable 
adopted. In the next numerical examples, we will set σX = 
7.8 dB and μX = 2.33×σX = 18.174 dB. 

Eq. (5) is self-consistent in the case of lines with equal 
length and permits us to obtain the off-diagonal elements 

,nj
kH  with n j≠ . In a more practical scenario, where the 

lines within the cable have different lengths, say dn and dj, 
nj
kH  can be obtained through the following expression: 

 ( ) / 20min , 10nj nn X i
k k k j nH H f d d e− Φ= χ , (6) 

as the FEXT contribution is limited to the common length, 
while it is further attenuated in the longest loop. 

In previous literature, (5) has been often used 
neglecting the statistical issues and considering the 
maximum nj

kH  value, that is obtained by setting X = 0. 
This represents a worst case situation, that rarely occurs in 
practice. Instead, by following the approach presented in 
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[1] and [2], we can face the problem in statistical terms, so 
deriving more significant values for the quantities 
involved. Examples will be given in Section IV. 

Even assuming the worst case situation, the crosstalk 
channel nj

kH  from a disturber j into a victim n is always 
much weaker than .nn

kH  As mentioned above, this yields 
the RWDD character of the downstream VDSL channel 
matrix, that is known to be a key issue for the efficiency of 
the vectored system. 

IV. EFFECT OF ESTIMATION ERRORS 
An analytical approach to quantify the impact of 

estimation errors was developed in [2] and is reported here 
for paper completeness. In Section V, this approach will be 
used to produce a set of results, matched to practical 
applications, much more extended with respect to the 
scenarios considered in [2]. 

Let  be the estimated channel matrix. If an 
estimation error is present, it is modeled through a matrix 
Ek such that: 

Ĥk

 . (7) ˆ
k k= +H H Ek

It is reasonable to assume that the direct channels are 
estimated correctly, so that  has zero diagonal 
elements. Moreover, for a given error percentage e, 
assumed constant for all the off-diagonal elements, we 
have . 

kE

ˆ (1 )ij ij
k kH H e= +

Matrix  must replace, in (1), the actual matrix  
and, looking at Fig. 3, through simple algebra, we find [2]: 

ˆ
kH kH

( ) ( ) ( ){
( ) ( ) ( )

( )

1
1

1
1 1

1

ˆ ˆ ˆdiag diag diag

ˆ ˆ ˆ ˆdiag diag diag

ˆdiag .

k k k k k

k k k k k k

k k k

−
−

−
− −

−

⎡ ⎤= − ⋅ ⋅ ⋅ ⋅⎣ ⎦
⎡ ⎤ ⎡ ⎤− ⋅ ⋅ − ⋅ ⋅⎣ ⎦ ⎣ ⎦

⎡ ⎤+β ⋅⎣ ⎦

Z I H E H H X

H E H E H H

H N

} k

k⋅ X

I

  (8) 

Taking into account the RWDD character of the 
channel matrix, it is possible to verify that βk ≈ 1, 

 and ( )1ˆ ˆdiagk k
− ⋅ ≈H H ( )1ˆdiag 0k k

−⋅ ≈E H . Then, (8) 
becomes: 

( ) ( )1 1ˆ ˆdiag diag .k k k k k k k

− −
⎡ ⎤ ⎡ ⎤≈ − ⋅ ⋅ + ⋅⎣ ⎦ ⎣ ⎦Z X H E X H N  

  (9) 

So, by elaborating (9) to obtain the signal-to-noise ratio, 
the number of bit/symbol (3) results in: 

 

2

2
22 2

1

1log 1
n nn

k kn
k L

nj j
k k N

j
j n

P H
c

e H P
=
≠

⎧ ⎫
⎪ ⎪
⎪ ⎪⎪ ⎪= + ⋅⎨ ⎬

Γ⎪ ⎪+ σ⎪ ⎪
⎪ ⎪⎩ ⎭

∑
. (10) 

Because of the presence of the random variables ,nj
kH  

 is a random variable as well. In this paper, we consider 
two different approaches for estimating its mean 

n
kc

n
kc ; 

they are described next. From the knowledge of n
kc , the 

mean of  can be derived as well, by using (4). nC
Approximation 1: A first coarse approximation consists 

in replacing, in (10), the mean of 
2

,nj
kH  so that: 
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1

1log 1
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k L

nj j
k k N

j
j n
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c

e H P
=
≠

⎧ ⎫
⎪ ⎪
⎪ ⎪⎪ ⎪= + ⋅⎨ ⎬

Γ⎪ ⎪+ σ⎪ ⎪
⎪ ⎪⎩ ⎭

∑
. (11) 

Based on the channel model described in Section III, it is 
possible to verify that: 

( ) 2 22 2 ln(10) /10 [ln(10) /10] / 22 2min , e X Xnj nn
k k k j nH H f d d − μ + σ= χ . 

 (12) 

Approximation 2: A more accurate analysis should 
consider  as a function of the random variable: n

kc

  (13) ( ) /10

1 1

min , 10 ,j

L L
Xj

j k j n
j j
j n j n

Y Y P d d −

= =
≠ ≠

= =∑ ∑

and then obtain n
kc  accordingly. Once having fixed the 

scenario,  and j
kP ( )min ,j nd d  are known, so that Y is the 

sum of properly scaled log-normal variables. With simple 
algebra we have (details are given in the Appendix): 

( )
( )

22 2 2

2 22 1 2 2

2

log

         1 ,

Y N Yn n
k k

Y N

Y N

b b
c c

b a b

a
b

⎡ μ + σ + σ⎢= + ⎢ 2
Yμ + + σ + σ⎢⎣

⎤⎛ ⎞
⋅ + ⎥⎜ ⎟μ + σ ⎥⎝ ⎠⎦

 (14) 
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where μY and σY
2 are the mean value and variance of Y, 

and 

 

2
22 2 2     ,      

n nn
k k nn

k k

P H
a b e H= =

Γ
f χ

,k j n ⎤⎦

N

. (15) 

Some analytical methods are known for computing the 
statistical averages of Y, as required in (14). Among them: 
1) Wilkinson’s method is particularly simple and provides 
an explicit solution [15]; 2) Schwartz & Yeh’s method is 
more accurate but requires a recursive approach [16]. 

By applying Wilkinson’s method, we find the 
following expressions: 

( )

( )

( ) ( )

2 2

2 2 2 2

ln10 /10 (ln10 /10) / 2

1

22 ln10 /10 (ln10 /10) (ln10 /10)2
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e e min

     + min , min , .
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P d d

P d d

P d d P d d
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≠

− μ + σ σ

=
≠

= =
≠ ≠
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⎧
⎪ ⎡σ = ⎨ ⎣
⎪⎩

⎫
⎪⎡ ⎤ ⎡ ⎤ − μ⎬⎣ ⎦⎣ ⎦
⎪⎭

∑

∑

∑∑
  (16) 

Channel estimation is typically realized through Least 
Squares (LS) or Recursive Least Squares (RLS) algorithms 
[17] and it is based on the transmission of S training 
symbols with constant power level. The goodness of the 
estimate depends on the value of S and on the ratio 

 [10]. Following an analytical procedure similar to 
that reported in [18], it is easy to verify that the average 
number of bit/symbol for user n at tone k, in the case of 
using the LS algorithm, can be written as [2]: 

2/n
kP σ
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2
2

1log 1
1 1

n nn
k kn

k

N

P H
c

L
S

⎧ ⎫
⎪ ⎪⎪ ⎪= + ⋅⎨ ⎬− Γ⎛ ⎞⎪ ⎪+ σ⎜ ⎟⎪ ⎪⎝ ⎠⎩ ⎭

. (17) 

Whilst (10), (11) and (14) refer to a fixed relative error 
percentage, (17) takes into account the variance of the 
estimation error, on the basis of the actual algorithm used 
for channel estimation. It also suggests the main method to 
limit the impact of the error, that consists, as obvious, in 
increasing the value of S. Numerical examples will be 
given in the following section. 

V. NUMERICAL EXAMPLES AND SIMULATIONS 
In our numerical examples we have used the PSD 

mask of the VDSL2 998 bandplan, up to 17 MHz, 
described in Section II. σN

2 has been computed on the 
basis of a background spectral density of −140 dBm/Hz. 

Moreover, we have assumed Γ = 9.75 dB and a maximum 
number of bit/carrier (bit clipping) equal to 15. 

A. Considered scenarios 
By varying the number and length of the interfering 

lines, a huge number of different scenarios can be 
analyzed. Among them, just for explicative purposes, we 
have focused on the following three scenarios, that extend 
a first series of cases already presented in [2]. 

Scenario 1: In the first scenario, we assume that the lines 
have four different lengths, all multiple of a minimum 
value Δd. The situation is schematically shown in Fig. 4 
(where DSLAM means Digital Subscriber Line Access 
Multiplexer and CPE denotes the Customer-Premises 
Equipment). For each length we have L/4 lines, with L = 8 
(Case 1.1) or L = 16 (Case 1.2). In the simulations that will 
be discussed next, we have considered Δd = 0.3 km. 

Scenario 2: In the second scenario, the L/4 lines in the first 
group have length d, while those in the ith group, with i = 
2, 3, 4, have length d + (i – 1) Δd. This scenario is 
schematically shown in Fig. 5. For each length we have L 
= 8 (Case 2.1) or L = 16 (Case 2.2). In the simulations that 
will be discussed next, in particular, we have assumed d = 
0.9 km and Δd = 0.1 km. A case that this scenario is well 
suited to model is the one plotted in Fig. 6, in which a first 
long span arrives up to the cellar of a building and, from 
that, at regular intervals, L/4 lines are separated to cover 
different building floors. 

Scenario 3: In the third scenario, we have L = 8 (Case 3.1) 
or L = 16 (Case 3.2) lines with equal length. This can be 
seen as a special case of Scenario 2, when Δd = 0 is 
assumed. 
 

 
Figure 4.  Schematic description of Scenario 1. 

 

 
Figure 5.  Schematic description of Scenario 2. 
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Figure 6.  Example of application of the Scenario 2. 

B. Examples of average bit rates 
Tables II-V report some examples of computation of 

the average bit rates, for the Scenarios 1 and 2 introduced 
in Section V.A, by assuming the presence of an error 
percentage e in the evaluation of the channel matrix. Both 
the analytical approximations discussed in Section III have 
been considered. 

TABLE II.  EXAMPLES OF AVERAGE BIT RATES FOR CASE 1.1 

Line 
length 
(km) 

Simulation 
based on (9) 

(Mbps) 

Simulation 
based on (8) 

(Mbps) 
1

nC  

(Mbps) 
2

nC  
(Mbps) 

e = 0.1 
0.3 140.56 140.53 136.29 140.44 
0.6 99.93 99.86 100.05 100.41 
0.9 63.25 63.24 63.25 63.28 
1.2 40.91 40.91 40.90 40.90 

e = 0.5 
0.3 115.00 114.95 105.29 114.03 
0.6 89.05 88.94 87.21 92.38 
0.9 60.02 60.01 59.16 61.21 
1.2 40.11 40.11 39.58 40.26 

 

TABLE III.  EXAMPLES OF AVERAGE BIT RATES FOR CASE 1.2 

Line 
length 
(km) 

Simulation 
based on (9) 

(Mbps) 

Simulation 
based on (8) 

(Mbps) 
1

nC  

(Mbps) 
2

nC  
(Mbps) 

e = 0.1 
0.3 135.99 135.92 130.22 135.02 
0.6 98.70 98.52 98.82 99.38 
0.9 63.00 62.98 62.99 63.06 
1.2 40.86 40.85 40.82 40.83 

e = 0.5 
0.3 102.28 102.19 95.76 101.19 
0.6 82.25 82.01 80.83 84.68 
0.9 57.20 57.16 56.16 58.10 
1.2 39.13 39.12 38.27 39.08 

 

TABLE IV.  EXAMPLES OF AVERAGE BIT RATES FOR CASE 2.1 

Line 
length 
(km) 

Simulation 
based on (9) 

(Mbps) 

Simulation 
based on (8) 

(Mbps) 
1

nC  

(Mbps) 
2

nC  
(Mbps) 

e = 0.1 
0.9 63.13 63.12 63.17 63.22 
1.0 54.33 54.32 54.36 54.38 
1.1 46.49 46.48 46.49 46.50 
1.2 40.89 40.88 40.86 40.87 

e = 0.5 
0.9 58.65 58.62 58.06 60.28 
1.0 51.22 51.20 50.90 52.52 
1.1 44.44 44.42 43.99 45.19 
1.2 39.59 39.58 39.01 39.89 

 

TABLE V.  EXAMPLES OF AVERAGE BIT RATES FOR CASE 2.2 

Line 
length 
(km) 

Simulation 
based on (9) 

(Mbps) 

Simulation 
based on (8) 

(Mbps) 
1

nC  

(Mbps) 
2

nC  
(Mbps) 

e = 0.1 
0.9 62.77 62.72 62.83 62.93 
1.0 54.10 54.06 54.14 54.19 
1.1 46.35 46.33 46.34 46.37 
1.2 40.80 40.79 40.76 40.78 

e = 0.5 
0.9 55.33 55.27 54.80 56.69 
1.0 48.73 48.67 48.41 49.92 
1.1 42.59 42.55 41.98 43.16 
1.2 38.28 38.26 37.44 38.36 
 
The reliability of the approximated average bit rates 

has been tested also through a comparison with the 
simulation results. For this purpose, the samples of 

2nj
kH  

have been generated, according to their statistics, and used 
in (10). The confidence of the estimation can be made high 
by increasing the number of random extractions. The 
numerical elaboration has been managed through simple 
programs written in Matlab© and C++. 

Simulations have been performed by considering either 
the exact expression (8) or the approximate expression (9). 
The results confirm that the use of (9) is quite acceptable, 
being related to the RWDD character of matrix Hk. 

We also observe that Approximation 2 is generally 
better for the case of short lengths, while, for longer 
lengths, the gap between the two approximations becomes 
less pronounced. In all the considered cases, the agreement 
between the simulated and the analytical results is good, 
thus proving the effectiveness of the proposed model. 

On the other hand, simulations permit us to derive any 
statistical description of the random variable . In Fig. 7, 
for example, we have plotted the estimated p.d.f. for d = 
0.6 km and e = 0.5, in Case 1.1. Coherent with Table II, 
the calculated mean value of the p.d.f. is 88.94 Mbps; it is 
also noticeable the fact that the curve is very narrow 
around the mean, thus demonstrating a small variance of 
the achievable bit rates, that is another recognized property 
of the vectored systems [7], even in the presence of 
estimation errors. 

n
kc
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Figure 7.  Estimated p.d.f. for d = 0.6 km and e = 0.5 in Case 1.1. 
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From the tables we see that, just by using S = 100 
training symbols, the average bit rate is very close to the 
ideal result, thus providing the expected high gain with 
respect to the non-vectored system (also shown in the table 
for the sake of reference). We have developed a number of 
similar comparisons for different scenarios; when longer 
loops are considered, the requirement on S can become 
more stringent. Moreover, as clearly shown by (17), for an 
increasing number of lines, the value of S has to be 
increased as well. However, assuming S = 1000 symbols 
should guarantee a limited impact of the estimation errors 
for any VDSL2 scenario of practical interest. 

As stressed above, (17) also permits us to evaluate the 
impact of the estimation error induced by a limited 
number of training symbols. The achievable bit rate for 
different values of S, by considering the Scenarios 1 and 2 
described in Section V.A, are reported in Tables VI-IX. 
For the non-vectored system, the results have been 
obtained by adopting the Approximation 2. 

 

TABLE VI.  AVERAGE BIT RATES AS A FUNCTION OF THE NUMBER 
OF TRAINING SYMBOLS FOR CASE 1.1 

Line 
length 
(km) 

Non- 
vector. 
 (Mbps) 

Vector. 
S = 1 

(Mbps) 

Vector. 
S = 10 
(Mbps) 

Vector. 
.S = 100 
(Mbps) 

Vector. 
S = 1000 
(Mbps) 

Vector. 
Ideal 

(Mbps) 
0.3 96.79 133.88 141.97 144.41 144.66 144.69 
0.6 82.14 79.32 95.86 100.23 100.88 100.96 
0.9 57.11 48.08 59.71 63.01 63.41 63.46 
1.2 38.80 30.95 38.31 40.60 40.92 40.96 

From a different viewpoint, the designer can be 
interested to fix a value of the bit rate and to determine the 
maximum line length that is compatible with it, for a 
suitable total power. Obviously, this length depends on the 
number and length of the interfering lines. Some examples 
are shown in Table X, for “target” bit rates of 50, 75 and 
100 Mbps. The Case 3.1 has been analyzed, and therefore 
the system consists of L = 8 lines of equal length; the value 
of S has been assumed high enough to make the impact of 
the absolute estimation errors negligible. The table shows 
the total power required for reaching the specified bit rates, 
as a function of the line length. Where the label “n.r.” 
appears, this means that the target bit rate cannot be 
reached within a total power of 14.5 dBm that, in Section 
II, has been assumed as a typical value. Focusing attention 
on the bit rate of 100 Mbps, that is the expected value in 
the G.993.5 Standard, we see that the non-vectored system 
is unable to reach it even for the shortest lengths. On the 
contrary, by introducing vectored transmission, the 100 
Mbps target can be reached up to distances longer than 600 
m. Obviously, this conclusion holds for the specific 
scenario here considered (note, in particular, that the 
tagged line and all the interfering ones have the same 
length) but it can be easily extended, updating the limits, to 
other scenarios. 

 

TABLE VII.  AVERAGE BIT RATES AS A FUNCTION OF THE NUMBER 
OF TRAINING SYMBOLS FOR CASE 1.2 

Line 
length 
(km) 

Non- 
vector. 
 (Mbps) 

Vector. 
S = 1 

(Mbps) 

Vector. 
S = 10 
(Mbps) 

Vector. 
S = 100 
(Mbps) 

Vector. 
S = 1000 
(Mbps) 

Vector. 
Ideal 

(Mbps) 
0.3 83.10 127.90 139.91 143.96 144.63 144.69 
0.6 71.77 71.92 91.96 99.58 100.80 100.96 
0.9 51.82 42.82 56.84 62.49 63.36 63.46 
1.2 36.07 27.78 36.42 40.24 40.88 40.96 

 

TABLE VIII.  AVERAGE BIT RATES AS A FUNCTION OF THE NUMBER 
OF TRAINING SYMBOLS FOR CASE 2.1 

Line 
length 
(km) 

Non- 
vector. 
 (Mbps) 

Vector. 
S = 1 

(Mbps) 

Vector. 
S = 10 
(Mbps) 

Vector. 
S = 100 
(Mbps) 

Vector. 
S = 1000 
(Mbps) 

Vector. 
Ideal 

(Mbps) 
0.9 55.32 48.08 59.71 63.01 63.41 63.46 
1.0 48.86 39.87 50.82 54.08 54.50 54.54 
1.1 42.41 34.58 43.43 46.20 46.57 46.62 
1.2 37.80 30.95 38.31 40.60 40.92 40.96 

 

Another relevant aspect that results from the numerical 
analysis is that, depending on the line length, the desired 
bit rate can often be reached by using a total power  
that is significantly smaller than the typical value of 14.5 
dBm. This power saving is another merit of the vectored 
system, and it is seen with particular interest by the 
vendors, for the technological advantages it provides. 

n
TP

TABLE IX.  AVERAGE BIT RATES AS A FUNCTION OF THE NUMBER 
OF TRAINING SYMBOLS FOR CASE 2.2 

Line 
length 
(km) 

Non- 
vector. 
 (Mbps) 

Vector. 
S = 1 

(Mbps) 

Vector. 
S = 10 
(Mbps) 

Vector. 
S = 100 
(Mbps) 

Vector. 
S = 1000 
(Mbps) 

Vector. 
Ideal 

(Mbps) 
0.9 49.68 42.82 56.84 62.49 63.36 63.46 
1.0 44.39 35.37 48.12 53.58 54.44 54.54 
1.1 38.76 30.91 41.15 45.78 46.53 46.62 
1.2 34.74 27.78 36.42 40.24 40.88 40.96 

 

TABLE X.  TOTAL POWER (IN dBm) REQUIRED FOR ACHIEVING THE TARGET BIT RATE IN CASE OF L = 8 LINES OF EQUAL LENGTH 

Line length d (km) Bit rate 
(Mbps) 

Technique 
0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1.0 1.1 1.2 

Vectored −35.2 −28.8 −22.8 −17.9 −13.2 −8.3 −3.3 1.9 7 12.2 n.r. 50 
Non-vectored −30.2 −23.5 −17.1 −11.4 −6.3 −0.4 5.9 12.6 n.r. n.r. n.r. 
Vectored −27.3 −20.9 −14.4 −7.8 −1 5.6 11.6 n.r. n.r. n.r. n.r. 75 
Non-vectored −20.5 −13.4 −5.3 4.9 n.r. n.r. n.r. n.r. n.r. n.r n.r. 
Vectored −19.7 −13.1 −6.2 1.1 9 n.r. n.r. n.r. n.r. n.r n.r. 100 
Non-vectored n.r. n.r. n.r. n.r. n.r. n.r n.r n.r n.r n.r. n.r. 

 

30

International Journal on Advances in Telecommunications, vol 4 no 1 & 2, year 2011, http://www.iariajournals.org/telecommunications/

2011, © Copyright by authors, Published under agreement with IARIA - www.iaria.org



VI. EFFECT OF QUANTIZATION ERRORS 
The effect of quantization errors can be modeled in a 

way similar to that discussed in Section IV for the 
estimation errors. This analysis has been reported in [2], 
and is here repeated for the sake of completeness. 

Let us suppose that matrix Pk is represented, in finite 
precision, as a matrix , such that:  ˆ

kP

 , (18) ˆ
k k k= +P P E

where matrix Ek now expresses the quantization errors. 
The latter, in turn, can be related to a matrix Δk as follows: 

 . (19) 1
k k

−= ⋅Δ P Ek

In ideal conditions, we have Δk = Ek = 0. Through simple 
algebra, the signal-to-noise ratio at the nth receiver and the 
kth tone, in the presence of quantization errors, is [10]: 

 

2 2

2 2 2
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SNR

H P
=
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+ Δ
=

Δ + σ∑ N

, (20) 

being  the (n, j)th element of Δk. Eq. (20) can be used 
to replace  in (3), thus reducing the achievable bit 
rate with respect to the ideal condition. By investigating 
the statistical properties of  in presence of quantization 
errors, it is possible to find the number of quantization bits 
needed to have a penalty smaller than a prefixed 
percentage. In this view, an important analytical work was 
done in [10], where a number of bounds were determined, 
and their reliability tested through simulations.  

nj
kΔ

n
kSNR

n
kc

In that paper, however, the elements of Ek were 
modeled as random variables uniformly distributed in the 
range [−2−v, 2−v], where v is the number of quantization 
bits. No specific quantization law was considered. 

Noting by n
kc  the number of bit/symbol for user n at 

tone k in presence of quantization errors, and using (3) and 
(4), the effect on the bit rate is measured by the following 
parameter: 

 1100 100
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+ Γ⎩ ⎭
⎬  has the meaning 

of transmission rate loss for the nth receiver at the kth tone 
[10]. Taking into account that the modulus of the diagonal 
elements of matrix Pk is about 1, a first choice consists in 

assuming a midtread quantization law between −1 and 1. 
Because of the RWDD property of matrix Hk, however, 
the off-diagonal elements are very small. So, following 
this quantization law, most of the off-diagonal elements 
become zero after quantization, particularly in the case of 
small v and low frequencies. 

Explicitly, this means that the vectoring procedure is 
made ineffective by quantization. In spite of this, for small 
values of v, the error due to the quantization is, on average, 
smaller than that resulting from the assumption of a 
uniform error. Tables XI and XII show the values of 

/ 100n nL C ⋅ , in Case 3.2 (i.e., with L = 16 lines of equal 
length) as obtained by the model in [10] and by the 
midtread quantization law here considered, for various line 
lengths, namely: d = 0.3 km, d = 0.6 km, d = 0.9 km and d 
= 1.2 km. The difference between the two groups of results 
is evident for small v, while it almost disappears for large 
v. Both tables confirm that, wishing to have a rate loss 
below 4% for line lengths ≥ 0.3 km, v = 14 bits is almost 
always required. Though this value could be implemented 
on the basis of the current technology, it seems 
exaggeratedly high, and, in fact, it can be reduced by using 
a smarter quantization law. 

The key point is the need to distinguish between the 
dynamics of the diagonal elements of Pk, that are close to 
1, and that of the off-diagonal elements, that are much 
smaller than 1. So, in [2] we proposed to adapt the 
midtread quantization law to such dynamics, by assuming 
different quantization thresholds for the two classes of 
data. This approach is further developed and assessed in 
the following. In practice, the 2v quantization levels are 
distributed between −Th1 and Th1 for the diagonal elements, 
and between −Th2 and Th2 for the off-diagonal elements. 
The assumption of Th1 equal to 1 seems a natural choice. 
On the contrary, the choice of Th2 should take into account 
the dynamics of the off-diagonal elements. Fig. 8 shows an 
example of max and average values of ij

kP , with i ≠ j , for 
L = 16 and line length d = 0.3 km or d = 1.2 km. 

While the maximum of ij
kP  can be locally rather high, 

the average value is very small, and the assumption of Th2 
= 0.05 is a reasonable choice, particularly for the short line 
lengths. So, our quantization law assumes a uniform 
distribution in the range [−1, +1], for the diagonal 
elements, and in the range [−0.05, +0.05], for the off-
diagonal elements. It should be noted that the 
implementation of this quantization scheme does not 
require any additional processing, but only a selective 
management of the elements of the precoding matrix. 

The results obtained by using the midtread quantization 
law with different thresholds are shown in Table XIII. In 
comparison with Tables XI and XII, we see a significant 
improvement for any value of v. In particular, the target of 
capacity loss below 4%, for d ≥ 0.3 km, can now be 
achieved by using only v = 10 bits (or even v = 8 bits, for 
the longest lines), with a significant saving with respect to 
the case of equal thresholds. 
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TABLE XI.  / 100n nL C ⋅  WITH UNIFORM GENERATION OF THE 

QUANTIZATION ERRORS FOR CASE 3.2 

d (km) v = 6 v = 8 v = 10 v = 12 v = 14 
0.3 86.28 59.33 33.75 13.79 3.34 
0.6 64.99 37.95 17.73 5.88 1.08 
0.9 60.15 33.40 14.90 4.53 0.71 
1.2 61.23 33.13 14.02 4.11 0.60 

 

TABLE XII.  / 100n nL C ⋅  WITH MIDTREAD QUANTIZATION FOR 

CASE 3.2 

d (km) v = 6 v = 8 v = 10 v = 12 v = 14 
0.3 61.69 50.84 31.85 13.59 3.37 
0.6 38.56 29.24 16.00 5.77 1.13 
0.9 28.76 22.85 12.75 4.36 0.72 
1.2 24.27 20.03 11.37 3.92 0.61 

 
Similar conclusions were drawn in [2], by considering 

different scenarios and parameter values, thus proving the 
effectiveness of the proposed quantization law under rather 
general conditions. 
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Figure 8.  Simulated dynamics for the off-diagonal elements of the 
precoding matrix: (a) d = 0.3 km, (b) d = 1.2 km, in Case 3.2. 

TABLE XIII.  / 100n nL C ⋅  WITH MIDTREAD QUANTIZATION 

ADOPTING DIFFERENT THRESHOLDS FOR CASE 3.2 

d (km) v = 6 v = 8 v = 10 v = 12 v = 14 
0.3 29.79 12.66 3.85 1.65 1.48 
0.6 15.03 5.17 1.21 0.54 0.49 
0.9 11.41 3.58 0.59 0.11 0.07 
1.2 10.17 3.14 0.45 0.05 0.03 

 

VII. CONCLUSION 
Estimation errors and quantization errors can severely 

limit the performance of vectored VDSL systems. The 
analysis of their effects must be performed by taking into 
account the statistical nature of the FEXT. In this paper, 
we have considered the case of a downstream VDSL link, 
where crosstalk is nominally canceled by using a 
diagonalizing precoder. Starting from analytical formulas 
for quantifying the effect of such impairments, we have 
performed a study on practical VDSL scenarios. We have 
verified that the impact of the estimation errors can be 
made negligible by using a number of training symbols in 
the order of S = 1000. Additionally, only 10 bits or fewer 
are required to maintain the capacity loss below 4% in the 
presence of quantization errors in the precoding matrix 
representation. The presented approach also allows to 
analytically determine the transmitted power that is 
necessary to achieve a target bit rate at a given distance, 
that is a key parameter for the design of VDSL systems. 

The analysis has been focused on the VDSL2 17 MHz 
profiles, but it can be extended, for example, to the 
VDSL2 30 MHz profiles, whose adoption is planned for 
the near future. 
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APPENDIX 

Derivation of Approximation 2 
Let us define: 
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the signal-to-noise ratio in the presence of the error 
percentage e. With the positions (13) and (15), we have: 
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Let us define: 

 
2 2

1 2,Na
W Y W Y

b b
+ σ σ

= + = + .N  (24) 

Both W1 and W2 are log-normal variables, with mean value 
and variance: 
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  (26) 
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Consequently, 
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are Gaussian variables, with mean value 
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So, through simple algebra, we obtain: 
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where 2
iW , i =1, 2, is the average square value of Wi. 

Finally, by using the expressions above, (14) is derived. 
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Abstract—In this paper1, we investigate an efficient signal
detection algorithm, which combines lattice reduction (LR) and
list decoding (LD) techniques for the 3rd generation long term
evolution (LTE) downlink systems. The resulting detector, called
LRLD based detector, is carried out within the framework of
successive interference cancellation (SIC), which takes full advan-
tages of the reliable LR detection. We then extend our studies to
the implementation possibility of the LRLD based detector and
provide reference for the possible real silicon implementation.
Simulation results show that the proposed detector provides a
near maximum likelihood (ML) performance with a significantly
reduced complexity.

Index Terms—3GPP LTE downlink, signal detection, lattice
reduction, successive interference cancellation, implementation
study.

I. INTRODUCTION

The 3rd generation partnership project (3GPP) [2] is in
the process of defining the long-term evolution (LTE) and
Advanced-LTE for 3G radio access, in order to maintain the
future competitiveness of 3G technology. The main targets for
this evolution concern increased data rates, improved spectrum
efficiency, improved coverage, and reduced latency. The LTE
downlink is based on orthogonal frequency division multiple
access (OFDMA) that allows multiple access on the same
channel [3]. This allows simple receivers in case of large
bandwidth, frequency selective scheduling and adaptive mod-
ulation and coding. The LTE uplink is based on single carrier
frequency division multiple access (SC-FDMA) technique [4].

In order to fulfill the requirements on coverage, capacity,
and high data rates, novel multiple input multiple output

1This work was partly presented at the 2010 International Conference on
Digital Communications (see reference [1].)

(MIMO) schemes need to be supported as part of the long-term
3G evolution. Signal detection in MIMO systems have recently
drawn significant attention. If the maximum likelihood (ML)
detection is used, the complexity grows exponentially with the
number of transmit antennas. Thus, various approaches are
devised to reduce the complexity. The successive interference
cancellation (SIC) approach is employed in [5]. The relation
between the SIC based MIMO detection and the decision
feedback equalizer (DFE) is exploited in [6]. A probabilistic
data association (PDA) algorithm, which was devised for the
multiuser detection in [7], is applied to the MIMO detection
in [8]. In [9], the partial maximum a posteriori probability
(MAP) principle is derived to discuss the optimality of the
SIC based detection. List decoding (LD) based detectors are
also considered for the MIMO detection to obtain soft-decision
in [10] and [11]. In [12], a lattice reduction (LR) based
MIMO detector used as a low complexity MIMO detector
is first discussed. In [13], more LR based MIMO detectors
are proposed. Following this trend, this paper considers the
signal detection in the LTE downlink, where an efficient signal
detection algorithm based on the LR and LD techniques is
investigated. The resulting detector (called LRLD detector)
produces a list in the LR domain, which results in a much more
reliable list and thus is efficient in mitigating error propagation
when the SIC based detection is employed. Simulation results
show that the LRLD detector provides a near ML performance
with a significantly reduced complexity.

However, the potential capacity of the MIMO channel can
only be exploited if implementable hardware architecture is
available. The main issue in implementing the MIMO detector
is the latency incurred by preprocessing the channel matrices
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Fig. 1. Block diagram of a MIMO-OFDMA LTE downlink.

[14]. There have been extensive work on the implementation
of the MIMO detection either with minimum mean square
error-successive interference cancellation (MMSE-SIC) [15],
vertical-Bell Laboratories layered space-time (V-BLAST) [16]
or Maximum Likelihood (ML) receivers [17]-[22]. However,
while the formers usually provide an inferior performance,
the latter demandingly requires a large silicon complexity.
Thus, finding a reasonable trade-off between an implementable
architecture of the MIMO detector and a near ML performance
is always a motivation. We therefore extend our studies to the
implementation possibility of the proposed detector and then
provide references for the possible real silicon implementation.

The rest of the paper is structured as follows. Section II
describes the system and channel models. The signal detection
algorithm is designed and discussed in Section III. Section IV
studies the implementation possibility of the proposed detector.
Section V provides simulation results and some concluding
remarks are provided in Section VI.

Notation: Bold-face upper (lower) letters denote matrices
(column vectors); (·)∗, (·)T and (·)H denote complex conjuga-
tion, transpose and Hermitian transpose, respectively; I is the
identity matrix; E[·] denotes statistical expectation; Diag(x)
denotes a matrix with vector x being its diagonal; N (µ,σ2)

denotes Gaussian distribution with mean µ and variance σ2;
δn,n� denotes Kronecker delta; J0(·) denotes zero-order Bessel
function of the first kind; | · | denotes absolute value; and � · �
denotes Frobenius norm.

II. SYSTEM AND CHANNEL MODELS

The MIMO-OFDMA LTE system is a parallel of single-
input single-output OFDMA (SISO-OFDMA) where blocks
of K data symbols are mapped onto the spatial multiplexing
(SM) module followed by the data mapping and inverse fast
Fourier transform (IFFT) operations, as shown in Figure 1.
Note that we do not consider MIMO encoding (e.g., space-
time coding) in this work. The data mapping operation is
used for subcarrier mapping (e.g., distributed or localized
mapping in multiple access [4]). Reversed operations are
carried out at the receiver, which are then followed by the
signal detection and MIMO processing. Assume that there
are K transmit antennas and N receive antennas. Let P and
Q denote the number of subcarriers used in one orthogonal
frequency division multiplexing (OFDM) symbol for the user
of interest and the size of the IFFT, respectively. We denote

sP,k = [s1,k, s2,k, · · · , sP,k]
T (1)

as the transmitted signal vector from the kth transmit antenna.
For convenience, it is assumed that E[sp,ks∗p,k] = 1 for 1 ≤
p ≤ P, 1 ≤ k ≤ K.

Assuming that the guard interval (i.e., cyclic prefix (CP))
is longer than the maximum channel span, the received signal
vector after removing CP and taking fast Fourier transform
(FFT) at the nth receive antenna can be written as

rP,n � [r1,n, r2,n, · · · , rP,n]
T (2)

=
K�

k=1

Diag(hn,k)sP,k +wn (3)
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where hn,k = [hn,k(i1), hn,k(i2), · · · , hn,k(iP )]T is the
frequency-domain channel vector from the kth transmit an-
tenna to the nth receive antenna and wn is a zero-mean
complex Gaussian vector with variance σ2

w
. Here, ip = P(p)

where P(·) is the subcarrier mapping function that maps a
data symbol onto one of the Q subcarriers. Obviously, ip

is obtained depending on the subcarrier mapping pattern and
ip ∈ {1, 2, · · · , Q}. Note that

hn,k(ip) =
L�

l=1

gn,k(l)e
− 2πj

Q (l−1)(ip−1)

where gn,k(l) is the lth tap of the fading channel from kth
transmit antenna to the nth receive antenna and L is the
number of paths. We can rewrite the received signal for each
subcarrier as follow

rp,N = H(ip)sp,K +wp (4)

where rp,N = [rp,1, rp,2, ..., rp,N ]T , p = 0, 1, ..., P − 1, is
the signal vector at the ipth subcarrier received through the
N receive antennas. sp,K= [sp,1, sp,2, ..., sp,K ]T is the data
symbol vector at the ipth subcarrier transmitted through K

transmit antennas. wp is also the complex Gaussian noise
vector. H(ip) is the frequency-domain channel matrix at the
ipth subcarrier given as

H(ip) =





h1,1(ip) h1,2(ip) · · · h1,K(ip)

h2,1(ip) h2,2(ip) · · · h2,K(ip)
...

...
. . .

...
hN,1(ip) hN,2(ip) · · · hN,K(ip)




. (5)

We assume that the channel is unchanged during one OFDM
symbol interval and gn,k(l) is independent and has identical
Gaussian distribution gn,k(l) ∼ N (0,σ2

l
). Here, σ2

l
is the

normalized average power of each propagation path with
L−1�

l=0

σ2

l
= 1. (6)

Typical urban (TU) [23] and spatial channel model (SCM)
[24] power delay profiles are used in this paper.

1) Typical Urban: We consider the time varying channel
whose channel impulse response (CIR) is modeled by L

propagation paths,

g(τ, t) =
L−1�

l=0

γl(t)δ(τ − τl). (7)

Assume that the channel is a wide-sense stationary uncor-
related scattering (WSSUS) Rayleigh fading and unchanged

during one OFDM symbol interval. The maximum chan-
nel impulse span is also assumed to be within the guard
interval. For convenience, let τl = lTs, Tb = T + Tg

where Ts = T/Q. Here, T , Tb and Tg denote the useful
OFDM symbol interval, the whole OFDM symbol interval
and the guard interval, respectively. Then, the channel impulse
vector at each (OFDM symbol) time index n, denoted by
g(t) = [g0(t), g1(t), ..., gL−1(t)]T , can represent the discrete
CIR. The autocorrelation function of gl(t) = g(lTs, tTb) is
expressed as

E{gl(t)g∗l�(t�)} = σ2

l
J0(2πfD(t− t�)Tb)δl,l� , (8)

where fD is the maximum Doppler frequency and σ2

l
is the

normalized average power of each propagation tap with

L−1�

l=0

σ2

l
= 1. (9)

An typical urban (TU) power delay profile [23] is used to
model {σ2

l
}.

2) Spatial Channel Model: SCM was proposed by the
3GPP for both link- and system-level simulations. The 3GPP
SCM emulates the double-directional and clustering effects of
small scale fading mechanisms in a variety of environments,
such as suburban macrocell, urban macrocell, and urban
microcell. It considers N clusters of scatterers. A cluster
can be considered as a resolvable path. Within a resolvable
path (cluster), there are M subpaths which are regarded
as the unresolvable rays. A simplified plot of the SCM is
given in Figure 2, where only one cluster of scatterers is
shown as an example. Here, θv is the angle of the mobile
station (MS) velocity vector with respect to the MS broadside,
θn,m,AoD is the absolute angle of departure (AoD) for the
mth (m = 1, ...,M ) subpath of the nth (n = 1, ..., N ) path
at the base station (BS) with respect to the BS broadside,
and θn,m,AoA is the absolute angle of arrival (AoA) for the
mth subpath of the nth path at the MS with respect to the
MS broadside. Details of the generation of SCM simulation
parameters can be found in [24].

III. SIGNAL DETECTION

For convenience, the indices in (4) are omitted. The N × 1

received signal vector rp,N , now denoted by r, is given by

r = Hs+w, (10)
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Fig. 2. BS and MS angle parameters in the 3GPP SCM with one cluster of scatterers [24].

where H, s, and w are the N × K channel matrix, the
K × 1 transmitted signal vector, and the N × 1 noise vector,
respectively. Let S denote the signal alphabet for symbols, i.e.,
sk ∈ S , where sk denotes the kth element of s, and its size
is denoted by M , i.e., M = |S|.

A. Conventional Detectors

We consider two conventional detection approaches: ML
and MMSE.

1) ML Detection: The ML detection finds the data symbol
vector that maximizes the likelihood function as follows:

sml = arg max
s∈SK

f(r|s)

= arg min
s∈SK

||r−Hs||2. (11)

To identify the ML vector, an exhaustive search is required.
Because the number of candidate vectors for s is MK , the
complexity grows exponentially with K.

If the a priori probability of s is available, the maximum
a posteriori (MAP) sequence detection can be formulated.
Suppose that b is a bit-level symbol vector representation
of s. The elements of b are binary and the size of b is
(K log

2
M)× 1. With the a priori probability of b, the MAP

vector (at the bit-level) becomes

bmap = argmax
b

Pr(b|r)
= argmax

b
f(r|b) Pr(b), (12)

where Pr(b) denotes the a priori probability of b. In addition,
the a posteriori probability of each bit can be found by
marginalization as

Pr(bi = +1|r) =
�

b∈B+

i

Pr(b|r)

Pr(bi = −1|r) =
�

b∈B−
i

Pr(b|r), (13)

where B±
i

= {[b1 b2 . . . bK̄ ]T | bi = ±1, bm ∈
{+1,−1}, ∀m �= i} and K̄ = K log

2
M .

2) MMSE Detection: It is easy to perform the (linear)
MMSE detection if the constraint on the symbol vector,
sk ∈ S , ∀k, is not imposed. Using the orthogonality principle,
the MMSE estimator for s can be found as

Wmmse = argmin
W

E[||s−W
H
r||2]

=
�
E[rrH]

�−1

E[rsH]. (14)

We can show that

E[rrH] = HH
H + σ2

w
I

E[rsH] = H.

It follows that

Wmmse = (HH
H + σ2

w
I)−1

H

and

ŝmmse = W
H

mmse
r

= H
H(HH

H + σ2

w
I)−1

r. (15)

B. Proposed Detector

We assume that N ≥ K and consider the QR factorization
of the channel matrix as H = QR, where Q is unitary and
R is upper triangle. We have

x = Q
H
r = Rs+Q

H
w. (16)

Since the statistical properties of Q
H
w are identical to that

of w, QH
w will be denoted by w. If N = K, there is no

zero rows in R, otherwise the last N − K rows would be
zero. Thus, the last N −K elements of x would be ignored
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for the detection if N > K. Accordingly, the first K rows
of R would be considered. If there is no risk of confusion,
hereafter, we assume that the sizes of x, R, and w are K×1,
K ×K, and K × 1, respectively.

The complexity of the conventional LR based detector can
grows significantly with the number of basis vectors. To
avoid this problem, we propose an LRLD based detection
algorithm, which breaks a high dimensional MIMO detection
problem into multiple lower dimensional MIMO sub-detection
problems.

To perform the proposed LRLD based detection, we con-
sider the partition of x as follows:

�
x1

x2

�
=

�
R1 R3

0 R2

��
s1

s2

�
+

�
w1

w2

�
, (17)

where xi, si, and wi denote the Ki × 1 ith subvectors of x,
s, and w, i = 1, 2, respectively. Note that K1 + K2 = K.
From (17), we can have two lower dimensional MIMO sub-
detection problems to detect s1 and s2. It is straightforward
to extend the partition into more than two groups. However,
for the sake of simplicity, we only consider the partition into
two groups as in (17).

In the proposed LRLD based detection, the sub-detection
of s2 is carried out first using the LR based detector. Then,
a list of candidate vectors of s2 is generated. With the list
of s2, the sub-detection of s1 is performed with the LR based
detector. The candidate vector in the list is used for the SIC to
mitigate the interference from s2. The algorithm steps (AS) of
the proposed LRLD based detector is summarized as follows.

AS1) The LR based detection of s2 is performed with the
received signal x2, i.e.,

c̃2 = LRDet(x2),

where LRDet(·) is the function of the LR detection op-
eration (see Appendix A for details of the LR detection),
and c̃2 is the estimated vector of s2 in the corresponding
LR domain. Note that there is no interference from s1 in
detecting s2.

AS2) A list of candidate vectors in the lattice-reduced domain
is generated by

C2 = List(c̃2),

where List is a function that chooses the Q closest vectors
to c̃2(1 ≤ Q ≤ MK2) in the LR domain. The details of
the list generation is discussed in Appendix B.

AS3) The list of candidates of s2, denoted by S2, can be
converted from C2. For convenience, denote S2 =

{s̃(1)
2

, s̃(2)
2

, · · · , s̃(Q)

2
}.

AS4) Once S2 is available, the LR-based detection of s1 can
be carried out with SIC, i.e.,

c̃
(q)

1
= LRDet(x1 −R3s̃

(q)

2
),

where s̃
(q)

2
is the qth decision vector of s2 from list S2.

AS5) Let s̃(q)
1

denote the signal vector corresponding to c̃
(q)

1
in

the LR domain and s̃
(q) = [(s̃(q)

1
)T (s̃(q)

2
)T]T, the final

decision of s is found as

s̃ = arg min
q=1,2,··· ,Q

���x−Rs̃
(q)

���
2

.

Softbit Generation: As we are using turbo code for channel
coding, its inputs should be soft bits. The probability of the
qth candidate ŝ

(q) in the list can be found as

P (ŝ(q)) = CQ exp

�
− 1

σ2
w

||x−Rŝ
(q)||2

�
, (18)

where CQ is the normalization constant, which is given by

CQ =
1

�
q=1,··· ,Q exp

�
− 1

σ2
w
||x−Rŝ(q)||2

� .

Note that �

q=1,··· ,Q
P (ŝ(q)) = 1. (19)

Suppose that b̂(q) is a bit-level symbol vector representation
of ŝ(q), i.e., ŝ(q) = M(b̂(q)) where M(·) denotes the mapping
rule. The elements of b̂

(q) are binary and the size of b̂
(q) is

K̄×1 where K̄ = K log
2
M . Correspondingly, the probability

of b̂(q) can be written as

P (b̂(q)) = CQ exp

�
− 1

σ2
w

||x−RM(b̂(q))||2
�
, (20)

The soft log-likelihood ratio (LLR) value of the ith bit bi

(i = 1, 2, · · · , K̄) can then be obtained as

Λ(bi) = log

�
b̂(q)∈B+

i
P (b̂(q))

�
b̂(q)∈B−

i
P (b̂(q))

, (21)

where B±
i

= {[b1 b2 . . . bK̄ ]T | bi = ±1, bm ∈
{+1,−1}, ∀m �= i}.

IV. IMPLEMENTATION STUDY OF THE PROPOSED

DETECTOR

In this section, we study the implementation possibility of
the proposed LRLD detector. Note that some details of the
proposed detector and definition of certain parameters, e.g.,
α, β, are presented in Appendix A and B.
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A. Detector Structure

For convenience, we outline the implementation steps (IS)
required for the proposed detector as follows.

IS1) QR decomposition:

H = QR,

where

R =

�
R1 R3

0 R2

�
.

IS2) Gaussian lattice reduction:

R̄1 = R1U1,

R̄2 = R2U2.

IS3) MMSE filtering weight matrices:

W1 = (R1R
H

1
α2Es + |α|2σ2

w
I)−1

R1U
−H

1
α2Es,

W2 = (R2R
H

2
α2Es + |α|2σ2

w
I)−1

R2U
−H

2
α2Es.

IS4) Unitary transformation:

x = Q
H
r

= Rs+w,

or
�

x1

x2

�
=

�
R1 R3

0 R2

��
s1

s2

�
+

�
w1

w2

�
.

IS5) Scaling/shifting:

d2 = αx2 + βR21,

b2 = αs2 + β1,

d
(q)

1
= α(x1 −R3ŝ

(q)

2
) + βR11,

b1 = αs1 + β1.

IS6) LR based list detection: This step includes three stages:

– one MMSE filtering operation to estimate c2 (i.e.,
signal vector s2 in the LR domain):

c̃2 = W
H

2
(d2 − βR21) +U

−1

2
β1

= αWH

2
x2 +U

−1

2
β1.

– sorting and storing the list of c2 (of length Q):

C2 = {c2
�� ||c̃2 − c2|| < r(Q)}.

– Q parallel MMSE filtering operations to estimate c1

with respect to each candidate of the list of c2:

c̃
(q)

1
= αWH

1
(x1 −R3ŝ

(q)

2
) +U

−1

1
β1,

where s
(q)

2
= (U2c

(q)

2
− β1)/α and c

(q)

2
∈ C2.

The implementation operations can be classified into two
types: Pre-processing and detection processing.

Pre-processing: This is often referred to as channel-rate
processing, in which all operations need to be carried out only
when there is a new channel update. All steps from IS1) to
IS3) belong to this type.

Detection Processing: This can be referred to as symbol-rate
processing. This type of processing includes all operations that
are carried out after each received signal vector arrives. In our
proposed detector, the received data will be processed in a
first in first out (FIFO) manner. The FIFO buffer is used to
bridge the latency incurred among the received signals. All
steps from IS4) to IS6) belong to this type.

Figure 3 shows a high-level structure of the proposed
detector with respect to hardware implementation. We will
describe each major operation next. Some operations such as
unitary transformation, shifting/scaling and final decision are
straightforward and thus ignored. Since memory is nowadays
not a big issue in the hardware implementation, we assume that
a certain amount of memory is available wherever needed.

B. Pre-Processing

In our proposed detector, there are three dominant com-
ponents in the pre-processing stage – QR decomposition,
Gaussian lattice reduction and matrix inversion operations. It
is always desirable to have a low latency in preprocessing
the channel matrices. Thus, selection of algorithm to be
implemented for each of the three above operations may well
decide the real silicon complexity. We will consider each
operation in details next.

1) QR Decomposition: As shown in [25], QR decompo-
sition is preferred to Cholesky decomposition due to the
numerical stability. In our detection algorithm, although the
QR operation is required only once for each channel update,
it still provides a significant load of computations as the
operation is carried out to the channel matrix of full size.
We therefore study different algorithms in the literature for
the QR decomposition.

Gram-Schmidt:

The Gram-Schmidt (GS) procedure finds the QR decom-
position of a matrix H such that H = QR, where Q is
unitary and R is upper triangular. An obvious drawback of
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Fig. 3. High-level structure diagram of the implementation of the proposed LR based list detector.

the GS algorithm is the fact that it requires costly square-
root and division operations and that the overall computational
complexity is high. Thus, a modified version of the GS is
presented (see [26]). The details of the modified GS are
discussed in [27], [28]. The corresponding algorithm proceeds
as follows.

Gram-Schmidt algorithm:

1) initialize: Q = H,R = 0

2) for k = 1 to K

3) [R]k,k =
�
q
H

k
qk

4) qk = qk/[R]k,k

5) for i = k + 1 to K

6) [R]k,i = q
H

k
qi

7) qi = qi − [R]k,iqk

8) end for

9) end for

Generally, the GS is accurate to the floating-point precision.
For fixed-point arithmetic, the problem of quantization and
round-off errors is not ignorable and therefore there is loss
in accuracy (e.g., loss in the orthogonality of Q) [27]. It was
shown in [29] that the orthogonalization error (�o) in fixed-

point version of the GS algorithm is bounded by the product
of condition number κ(H) of matrix H and machine precision
ε, as follows

�o =� I−Q
H
Q �

≤ ζ(K)× ε× κ(H),

where ζ(K) is a low degree polynomial in K depending only
on details of computer arithmetic. This implies that for a well-
conditioned matrix, fixed-point architecture for the GS is still
accurate to the integer multiples of the machine precision ε.
However, for ill-conditioned matrices, the computed Q can be
very far from orthogonal. Thus, we can consider the numer-
ically more favorable scheme, Householder Transformation,
which is based on unitary transformation.

Householder Transformation:

The use of unitary transformations instead of the conven-
tional methods is to alleviate the numerical problem such as
requirement of high number precision, i.e., large silicon area in
fixed-point very-large-scale integration (VLSI) implementation
is required. The reason for this more favorable behavior is
that unitary transformations do not alter the length of a vector
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and thus cannot lead to an excessive increase in dynamic
range or to an enhancement of quantization noise. Two typi-
cal algorithms using unitary transformations are Householder
Transformation and Givens Rotation. For illustrative purpose,
we overview the Householder Reflection algorithm only.

The Householder Transformation algorithm recursively ap-
plies a sequence of unitary transformations Q

H

i
to matrix H

as follows:
R

(k+1) = Q
H

k
R

(k),

where R
(1) = H. Each transformation will eliminate

more subdiagonal entries until finally R = R
(K−1) =

Q
H

K−1
· · ·QH

1
H. The unitary matrix Q

H is readily obtained
from

Q
H = Q

H

K−1
· · ·QH

1
.

The algorithm can be described in details as follows.
Householder Transformation algorithm:

1) initialize: Q
(0) = I,R(1) = H

2) for k = 1 to K − 1

3) q̄k = rk+ � rk � 1

4) Q̄k = I− 2 q̄kq̄
H

k
�q̄k�2

5) Pk =

�
Ik−1 0

0 Q̄k

�

6) [R]H
k+1

= PkR
(k)

7) Q
(k) = PkQ

(k−1)

8) end for

9) Q
H = Q

(K−1)

We compare the complexity of the two methods in Table
I. The Householder Reflection algorithm provides a slightly
lower number of complex multiplications (CMs), divisions
and square root operations compared to the Gram-Schmidt
algorithm. In addition, for fixed-point implementation, the
Householder Reflection algorithm is supposed to be more
stable.

Note that (K2 + K(K + 1)/2) words of memory2 are
required to store matrices Q and R at the output of the QR
decomposition operation.

2) Lattice Reduction Using Gaussian Method: In the pro-
posed LR based list detector, the LR is applied to the sub-
channel matrix R1 and R2. For convenience, we consider

2The term ‘word of memory’ is referred to the amount of memory required
to store one complex number. The number of bits in one word may vary
depending on the dynamic range of the observing data. Thus, throughout the
section, we use ‘word’ as a unit of memory.

these matrices of size 2 × 2 only. Thus, this basis-2 LR
can be carried out using the simple Gaussian method. We
can limit the maximum number of iterations in this Gaussian
lattice reduction algorithm to a small number (e.g., 2 iterations
is reasonable) while keeping the overall performance almost
the same. For the implementation purpose, we can fix the
maximum number of iterations to T , and the Gaussian LR
algorithm is summarized as follows.

1) Input (b1,b2, T )

2) Set J =

�
0 1

1 0

�
and U =

�
1 0

0 1

�

3) i = 0
4) do

5) if ||b1|| > ||b2||
6) swap b1 and b2, and U = UJ

7) end if

8) if |< b2,b1 > | > 1/2

9) t̂ = �<b2,b1>

||b1||2 �

10) b2 = b2 − t̂b1 and U = U

�
1 −t

0 1

�

11) end if

12) i = i+ 1

13) while (||b1|| < ||b2||)&&(i ≤ T )

14) return (b1,b2,U)

In the worst case where the Gaussian LR algorithm runs until
the maximum iteration i = T , the number of CMs required
for the Gaussian LR is 4T . Six words of memory are required
to store data of the unimodular matrix at the output.

3) Matrix Inversion: In our proposed detector, the dominant
complexity component in obtaining the MMSE filtering weight
matrices is the matrix inversion operations, (R1R

H

1
α2Es +

|α|2σ2

w
I)−1 and (R2R

H

2
α2Es + |α|2σ2

w
I)−1. Fortunately, the

fact that the size of these submatrices to be inverted is reason-
ably small leads to a reasonably low load of computations. For

example, a 2 × 2 matrix R =

�
r1,1 r1,2

r2,1 r2,2

�
can be simply

inverted using adjoint method

R
−1 =

1

r1,2r2,1 − r1,1r1,1

�
r2,2 −r2,1

−r1,2 r1,1

�
,

which requires 1 division and 6 CMs.

In a general case of matrix H of size K×K, the complexity
of inversion operation may vary depending on implementation
method. We overview some typical methods:
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TABLE I
COMPLEXITY COMPARISON OF THE TWO METHODS: GRAM-SCHMIDT (GS) AND HOUSEHOLDER REFLECTION (HR)

Algorithm Division Square root Complex multiplications (CMs) CMs with K = 4

GS K K 2K2 + 2
�K

k=1 K(K − k) 80

HR K − 1 K − 1 2
�K−1

k=1 (K − k + 1)2 78

a) Adjoint Method:

H
−1 =

adj(H)

det(H)
.

Unfortunately, for the matrix inversion using adjoint method,
there is no generic expression for the number of CMs as it
depends heavily on the dimension K. However, the approxi-
mated number of CMs can be of up to scale in 2K as [30]

Cm ≈ a2K +K2 +K.

b) LR Decomposition: Matrix H is decomposed into a
lower-triangular matrix L and a upper-triangular matrix R,
i.e., H−1 = R

−1
L
−1. The algorithm is as follows

1) Initiate L = H,R = I

2) For i = 1 to K

3) For j = 1 to K

4) [R]j,i = [L]j,i −
�

j−1

k=1
[L]j,k[R]k,j

5) [L]j,i =
[R]j,i

[R]i,i

6) end for

7) end for

The number of CMs for matrix inversion using LR decompo-
sition is 4(K3 −K)/3.

c) QR Decomposition: Matrix H can be inverted using
QR decomposition as H

−1 = R
−1

Q
H . If Gram-Schmidt

algorithm is used for QR decomposition, the total number of
CMs required for matrix inversion is (9K3 + 10K2 −K)/6.

In general, a major concern with matrix inversion algorithms
is the need for a high number precision which gives rise to a
large silicon area in fixed-point VLSI implementations. The
two main reasons for these numerical requirements are: i)
the use of costly operation such as square root and divisions,
which leads to a significant increase of the dynamic range
for some intermediate variables; and ii) the desire to replace
repeated divisions by multiplications with the corresponding
inverse in order to reduce the number of costly operations.
Unfortunately, multiplications often results in an enhancement

of the quantization noise and thus requires a high fixed point
precision.

A VLSI architecture has therefore been proposed in [28] to
deal with numerical problems for fixed-point implementation.
It was based on the QR decomposition with modified Gram-
Schmidt algorithm. The results showed that for typical 4× 4

MIMO channel matrices, the architecture was able to achieve
a clock rate of 277 MHz with a latency of 18 time units and
area of 72K gates using 0.18−µm CMOS technology, which
is impressive compared to previously known architectures. In
other direction, the architecture can be designed focusing on
reducing number of matrix inversions, which is well-suited to
the systems with multiple channels to be processed such as
MIMO-OFDM systems [31], [30].

C. Detection Processing

This is where all operations are carried out when a new
set of received signal symbols arrives. The resources required
for the detection processing is in fact much less compared
to the preprocessing stage. In addition, the hardware for
preprocessing can be conveniently reused for the detection
processing. As a result, the latency in the detection processing
is reasonably low. Two operations will be discussed in this
section: List sorting in the lattice domain and MMSE filtering
to find the estimates of s1 and s2.

1) List Sorting in LR Domain: The list of candidate vectors
in the LR domain is formed by

C2 = {c2
�� ||c̃2 − c2|| < r(Q)}.

The problem is that the alphabet of signal in LR domain (c2)
varies depending on channel. For example, while the alphabet
of s2 is known, that of c2 = U

−1

2
(αs2+β1) depends on U2.

However, with Gaussian reduction method, U2 has always a
form of

U2 =

�
1 t

0 1

�
,
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Fig. 4. Block diagram of the linear filtering operation: Inputs are x2, α,
W2 and u2 while output is c̃2.

where t is an integer. As the maximum number of iterations
in the Gaussian LR algorithm is limited to T = 2 or 3
only, we can easily obtain a known set of t (and accordingly
U2). Thus, a look-up table can be formed for the alphabet of
c2. This look-up table is formed in the pre-processing stage
after the Gaussian LR algorithm is carried out to subchannel
matrix R2. Memory is required to store this pre-calculated
data. For example, it requires TM words of memory to store
the alphabet of c2, where M is the size of alphabet of s2. In
addition, 2Q words are required for storing C2.

2) MMSE filtering: This is a matrix-multiplication based
operation. One MMSE filtering operation to estimate c2 is
applied to received signal vector x2:

c̃2 = αWH

2
x2 + u2,

where u2 = U
−1

2
β1. Q times of same operation are applied

to received signal vector x1:

c̃
(q)

1
= αWH

1
x̄
(q)

1
+ u1, (22)

where u1 = U
−1

1
β1 and x̄

(q)

1
= x1 − R3ŝ

(q)

2
. Note that Q

operations in (22) can be carried out in parallel (see Figure
3). The parallel structure often allows low latency and high
throughput. The most complex steps can then be processed
in a single cycle, however, at the expense of large silicon
area. In addition, with parallel structure, memories need to
be implemented based on register files for sufficient access
bandwidth. Thus, trade-off between latency/throughput and
silicon area needs to be considered.

The weight matrices W1 and W2 are pre-calculated and
stored in the pre-processing stage. Note that only 8 words
of memory are needed for this storage requirement. A simple
VLSI architecture for MMSE filtering of x2 is shown in Figure

4. Filtering operation for x
(q)

1
can be carried out similarly.

Due to different dynamic ranges, variables can be represented
by different numbers of bits (e.g., n bits for x2 whereas m

bits for W2). It is expected that m > n as entries of W2

has a larger dynamic range, thus they should be presented
with considerable number of bits for the accurate fixed-point
implementation.

Memory-wise, there are 2Q words required to store the
outputs {c̃1, c̃2, · · · , c̃Q}.

D. Fixed-Point Considerations

A critical issue in fixed-point arithmetic is the difference in
dynamic ranges of variables. Number of integer and fractional
bits for each variable should be carefully determined to avoid
overflows and, at the same time, not to waste hardware
resources.

For example, entries of channel matrix H is usually assumed
to be Gaussian distributed, thus has a infinite dynamic range.
To deal with this problem, two common approaches can be
employed:

• A sufficiently large number of integer bits is used for rep-
resenting H to ensure that overflows occur only rarely. At
the same time, the round-off error (i.e., accumulation of
rounding errors during fixed point arithmetic operations)
should be purely due to loss in fractional precision. In this
case, it is shown in [27] that the error variance varies only
with the number of fractional bits, η, in the form:

σ2

e
= 2−2η/3.

• Automatic gain control adjusts the data of H to the
available number of integer bits with an appropriate
scaling factor γ in which the new channel matrix become
H̄ = γH. γ can be chosen as

γ =
1

max |[H]i,j |
.

Depending on hardware resources, each approach can be ap-
plied. However, practical systems tend to compromise between
the two approaches.

V. SIMULATION RESULTS

We run simulations for MIMO-OFDMA LTE downlink
system with parameters being given in Table II.

Figures 5 and 6 show bit error rate (BER) performance
of different detectors for TU and SCM channels. 4-QAM is
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TABLE II
SIMULATION PARAMETERS

Parameter Value
Center Frequency 3.5GHz

Bandwidth 10MHz
Subcarrier Spacing 15kHz

FFT size 1024
Number of usable subcarriers 601

Cyclic Prefix (CP) FFT size / 8
Channel Model & Velocity TU-30km/h and SCM-3km/h

Modulation 16-QAM, Gray Mapping
Channel Coding Turbo Coding, Code Rate 1/2

Channel Estimation Ideal
Data Mapping Localized Subcarrier Pattern
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Fig. 6. BER performance comparison of different detectors 4QAM modu-
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Fig. 8. BER performance comparison of different detectors with 16QAM
modulation and SCM channel (receiver velocity of 3kmh.)

used for modulation. We compare the proposed LRLD based
detector with the conventional LR based Minimum Mean
Square Error (MMSE) detector that uses LenstraLenstraLovsz
(LLL) algorithm [32] and the optimal sphere ML detector.
It can be seen that the proposed detector provides a near
ML performance and outperform the conventional LR based
MMSE detector. The same behaviour is observed with 16-
QAM modulation in Figures 7 and 8.

Complexity comparison: To fully examine the complexity
of different detection methods, simulation is considered and
results are shown in Figure 9 where the estimated flops using
MATLAB execution time were obtained over all operations for
each detector under the same environment. The execution time
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Fig. 9. Complexity comparison.

is averaged over hundreds of thousands of channel realizations.
Note that Schnorr-Euchner algorithm [33] is used for sphere
ML detector. The LLL-reduced algorithm with reduction factor
δ = 3/4 [32] is chosen for the LR based MMSE-SIC detector.
No limitation on the number of iterations is imposed for any
LR algorithm. The proposed LRLD based detector clearly
requires the lowest number of flops. We can also see that the
number of flops of the proposed detector is slightly higher
than half of that of the LR based MMSE-SIC detector where
the LLL-reduced algorithm is used.

VI. CONCLUSION

An efficient signal detector based on two techniques, namely
LR and LD, has been investigated in this paper for the
MIMO-OFDMA LTE downlink systems. By generating the
list in LR domain, a more reliable list detection is obtained
to facilitate SIC detection. As a result, the proposed detector
outperforms conventional LR based detectors and provides a
near ML performance with significantly reduced complexity.
The implementation possibility was then studied to provide
references for the real silicon implementation.

APPENDIX A
LR BASED SIGNAL DETECTION

We describe the LR based detection that is used in Steps
AS1 and AS4. Let C denote the set of complex integers or
Gaussian integers, C = Z + jZ, where Z denotes the set of
integers and j =

√
−1. We assume that {αs + β|s ∈ S} ⊆

C, where α and β are the scaling and shifting coefficients,

TABLE III
SIGNALS AND PARAMETERS FOR THE LR-BASED DETECTION

Steps y A z c̃ Ki

AS1) x2 R2 s2 c̃2 K2

AS4) x1 −R2ŝ
(q)
2 R1 s1 c̃(q)1 K1

respectively. For example, for M -QAM, if M = 22m, we
have

S = {s = a+ jb|a, b ∈ {±A,±3A, . . . ,±(2m− 1)A}},

where A =
�

(3Es/2(M − 1)) and Es = E[|s|2] denotes the
symbol energy. Thus, α = 1/(2A) and β = ((2m−1)/2)(1+

j). Note that the pair of α and β is not uniquely decided.

Consider the MIMO detection with the following signal:

y = Az+ v, (23)

where A is a MIMO channel matrix, z ∈ SKi is the signal
vector, and v is a zero-mean Gaussian noise with E[vvH] =

σ2

w
I. We scale and shift y as

d = αy + βA1 = A(αz+ β1) + αv = Ab+ αv, (24)

where 1 = [1 1 . . . 1]T, and b = αz + β1 ∈ CKi . Let
Ā = AU where U is a unimodular matrix. Using any LR
algorithm including LLL algorithm [32], we can find U that
makes the column vectors of Ā shorter. It follows that

d = AUU
−1

b+ αv = Āc+ αv, (25)

where c = U
−1

b. The MMSE filter to estimate c is given by

Wmmse = min
W

E[||WH(d− d̄)− (c− c̄)||2]

= (AA
Hα2Es + |α|2σ2

w
I)−1

AU
−Hα2Es, (26)

where d̄ = E[d] = βA1, c̄ = E[c] = U
−1β1, and Cov(c) =

|α|2U−1
U

−HEs. The estimate of c is given by:

c̃ = c̄+W
H

mmse
(d− d̄).

In Table III, the signals and parameters for the LR based
MMSE detection for each step are shown.

APPENDIX B
LIST GENERATION IN THE LR DOMAIN

To avoid or mitigate the error propagation, the use of a list
of candidate vectors of s2 in detecting s1 is crucial. Using the
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ML metric, we can find the candidate vectors in the list, S2.
Let

||r−R2ŝ
(1)

2
||2 ≤ ||r−R2ŝ

(2)

2
||2 ≤ . . . ≤ ||r−R2ŝ

(M
K2 )

2
||2,

where ŝ
(q)

2
denotes the symbol vector that corresponds to the

qth largest likelihood. Therefore, an ideal list would be

S2 = {ŝ(1)
2

, ŝ(2)
2

, . . . , ŝ(Q)

2
}. (27)

However, this requires an exhaustive search, which results in
a high computational complexity due to computing of R2s2

for all s2 ∈ SK2 .
To avoid a high computational complexity, we can find

a suboptimal list in the LR domain with low complexity.
Consider (24). According to Table III, let A = R2, d =

αx2 + βA1, and b = αs2 + β1. Then, since Ā = AU, we
can see that the ML metric to construct the list is given by

||d−Ab|| = ||d− Āc||. (28)

It is noteworthy that the metric on the right hand side in (28)
is defined in the LR domain. Let s̃2 be the signal vector in
SK2 corresponding to c̃2 and assume that s̃2 is sufficiently
close to ŝ

(1)

2
. Then, we can have d � Āc̃2. From this, the ML

metric (ignoring a scaling factor) for constructing the list in
the LR domain becomes

||d− Āc|| = ||Āc̃2 − Āc|| = ||c̃2 − c||ĀHĀ, (29)

where ||x||A =
√
xHAx is a weighted norm. The list in the

LR domain becomes

C2 = {c
�� ||c̃2 − c||ĀHĀ < rĀ(Q)}, (30)

where rĀ(Q) > 0 is the radius of an ellipsoid centered at
c̃2, which contains Q elements in the LR domain. If the
column vectors of Ā or the basis vectors in the LR domain
are orthogonal, ĀH

Ā becomes diagonal. Furthermore, if they
have the same norm, ĀH

Ā ∝ I. Thus, for nearly orthogonal
basis vectors of almost equal norm, the list of c2 can be
approximated as

C2 � {c
�� ||c̃2 − c|| < r(Q)}, (31)

where r(Q) > 0 is the radius of a sphere centered at c̃2, which
contains Q elements. Since the LR provides a set of nearly
orthogonal basis vectors for the LR based detection, we can
see that the column vectors in Ā are nearly orthogonal with a a
two-basis system. Let S2 denotes the list in the original domain

converted from C2 as in step AS3. Since no matrix-vector
multiplications are required to generate C2 or S2, we can use
S2 as the list in the proposed detector to reduce computational
complexity. Note that the list generated in the LR domain
is much more reliable than the list generated in the original
domain (this list is different from S2).
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Abstract—This paper presents an evaluation of different types and 

families of multiwavelets in stereo correspondence matching. First, 

the paper introduces two hierarchical stereo matching techniques 

based on balanced and respectively unbalanced multiwavelet 

transforms, which employ normalized cross correlation to search 

for disparities. Different multiwavelet families, with different 

properties and filter types are evaluated, such as balanced versus 

unbalanced multiwavelets and symmetric-symmetric versus 

symmetric-antisymmetric multiwavelets. Each approximation 

subband carries a different spectral content of the original image 

and the information in the basebands of the multiwavelet transform 

is less sensitive to the shift variability of the multiwavelet 

transform. This can be exploited in order to improve the accuracy 

of the initial disparity map. As this initial disparity map is 

estimated at the lowest resolution, it needs to be progressively 

propagated to higher resolution levels. As a result, the search at 

high resolution levels is significantly reduced, thereby reducing the 

computational cost of the overall process and improving the 

reliability of the final disparity map. The evaluation of different 

types and families of multiwavelets shows that unbalanced 

multiwavelets produce a smoother disparity map with less 

mismatch errors compared to balanced multiwavelets. Finally, the 

paper introduces a third technique, which replaces normalized 

cross correlation with a better performing global error energy 

minimization algorithm operating based on a similar hierarchical 

technique. The results show that the multiwavelet techniques 

produce a smoother disparity map with less mismatch errors 

compared to applying a similar matching algorithm in either the 

spatial and/or the wavelet domains. The performance of the 

proposed algorithms is also compared against several state-of-the-

art techniques from the Middlebury database. 

Keywords- Multiwavelets, Correspondence matching, 

Disparity estimation, Stereo vision. 

I.  INTRODUCTION 

Stereo correspondence is an issue of great importance in 
the field of computer vision and 3D reconstruction. It aims to 
find the closest possible match between the corresponding 
points of two images captured simultaneously by two 
cameras placed at slightly different spatial locations. The 
cameras are usually aligned in such a way that each scan line 
of the rectified images corresponds to the same line in the 

other image, hence searching for the best correspondence 
match is restricted to a horizontal search. A disparity map 
generated from the correspondence matching process, along 
with the stereo camera parameters are then used to calculate 
the depth map and produce a 3D view of the scene. Various 
constraints can be taken into account in order to improve the 
accuracy. Even so, the accuracy of the correspondence map, 
which is crucial in generating a precise 3D view of the scene, 
is limited due to a number of problems such as occlusion,   
ambiguity,   illumination variation and radial distortion [2]. 
Area-based (local) and energy-based (global) 

correspondence matching algorithms are the two most 
common types of algorithms used in the literature to generate 
disparity maps. In area-based methods a disparity vector for 
each pixel within a window search area is calculated using a 
matching algorithm, while in energy-based methods, the 
disparity vector is determined using a global cost function 
minimization technique. Area-based methods are fast but 
produce descent results, while the global methods are time 
consuming and generating more accurate results. 
Muhlman et al. [3] presented an area-based matching 

technique for RGB stereo images. This algorithm uses left to 
right consistency and uniqueness constrains to generate the 
initial disparity map. The resulting disparity map is then 
further smoothed by applying a median filter. Another area-
based scheme was proposed by Stefano et al. [4]. Stefano's 
algorithm is based on uniqueness and constraint, but it relies 
on a left to right matching phase. Yoon et al. [5] introduced a 
local correlation based correspondence matching technique, 
which uses a refined implementation of the Sum of Absolute 
Differences (SAD) criteria and a left to right consistency 
check. This algorithm uses a variable correlation window 
size to reduce the errors in the areas containing blurring or 
mismatch errors. Yoon and Kweon [6] proposed another 
local based algorithm, which uses different supporting 
weights based on the colour similarity and the geometric 
distances of each pixel in the search area in order to reduce 
the amount of ambiguity errors.  
Kim et al. [7] reported a global-based technique for 

stereo correspondence matching. This algorithm first 
generates a dense disparity map using a region dividing 
technique based on Canny edge detection. It then further 
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refines the disparity map by minimizing the energy function 
using a Lagrangian optimization algorithm. Ogale and 
Aloimonos [8] proposed another global-based 
correspondence matching algorithm, which is independent of 
the contrast variation of the stereo images. This algorithm 
relies on multiple spatial frequency channels for local 
matching and a fast non-iterative left/right diffusion process 
for the global solution. An energy-based algorithm for stereo 
matching, which uses a belief propagation algorithm, was 
presented in [9].  This algorithm uses hierarchical belief 
propagation to iteratively optimize the smoothness of the 
disparity map. It delivers fast convergence by removing 
redundant computations. Choi and Jeong [10] proposed an 
energy-based stereo matching technique, which models the 
intensity differences between the two stereo images using a 
uniform local bias assumption. This local bias assumption is 
less sensitive to the intensity dissimilarity between the stereo 
images when using normalized crosscorrelation matching 
cost functions. The resulting information from the cost 
function is used in conjunction with a fast belief propagation 
algorithm to generate a smooth disparity map. 
Over the past years much research has been done to 

improve the performance of the correspondence matching 
techniques. Multiresolution based stereo matching 
algorithms have received much attention due to the 
hierarchical and scale-space localization properties of the 
wavelets [11][13]. This allows for correspondence matching 
to be performed on a coarse-to-fine basis, resulting in 
decreased computational costs. Jiang and et al. proposed a 
wavelet based stereo image pair coding algorithm [14]. A 
wavelet transform decomposes the images into low and high 
frequency subbands and the disparity map is estimated using 
both the approximation and edge information. This is 
followed by a disparity compensation and subspace 
projection technique to improve the disparity map estimation.  
Caspary and Zeevi [15] presented another wavelet based 
stereo matching technique. This algorithm employs a 
differential operator in the wavelet domain to iteratively 
minimize a defined cost function. Sarkar and Bansal [13] 
presented a multiresolution based correspondence matching 
technique using a mutual information algorithm. They 
showed that the multiresolution technique produces 
significantly more accurate matching results compared to 
correlation based algorithms at much lower computational 
cost.  
Research has shown that unlike scalar wavelets, 

multiwavelets can possess orthogonality (preserving length), 
symmetry (good performance at the boundaries via linear-
phase), and a high approximation order at the same time [12], 
which could potentially increase the accuracy of 
correspondence matching techniques. Bhatti and Nahavandi 
[16] proposed a multiwavelet based stereo correspondence 
matching algorithm which makes use of the wavelet 
transform modulus maxima to generate a disparity map at the 
coarsest level. This is then followed by the coarse-to-fine 
strategy to refine the disparity map up to the finest level. 
Bagheri Zadeh and Serdean [1] proposed another 
multiwavelet based stereo correspondence matching 
technique. They used a global error energy minimization 

technique to find the best correspondence points between the 
same multiwavelet's lowest frequency subbands of the stereo 
pair, followed by a fuzzy algorithm to form a dense disparity 
map.  
In spite of their highly desirable properties compared to 

scalar wavelets, literature surveys show that the application 
of multiwavelets in stereo correspondence matching has 
received relatively little attention so far.  
This paper, investigates the application of different types 

and families of multiwavelets in the context of stereo 
correspondence matching. For this purpose, a multiwavelet is 
first applied to the input stereo images to decompose them   
into a number of subbands. Normalized cross correlation is 
used to generate a disparity map   at   the   coarsest   level.   
In   the   case   of   balanced multiwavelets, as the four low 
frequency subbands have similar spectral content, they can 
be shuffled to generate a single baseband, while in the case 
of unbalanced multiwavelets, the resulting basebands are 
used to form four disparity maps and then a Fuzzy algorithm 
is used to combine the four maps and generate a single 
disparity map. Furthermore, the paper also presents a novel 
hierarchical, multiwavelet based stereo correspondence 
matching algorithm, which employs a global error energy 
minimization algorithm to generate a disparity map for each 
of the four approximation subbands of the multiwavelet 
transformed input stereo pair. Again, a Fuzzy algorithm is 
used to combine the four disparity maps and generate an 
initial disparity map. As in the previous techniques, the 
initial estimated disparity map is then refined at higher 
resolution levels, taking advantage of the hierarchical, 
multiresolution nature of the multiwavelets to efficiently 
generate a more accurate final disparity map. This map is 
further smoothed with the aid of a median filter.  
The rest of the paper is organized as it follows. Section II 

presents a brief review of the multiwavelet transform. An 
evaluation of different types and families of multiwavelets in 
the context of stereo correspondence matching is presented 
in Section III. The proposed hierarchical stereo matching 
technique based on global error energy minimization is 
introduced in Section IV. Experimental results are presented 
and discussed in Section V, while Section VI is dedicated to 
the conclusions. 

II. MULTIWAVELET TRANSFORM 

Multiwavelet transforms are in many ways similar to 
scalar wavelet transforms. Classical wavelet theory is based 
on the following refinement equations: 

                            

( ) ( )

( ) ( )∑

∑
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                     (1) 

where ( )tφ  is a scaling function, ( )tψ  is a wavelet function, 

kh and kg  are scalar filters and m represents the subband 

number.   In contrast  to  wavelet   transforms,  multiwavelets  
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Figure 1.  Multiwavelets basis functions, a) balanced, b) unbalanced. 

have two or more scaling and respectively wavelet functions. 
The set of scaling and wavelet functions of a 

multiwavelet in vector notation can be defined as: 

            
( ) ( ) ( ) ( ) ( )[ ]
( ) ( ) ( ) ( ) ( )[ ]Tr

T
r

ttttt

ttttt

ψψψψ

φφφφ

...

...

321

321

≡Ψ

≡Φ
            (2)    

where ( )tΦ and ( )tΨ  are the multiscaling and respectively 

multiwavelet functions, with r scaling- and wavelet 
functions. In the case of scalar wavelets 1=r , while 
multiwavelets support 2≥r . To date, most multiwavelets are 
restricted to 2=r . Such multiwavelets possess two scaling 
and two wavelet functions and can be represented as [17]: 
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Figure 2.  Analysis/synthesis stage of one level multiwavelet transform. 

 

Figure 3.  One level of 2D Multiwavelet decomposition. 
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where kH  and kG are rr × matrix filters and m is the 

subband number. Figure 1 shows an example of balanced 
and unbalanced multiwavelet basis functions. 
Similar to wavelet transforms, multiwavelets can be 

implemented using Mallat's filter bank theory [11]. Figure 2 
shows one level of analysis/synthesis for a 1D multiwavelet 
transform, where blocks G  and H  are low- and high-pass 

analysis filters and ~G and ~H are low- and high-pass 

synthesis filters. Due to its separability property, a 2D 
multiwavelet   transform   can   be   implemented via two 1D 
transforms. Therefore, for one level of decomposition, a 2D 
multiwavelet with multiplicity 2=r generates sixteen 

subbands, as shown in Figure 3. In Figure 3, yxLL represent 

the approximation subbands while yxHL , yxLH and yxHH  

are the detail subbands, with 2,1=x  and 2,1=y .  

The major advantage of multiwavelets over scalar 
wavelets is their ability to possess symmetry, orthogonality 
and higher order of approximation simultaneously, which is 
impossible for scalar wavelets. Furthermore, the 
multichannel structure of the multiwavelet transform is a 
closer approximation of the human visual system than what 
wavelets offer. In the case of unbalanced multiwavelets, the  
resulting  approximation subbands  carry different spectral 
content of the original image (both high- and low-
frequencies), while for balanced multiwavelets, the 
approximation subbands contain similar spectral content of 
the original image [19]. This feature of unbalanced 
multiwavelets has the  potential to  increase  the  accuracy  of  

L1L1 L1L2

L2L1 L2L2

H1H1 H1H2

H2H1 H2H2

H1L1 H1L2

H2L1 H2L2

L1H1 L1H2

L2H1 L2H2
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(a)

(b)

(c)
 

Figure 4.  Single level decomposition of Lena test image (a) Antonini 9/7 
wavelet transform,  (b) balanced bat01 multiwavelet transform and (c) 

unbalanced GHM multiwavelet transform. 

the calculated disparity maps and reduce the number of 
erroneous     matches     compared    to    that    of    balanced 
multiwavelets.  
A visual comparison of the resulting subbands for a 2D 

wavelet, balanced and respectively unbalanced multiwavelet 
decomposition is shown in Figure 4. Antonini 9/7 wavelet 
and, balanced bat01 and unbalanced GHM multiwavelets 
were applied to Lena test image and results are illustrated in 
Figures 4(a) to 4(c), respectively. As it can be seen from 
Figure 4, multiwavelets generate four subbands instead of 
each subband that wavelets create. The resulting unbalanced 
multiwavelet subbands carry different spectral content of the 
original Lena test image, while the balanced multiwavelet 
subbands produce similar spectral content of the original 
image. More information about the generation of 
multiwavelets, their properties and their applications can be 
found in [12], [17] and [18]. 

III. EVALUATION OF MULTIWAVELET FAMILIES IN 
STEREO CORRESPONDENCE MATCHING 

The proposed stereo correspondence matching evaluation 
system is based on multiwavelets and normalized cross 
correlation. Figures 5(a) and 5(b) show the block diagrams of 
the proposed system for both balanced and respectively 
unbalanced multiwavelets. A pair of stereo images is input to 
the stereo matching system. The images are first rectified to 
suppress vertical displacement. A multiwavelet transform is 
then applied to each input stereo image. Different types and 
families of multiwavelets are evaluated. Since the 
information in the approximation subbands is less sensitive 
to the shift variability of the multiwavelets, these subbands 
are used in the correspondence matching process. In the case 
of balanced multiwavelets (Figure 5(a)), as their basebands 
contain similar spectral information, it is possible to use the 
shuffling technique proposed in [27] to rearrange the 
multiwavelet coefficients and generate a single low 
frequency subband. Figure 6 shows how four multiwavelet 
basebands are reshuffled to form a single baseband. Figure 
6(a) shows the four multiwavelet basebands with eight pixels 
(two from each baseband) highlighted and given a unique 
numeric label. Figure 6(b) shows the same set of pixels after 
reshuffling, where coefficients corresponding to the same 
spatial locations in different basebands are placed together to 
generate a single baseband. Normalized cross correlation is 
then employed to find the best correspondence points 
between the two basebands of the stereo image pairs and a 
disparity map is generated. 
Figure 5(b) shows the block diagram of the unbalanced 

multiwavelet based stereo matching system. While the 
shuffling technique works very well for balanced 
multiwavelets, it is not suitable for unbalanced multiwavelets 
due to the different spatio-frequency content of the four 
approximation subbands. The unbalanced multiwavelet 
basebands contain both high and low frequency information 
with L1L1  (top left baseband)  containing  most  of  the  
image energy. For correspondence matching purposes, the 
same basebands from the two views are input to the 
normalized cross correlation block, generating four   
disparity    maps    as    a    result.    A    Fuzzy   algorithm   is  
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Figure 5.  Block diagram of multiwavelet based stereo matching 
technique, for (a) balanced- and (b) unbalanced-multiwavelets. 

employed to combine the four disparity maps. This algorithm 
gives a higher weight to the disparity values resulting from 
the L1L1 subbands.  The disparity values in the other three 
disparity maps are used to refine the initial disparity map. 

LL

L1L1
L1L2

L2L1 L2L2

 
 

Figure 6.  Shuffling method for multiwavelet baseband coefficients; 
selected pixels are numbered to indicate correspondence (a) before 

shuffling and (b) after shuffling. 

These initial disparities generated at the lowest resolution for 
both unbalanced and balanced multiwavelets are passed on 
to higher resolution levels. This process is detailed in Section 
IV sub-section B. Finally a median filter is applied to the 
resulting disparity map to further smooth the resulting 
disparities and generate the final disparity map. 

IV. HIERARCHICAL MULTIWAVELET-BASED STEREO 
CORRESPONDENCE MATCHNING  

Figure 7 shows a block diagram of the proposed 
hierarchical multiwavelet-based stereo matching technique 
which employs a global error energy minimization 
algorithm. A pair of rectified stereo images is input to the 
system. An unbalanced multiwavelet transform is then 
applied to the stereo images to decorrelate them into their 
subbands. In this paper, an unbalanced multiwavelet with a 
multiplicity order r=2 is used, and as such the multiwavelet 
transform of each input image contains four basebands. The 
basebands of the unbalanced multiwavelets contain both high 
and low frequencies information, with L1L1 (top left 
baseband) containing most of the image energy. For 
correspondence matching purposes, the same basebands 
from the two views are input to a regional-based stereo 
matching block generating four disparity maps as a result 
[20]. This global error energy minimization technique is 
briefly described in sub-section A. The Fuzzy algorithm, 
which was discussed in Section III, is then employed to 
combine the four disparity maps. The initial disparity is 
estimated at the lowest resolution and the information needs 
to be progressively passed on to higher resolution levels. 
Hence, the search at high resolution levels is significantly 
reduced, thereby reducing the computational cost of the 
overall algorithm. This process is detailed in sub-section B. 
Finally a median filter is applied to the last processed 
disparity map to further smooth the final disparity map. 

A. Global Error Energy Minimization technique 

The Global Error Energy Minimization (GEEM) 
technique [20] employed in this paper calculates a disparity 
vector for each pixel. It searches for the best match for each 
pixel in the correspondence search area of the other image 
using   an  error  minimization  criterion.   For  RGB  images, 
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the  error  energy criteria can be defined as: 
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where 1I and 2I  are the two input images,  

),,,( yxen wwjiEr is the energy difference of the pixel 

),(2 jiI and pixel ),(1 yx wjwiI ++ , xd is the maximum 

displacement around the pixel in the x  direction, yd is the 

maximum displacement around the pixel in the y  direction,   

m and n represent the image size and k  represents the three 

components of an RGB image. 
In order for the GEEM algorithm to determine the 

disparity vector for each pixel in the current view, it first 

calculates enEr of each pixel with all the pixels from its 

search area in the corresponding image. For every disparity 

vector ),( yx ww  in the disparity search area, the energy of 

the error is calculated using Equation 4 and placed into a 
matrix.  Each of the resulting error energy matrices is first 
filtered using an average filter to decrease the number of 
incorrect matches [21]. The disparity index of each pixel is 
then determined by finding the disparity index from the 
matrix, which contains the minimum error energy for that 
pixel. In order to increase the reliability of the disparity 
vectors around the object boundaries, which is the result of 
object occlusion in images, the generated disparity map 
undergoes a thresholding procedure as it follows:  
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where ),(
~

jid  is the processed disparity map, ),( jid  is the 

original disparity map, α  is a tolerance reliability factor and 
),( jiEren  is the minimum error energy of the pixel ),( ji  

calculated and selected in the previous stage. Finally a 
median filter is applied to the processed disparity map 

),,(
~

jid to further smooth the resulting final disparity map. 

 

B. Hierarchical disparity propagation 

The information in the initial disparity map, generated at 
the coarsest level, needs to be refined by propagating it to the 
higher resolutions. Based on the wavelet theory, one point 

),( yx of a coarse subband in the decomposition level 1+i  

corresponds to four points )2,2( yx , )2,12( yx + , 

)12,2( +yx   and  )12,12( ++ yx  of  its  finer  subband  at 

the  decomposition  level  i .  If  ),( yx   in   the   left   image 
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Figure 7.  Block diagram of the hierarchical multiwavelet-based stereo 
matching technique using the global error energy minimization algorithm. 

corresponds to ),( '' yx  in the right image at level 1+i , 

)2,2( yx corresponds to one of the four points )2,2( '' yx , 

)2,12( '' yx + , )12,2( '' +yx and )12,12( '' ++ yx  from level 

i . Hence, the disparity in level 1+i can be propagated to the 

next finer level i  by: 

 

dyxDyxD ii ∆+= + ),(2)2,2( 1                      (6) 

 

where d∆  is one of  )0,0( , )0,1( , )1,0(  and )1,1( , which 

minimizes the error of the matching metric. Disparities at the 

remaining points are interpolated from )2,2( yxDi . A 

similar method has been employed in [13]. 

V. SIMULATION RESULTS 

The performance of the proposed algorithms discussed in 
this paper has been assessed against the 'Cones', 'Tsukuba',  
'Teddy'  and 'Venus' standard stereo test images from the 
Middlebury stereo database [22]. Figure 8 shows the left 
image and the ground truth for these test images. The 
performance of different types and families of multiwavelets 
in the context of stereo correspondence matching has been 
evaluated  using  the 'Teddy'  and  'Cones' stereo  test  images  

53

International Journal on Advances in Telecommunications, vol 4 no 1 & 2, year 2011, http://www.iariajournals.org/telecommunications/

2011, © Copyright by authors, Published under agreement with IARIA - www.iaria.org



(a) ‘Cones’

(b) ‘Teddy’

(c) ‘Tsukuba’

(d) ‘Venus’
 

Figure 8.  The left image and the ground truth of the (a) 'Cones', (b) 
'Tsukuba', (c) 'Teddy' and (d) 'Venus' stereo test images. 

based on the evaluation system discussed in Section III. 
Figures 9(a) to 9(h) give a visual comparison of the 
generated disparity maps for multiwavelet 

subbands 11LL , 21LL , 12LL  and 22LL of the 'Teddy' and 

'Cones' stereo test images. The experimental results were 
generated using a number of multiwavelet types, i.e., 
balanced versus unbalanced, and symmetric-symmetric 
(SYM - SYM)  versus    symmetric - antisymmetric  ( SYM - 
ASYM) multiwavelets (as listed   in   Table I).   Table  I   
shows  the percentage  of  "bad pixels"  at  which  the  
disparity  error is larger than 1, for all regions (all). As it can 
be seen from the results presented in Table I, generally 
unbalanced multiwavelets give better results compared to the 
balanced multiwavelets. Furthermore, the symmetric-
symmetric multiwavelets seem to produce slightly better 
results compared to symmetric-antisymmetric multiwavelets 
such   as   SA4.   However,  the  symmetric - symmetric   and  

( a ) ( b )

( c ) ( d )

( e ) ( f )

( g ) ( h )  
Figure 9.  Disparity maps obtained by using the multiwavelet basebands of  

the 'Teddy' stereo test image for subbands: a) 11LL , b) 21LL , c) 12LL  

and d) 22LL  and respectively 'Cones' stereo test image for subbands: 

e) 11LL , f) 21LL , g) 12LL  and h) 22LL . 

symmetric-antisymmetric filter nature of multiwavelets 
doesn't seem to have a significant effect on the resulting 
disparity maps. The resulting disparity  maps for balanced 
GHM and unbalanced BIGHM multiwavelets, applied to the 
'Cones' and 'Teddy' test images are shown in Figures 10(a) 
and 10(b). From these figures, it is clear that the unbalanced 
multiwavelet based algorithm produces more accurate and 
smoother disparity maps compared to the balanced 
multiwavelet. This can be explained by the fact that the 
approximation subbands of the unbalanced multiwavelet 
carry different spectral content of  the  input  images,  
which  in turn enables  the  matching  algorithm to generate 
more reliable matches. 

54

International Journal on Advances in Telecommunications, vol 4 no 1 & 2, year 2011, http://www.iariajournals.org/telecommunications/

2011, © Copyright by authors, Published under agreement with IARIA - www.iaria.org



TABLE I.  EVALUATION RESULTS OF DIFFERENT MULTIWAVELETS IN 
STEREO CORRESPONDENCE MATCHING. 

 

'TEDDY' (ALL) 
Balanced Multiwavelets Unbalanced Multiwavelets 

CARDBAL2 9.78 BIH32S 8.82 

CARDBAL 3 9.54 BIH52S (SYM-SYM) 9.06 

BAT 01 9.98 BIH34N 8.82 
BAT02 9.69 BIH54N (SYM-SYM) 9.24 

GHM (SYM-SYM) 10.35 BIGHM 8.91 

  SA4 (SYM-ASYM) 10.01 

'CONES' (ALL) 
Balanced Multiwavelets Unbalanced Multiwavelets 

CARDBAL2 9.82 BIH32S 9.65 

CARDBAL 3 9.40 BIH52S (SYM-SYM) 9.73 

BAT 01 10.23 BIH34N 9.65 

BAT02 9.77 BIH54N (SYM-SYM) 9.76 

GHM (SYM-SYM) 10.59 BIGHM 9.45 

  SA4 (SYM-ASYM) 9.73 

 
 
The performance of the proposed multiwavelet based 

GEEM technique has been evaluated   against   the  'Cones',  
'Tsukuba',  'Teddy'  and 'Venus' stereo test images. The 
performance of the proposed multiwavelet based GEEM 
algorithm is first benchmarked against similar GEEM 
algorithms operating in the spatial domain and respectively 
in the wavelet domain. A visual comparison of their 
performance is presented in Figure 11. The experimental 
results were generated using the GHM multiwavelet and the 
Antonini 9/7 scalar wavelet. The resulting disparity maps 
obtained using the proposed multiwavelet based algorithm, 
the wavelet based algorithm and respectively the GEEM 
technique applied to the original stereo   views   for   the   
'Teddy'  and  'Cones'   stereo   pairs,  are illustrated in Figures 
11(a), 11(b) and 11(c) respectively.  In these figures, areas 
with intensity zero represent occluded and unreliable 
disparities. As Figure 11 shows, the proposed multiwavelet 
based algorithm produces significantly more accurate and 
smoother disparity maps compared to both wavelet and 
spatial domain GEEM based algorithms. This can be 
explained by the multichannel structure of the multiwavelet 
transform, where the four resulting subbands carrying 
different spectral content of the input images, enable the 
global error energy minimization algorithm to generate more 
reliable matches. Operating on multiple channels with a 
narrower, more adaptive frequency spectrum split is certainly 
consistent with the structure of the human visual system 
itself, and from this point of view multiwavelets can be seen 
as a closer approximation of the human visual system than 
wavelets. 
In order to give an objective quality comparison, the 

proposed algorithm is also evaluated against some well 
known techniques from the Middlebury database [22]. The 
results are presented in Table II. The chosen algorithms used 
for comparison are: AdaptingBP [23] (ranked second in the 
Middlebury database), DoubleBP [24] (ranked fourth in the 
Middlebury database), Graph Cut [25] and DP [26]. Table II 
shows the percentage of "bad pixels" at which the disparity 
error is bigger than 1. For each pair of images, the results in 
non-occluded regions (nonoc.), all regions (all) and depth 
discontinuity regions (disc.) are presented.   From Table II, it  

( a )

( b )  
Figure 10.  Disparity maps for  'Cones' and 'Teddy' stereo test image (a) 

unbalanced BIGHM and (b) balanced  GHM multiwavelets.   

can be seen that the multiwavelet based algorithm produces 

the second best results for 'Cones' and 'Teddy'  stereo  test  

images,   while   for   'Tsukuba'  and  'Venus'  it  ranks  third, 

and respectively third  relative to the other four algorithms 

used for this comparison.  

VI. CONCLUSIONS 

This paper presented an investigation into the application 
of different types and families of multiwavelets in the 
context of stereo correspondence matching. The paper 
introduced a new multiwavelet-based stereo matching 
technique which employs a global error energy minimization 
algorithm. For evaluation purposes, two correspondence 
matching algorithms were designed to deal with both 
balanced and unbalanced multiwavelets. In the case of 
balanced multiwavelets, due to the similar frequency content 
of the four multiwavelet approximation subbands, they were 
re-shuffled to generate one baseband and then normalized 
cross correlation was employed to generate a disparity map. 
In the case of unbalanced multiwavelets, normalized cross 
correlation was applied to the four resulting basebands 
leading to four   disparity   maps.   These   maps   were then 
combined using a Fuzzy algorithm to form a single disparity 
map. The initial disparity map was then refined by 
hierarchically propagating it to the finer levels. The results 
generated using Middlebury stereo test images show that 
unbalanced multiwavelets work better than balanced ones for 
stereo correspondence matching, while the symmetric-
symmetric and symmetric-antisymmetric nature of the 
multiwavelets doesn't have a significant effect in reducing 
erroneous matches. 
This paper also introduced a hierarchical stereo matching 

technique based on multiwavelet transform and global error 
energy minimization algorithms. For one level of 
decomposition, a multiwavelet transform with multiplicity of 
2, decomposes the input stereo images into 16 subbands. The 
resulting four approximation subbands of the two views were  
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TABLE II.  EVALUATION RESULTS BASED ON THE ONLINE 
MIDDLEBURY STEREO BENCHMARK SYSTEM. 

ALGORITHM 
'TSUKUBA' 

NONOC. ALL DISC. 

PROPOSED METHOD 0.89 1.39 5.9 

ADAPTINGBP 1.11 1.37 5.79 

DOUBLE BP 0.88 1.29 4.76 

GRAPH CUT 1.27 1.99 6.48 

DP 4.12 5.04 12 

 'VENUS' 
PROPOSED METHOD 2.59 2.61 2.02 

ADAPTINGBP 0.1 0.21 1.44 

DOUBLE BP 0.13 0.45 1.87 

GRAPH CUT 2.79 3.13 3.6 

DP 10.1 11 21 

 'TEDDY' 
PROPOSED METHOD 6.45 7.12 9.31 

ADAPTINGBP 4.22 7.06 11.8 

DOUBLE BP 5.53 8.30 9.63 

GRAPH CUT 12 17.6 22 

DP 14 21.6 20.6 

 'CONES' 
PROPOSED METHOD  7.25 8.09 10.66 
ADAPTINGBP 2.48 7.92 7.37 

DOUBLE BP 2.90 8.78 7.79 

GRAPH CUT 4.89 11.8 12.1 

DP 10.5 19.1 21.1 

 
then used to generate a set of four disparity maps using a 
global error energy minimization algorithm. The resulting 
four disparity maps were then combined using a Fuzzy 
algorithm. The output of the Fuzzy combination algorithm 
constitutes the initial disparity map, which was then refined 
by hierarchically propagating it to the finer levels.  Results 
show that the proposed technique produces a disparity map 
with significantly less mismatch errors compared to the same 
global error energy minimization algorithm applied to the 
original image data or to the wavelet transformed image data. 
The performance of the proposed multiwavelet based 
algorithm has been compared to other well-known 
techniques benchmarked and published in the Middlebury 
database. The results show that the proposed multiwavelet 
based algorithm fares well against many well established 
algorithms ranked at top positions in the Middlebury 
database. The multichannel nature of the multiwavelets and 
the different spectral content of the resulting subbands allow 
for greater correspondence matching flexibility than in the 
case of wavelets, and explain why the multiwavelet based 
technique performs better than when similar global error 
energy algorithms were applied in the wavelet and 
respectively the spatial domain. 
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Abstract - The Future Battlefield Commander relies on 
Command, Control, Communications, Computers, 
Information, Intelligence (C4I2) tools to perform optimally in 
his given tasks in versatile and hostile environments. The 
concept of war has changed from traditional wars to the 
asymmetric wars. This article presents a new networking 
concept for sensor networks, the Wireless Polling Sensor 
Network (WPSN) for the Dismounted Future Warrior. The 
WPSN comprises a small ad hoc network of mobile Unmanned 
Vehicles (UVs), and a fixed set of sensor nodes that 
continuously survey the area. The UVs move along pre-
planned routes and poll the sensors. The article briefly 
describes the Future Warrior system, presents the WPSN 
solution, and explains the main use cases of the WPSN concept: 
road-side bomb detection, location service in built-up areas, 
and marking a target by Special Operations units. An 
evaluation of the advantages and disadvantages of the 
proposed WPSN concept is given; and a provably 
computationally secure crypto-protocol between base stations 
and other nodes, such as UAVs, is presented. The main output 
of the paper offers WPSN solutions together with SCPAs and 
UVs to attain the maximum performance at all warrior levels.   

Keywords - Wireless Sensor Network; Future Warrior; 
Situation Awareness, UAV, cryptology, One-Time Pad (OTP). 

I.  INTRODUCTION 

This article describes a new concept called the Wireless 
Polling Sensor Network (WPSN) to be used in the Future 
Warrior gear. It comprises sensor nodes that are not 
networked with each other but communicate with a mobile 
ad hoc network of a small number of Unmanned Air 
Vehicles (UAVs), also called drones. The article presents the 
motivation and some applications of the concept. The article 
is an extended version of a paper [1] presented in the ICDT 
conference in 2010 and in addition to material from [1], it 
includes an evaluation of the basic concept of the proposed 
UAV-sensor network solution, and presents a new crypto-
protocol based on exchanging One-Time Pads, used between 
base stations and other nodes of the proposed system. The 
crypto-protocol has appeared earlier in the departmental 
preprint series [2] but has not been published.  

The main setting of the WPSN is the Future Warrior 
system. A warrior’s electronic skeleton, shown in Fig. 1, is a 
backbone and a platform for implementing required 
electronic solutions to be used in modern warfare. The 

Wireless Polling Sensor Network is a part of a larger system 
of communication, navigation and positioning systems. 

 

 
Figure 1.  A Warrior’s electronic skeleton. 

Militaries search advantage in the future battlefield 
through novel solutions utilizing existing technologies and 
communication network systems and thereby enhancing the 
warrior efficiency. The main objective of these networks and 
technical solutions is to improve Situational Awareness (SA) 
[3] at all of the warrior levels in the decision-making 
process. Blue Force Tracking-systems (BFT) are an essential 
part of SA. They provide vital information for commanders 
in helping them to make better decisions and to avoid 
fratricide. Troops need to be constantly precisely located. It 
is crucial to improve the efficiency of dismounted operations 
with smaller and more capable units. The units require a 
great degree of flexibility and reliability in order to obtain 
their goals. 

Future Warrior systems apply several levels of warriors 
from the least trained to the experienced commanders or the 
professionals of the Special Forces. Table 1 shows examples 
of different technical solutions that are needed at different 
warrior levels. Demands for the solutions are derived from 
the needs of the warriors at different levels according to their 
performance and tasks. The WPSN-system applications must 
be implemented into Future Warrior systems taking into 
account the different warrior levels. 

One of the most important constraints imposed by the 
Future Warrior system is the maximum weight of any 
equipment in the warrior gear. For instance if a ground-based 
fixed sensor node has a mass can reach up to 10 kg the nodes 
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can be transported to the site by the Special Forces. The 
UGVs present a better payload platform, but they are 
significantly slower, and their control and communication 
systems need to be improved. 

 

TABLE I.  DIFFERENT WARRIOR LEVELS. 

 
 
In order to motivate the WPSN concept, let us recall the 

typical structure of a Wireless Sensor Network (WSN). A 
WSN usually contains an ad hoc network of sensor nodes, a 
gateway node, and a control station. This results in problems 
with energy, security and in military applications of 
survivability. This type of a WSN loses connectivity when a 
sufficient number of nodes is removed or destroyed. It may 
also be too easily detected, and its life-time may be short and 
unpredictable. There are only few civilian applications 
available for ad hoc WSNs, such as applications for 
monitoring seismic and environmental changes. A more 
traditionally structured WSN comprises a base station and 
sensor nodes connected by wireless links. 

Another motivation for WPSN we get from the present 
UAV systems for dismounted soldiers. UAVs bring a 
significant edge in the C4I2 environment as a new sensor and 
a relay platform but the present solutions are far from 
perfect. These systems have a base controller, a line-of-sight 
data link to the UAV and a relatively small UAV, typically 
equipped with a camera (Infra-Red or visual). Because of the 
line-of-sight requirement, they have a limited range and 
cannot be easily used in urban areas. Additionally, the 
camera does not see anything else than what is happening at 
the moment the UAV’s camera surveys the area. A single 
small UAV has also a very small payload on the range of 
pounds [4]. 

The Wireless Polling Sensor Network (WPSN) is 
proposed as a solution to the problems of both the WSN and 
the small UAV systems. WPSN comprises a mobile ad hoc 
network of UAVs or UGVs with 1-n nodes, n being a small 
number, and a set of fixed ground-based sensors. The 
network of UAV can operate as a multi-hop ad-hoc network 
in case it is motivated, for instance, by multi-sensor co-

operation, or by a lack of a line-of-sight connection. A 
control station has a data link to a selected node of this 
mobile network. More than one node improves survivability 
in applications where nodes can be destroyed. The sensor 
nodes do not form a network but they are polled by a 
selected node of the mobile network. A possibility for this is 
created by adding a random-access event channel.  

The WPSN solution has many advantages over the 
traditional WSNs: Polling can use sensor specific codes and 
security issues become easy. The fixed sensor nodes do not 
lose connectivity even if a high number of nodes are 
removed. The WPSN is a part of mobile mesh network 
systems operating in an environment of harsh propagation of 
channels and interference, frequent and rapid changes of 
network topology [5]. 

The need for a special gateway node, typical to a WSN, 
is removed: the fixed sensor nodes use directional antennas 
that only emit in the upward direction and an UAV polls 
them. The signal strength remains sufficient for a UAV on 
reasonable altitudes and the fixed sensor nodes are difficult 
to locate by ground-based measurements. The transmit 
antenna selection is a practical technique for achieving 
significant power gain, even with commodity hardware and 
without changes to the 802.11 protocols [6]. For example, 
field experiments have been conducted in which the network 
was based on the frequencies of 2,4 and 5,8 GHz,  and also 
the 900 MHz frequency was used for the point to point mode 
[7]. The detection methods are based on motion, either 
seismic, or acoustic etc. The WPSN concept can use also in 
Unmanned Ground Vehicles (UGVs) instead of UAVs. In a 
UGV application, the fixed sensor nodes can, for example, 
be GPS pseudolites that an UGV installs [8]. The 
composition of this paper is as follows: Section 2 reviews the 
background work. Section 3 presents applications of UAV-
based sensor networks and the overall evaluation of the 
concept. Section 4 concentrates on a provably 
computationally secure protocol between base stations and 
other nodes. Finally, Section 5 concludes the paper. 

II. RELATED WORK 

Several Future Soldier Programs are currently underway 
in various militaries, including the Finnish Army definition 
work contributing to its Future Warrior (Future Force 
Warrior, FFW) and its demands. The result involves defining 
the gear for each level of a Future Warrior. The critical 
solutions involve communicating, Situational Awareness 
(SA) and Command and Control (C2) information among 
highly dispersed battlefield units in a dynamic environment 
[3][9]. In fact, the US Army is fielding its new SA system 
known as Force XXI Battle Command and Brigade and 
Below (FBCB2) [9]. An extension of this is the Deep Green. 

The need for UV-based sensor systems is clear. There are 
strict constraints on the weight and dimensions of equipment 
carried by a soldier and therefore it is essential for the Future 
Force Warrior (FFW) to be networked and to use external 
systems based on new innovations. One way of networking a 
soldier installing a high-bandwidth conformal antenna into 
the soldier’s helmet with the coverage of over 750 MHz 
through a 2,7 GHz frequency band [10]. 
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Systems that are very similar to the proposed WPSN, 
comprising a network of UVs and a fixed set of sensors, do 
not seem to exist yet. Presently UAVs are directly connected 
to a base station [11]. There are some experimental UAV 
networks [11][12]. UGV networks seem to be non-existing, 
while single UGVs are widely used e.g. by police forces. 
However, all technical elements of the WPSN solution are 
available. The novelty of the WPSN solution is not in 
technical elements but in the realization that the solution can 
fill certain currently critical military needs.  

The WPSN system uses a mobile network of UVs. It can 
be considered as a Mobile Backbone Network (MBN) of a 
sensor network. A typical layout of a MBN is based on the 
Backbone network (Bnet), access nets (Anets) and regular 
(flat) ad hoc network(s) [13]. A Mobile Backbone Network 
Routing with the Flow Control (MBNR-FC) method is a 
known method to improve network throughput as well as the 
packet delay, the delay jitter and the loss ratio performance 
[14].  

Possible solutions for tracking and location service have 
been searched from satellite positioning systems, like the 
Global Positioning System (GPS). With Differential Global 
Positioning Systems (DGPS) the errors of GPS can be 
corrected to the acceptable level of few meters [14] [7] [22]. 
However, GPS cannot always be relied on and especially 
militaries that do not own positioning satellites are constantly 
in search of alternative methods.  

There are many existing MAC protocols and some of 
them can provide sufficient Quality of Service in a MANET. 
The mobile ad hoc network between the UAVs in the WPSN 
uses a MAC protocol called ISMA/RA (Inhibit Sense 
Multiple Access/with Reservation for Ad hoc networks) 
presented in [26]. It was developed in 2004 by the first 
author and Marko Ahvenainen [27] for military ad hoc 
networks, and has been implemented as a simulation model. 
ISMA/RA can be considered as a modification of ISMA/P 
[15]. The idea in ISMA/RA, as well as in ISMA/P and 
PRMA [16], is to guarantee bandwidth in multiple hops by a 
combination of random access and polling protocols, and by 
dividing the time axis into slots. The behavior of ISMA/P is 
analyzed in [17] and well understood. The TDMA approach 
for ad hoc WLAN networks is also used in HiperLAN/2, but 
the solution and performance issues (like in [18]) in 
HiperLAN are quite different from those of ISMA/RA. This 
paper offers a provably computationally secure protocol 
between base stations and other nodes combined with the 
introduced use cases of the WPSN. The introduced secure 
protocol combined with use cases of the WPSN enables the 
maximum performance at all warrior levels. 

III.  APPLICATIONS OF UAV-BASED SENSOR NETWORKS 

The article describes three scenarios in which the WPSN 
can be utilized to maintain the initiative; namely, on the road, 
in built-up areas, including inside buildings, and, finally, 
how the Special Forces can utilize these systems [19]. 

A. Road side bomb detection 

Increased Overseas Operations present road side bombs 
as a serious concern for the friendly troops due to the road 

side bombs’ efficiency related to their unpredicted location. 
By using a solution based on the Wireless Polling Sensor 
Network, road side bombs can be detected using this new 
technology based on novel sensor data collection techniques. 
The detection procedure involves the following phases. 

Firstly, the new concept of Wireless Polling Sensor 
Network comprises fixed sensor nodes, which do not 
communicate with each other. These nodes answer to mobile 
polling if they have something to report. The mobile polling 
nodes are a swarm of pre-programmed UAVs equipped with 
homing devices. 

Secondly, the fixed nodes detect activity at the road-side, 
such as humans or large objects moving. The detection is 
based on a significant change in the electromagnetic 
spectrum, such as thermal, magnetic, or seismic change of 
the monitored area. The UAV patrols the area regularly, for 
instance, once an hour. Finally, as bombs are typically placed 
on the sites hours or days in advance, the WPSN application 
does not require real-time reporting to match the needs. 

The fixed sensor nodes do not emit electromagnetic 
radiation except when the UAV sends a polling request with 
a specific code. The static nodes use directional antennas and 
communicate directly above (in a certain angle). A Wireless 
Polling Sensor Network has an edge over a traditional 
Wireless Sensor Network, for the system will remain 
functional even if some sensor nodes have been destroyed. A 
swarm of UAVs as polling devices gives an edge to the 
system resulting in reliable data gathering as seen in Fig. 2, 
and the arrows indicate the data transmission between the 
entities, the UAVs and the sensor nodes. 

 

 
Figure 2.  The structure of the WPSN with the swarm of UAVs. 

Energy consumption in a multi-hop sensor network is 
higher than in the proposed solution since messages from 
other nodes must be relayed, and this depends on the 
placement of the nodes relative to the control point. The 
detection of the sensor nodes by the opponent is also much 
easier in a fixed multi-hop network. The WPSN has lower 
energy consumption together with better protection against 
detection, resulting in increased survivability of the network. 

The polling procedure begins with mutual authentication 
of the UAV and the sensor. After authentication stage 
information is sent in encrypted from the sensor to the UAV. 
Since the transmitting power of a sensor is low, directional 
antennas are used for securing the transmission towards the 
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UAV. This enures the safety and QoS of transmission. The 
jamming of the system is made difficult by directional 
antennas. The system is battle-proof and answers only the 
UAV after a defined and pre-programmed identification 
protocol. 

As the signal propagation time and the message 
forwarding delay are 10 ms and 15 ms, respectively, the 
communication delay can be understood to be on an accepted 
level when a swarm of UAVs is used to collect the accrued 
sensor data [29]. Since currently neither a test-laboratory nor 
UAVs can be utilized for testing purposes, the information 
referred to in this particular section of the paper is based on a 
relevant study [29]. As explained in Section III on page 3, 
the UAVs are used in swarms of three or four in order to 
ensure maximized data gathering and the validity of the 
sensor data. Moreover, as described in Section III, reliable 
communication between a single UAV and sensors takes 
only fragments of seconds after the identification procedures. 
In this case, the altitude of the swarm of UAVs is 400 
meters. This altitude indicates that, once the angle of the 
transmitting sensor is from 5 to 7 degrees, the 
communication area at the altitude of 400 meters is at least 
33,3 meters in diameter and in maximum 46,7 meters in 
diameter. In this example the speed of a single UAV is 80 
km/h and 22 m/s allowing a UAV to receive a signal from a 
sensor for longer than a second. And again, as explained in 
[29], the signal propagation time and the message forwarding 
delay are 10 ms and 15 ms, which gives enough time for a 
single UAV to communicate with each sensor in a swarm of 
UAVs. And in case a single UAV fails to communicate with 
a sensor, another member of a swarm of UAVs can replace 
this function. When all the collected data are verified, these 
accrued data can be merged.  

The topology of network systems has to be correctly 
coordinated (i.e., managing spectrum usage with group 
mobility patterns). The hierarchy of a network has to support 
this. This can be achieved by hierarchical design where 
devices are only to interact with their peers from the same 
group [19]. This means the swarm of UAVs communicates 
in the same intra-group while the UAVs and multi-sensors 
are in an inter-group with the UAVs. This ensures the QoS 
and proper maintenance of networks. Improved network 
performance can be obtained by using more channels, 
aggregation of more packets per frame and appropriate 
channel assignment [20]. A UAV can be used as a platform 
to provide the needed services, for example, Digital Video 
Broadcast – Terrestrial [DVB-T) and Digital Video 
Broadcast –Handheld (DVB-H) [21]. 

B. Location services in urban areas 

Another interesting application of the WPSN is related to 
positioning and location services, especially in urban 
warfare. This solution is based on the Ground Positioning 
System (GPS) and the GPS-Pseudolite, better known as the 
Self-Calibrating Pseudolite Array (SCPA) [22] [8]. Studies 
indicate that the SCPA provides an effective means of 
acquiring a satellite-based Carrier-phase Differential GPS-
type (CDGPS) centimeter-level positioning in locations 
without access to the GPS satellite constellation [8]. 

An Army tactical warfighter needs network services both 
On-The-Move (OTM) and At-The-Halt (ATH) [23]. One of 
the lessons learned from Iraq and Afghanistan was the need 
for a more robust Beyond-Line-Of-Sight (BLOS) 
communication capacity between the lower Army echelon 
Land Warriors, from Squad Leaders to Battalion 
Commanders [23]. 

The SCPA technique is used in Mars Rover Navigation 
[8]. The application can be as follows: The warrior polls the 
SCPA stationed on the urban battlefield (roof-tops, 
perimeters of buildings). The warrior acts as a polling UAV 
as described in Fig. 3, and the arrows indicate the data 
transmission between the entities and the triangle-shaped 
objects represent the SCPA. 

 

 
Figure 3.  The WPSN presented in the urban infrastructure. 

The proposed and described solutions have to be based 
on novel, generic and robust battlefield-proven solutions in 
order to meet the given needs, and this in turn involves 
addressing the topology of the network system carefully. 

The novel sensor data collection techniques include: 1) 
the Development of a new networking concept: Wireless 
Polling Sensor Network, 2) A mobile ad hoc sensor network 
that can support near real-time streams, and 3) Generic SOA-
interfaces for sensors and sensor platform control. One of 
these is the medium access control (MAC) algorithm and 
protocol for ad-hoc wireless networks that employs power 
control spatial-reuse scheduling techniques [24]. The 
Networks inside the WPSN solutions have to be functional 
and communicate as seen in Fig. 4, and the arrows indicate 
the data transmission between the entities, the UAVs and the 
sensor nodes. 
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Figure 4.  The principle of the network topology. 

Since the power production and power consumption will 
remain as a challenge, certain actions need to be addressed. 
Thus when defining the network design, it has to be 
emphasized that network coding enables a more efficient, 
scalable and reliable wireless network [25].  

The multi-sensor system comprises (Fig. 5): 1) a control 
unit (CU) that is placed on the operational centre, 2) a 
number of sensor control units (SCUs) that form a mobile ad 
hoc sensor network capable of near real-time data transfer, 3) 
sensor platforms, such as unmanned air or land vehicles, 4) 
different types of sensors, and 5) new algorithms for multi-
sensor collaboration. 

 

 
Figure 5.  The network system of the WPSN. 

Another application in an urban environment is a multi-
hop mobile sensor network consisting of UGVs for 
investigation of buildings or placing SCPAs on a site. A 
network of a small number of such UGVs does not present 
technical problems as a small mobile ad hoc network, but it 
removes the need for a line-of-sight connection. The main 
new advantage is the addition of location mechanisms and 
pre-planned routes that are manually assisted when needed. 

C. Solution for the special forces 

The Special Forces need a precise location of a target to 
have it destroyed. Let us assume that in this example the 
selected target is heavily fortified, guarded and built of 
concrete, or buried deep in soil. The power of conventional 
weapons used by the Special Forces is not enough to destroy 
the target. Therefore, the target has to be marked for the 
bombs or guided missiles. This idea utilizes the possibilities 
of the Wireless Polling Sensor Network (WPSN), and the 
solution is based on the use of the SCPA. The idea is to set 
the SCPAs close to the selected target and measure the 
distance and direction from this specific spot at the target. 
This way the place of each SCPA is very precisely measured 
in relation to other SCPAs and the target. Once this has been 
done to each SCPA, a swarm of UAVs can be sent on their 
way to poll the SCPAs and collect the data to be transmitted 
to the destruction device for preparation purposes, if needed. 
The SCPAs do not form a network between each other, thus 
not transmitting, and they do not have a specific ground 
station. Pseudolites only answer the UAVs according to the 
communication protocol described earlier in Section III, B. 
In Fig. 6 below the arrows indicate the data transmission 

between the entities, and the question mark indicates the 
target to be destroyed. 

 

 
Figure 6.  An example of the SCPA in the use of the Special Forces. 

Once the pseudolites are set on their positions, the 
selected destruction device (in this case a fighter with an 
intelligent bomb) approaches the target at the selected 
moment and drops the bomb and dismisses the area. The 
destruction device polls the SCPAs while heading towards 
the target and, based on the collected data, the destruction 
device is being guided at its target. This protocol deletes the 
need to depend on GPS-satellites and thus gives an edge to 
gain the goals in rough and mountainous terrain, where GPS-
satellites cannot be seen all the time. Jamming the SCPAs is 
not easy, for they transmit the encrypted data only once in a 
very narrow angle (5 – 7 degrees) straight upwards and after 
the bomb has the data, it is locked to its target.  

In this paper the altitude for a swarm of UAVs has been 
defined to be 400 meters because a UAV is hard to detect or 
destroy from that altitude. Furthermore, the distance between 
the UAVs and ground-based sensors ensure reliable means 
of communication. Besides, small UAVs are relatively 
inexpensive and easy to replace which makes them an 
invaluable asset in military operations. 

D. Evaluation of the concept 

As the UAV sensor network is still on the design stage 
and no implementations can be tested, evaluation of the 
whole solution can only be based on looking at the basic 
ideas of the concept and finding its strengths and 
weaknesses. We go through some typical issues that should 
be considered for any sensor network solution.  

Offered service: The proposed WPSN solution provides 
location and targeting service, and in the road side bomb 
application continuous sensor data collection from the area. 
In the last application the solution does not give reliable 
alarms of intrusion, unlike e.g. burglar alarm systems. 
Therefore the information is likely to include many false 
positives and a rapid reaction to each sensor data item that 
might indicate an effort to plant a bomb would be 
superfluous. It is sufficient to poll the sensor nodes after a 
relatively long period of time immediately before a patrol 
tour. The solution does not assist in fast response but can 
mitigate the effects and provide sensor data for 
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demonstrating that an incidence was planned, and possibly 
an identification of the attacker if voice sensors are used.  

Coverage issues: The proposed system is suitable for 
areas so large that they cannot be easily covered by a fixed 
wireless base station, or by a WSN, and the set of sensors 
can be formed of disconnected parts, unlike in WSN. The 
use of a network of several UAVs is a clear improvement to 
the present applications where one UAV is controlled by a 
ground station and a line-of-sight connection is required. 
This limits the operational range of UAVs to roughly ten 
kilometers in open areas and prevents the use of UAVs in 
urban areas. A networked set of UAVs can increase the 
range by multi-hop routing. If one UAV has a line-of-sight 
connection to a ground station, it can forward messages to 
and from other UAVs. This requires that the MAC protocol 
supports real-time traffic. Controlling a UAV (and especially 
a number of them) through multi-hop connections is difficult 
but in the presented solution it is made possible by the sensor 
nodes: the UAVs have a pre-planned route and feedback 
information from the sensor nodes allows the UAVs to make 
corrections to their positions and to stay at the planned route. 
It is also expected that a ground based pilot can control the 
swarm of networked UAVs by steering only one of them and 
relying on suitable control protocols that keep the UAVs of 
the swarm in a fixed formation. Connectivity issues for an n-
node UAV/UGV network can appear but they are typical to 
any mobile ad hoc network (MANET). In the case of WPSN, 
connectivity problems of the MANET are minor since the 
UAV/UGV nodes follow pre-assigned paths and the number 
n of nodes is small. Connectivity issues between the 
UAV/UGV and sensor nodes determine how strictly the 
UAV/UGV must follow the pre-assigned path but this 
restriction can be avoided by increasing the altitude of the 
UAV. From a sufficient altitude the UAV can receive data 
from all ground sensors.   

Operational limitations: The most important restriction 
to the system is caused by weather conditions, which do not 
always allow the use of UAVs but this limitation is not seen 
as a major argument against the solution. The polling device 
could of course also be a ground-based vehicle avoiding the 
weather dependence. There is an advantage in using an UAV 
since camera picture from an UAV can often give a probable 
reason e.g. why a sensor node is not communicating. The 
solution requires usage of planned routes. There can 
naturally be many alternative planned routes. The concept 
does not in any way require that all sensor nodes must be 
polled in any specific order.  

Performance issues: Performance evaluation of the 
whole system is not presented in this article since there are 
no real-life experiments so far. We can describe the main 
performance issues. Traffic congestion problems cannot 
appear in the system: the UAV/UGV makes the round e.g. 
every hour and collects sensor data from a relatively small 
number of sensors.      

Dependability issues: The WSPN network cannot be 
easily disabled by removal or blocking of some nodes, as is 
the case for a WSN in essentially one-dimensional areas, 
such as a road where one parked truck may disconnect the 
WSN. A problem of a malicious network node unwilling to 

transfer data of other nodes does not occur since the sensor 
nodes communicate only with the polling network, which 
can be assumed secure. Unauthorized removal of sensor 
nodes is interpreted as a signal of undesired activity. There 
are ways to protect the sensor nodes against efforts to break 
the security algorithms protecting their communication with 
the polling nodes, e.g. by self-destruction, even if there is 
physical access to the sensor nodes. The sensor nodes should 
be difficult to find, otherwise they may be stolen. The 
communication mode of replying only to the polling node 
request makes the nodes difficult to find by electro-magnetic 
sensors.  

Energy issues: Polling is in general considered a less 
efficient communication method than generating events from 
incidences, since many nodes have nothing to report. In the 
road-side bomb application there are some factors that 
change this conclusion. It is desirable to get a stay-alive 
announcement from each sensor in any case; therefore it is 
not sufficient to generate events only if something suspicious 
happens. The time to poll the sensor nodes is negligible 
compared to the time the polling UAV needs for the round 
trip for physical reasons, so polling is not slower in this case. 
The energy constraints in the UAV are not a limiting factor. 
It is of course possible to create a hierarchical sensor node 
structure where only some nodes communicate with the 
polling nodes while the other nodes report events to the 
communicating node. However, some robustness is lost in 
the hierarchical model. The polling network concept has a 
clear advantage in networks that are essentially one-
dimensional, like a road side: a WSN node must pass 
messages created by other nodes; consequently its energy 
usage cannot be well predicted. In the WSPN solution 
energy usage can be well estimated and it is more important 
to have a good estimate of the battery life-time than a 
maximal prolongation of sensor operational time between 
battery recharge. The same patrol routes are not used for 
years, nor do the sensor nodes need to last for years without 
recharging. The energy needed to communicate with the 
polling node is not negligible, but especially as the 
communication is in free space, it is not assumed to be a 
limiting factor for the sensor node batteries. Sufficiency of 
energy in ground-based sensors and in UAV/UGV nodes is a 
limitation but the sensor nodes do not need to be especially 
small in this application.  

Technology development: A proposed technological 
solution should have characteristics that make it more future-
proof. The WSPN solution is open to development of sensor 
techniques. It may be possible in the near future to detect 
threats better from sensor data, e.g., to distinguish between a 
deer and a walking human. Applications of unmanned 
vehicles to military and crisis management situations are also 
a fast developing area. Ad hoc sensor networks have on the 
other hand met with certain scalability problems. A simple 
polling network concept seems to give future promises.  A 
military system should be flexible enough to have a range of 
usages. While the WSPN concept has been created for the 
current need in road-side bomb detection, the system has 
other applications e.g. in location finding and in targeting.  
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Possible applications: The road side bomb detection is 
the main application. There is a current need for it and the 
existing methods, i.e., disabling communication to an IED by 
jamming, and surveillance by UAVs, are inadequate. The use 
of WPSN for targeting instead of GPS has some advantages 
and disadvantages. It is vulnerable to ground-based jamming 
but on the other hand, the frequency can be selected from a 
wider range. Location service in urban area is a much studied 
but difficult issue. The proposed system may be a partial 
solution. 

IV. A PROVABLY COMPUTATIONALLY SECURE  

PROTOCOL BETWEEN BASE STATIONS AND OTHER NODES 

In the case of UAVs and other easily captured nodes 
there is a special disadvantage in using ordinary crypto 
algorithms requiring stored key.  There is also no time and 
no computing power for asymmetric algorithms.  We will 
give a solution to this problem by novel idea of exchanging 
One-Time Pads and encrypting data with one of the OTPs. 
The other OTP must be discarded for security reasons. 

A. Basic idea of the crypto-algorithm 

One-time pad (OTP), or Vernam’s cipher, is a crypto 
algorithm where the key is as long as the plain text. The 
modern version of the algorithm simply takes a bitwise 
exclusive or of the key and the plain text. Denoting exclusive 

or by ⊗ , the key K  by a sequence of symbols 

iiKK )(=
, and plaintext by iiAA )(=

, the cryptotext in 

OTP is iii KAKAX )( ⊗=⊗=
. OTP has perfect 

security because even if all keys are tried, it is not possible to 
break OTP: for any plain text there always exists a key that 
encrypts the plain text to the observed crypto text. OTP has 
only one problem, as the keys are very long, there is no 
convenient way to transfer keys to the sides in 
communication.  

In this article we describe a simple method of exchanging 
OTP keys in such a way that we obtain a method with 
provable computational security. We will briefly explain the 
method. If A and B are two users and A wants to send data 
A  to B, let us first assume that A and B have exchanged 

their OTP keys AK  and BK  in such a way that an attacker 

can see BA KK ⊗ . If A sends AK A ⊗ , the attacker can 
only get  

AKAKKK BABA ⊗=⊗⊗⊗ )()(  
and cannot open the plain text A . This method would 

have perfect security, but we cannot exchange the OTP keys 
quite as well as here. The proposed method shows to the 

attacker iiBiA KK )( ,, ⊗
  and ikiBiA KK )( ,, +⊗

 

for some fixed k . Using this relation the attacker can 

guess one symbol iAK , and calculate the symbol kiAK +, . 
Thus, we have only computational complexity. However, if 
the attacker can only guess half of the bits in one symbol, he 

does not gain any information of the next symbol. Indeed, let 

iAK ,  be divided into two disjoint sets of bits C  and D  

and C  is guessed, D  is unknown. We can try to guess a set 

E  of bits from kiAK +, . The remaining set of bits in 

kiAK +,  is denoted byF . The set C  has at most half of 

the bits in a symbol and we cannot obtain more bits to E  

than there are in C . It turns out that the bits of E  can be 

assigned any values and there always exist D  and F  such 

that E  has the assigned values. Thus, guessing E  in this 
way is not possible. There is another way to proceed: when 

C  is guessed we can open a part of plain textiA
. If the 

plain text has internal correlations between bits, then we can 

try to guess the bits D . The proposed solution is that A  is 
cryptotext of a conventional symmetric cipher which hides 
statistical correlation. This cipher cannot be broken because 
the cryptotext of the cipher is not seen. The attacker only 
sees the cryptotext xored by the OTP. The attacker can go 
through all keys of the symmetric cipher and guess the plain 
text, but this can be made harder than directly guessing the 
OTP symbol. This leaves guessing at least half of the OTP 
symbol as the only effective approach. The actual method is 
a bit more complicated than this simple idea and will be 
described later.      

The proposed method requires sending three times as 
much data as a conventional symmetric cipher: exchanging 
the OTPs is necessary. Computation time is not necessarily 
increased and xoring is a fast operation.  While there today 
exist good ciphers for which there are no effective attacks, 
there are reasons for searching for algorithms based on OTP 
exchange. One reason is that currently there are very few 
good crypto-algorithms, second is that algorithms based on 
hard mathematical problems invite mathematicians to try to 
break them and we do not know how long the algorithms 
stand. The third reason is that symmetric ciphers require 
storing the keys, so if a node holding a key is lost, security 
can be broken. 

B. Related work 

Exchanging OTPs as a method of provable 
computational security has not been proposed earlier to the 
author’s best knowledge. There is no direct related work but 
the idea has been taken from Simon Singh’s popular science 
book [28], on page 282 Singh mentions an algorithm, which 
we have drawn in Figure 1. Singh attributes it to an 
unknown inventor. To the authors’ knowledge it has not 
been discussed in scientific literature, which is odd since the 
algorithm is quite interesting: only B  needs to know the 
one-time pad. Let us look at it and later fix the problem it 
has. 

Let r  be a prime and we will use integers modulo r , 
i.e., not bits, as symbols in the following crypto algorithms. 
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Let 1≥t  be an integer. A one-time pad (OTP) is a crypto 
algorithm that encodes the plain text 

 

K),3(),2(),1( DDD         (1) 

 
with a key 
 

K),3(),2(),1( KKK        (2) 

 
by taking the bit-wise exclusive or ⊕ , thus the crypto text 
is 
 

K),3()3(),2()2(),1()1( DKDKDK ⊕⊕⊕       (3) 

 
The task is to get the key to both sides. Let us first consider 
an algorithm where A  sends data )(tD  to B  over a two-

way additive channel. A  sends the data in plain text and B  
sends a one-time pad )(tK  to A . Let us assume that the 

end-to-end delay is T  symbols, see Figure 7. 
 

 
Figure 7.  Interesting but insecure.  

Let an eaves-dropper be located at a place that is j  symbol 

transmission times from the place of A , or he can use 
directional antennas. He can read encrypted data 
 

jjTtKjtDtE β)()1()( +−+−+= .       (4) 

 

The real number 0>jβ  gives the difference in signal 

strength of the signal from  A  and from B  at the place j  

of the eaves-dropper. The fault of the protocol is that if the 
eaves-dropper listens in two places, j  and i , and in two 

times 1t , 2t , he can subtract the signals and get the data. 
Let the times be chosen such that  
 

aitjt =+=+ 21 .       (5) 

 

Then 

   

)1()()()( 21 aDtEtE jiji +−=− ββββ .  (6) 

 

Thus, the algorithm in Figure 1 has a serious flaw. 
However, to some extent the problem can be removed: in 
order to get a secure algorithmA  must send both the data 
and the key. As a way to get the key toA  let us first think of 
sending it in plain text in a channel consisting of separate up-
link and down-link channels as in Figure 8. 

 

 
Figure 8.  Better, but the key goes in plain text. 

A  echoes the OTP from B  back to B . Now A  learns 

the one-time pad of B . On the down-link we have the OTP, 
so it is secure. Let us secure the up-link by another one-time 

pad, this pad is created by A . For clarity, let us denote the 

OTP created by B  by  
 

K),3(),2(),1( BBB KKK             (7) 
 

and the OTP created by A  by  
 

K),3(),2(),1( AAA KKK          (8) 
 
There is no place to send any data, so let us forget 

sending the data and we shall only send the one-time pads as 
in Figure 9. 

 

 
Figure 9.   The basic idea of OTP exchange. 
 

Let us denote by rrr ZZZg →×: a mapping used 

by A  for encrypting )(tK A  by )( TtKB − . B  applies 

A B 

…, KA(8), KA(7),KA(6),… 

…,KB(3), KB(2), KB(1) 

…,KB(6), KB(7),… 

KA(1),KA(2),KA(3),… 

A B 

…, D(3), D(2),D(1) 

  …,K(3), K(2), K(1) 

…,K(6), K(7), K(8),… 

A B 
…, D(3), D(2),D(1) 

K(1), K(2), K(3),… 
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the same function g  for encrypting  )(tKB by 
)( TtK A − . The function g  is known to both A  and 

B and does not contain any secret parameters. We assume 

that B  can obtain )(tK A  from knowing  
 

)( TtKB −  and ))(),(( TtKtKg BA − .       (9) 
 

Likewise, we assume that A  can obtain )(tKB  from 
knowing  

 

    )( TtK A −  and ))(),(( TtKtKg AB − .     (10) 
 
The algorithm in Figure 3 is the proposed OTP exchange. 

Next e will analyze it. 

C. Analysis 

Let us assume that the eaves-dropper follows data both 
from the up-link and the down-link. Let us assume that he is 
j  symbol transmission times from the place of A . On the 

down-link he hears 
 

))1(),1(()( TjtKjtKgtE BAdown −−+−+=   (11) 
 
On the up-link he hears 
 

))2(),(()( TjtKjTtKgtE ABup −++−=
.            (12) 

 
He cannot gain anything from listening in two places as 

signal strengths attenuate in the same way for the two 

parameters of the functiong , it suffices to look at different 
times he reads data. Here we also do not need to assume that 
the channel is additive. The channel adds noise and 
distortion, but these issues are not of concern to us now. We 
focus on the cryptographic algorithm and assume that the 
channel has not errors or distortion. The eaves-dropper can 
read the up-link and the down-link in different times and try 
to solve the keys recursively. Let  

 

 jtt 2112 −+=        (13) 
 
and let us write 
 

)( 11 jTtKx B +−= )1( 2 TjtKB −−+= ,   (14) 
)2( 11 TjtKy A −+= , )1( 22 jtKy A −+= . 

 
Then  
 

),()( 111 yxgtEup =
, ),()( 122 xygtEdown = .       (15) 

 

By guessing 1y  the eaves-dropper can solve 1x  from 

the first (up) equation because A  can also do it.  Having 

obtained 1x  the eaves-dropper can solve 2y  from the 

second (down) equation since B  can also solve the 
equation. This can be continued to the next key symbols 

),()( 223 yxgtEup =
,

),()( 324 xygtEup =
.          (16) 

Thus, if there are unique solutions k
x

, ky
, the eaves-

dropper can obtain the whole one-time pads.  

Let us firstly notice that values k
x

, ky
 that agree with 

what the eaves-dropper is listening can be computed for 

every guess 1y . As the algorithm treats all  k
x

, ky
 in the 

same way, the eaves-dropper might just as well start from 

guessing any k
x

 or ky
. The important thing is that he does 

not get any more information from this OTP exchange 
protocol. If he wants to know if his guess is correct, he must 

compute some values k
x

, ,...2,1=k  and check if he can 

open data encrypted by B . B  encrypts data  

 K),3(),2(),1( BBB DDD      (17) 
 
in the usual way as 
 

K),3()3(),2()2(),1()1( BBBBBB DKDKDK ⊕⊕⊕
 

Perfect security of OTP does not any more hold. The first 
symbol may decode to anything depending on the guess of 

)1(BK  but already at the second symbol the eaves-dropper 
may notice that data does not decode to some sensible data. 
The important question is if the eaves-dropper has any better 
way than guessing one key symbol or a large part of it. We 
can naturally select the symbol length in bits in such a way 
that guessing one symbol or a large part of it by brute force 
is sufficiently difficult.  

If any faster way for the eaves-dropper exists depends 

largely on the functiong . Let us select the function as  

ryxxyg n mod2),( 2/+=       (18) 
 

where  rn 2log=
 is the number of bits in the prime 

r . Let  
 

ba xxx +=
and ba yyy +=

      (19) 
 

be representations where x  and y have been split into 
two parts that do not have any bits in common in their binary 

representations. For instance, a
x

 can be the low bits and 

bx
 give the high bits, but we allow any kind of a split of bits 
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into ax
 and bx

. The eaves-dropper can check if the bits in 

ax
 are decoded into sensible data in the data sent by B . As 

B  encrypts with OTP, there exists key bits ax
 that decode 

the encrypted data into any selected data. The eaves-dropper 

must try to compute y by solving  
 

),( xyge = .         (20) 
 

After obtaining the key symbol y  the eaves-dropper can 

decrypt data encoded byA . If also some bits of data 

encrypted by A  are sensible the eaves-dropper may try to 

conclude that he has made the correct guess of the bits ax
. 

If he can obtain all bits of x  in this way, he has a method of 
effective crypto-analysis, but if he must guess a large part of 
x  before he can conclude that the guess is correct, he needs 
a good guess before (15)-(16) can be used. Let us show that 
the latter case is true. The following theorem says that more 
than half of bits in a symbol x  must be guessed before it is 
possible to test if the guess is correct. 

 

Theorem 1. Let rZe∈  be a fixed number. Let 

ba xxx +=
 and ba yyy +=

be representations where 
x  and y have been split into two parts that do not have any 

bits in common in their binary representations. Let ax
 and 

ay
 have maximum 2

n

 valid bits (i.e., the length of a
x

 and 

ay
 can be n  bits but only at most half of the bits are 

determined by a
x

 and ay
, the rest are determined by b

x
 

and by
). For any ax

 and ay
 there almost always exists 

bx
 and by

 such that ).,( xyge =  Almost always here 

means with probability on the range of 
n−− 21 . 

 
Proof: Let us consider the first order congruence 
 

)(mod22),( 2/2/ ryxyxxyg n
bb

n
aa +≡−− . (21) 

 
As r is a prime, the number  
 

)(mod2 2/ ryxz n
bb +=

       (22) 
 

gets 
n2  (possibly not different) values when b

x
 and 

by
 range over the numbers in 2/nZ

. Different values 

( bx
, by

) and ( bx′
, by′

) yield the same z  only if  
 

)(mod022 2/2/ ryxyx n
bb

n
bb ≡′+′−+

  (23) 
 

The number 
2/2/ 22 n

bb
n

bb yxyx ′+′−+
 has 

typically about n2  bits and r  has n bits. The probability 

that the number is divisible by r  is about 
n−2 .  We 

can say that almost always z  values from two ( bx
, by

) 

and ( bx′
, by′

) are different since there are 
n2  possibilities 

for ( bx
, by

) and the probability 
n−2  means that in 

average one z  may not be obtained. The probability 
n−2  is 

very small compared to the probability 
2/2 n−

 of guessing 

ax
 by brute force. Thus,  
 

 
)(mod2),( 2/ rzyxxyg n

aa ≡−−
  (24) 

 

can be satisfied for almost any selection of ax
 and ay

.  
 
From Theorem l we notice that unless the eaves-dropper 

can guess more than half of the bits in a symbol he cannot 
conclude anything by checking decrypted data. Even if the 

bits decrypted by a
x

 and ay
 make sense, it does not mean 

anything at all. Just as in OTP, any sensible data for these 

bits can be obtained from some selection of  ax
 and ay

 . 
Only if the eaves-dropper can guess more than half of the 

bits of a symbol, then b
x

 and by
 have only a limited range 

and z  in the proof of Theorem 1 cannot be found. Then the 

equation ),( xyge =  is usually not satisfied for any 

selected ax
 and such ay

, that the data sent by A  makes 
sense. We conclude that the algorithm has in a certain sense 

provable computational complexity of 
2/2n

 trials.  

A provable lower bound of 
2/2n

 trials by brute force 
would be much better than the situation with conventional 
stream ciphers. While there has been recent progress in 
stream cipher design, new crypto-analytic methods can still 
be developed. The reason why the OTP exchange protocol 
could be better than modern stream ciphers is partly due to 
the fact that an algorithm encrypting real data must remove 
the structure of the data. The OTP exchange protocol is 
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encrypting random keys that do not have a structure.  Partly 
the reason is that real data is encrypted with one-time pads 
that do not try to remove the structure from the data: they 
simply make every possible decoding of the data equally 
probable.  

However, Theorem 1 does not quite say that there is a 

lower bound of 2/2 n  trials by brute force. There are two 
possible ways of attack. In the first way the attacker may try 

to guess the correct a
x

 and check it by decrypting data 
encrypted by OTP. As every key symbol is randomly 

selected, the correct a
x

 is random and by Theorem 1 there 
is practically no chance that the attacker can gain anything 

unless ax
 has more than half of the bits in a symbol. The 

only choice in this attack is to guess a
x

 by brute force.  
The second way is that the attacker guesses data 

encrypted by OTP and computes the key symbols from the 
guessed data and the encrypted data. Then he checks if (15)-
(16) is satisfied. This attack works well if plain text is 
encrypted. For instance, if any part of a text that has been 
encrypted by OTP is revealed and the encrypted data of the 
corresponding key exchange is obtained, it is a simple matter 
to open all text that has been encrypted with the OTP. 
Possible attacks include searching for published documents 
that have been encrypted by OTP. This is similar to the way 
the Japanese diplomat cipher was broken in the Second 
World War. The attack does not break the OTP system, but 
all other texts that are encrypted by the same OTP are 
broken. Another attack is searching for common long 
phrases. If the symbol length is 256 bits, the phrase must be 
longer than 128 bits, i.e., 16 bytes. Such are relatively long 
phrases, but not impossible to find in text. Then the attacker 
must search for the correct starting place, which is relatively 
easy. Such old style attacks work against OTP since OTP 
does not use diffusion and confusion: if plain text and 
encrypted text pairs are obtained, the key is immediately 
revealed. It is of no concern in OTP as keys are not reused 
but the dependences (15)-(16) of the OTP exchange make 
the property extremely dangerous. 

The correction seems to be to encrypt plain text first with 
some good symmetric cipher and then use OTP. The 
symmetric cipher must be so good that guessing what crypto 
text some plain text produces is very difficult. The OTP 
hides all information of the crypto text produced by the 
symmetric cipher, thus the attacker does not have crypto text. 
The relations (15)-(16) do not mean that there are relations 
between the parts of the OTP. The OTP is a completely valid 
OTP where no symbols have any correlations with each 
other or with the text that they encrypt. Without any 
information of crypto text he does not have any information 
that has a relation to the key of the symmetric cipher, thus he 
cannot recover the key. We conclude that the attack of 
guessing the plain text is not possible for information 
theoretical reasons. The only remaining attack is to guess 

ax
 by brute force. This is naturally much less than the 

original perfect security but it is quite good for a more 
practical system than plain OTP.   

 
D. Possible modifications 
Let us look briefly at another possibility. We may allow 

non-unique values for k
x

, ky
. It does not make decoding 

data especially harder, the decoder must at each stage select 
from two values. As an example of such a possibility let us 
select 

 

ryxyxyxg i mod),( 2++= ,      (25) 
 

where i >1 is some integer. The quadratic equation 
 

rye mod2=         (26) 
 
has two solutions z  and zr −  if e  is a quadratic 

residue and no solutions if it is not. We can always complete 
(25) into a quadratic form as 

 

rxxyyxy mod)2( 2221 −+≡+ −
,                 (27) 

 
thus 
 

rxxyxgxy i mod),()2( 221 +−≡+ −
.         (28) 

 
The quadratic equation can be rather fast solved by the 

Shank-Tonelli Algorithm. (A rather fast free C-language 
implementation of the Shank-Tonelli Algorithm is in the 
msieve factorization software by J. Papadopoulos.)  

The eaves-dropper must solve the values kx
, ky

 
recursively and he may have to keep trace of all paths for a 
small number of steps before he can decide if data can be 
decoded. This method may be suitable for an application 
where the symbol is small and the eaves-dropper cannot 
decide from a small umber of symbols if he has found the 
solution. We will not study this possibility further. There are 
several complications, such as quadratic non-residues, but it 
may be worth the mention the possibility of non-unique 
keys.        

OTP exchange provides provably secure communications 
with some cost, i.e., bandwidth demands are increased. A 
conventional way to provide secure communication is e.g. by 
using the Diffie-Hellmann key exchange protocol for 
establishing a shared encryption key, and then encrypting 
data with a conventional symmetric algorithm. The gain of 
using OTP exchange is that it cannot be eavesdropped as it is 
provably computationally secure, and we can better estimate 
when and if it can be broken. Experiences from real wars, for 
instance with Enigma in the WWII, has shown that militaries 
should not trust conventional wisdom of how difficult 
encryption algorithms are to break. 
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D. Initializing OTP exchange 

The protocol in Figure 3 must be started in some way so 
that key symbols are not revealed to an eaves-dropper at the 

start. A simple solution is that beforeA  has obtained any 

part of theB ’s OTP, it encrypts data withA ’s credentials 

that must be known to B . The credentials must be long 

enough for encrypting T first symbols fromA ’s OTP, a 
time stamp and a sequence number. The latter fields are 
needed to prevent replay of the start of communication. In a 

similar way, B  also needs credentials known to A . Notice 
that (15)-(16) can be used backwards. If OTP encrypts plain 
text that can be guessed, user credentials are revealed. 
Therefore, plain text encrypted with OTP must be first 
encrypted with a conventional cipher. 

E. Comments on error coding 

OTP has good error propagation characteristics: one 
erroneous bit in crypto text only causes one erroneous bit in 
the plain text. Error coding data before encrypting is a 
possible solution because of small error propagation. OTP 
exchange has more worries from errors. If any error occurs 

in transmission from A  to B , B  gets a wrong key symbol 
)(tK A  and consequently encrypts its own key symbols 

with wrong )(tK A . Consequently, A  obtains wrong 
)(tKB  and uses it to encrypt key symbols. Neither side 

notices anything wrong while A  and B obtain quite 

different versions of  )(tK A  and  )(tKB . As a result, 
data cannot be decrypted. Adding error codes to key symbols 
leads to dependences between key symbols and should be 

avoided. Therefore 
)(tEup  and 

)(tEdown  must be 
extended by error coding. It is not necessarily best to use 
forward error coding since there is the return channel. 

F. The issue of synchronization 

The OTP exchange protocol needs the time T . Time 
synchronization in the protocol does not need any external 
protocol for synchronizing clocks. Both sides receive the 
OTP that they have sent and can synchronize to it with the 
ordinary HUNT mode, i.e., looking for the known bit 
sequence. This ability of the protocol can be used by other 

mechanisms. It directly gives the roundtrip delay from A  

to B . The round-trip delay can give location information e.g. 
if one of the sides is in a known place and the 
communication is through a communication satellite that 
does not add a time stamp. 

G. Generation of key sequences 

It might appear that one-time pads do not have any great 
advantage over ordinary stream ciphers since OTPs are 
usually generated by pseudo-random number generators. 
This is a wrong view. A typical stream cipher is essentially a 
pseudo random number generator but it has finite data as 

keys and possible other agreed parameters. Because this data 
is finite, the pseudo random sequence is finite. If an attacker 
collects enough data and keys are not changed often enough, 
he can take advantage of this periodicity. In the proposed 

method the OTP is not periodic. The OTPs of A  and B  are 

independent and created by A  and B  respectively. The 
other side learns the OTP through the OTP exchange. Even 
though the key symbols in the OTPs are probably created by 
pseudo random number generators, their parameters can be 
modified over time without the need of agreeing on them. 
Thus, the data is not finite as it must be in conventional 
stream ciphers. 

V. CONCLUSIONS 

This article suggests that viable methods exist, which 
improve the C4I2 of a warrior at all the levels. The examples 
covered are based on use cases of WPSN-solutions. They 
indicate that a warrior can obtain more critical information 
on the battlefield by using the presented WPSN solutions. 
This improves the general efficiency of a warrior at all 
levels. The platforms used today on the battlefield are not 
efficient. This is because they are based on a single sensor 
and they do not collect data in a way that would allow 
collaboration of multiple sensors. The proposed solution 
makes use of multi-sensor collaboration for improved 
location information and better situation awareness.  

A warrior has to be functional and his gear needs to be 
planned according to the task. A key factor is the efficiency 
of a warrior, which can be gained via an improved 
Situational Awareness (SA), Blue Force Tracking (BFT) and 
Command and Control systems (C4I2). A warrior has to 
maintain his or her agility and stay active on the battlefield; 
all the gear cannot be attached. 

Thus the warrior skeleton and its communication systems 
need to be carefully defined and built at each level due to the 
task requirements. Currently, the present solutions seen in 
active use are cumbersome and lack integration. The WPSN-
solutions are unseen in these platforms. The maximum 
potential remains unreachable without sensor and data 
fusion. Militaries are moving towards smaller units while the 
demands keep increasing. At the same time troops are 
created for dismounted operations where a greater degree of 
flexibility and reliability of battle-proof and robust systems 
are needed. 

The article discusses typical scenarios in which the 
WPSN can be invaluable. The effect of roadside bombs can 
be avoided once their precise location is known early and 
precisely enough. The increased knowledge at the basic 
warrior level in the form of location information gained from 
the SCPA on the battlefield improves the warrior’s ability to 
carry out the task. Roadside bombs can be detected early 
enough and dismantled or destroyed before own or allied 
forces arrive at the spot. The Special Forces utilize the same 
output of the SCPA while conducting their ultimate tasks. 
Since the nodes of the WPSN do not communicate with each 
other, the system remains concealed, yet active. The WPSN 
node communicates with the UAV through encrypted 
messages. Thus the WPSN responds only after the UAV has 
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submitted a polling request with a specific code. Utilizing 
swarms of UAVs and UGVs has to be emphasized. The 
routes of Unmanned Vehicles (UVs) can be fed into the 
systems early enough to gain the needed information from 
the designated areas. 

The WPSN-solution features many advantages over those 
of the traditional WSNs. This is, polling can use sensor 
specific codes and thereby security issues become easier to 
tackle. Moreover, energy consumption of the nodes in the 
fixed network is more equal since multi-hop data 
transmission is removed. The fixed sensor nodes do not lose 
connectivity even if a large number of nodes are removed.  

As demonstrated via the presented use cases, WPSN 
solutions together with SCPAs and UVs can be utilized to 
reach the maximum performance at all warrior levels. 
Planning the warrior’s gear requires a deep understanding of 
the environment and the demands set on a warrior. The 
warrior’s niche and the nature of his or her missions have to 
be thoroughly understood. The keys to success can be found 
in precise planning based on the needs of warrior systems 
and subsystems from bottom to top. 
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Abstract – The user perceived quality or Quality of Experience 
(QoE) is of significant importance to multimedia service 
providers because of its relevance for efficient management of 
provided services. However, due to its subjective nature, QoE 
is difficult to estimate. Subjective methods are costly and 
impractical, while objective methods do not correlate precisely 
with the subjective perception. In addition to the challenges in 
estimating QoE, further challenges are presented in 
determining the means of managing the QoE in today’s 
complex and varied multimedia distribution systems. As a 
result of the high number of components and parameters that 
affect the perceived quality, from content creation to delivery 
and presentation, the QoE aware management in these highly 
versatile environments becomes increasingly difficult. We 
present a method that uses limited initial subjective tests to 
develop prediction models for QoE as perceived by the viewers. 
This minimizes the complexities associated with subjective 
methods while maintaining the accuracy. Further we present a 
method of calculating the QoE remedies for managing the QoE 
per stream, based on the QoE prediction models. 

Keywords - Quality of Experience, QoE, Machine Learning, 
Subjective Testing, Monitoring, QoE management 

I. INTRODUCTION 

Multimedia content broadcasting is commonly 
implemented in a highly diverse and varying environment. In 
addition to the diversity, the lack of standards for quality 
assessment in this domain makes estimation of the perceived 
service quality particularly difficult. The challenges with the 
estimation of the quality of experience (QoE) make it hard to 
know whether the delivered service meets the customers’ 
expectations and brings user satisfaction.  

The variability of the system is particularly high on the 
end-user terminal devices. The screen sizes, mode of use and 
computing capabilities of these devices highly affect the end 
user QoE. However, due to the technical difficulties and the 
lack of understanding of the QoE the common approach with 
service providers is to to use an ‘average’ setup with regards 
to the multimedia parameters; that is a trade-off between the 
power of the average device and the quality of the 
parameters. In addition to this, the service providers need to 
take into account dimensioning of their own resources in a 
way that will deliver a functioning service while still being 
commercially viable.  

The down side to the ‘average’ (or one-size-fits-all) 
approach is two faceted: i) the service provider remains in 

the dark regarding the value of the service to its customers 
and ii) its resources are not optimally used. These two are 
usually in competition; any management technique should 
target the balance of that trade-off. This, however, would 
imply understanding of the customers’ QoE.  

The providers are not completely oblivious to the factors 
that affect the QoE, on the contrary they have access to a 
plethora of parameters that affect the QoE. Some of which 
are the QoS parameters, such as network conditions and 
performance, also the content encoding parameters and 
characteristics. Nevertheless, a gap exists between all these 
factors and the QoE itself. This gap is the major motivation 
of this work. The overall goal reached by this work is to 
develop a methodology that will bridge this gap and deliver 
accurate information about the perceived user experience 
looking at the application QoS (AQoS) and network QoS 
(NQoS) parameters.  

Part of this work has been published in the MMEDIA 
2010 conference [1], which focuses on building QoE models 
for a commercial IPTV platform. In this paper we have 
extended this work to include calculating the remedies for 
the QoE per stream that enable QoE management decisions.  

In the following sections, we present a methodology and 
an implementation of a QoE assessment platform developed 
for a service provider. The designed platform estimates QoE 
of mobile TV services based on existing QoS monitoring 
data using QoE prediction models. The prediction models are 
built using Machine Learning (ML) techniques from 
subjective data acquired by a limited-size initial subjective 
test. The work here provides evidence for the efficiency of 
this methodology and elaborates on the QoE software 
platform. The QoE value produced by that platform enriches 
the system’s monitoring tools [2] and will be further used for 
managing the service and dimensioning the resources.  

To provide for QoE enabled management a remedies 
algorithm [3] is described and implemented, which 
calculates the parameters and amounts that need to be 
changed to reach the desired QoE in particular streams. The 
remedies algorithm is in a way extension of the QoE 
assessment method because it derives the remedies based on 
the QoE prediction models.  

The paper continues with Section II discussing related 
work that deals with estimation of perceived quality of 
multimedia. In Section III, we present an overall description 
of the mobile TV probe-based monitoring solution that 
measures the QoS of the system and the QoE prediction 

72

International Journal on Advances in Telecommunications, vol 4 no 1 & 2, year 2011, http://www.iariajournals.org/telecommunications/

2011, © Copyright by authors, Published under agreement with IARIA - www.iaria.org



platform that delivers QoE values. Section IV discusses the 
method used for the QoE prediction platform, expanding to 
the subjective tests and machine learning algorithms. The 
results from the subjective tests and the ML prediction 
models are analysed in Section V. Section VI presents the 
remedies algorithm used to improve the QoE per multimedia 
stream. Section VII presents results from the remedies used 
in the particular IPTV platform. Finally, Section VIII sums 
up with the conclusions and future work.  

II. RELATED WORK 

Perception of quality for streaming video has been a 
lively field of research. There are many efforts mostly 
looking into objective methodologies. Some have also 
executed subjective tests either to estimate quality or to 
compare the accuracy of different objective approaches.  

Due to a wide diversification of models, it is difficult to 
select the best model for video quality. In [4] the 
International Telecommunication Union (ITU) presents a 
classification of the different objective quality assessment 
models. Its authors have classified the models into media 
layer, parametric, bit-stream and hybrid models. This 
classification is based on the model’s focus. The media 
layer models focus on the media signal and they use 
knowledge of the Human Visual System (HVS) to predict 
the subjective quality of video. The parametric ones look at 
the protocol information and statistics through non intrusive 
probes to predict the quality. The bit-stream models derive 
the quality via analysing content characteristics collected 
from the coded bit-stream information. In [5], a survey of 
different video quality methods is presented. The paper 
concludes that there are many different methods and 
algorithms for video quality estimation; thus, there is need 
for a standardized way to compare them. There are different 
international standardization bodies working in this area and 
they have delivered progress, as given in [4]. However, 
there is still lack of a comprehensive method for comparing 
the video quality assessment models with a subjective 
database that can bring a common reference point. The Peak 
Signal to Noise Ratio (PSNR) and Mean Squared Error 
(MSE) are purely computational metrics for comparison of 
models used by many publications in this research field. 
However, PSNR and MSE deliver unsatisfactory results as 
they lack of understanding of the HVS [6]. Therefore, as a 
common practice, a wide variety of published work in video 
quality uses subjective tests as a relevant comparison 
method, much of which follows the standard for subjective 
studies as given in [7]. 

As we have seen from the ITU standardization of the 
models, some models focus on the content, some on 
encoding and other on the transport of the multimedia 
content.  

The authors of [8] give an analysis of the dependency of 
the perceived quality on the values of the video frame rate 
and encoding quantization. They have concluded that 

traditional encoding schemes for frame-rate and 
quantization step are not optimal from the perspective of 
perceived quality. Keeping the frame rate at a lower value 
allows for higher budget of bits per picture for coding and 
produces higher quality overall.  

The authors of [9] have developed a utility function for 
each of the following network QoS parameters: delay, jitter, 
packet loss rate and bandwidth of the video stream. They 
used generic utility functions for the parameters and derived 
the constants from results of executed subjective tests. They 
claim that managing the multimedia streams with the utility 
function approach is more effective than reservation 
protocols in today’s converged network environments. Their 
work is still limited because of the fact that they have not 
considered the interdependency between the NQoS 
parameters but considered them independently. 

On the perception of loss of data during transport, the 
work done in [10] presents a methodology that focuses on 
the stream, to determine the effects of loss on the video. 
First they estimate the artefacts in the video due to the loss 
of data. Then, they try to study the visibility of those 
artefacts and their correlation with the perceived quality. 
The paper discusses a comprehensive analysis of the error 
handling schemes of H.264 video codec in order to predict 
the video artefacts. Then it continues to analyse the artefacts 
from the point of view of magnitude (spatial inconsistency 
and special extent), special priority (region of interest) and 
temporal duration. The results show that this approach can 
sometimes follow the trend of Mean Opinion Score (MOS) 
of the subjective study better than the PSNR values but the 
method is still not accurate sometimes even less than PSNR  

The methods so far are all looking at particular factors 
that affect the QoE but none of them takes a holistic 
approach and look at all of the factors. The concept of 
quality does not have a single dimension but more than one 
[11], such as qualitative, emotional, and communicative. 
QoE also encompasses the expectations that the viewers 
have. So, for accurate assessment, subjective feedback is 
necessary. 

The work done in [12] builds on subjective tests and 
delivers prediction models using discriminant analysis. 
Furthermore, in [13] and [14], improvements to the 
accuracy of the prediction models are given. The work here 
shows the multiple benefits of optimizing the QoE instead 
of targeting specific QoS metrics.  

Understanding the significance of QoE in determining 
the value of the service and establishing the optimal balance 
between resources and quality we propose this method that 
builds up on previous work done in the area. More 
particularly we are focused on QoE models induced from 
subjective tests using ML techniques as an optimal balance 
between the complexities of subjective studies and accuracy 
of ML subjective models. 
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Figure 1: Overall schema for predicting QoE in a commercial system

III. BRIDGING THE QOS TO QOE GAP 

Mobile TV is a service for mobile devices where customers 
can experience video-streaming content. They can select a 
set of available multicast channels or video contents with 
fixed quality settings. Some services might offer different 
streams for the same channel with different quality settings 
or adapted to specific devices. Offering multilayer video is 
not common due to the computational complexity. Many 
providers find it more efficient to maintain more than one 
stream with different qualities than a single multilayer 
stream due to compatibility issues with end user devices. In 
order to monitor the service quality, a probe-based network 
monitoring system is in place gathering information from 
the MobileTV content distribution platform. The probes 
collect information for each stream such as type of device, 
name of channel, stream, duration of the connection; these 
are captured in an Internet Protocol Detailed Record (IPDR) 
format [15]. In addition to this information, using RTCP in 
conjunction with RTSP helps the collection of QoS 
statistical values including: number of packets, packet loss 
ratio for audio, packet loss ratio for video, average delay, 
maximum delay, and jitter. In a nutshell, there is a deployed 
system fetching the AQoS and NQoS data from the system 
in real-time [2]. The AQoS involves application level QoS 
parameters as Video and Audio Bitrate and Video Frame 
Rate. The NQoS represents the network QoS parameters 
some of which are Packet loss, Jitter, and Delay.  

The deployed system gives a good overview of the 
network conditions providing useful information for 
dimensioning the resources and managing the parameters of 
the content encoding. However, it cannot give any 
information as to how the service is perceived by the end-
user. The metric QoE is a conglomerate of all the conditions 
that affect the perception of quality including the AQoS and 
NQoS as well as external factors such as the terminal type, 
the content itself and the expectations of the viewers. As 
QoE is directly linked with the value that the customers 
perceive it is useful for a service provider to be aware of the 
QoE instead of only looking at QoS.  

The methodology developed here presents a mechanism 
for mapping QoS to QoE by executing limited initial 
subjective studies. It relies on Machine Learning techniques 
to build prediction models that accurately estimate the value 
of QoE based on the AQoS and NQoS parameters. The 
method is executed in two phases (Figure 1). The training 
phase uses input data from IPDR records of QoS parameters 
and QoE values as captured by surveys on customers’ 
opinions. Its output is a set of prediction models for each 
question of the survey. In the prediction phase, these models 
fed with IPDR records and combined with a weighting 
scheme can predict the final overall QoE of a service. The 
weighting scheme is implemented using a SVM Regression 
Model [16]. 

During the subjective studies, the system records the 
IPDR values for the specific content provision used in the 
studies. Then, each queried customer fills in a questionnaire. 
All these values from the surveys are aligned with the IPDR 
records by selecting the ones that correspond to each content 
provision only. After this one-to-one mapping of QoS and 
QoE values, the Machine Learning algorithms build models 
that know how to predict the latter from the former; there is 
one model per question. As long as there is no radical 
change to the environment (e.g. new device or user group) 
these models are expected to perform accurate predictions 
of a subset of QoE values. 

The QoE prediction models are plugged in a QoE 
prediction platform for online use. A statistical analysis on 
the results of the subjective study about the QoE of a service 
shows how the service, as a whole, is perceived from the 
perspective of its quality. Putting more emphasis on specific 
content attributes, via a different analysis, we can draw 
conclusions e.g. on a per content type basis. Correlating the 
subjective test data with the data from the network probes 
(AQoS and NQoS) we can create a set of training data for 
the ML algorithms of the prediction models. These ML 
algorithms, in a supervised learning mode, can develop 
classifiers (prediction models), which will be further used to 
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predict the QoE on unobserved cases in the production 
environment. 

In the prediction phase, these models get as input the 
IPDR values and produce the QoE ones for each question. 
The statistical analysis of the subjective study results also 
gives a set of weights for each question. These weights are 
used to produce the Mean Opinion Score (overall QoE) out 
of the predicted values via appropriately weighting the 
output of each model. 

IV. SUBJECTIVE STUDIES 

Dealing with subjective metrics, such as QoE, requires 
subjective studies mostly because it is hard to identify the 
impact of objective metrics, such as QoS, on the perceived 
quality. In addition, the QoE evaluation will also 
demonstrate the level of expectations that the customers 
have. 

Subjective studies by themselves pose a number of 
challenges as they rely on user sampling and their results 
need to reflect the real preferences of the whole user group. 
The more representative this sample and controlled the 
testing conditions are the more accurate the subjective 
studies are. Meeting all these constraints adds to the 
expenses and complexities associated with executing 
subjective studies. We have designed a targeted subjective 
study with typical users of the service to establish their 
preferences for quality and measure their QoE for the varied 
services. 

A. The questionnaire  

We carried out these subjective studies with the use of a 
questionnaire. Instead of asking a simple question where 
people rate the perceived quality from 1 to 5, we devised a 
questionnaire of ten different questions each of them 
bringing more subtle differences of the perceived quality of 
the viewers (Figure 2). 

 
Question 1: What is the type of content viewed?
Question 2: Amount of delay before the video started?
Question 3: Frozen images or interruptions? 
Question 4: Interruptions in the audio 
Question 5: Pixelation artifacts in the video 
Question 6: Noise or distortions in the audio 
Question 7: Audio and video synchronization 
Question 8: Quality of colours 
Question 9: Sharpness of video 

Question 10: Overall quality 
Figure 2: Questions of the subjective study given to customers 

The first question characterizes the content in seven 
different categories: News, Music Videos, Entertainment, 
Documentary, Movie or TV Series, Cartoon and Sports. 
This question is important because we want to observe i) the 
different expectations of quality for the different types of 
content ii) the different user expectations for different type 
of content [17] and iii) how the dynamics in the video affect 
the compression ratio also associated to the type. 

Questions from two to nine are all of subjective nature with 
the given four levels of perceived problems from ‘none’ to 
‘excessive’. The last question is the overall perception of the 
QoE. Instead of only asking the last question we have now 
more information from the previous questions and can map 
different network and application QoS conditions to answers 
given the questions Q2 to Q9. While Q1 answers is mapped 
to the name of the channel in the IPDR records. 

B. Statistical Analysis 

The results from the subjective study are captured in 
Figure 3 and Figure 4 and give a clear view as to how users 
perceive the quality. While the former gives the number of 
customers per content type the latter presents their opinion 
per question. 

 
Figure 3: Distribution of queried users (customers) over the different types 

of viewed content. 

 

 

 

 
Figure 4: Distribution of queried users based on their answers to questions 

2-9. 
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Figure 5: Overall quality as perceived by the users and captured through 

questionnaires. 

Customers’ opinion on the overall quality appears in 
Figure 5. This figure presents the distribution of the queried 
users over the different levels of perceived quality with high 
concentration in mediocre or lower quality levels. 

A clearer view on the overall user perception of the 
content quality appears in Figure 6, which presents 8 pie 
charts each presenting the percentages of users with the 
same opinion per content type.  
 

 
Figure 6: Customers' opinion as distributed per content type 

V. PREDICTION MODELS 

The first step into building prediction models is to 
prepare the training data. This data is the input to the 
prediction models and consists of two sets: the objective 
data (NQoS and AQoS) from the network monitoring 
system and the subjective ones from the questionnaires.  
The role of the devised prediction models is to map the 
objective to subjective values. In other words, based on the 
viewing conditions we want to predict the perceived quality.  

Initially, we built a prediction model for each question 
(one through nine) to estimate the QoE value from the 
subjective questionnaires. In a final step, we built a final 
prediction model that correlates the answers of questions 
one through nine in a final answer for question ten. In 
addition, we provide the confidence of the classification 
based on errors during the training phase.  

Related work that explores ML techniques with 
subjective data results shows that decision tree (DT) 
algorithms [13] achieve particularly good results with 
subjective datasets. In this work, we used decision trees 
induction algorithm C4.5 implementation (J48) part of the 
Weka ML platform [18] in combination with an ensemble 
classifier.  

We have developed nine prediction models, one per each 
question. For the final one we used SVM regression [16] to 
build a regression model that combines all predictions from 
the previous questions with different weights to produce the 
final QoE value (see Figure 7and Figure 8). The weights are 
application and system specific and administrators are 
supposed to set them as parameters of their network. 

 

 
Figure 7: Correlation of QoS metrics from IPDR fields with customers' 

opinion from the subjective studies 

 
Figure 8: Combination of prediction models for each question to produce 

final QoE predicted value 

The SVM Regression algorithm develops a regression 
function trained on the mapping of Q1 to Q9 with the QoE 
value. The results from the prediction models are given in 
Figure 9. The accuracy of the prediction models is 
calculated using 10-fold cross-validation [19].  

 

 
Figure 9: Prediction accuracy with and without output aggregation 
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The DT classifier uses categorical labels or outputs, 
which make them easy for humans to read and understand, 
for example “Excellent” or “Not Good”. But from a ML 
point of view these labels are not ordered, they are 
considered the same as we would consider the labels “Red” 
and “Blue”. So when we are calculating the prediction 
accuracy, only the exact predictions are taken into account. 
We do not know how many near misses we have. Most of 
these near misses would provide for good management tips. 
For instance, a prediction of “Very Bad” and “Not Good” 
might lead to the same management decision since both 
cases are not satisfactory. If we take this into account and 
also tolerate a small error rate for the output, such as errors 
with a distance of one or less from the actual value, the 
accuracy of the models significantly increases. For graphical 
representation we can look at the confusion matrix in Figure 
10; the main diagonal represents the accurate cases (actual 
value row and predicted value column). If we add the values 
in the two adjacent diagonals, we can get the new accuracy 
with tolerance of ±1 and thus get a higher effective accuracy 
of our classifier (Figure 9). 

 
Figure 10: Confusion Matrix for high accuracy with tolerance ±1 

For the final value of the QoE, as mentioned before, we 
use the weights from the regression model. The QoE is 
calculated as a sum of the Q1-Q9 answers each multiplied by 
its weight (w1-w9). As Q1 is categorical, w1 has different 
value for each type of content. We can look at these weights 
as a metric of the influence/importance of each question on 
the final answer (Figure 11). Question 3 has the most 
significant influence on QoE, based on the weights from the 
figure followed by 7 and 9. This information can be useful 
in improving the service as well as improving the subjective 
studies for feature iterations. 

 
Figure 11: Question weights on the final overall QoE 

The models built from the training data are now part of a 
QoE prediction platform built around them. This platform 
can load QoS data and feed it into the prediction models, 
thus, producing the QoE as a final result.  

VI. IMPROVING QOE 

Estimating the QoE is a crucial step in QoE-aware 
network management. However for a complete 
implementation of the management loop we need to be able 
to maintain a target QoE value for each stream. Maintaining 
a target QoE involves determining the desired conditions 
that need to be achieved or the needed changes to the 
parameters the will achieve the target QoE. To accomplish 
this task we use an algorithm [3] that based on the QoE 
prediction model estimates the minimum needed changes in 
the measured stream parameters to improve the QoE. 

This technique is enabled by the DT prediction models 
we use for estimating the QoE. One of the strengths of DT 
compared to other ML prediction models is their 
intelligibility. A DT in a way represents a set of rules 
stacked in a hierarchical way. Simple decision trees 
commonly define just a few rules that are deduced from the 
data and used for classification, but when the number of 
rules grows the size of the DT also grows, and with that, it 
loses its intelligibility. This algorithm represents a QoE 
prediction DT model in the geometric space, defined by the 
dataset parameters. It considers each of the dataset 
parameters as a dimension in a hyperspace. Each of the 
datapoints from the dataset can be represented as a point in 
this hyperspace. The DT is represented by hyper regions 
formed by the leaves of the DT (Figure 112). Each node of 
the DT represents a binary split (for binary trees) that maps 
into a hyperplane in data hyperspace. At the bottom, the 
leaves of the tree, carve out hyper regions. These hyper 
regions, according to the appropriate leaf are associated with 
a class label membership. Every datapoint in the dataset 
falls on a leaf from the DT, therefore each corresponding 
point in the hyperspace falls into one of the hyper regions, 
and as such is classified with the corresponding class label. 
In our particular case the hyper regions are associated class 
labels that are the QoE estimates. 

The algorithm (Figure 13) that represents the DT in the 
hyperspace as follows: 

This algorithm implements the DT representation in the 
dataset’s hyperspace by generating a set of hyper regions 
that represent the tree leaves. Each hyper region contains a 
set of split rules that define the hyper-surface, which carves 
out the hyper region. The split rules are either representing 
an inequality of the type Parameter1 >= Value1 or of the 
type Parameter1 = Value1 depending on whether 
Parameter1 is continual or categorical. If the leaf is on the 
left side of a continual Parameter1 split then the split 
inequality will be ‘more than or equal to’, if it is on the right 
side the split inequality will be ‘less than’. 

Having a list of HyperRegion-s we can easily determine 
where each datapoint from the dataset belongs to, by testing 
the datapoint on the split rules of each hyper region. The 
hyper region is associated with the same class label as the 
leaf it represents, so all datapoints that belong to that region 
are classified as such. 

In order to improve the QoE estimation of a particular 
stream, we need to look at the datapoint that was generated 
by the monitoring system for that stream. If the datapoint is  
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Figure 112. Simple decision tree in 2D space

classified with a QoE value that is not satisfactory, we 
look at the distance to a set of hyper regions   that are 
associated with a satisfactory QoE value. The distance to 
each of the desired regions is the difference in parameter 
values that are needed in order to move the datapoint to the 
desired regions. 

The output of the algorithm is a set of distance vectors, 
which define the parameters that need to be changed and 
their change values.  

To illustrate the matter better we can take an example 
from the laptop dataset from [13]. The prediction model 

built from this dataset is given in Figure 112. If we look at 
the datapoint given in Table 1 we can see that this datapoint 
will be classified by the model as QoE = No (‘Not 
Acceptable’). Since the V. Framerate is less than 12.5 and 
the V.Bitrate is less than 32 the datapoint reaches a leaf with 
‘Not Acceptable’ class associated with it.  

Now, what is the best way to improve the QoE of this 
stream?  

First of all there are parameters that characterize the type 
of the content such as the Video SI and the Video TI and 
cannot be changed. In this dataset structure we are looking 
into increasing the V.Bitrate and V.Framerate. If we 
increase the V.Bitrate for this particular datapoint by one 
step to 64kbits/s we can see that the datapoint goes now 
down the DT to one of the bottom leaves, but it is still 
classified as QoE Acceptable = No. On another hand if we 
increase the V.Framerate to 15f/s we can see that the 
datapoint is classified as QoE Acceptable = Yes without 
adding more bandwidth.  

TABLE I.  EXAMPLE DATAPOINT 

Video SI Video TI V. Bitrate V. Framerate 
67 70 32 10 

We can deduce a rule from the model that a video with 
these characteristics needs to have higher V.Framerate for it 
to be perceived with high quality. However, this rule is not 
easily evident from only looking at the model. We can also 
imagine a system with large number of attributes that we 
can change where tuning this attributes the right way 
becomes an increasing problem. Further down this line of 
reasoning, if we want to make a system-wise improvement 
that will increase the QoE of most streams we cannot easily 
derive which parameters are best to be increased and by 
how much.  

 

Start from the root node and call a recursive method 
FindLeaves  
FindLeaves:  

1) If the node has children  

a) Call FindLeaves on each child 

b) Add the SplitRule on each of the Hyper Regions ( ) 

that are returned 

i) If  the  leaf  split  is  categorical  add  a  Split  Rule: 

Attribute = ‘value’ 

ii) If  the  leaf  split  is  continual  add  on  the  leaves 

from  the  left  side  SplitRule:  Attribute  <  value, 

and on the leaves from the right side Attribute > 

value 

c) Return the set of Hyper Regions ( ) 

2) Else, you are in a leaf 

a) Create an Hyper Region object  

i) Assign the class of the leaf to the   

ii) Return    

Figure 13. DT to Hyper Region algorithm 
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Figure 14. Simple decision tree in 2D space 
 

In the case of the example datapoint the algorithm 
returns the two possible paths: 

 Increasing the Framerate to above 12.5f/s 
 Increasing the V. Bitrate to above 32kbits/s and the 

Video TI to above 87 
Since we know that increasing the Video TI is not an 

option, because this is defining the type of content we can 
see, then the only option is to increase the frame rate. In a 
general case, there can be many different paths to a hyper 
region with the desired class.  

To automate the process we can assign cost functions to 
the change of the attribute values and automatically 
calculate the cheapest way to reach the desired QoE. In this 
manner attributes that are not changeable, such as the Video 
TI, can have infinite value of the cost function. 

Given a datapoint and a target label the algorithm 
produces a set of change vectors. Each of the change vectors 
applied to the datapoint moves the datapoint to a hyper-
region classified with the target label. In other words, each 
change vector is one possible fix for the datapoint.  

 ( , )FindLeaves DT QoE   (1) 

 ( , )i iDistance d    (2) 

  min (optimum i
i

Cost     (3) 

In (1),  is a set of regions with a targeted QoE value. 
The distance function in  (2) calculates the vector of 

distances for each attribute to the target region in  . The 
optimal distance vector is the one with minimal cost (3) for 
the given input datapoint d . The Cost function in (3) is 
dependent on the application. Each system has explicit and 
implicit costs associated with changes of specific 
parameters. 

VII. APPLICATION OF THE REMEDIES IN MOBILE IPTV  

The remedies algorithm has been implemented by 
extending the Weka [20] platform, so that algorithms like 
J48 [21] that induce decision trees can be used to calculate 
the hyper regions. Furthermore, we can now measure the 
distance of any datapoint classified by the DT to the desired 
hyper-region.  

The decision tree built from the data of the subjective 
study is given in Fig. 14. The boxed nodes represent the 
leaves and map to the hyper-regions as we have seen in Fig. 
2. There are 17 hyper-regions, out of which, only two are 
with excellent QoE value. The algorithm generates the 
remedy output specific for each particular broadcasting 
system. A target QoE values needs to be defined, and a 
specific cost for changing a parameter needs to be given as 
well. If the target value if excellent QoE the algorithm will 
calculate the minimum cost of changing specific parameters 
so that the datapoint falls in one of the two Excellent hyper-
regions. Of course some parameters are not changeable, 
such as the type of video. For these an infinite cost is 
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assigned so that the algorithm does not propose these absurd 
remedies.  

A more elaborate QoE improvement is also possible 
where not all datapoints are targeted for the excellent 
regions, but the management is executed based on the utility 
of improving a QoE of a stream in regards to the costs. Then 
multiple levels of remedies can be suggested by the 
algorithm with varying costs, and the provider can chose to 
apply mechanisms to implement the remedies based on their 
utility to the customers.  

VIII. CONCLUSIONS AND FUTURE WORKS 

We have presented a method for estimating the QoE 
which circumvents some pitfalls of exhaustive subjective 
testing while still resulting in accurate estimation on QoE. 
We have discussed the importance of QoE as a metric to 
define the value of a multimedia service provided to the 
customers. We also presented an algorithm that can generate 
suggested remedies per multimedia stream for streams with 
a lower than desired QoE. To implement this method we 
relied on ML techniques that were successful in building 
prediction models that accurately predict the QoE from a 
small training dataset of the subjective tests. We also 
presented a QoE platform that makes use of the prediction 
models to bring QoE estimations in real-time based on data 
from network probes. This platform is currently part of a 
mobile TV system where it estimates the QoE of the 
streaming multimedia content and proposes remedies for 
different streams. The necessity for this kind of platform 
arises from the need for multimedia service providers to 
estimate the experienced quality by their customers, to 
diagnose the reasons for lowers than desired QoE and for 
the remedies that they can implement.   

In conclusion this methodology presents a pragmatic 
solution for estimating and maintaining QoE with a wide 
range of applicability. Its success and usability depends on 
the quality of the prediction models, while as architecture it 
is flexible enough to be used in many different 
environments. To make use of its full potential a more 
elaborate subjective study in better controlled conditions 
will yield in more precise prediction models and better 
effectiveness overall.  

This platform can be extended with Online Learning 
techniques that will provide continuous improvements in the 
prediction models and further reduce the load of the initial 
subjective tests. The online learning approach will also 
provide the ability of the system to adapt the models to the 
ever changing conditions of the production environment, 
such as introduction of new content, new terminal devices 
etc. In addition to Online Learning techniques, some Active 
Learning approaches will be of benefit to improve the gain 
of asking the customer for feedback intelligently as opposed 
to randomly selecting for feedback. 
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Abstract—We describe the implementation and performance 
of a bare PC SIP server that runs without the support of an 
operating system (OS) or kernel. A bare PC SIP server provides 
immunity against OS vulnerabilities and yields performance 
gains due to the elimination of OS overhead. We discuss server 
design focusing on its novel architectural features and illustrate 
key implementation aspects by examining relevant task and 
method invocations for SIP request processing. We also study 
bare PC SIP server performance by comparing its latency and 
throughput against two conventional OS-based SIP servers 
running on equivalent hardware: OpenSER on Linux and 
Brekeke on Windows. Furthermore, we measure internal bare 
PC SIP server performance by providing internal timings for the 
most significant operations associated with registration and 
proxy services. Additionally, we study performance under 
increasing server load by obtaining the execution time spent in 
the bare PC SIP handler method and the total processing time 
including network protocol processing overhead when processing 
SIP requests and responses. The results show that the bare PC 
server performs better than the OS-based servers in most cases 
and that its internal processing times are small as would be 
expected due to the elimination of OS overhead. The design and 
implementation details of the bare PC SIP server presented here 
give insight into understanding SIP server performance on a bare 
machine. 

Keywords-SIP server, implementation, performance, internal 
timings, bare machine computing, operating systems. 

I.  INTRODUCTION 

Bare PC or bare machine systems run on the hardware 
without the need for an operating system (OS) or kernel. In [1], 
the performance of a bare PC SIP server running on an 
ordinary desktop was studied. It was shown that in most cases 
the server performs better than two conventional (OS-based) 
SIP servers running on identical non-server machines. This 
paper is an extended version of [1] that gives details underlying 
the implementation of the bare PC SIP server and new internal 
timings for key server operations. Material relevant to server 
design and implementation is taken from [2]. However, it is 
supplemented with details concerning tasking and method 
invocations that were omitted in [2]. Additionally, the new 
internal timings under increasing server load given here are 
more accurate than the approximate timings initially reported in 
[1]. The implementation specifics and new timing results 

provide further insight into bare PC SIP server operation and 
performance. 

Previous studies on bare PC email and Web servers show 
that they significantly outperform their counterparts running on 
conventional OS-based systems [3] [4]. Bare PC applications 
and servers also have inherent immunity to attacks that target 
vulnerabilities of a given OS. Many studies have dealt with the 
design and performance of network and security protocols in a 
bare PC. For example, the performance of SRTP for bare PC 
VoIP is evaluated in [5], and peer-to-peer communication 
among bare PC VoIP clients is discussed in [6]. However, there 
have been no studies of SIP (Session Initiation Protocol) on a 
bare PC. SIP is the most frequently used protocol today for 
initiating VoIP calls and for media session support with a 
variety of other applications including video streaming, instant 
messaging, gaming, and IPTV. For example, most SIP servers 
can provide voice, video, instant messaging, and presence 
services. 

In general, SIP servers locate and register clients, provide 
proxy services for forwarding SIP messages, or redirect SIP 
requests to other servers. An optimized SIP server can thus 
help improve the overall performance of audio or video 
applications by supporting audio or multimedia sessions 
(although it is typically not directly involved in the actual 
transmission of audio or video). The throughput and latency of 
the SIP server when responding to requests from SIP user agent 
clients and other SIP servers are often used as measures in 
evaluating its performance.  

We use a popular open source SIP workload generator to 
evaluate the performance of the bare PC SIP server by 
measuring its throughput and latency for registration, proxying, 
and redirection, with and without authentication, for increasing 
workloads. We compare performance of the bare PC server 
with popular OS-based (Linux and Windows) servers for the 
same workloads when running on compatible hardware. Our 
results show that the bare PC SIP server has higher or equal 
throughput to the Linux server and higher throughput than the 
Windows server, except in case of redirection, when its 
throughput is less than that of the Linux server. The latency 
performance of the bare PC server is also shown in general to 
be better than or equal to that of Linux server and better than 
that of the Windows server, except for invite with 
authentication and invite-not-found without authentication. We 
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also provide internal timings measured on the bare PC SIP 
server. 

The performance results of the server are better understood 
by examining its design and implementation details. To this 
end, we describe the bare PC SIP server components within the 
self-supporting application object (AO) that runs directly on the 
PC hardware. In particular, we examine SIP packet processing 
for requests and their responses. In addition, tasking is 
discussed and examples of method invocations are given to 
highlight protocol intertwining and other novel implementation 
characteristics in the bare PC SIP server.     

Our contributions in this paper include: 1) results 
characterizing the performance of a bare PC SIP server running 
on an ordinary desktop; 2) internal timings for SIP-related 
operations on a bare PC SIP server; 3) comparisons of the 
throughput and latency for a bare PC SIP server, Linux and 
Windows servers running on identical machines; and 4) design 
and implementation details of the bare PC SIP server.  

The rest of this paper is organized as follows. In Section II, 
we summarize related work. In Section III, we describe the 
design of the bare PC SIP server and relevant optimizations. In 
Section IV, we provide implementation details of the server. In 
Section V, we give the experimental setup and discuss the 
results of the performance study. In Section V, we present the 
conclusion. 

II. RELATED WORK 

There are many commercial and open source servers 
implementing SIP and its companion protocol SDP. While a 
SIP server usually runs over UDP and in some cases over TCP, 
the use of SCTP as a transport protocol for SIP has also been 
studied [7]. An early study on SIP server performance [8] 
found that the overhead on a Java SIP server due to security 
mechanisms such as authentication and TLS was negligible. 
However, the study in [9], which measured throughput and 
latency in a dedicated gigabit Ethernet for stateless and stateful 
proxies over UDP and TCP, showed that authentication, TCP, 
or the operation/server configuration can significantly change 
SIP server performance. Their experiments were conducted 
using a 3.06 GHz server class machine, and only the 
performance of a single SIP server (OpenSER on Linux) was 
evaluated. In [10], SIP server performance for several stateful 
SIP proxies over UDP was evaluated. The authors concluded 
that the overhead due to string processing operations and 
memory management could consume significant processing 
time and that performance varied considerably depending on 
the proxy. Recent work on SIP servers has dealt with 
performance under overload conditions [11], scalability issues 
[12] [13], load balancing [14], and the impact of transport 
protocols on performance [15].  

The main difference between previous performance studies 
and the performance studies in this paper is that we study the 
performance of a bare PC SIP server and compare it with the 
performance of two OS-based SIP servers using ordinary 
desktop (non-server) machines. Also, in addition to evaluating 
performance for the usual register, invite, and redirect 
operations, we also evaluate SIP server performance for the 
register update, register logout, and invite-not-found operations 

likely to be encountered in practice. Internal timings for key 
operations measured on the bare PC SIP server are also 
reported. We only consider SIP over UDP with stateless 
proxying, which is the most common configuration when 
setting up VoIP calls. 

Previous work describing the design and implementation of 
SIP servers that require an OS. For example, in [16], a SIP 
server is implemented on top of an existing SIP stack, and in 
[17], SIP servers are implemented on the Solaris 8 OS. These 
studies focus primarily on the high-level SIP implementation 
on a conventional system, whereas the design and 
implementation of the bare PC SIP server is based on the 
underlying bare computing paradigm and architecture.  

III.  DESIGN 

This section describes key design details of the bare PC SIP 
server. We begin by briefly outlining bare application 
characteristics in general and then give an overview of the bare 
PC server.  

A. Bare PC Applications 

Any bare PC or bare machine computing application, 
including the bare PC SIP server, is encapsulated in an 
application object (AO) [18]. Since there is no OS, minimal 
code for the application to directly run on the PC hardware is 
contained in the AO. This means that the AO contains the code 
for the bootable self-executing application itself, any required 
network interface drivers, handlers for protocols used by the 
application, and memory and task management mechanisms to 
facilitate concurrency and scheduling [19]. Real memory is 
used since there is no hard disk, and application code is 
intertwined with protocol code to eliminate redundancy and 
improve efficiency as in the case of bare PC Web and email 
servers [4] [20]. 

B. SIP Server Overview 

The bare PC SIP server AO implements a lean version of 
SIP that provides essential functionality only. Additional 
features such as those needed to support load balancing and 
media stream security are not included. Although a bare PC 
SIP server that can operate over TCP or UDP has been 
implemented, this paper only considers SIP over UDP since the 
majority of SIP servers employed in practice use UDP.  

The SIP server AO consists of several objects. In addition 
to the Ethernet, IP, UDP, and SIP objects, the DHCP and trivial 
FTP (TFTP) objects provide lean implementations of these 
protocols and are used as needed (for example, at server start-
up) as described in the next section. An MD5 object is used to 
provide support for user authentication via standard SIP 
authentication (i.e., HTTP-Authentication) when authentication 
is enabled for registration and proxying. 

An incoming UDP packet containing a SIP message is 
placed in the Ethernet buffer, where the bare PC SIP 
application can directly access it i.e., real mode is used and 
there is no notion of user space or kernel space since there is no 
OS. The Ethernet handler processes the packet, determines that 
the packet is for IP, and the IP handler in turn processes the 
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packet and invokes the UDP handler, which verifies the UDP 
checksum (if this feature is enabled) and the port number. In 
case of the SIP server, the port number is 5060 and the packet 
is finally processed by the SIP handler. To send a response, the 
SIP, the UDP, IP and Ethernet handlers add the respective 
headers before the packet is transmitted by the network 
interface hardware. Data copying is minimized in the bare PC 
SIP server since there is a single copy of the message and 
headers are added and removed as in a conventional system by 
manipulating pointers. 

In addition to the usual Main and Receive (Rcv) CPU 
tasks, which are used in all bare PC systems, the bare PC SIP 
server has a SIP task to handle each SIP request. This task 
design strategy simplifies task management, minimizes 
context (task) switching, and increases efficiency. The Main 
task runs upon start-up and whenever the Rcv task or a SIP 
task terminates. It activates the Rcv task whenever a packet 
arrives in the Ethernet buffer. It also activates a SIP task for 
processing after it is determined that the packet is for SIP. This 
SIP task runs until SIP processing is complete and the 
response is sent. Once the SIP task terminates, the Main task 
runs again. Thus, when the SIP Server AO’s Rcv task is 
activated by the Main task upon the arrival of a SIP request in 
the Ethernet buffer, a single thread of execution handles the 
request all the way from the Ethernet level through the IP and 
UDP handlers. Then the SIP task runs as described above. 
This simple task design approach reduces the processing 
overhead.  

 

 
Figure 1.  SIP server protocol/task relationships. 

As described in [2] and shown in Figure 1, it is possible to 
use only two CPU tasks in the SIP server AO: a receive (Rcv) 
task that processes a received packet all the way from its 
arrival in the Ethernet buffer until a response is sent, and a 
Main task that runs whenever a Rcv task completes (and also 
when the system is booted or the system is idle). For example, 
for a register message, the Rcv task itself could manage the 
lookup and update operations and send the response to the 
client. However, it is more convenient and efficient (as in the 
present version of the SIP server) to use a separate SIP task for 
each request as discussed above. In case of the invite message 
for example, a new SIP task is activated to handle the request. 
Since there may be a delay in contacting the peer (callee), the 
SIP task could be suspended and resumed when the response 
arrives. In general, since a typical workload involves a mix of 
requests for different services, bare PC SIP server 
performance is improved by the concurrent handling of 
requests. This strategy of allowing a CPU task to run to 
completion unless it has to wait for an event such as a 

response enables the CPU to be kept busy doing useful work. 
Simple task management and the disabling of timer interrupts 
on bare PC servers also reduce context switching (compared to 
conventional OS-based servers) and improve performance.  

IV. IMPLEMENTATION 

The section examines the key aspects of bare PC SIP server 
implementation. Details of processing steps and method 
invocations are included to illustrate novel characteristics of 
the implementation. The current implementation supports 
registrar, redirector, and proxy modes with or without 
authentication. Since the bare PC SIP server implementation is 
lean, only specific content from an incoming SIP packet is 
parsed. Although the server code consists of a single 
monolithic executable, the implementation itself is modular 
allowing for updates and implementation of new features. The 
bare PC SIP server AO contains about 2000 lines of code.  

A. Boot Sequence  

The bare PC SIP server is booted by directly loading its AO 
from a USB flash drive. The bare PC SIP Server boot sequence 
begins when the Main task invokes the DHCP handler to send a 
DHCP request for an IP address (unless the server has been 
preconfigured to use a specific IP address). When a response 
arrives, the Rcv task is activated to process it. Next, a file 
containing username and password combinations of authorized 
users is transferred from another host on the network using an 
adaptation of trivial FTP. As discussed later, multiple data 
structures to facilitate server operations such as user lookup, 
username and password lookup, and state lookup are then 
created in memory. The last step in the boot process is to 
display the user interface for administering the server.  

B. User Database Lookup 

After the usernames and passwords from the file are read 
into memory, the bare PC SIP server runs the sipservergetdb() 
function to store them in the USER_DATABASE structure: 
Struct USER_DATABASE {  
char username [20];  
int username_size;  
int username_hash;  
char Password [20];  
int Password_size;  
};  

The data structures HASH_TABLE and 
SORTED_TABLE shown below are also used. 
Struct HASH_TABLE {  
int hash_hit;  
int hash_reg_db_loc[HASH_REG_DB_SIZE];  
int hash_hit_size  
};  
Struct SORTED_TABLE {  
int hash;  
int hash_link;  
}; 

In essence, the hash of each username serves as an index 
into HASH_TABLE, which is used together with 
SORTED_TABLE to facilitate looking up the user in the 
USER_DATABASE structure, and to retrieve information 
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when making or receiving calls, or registering a user. The 
HASH_TABLE structure links back to the SORTED_TABLE 
and USER_DATABASE structures. The details are as follows. 
First, the hash values are stored in a SORTED_TABLE array 
(which allows for efficient searching for a given hash value), 
and each position in the sorted array is linked to the specific 
HASH_TABLE array corresponding to that hash value. In 
turn, each position in the HASH_TABLE array corresponds to 
a user that hashed to that value and contains a link back to the 
USER_DATABASE entry for that user. The HASH_TABLE 
structure links the index in the USER_DATABASE structure 
to the hash value of the SORTED_TABLE as shown in Figure 
2. 

 

 

Figure 2.  Database and hash table relationships. 

 
 

Figure 3.  User lookup process. 

The user lookup process in Figure 3 is done by using two 
functions: the find_hash_hit() function, which is based on a 
particular hash value, and the find_user() function that is based 
on the username and size. In performance tests, this search 
operation was found to be a likely bottleneck because of the 
username comparisons triggered by collisions on a single hash 
value. The find_user() function takes a username and 

username size as input. It then hashes the username and passes 
the value to the find_hash_hit() function, which finds the 
corresponding hash table containing all the users with that 
same hash value. The hash table is passed back to the 
find_user() function, which calls the lookup_user() function. 
The latter goes through each user in that specific hash table 
and first compares the sizes of the usernames; if they match, it 
looks for a second match on the full username. If the user is 
found, the location containing the user’s information in the 
database, including the IP Address and port, is returned. To 
improve performance, future bare PC SIP server 
implementations will use adaptations of data structures and 
search techniques used by popular Linux SIP servers. 

C. SIP Message Processing 

The siphandler() function manages the processing of 
received SIP messages. This function, which is called directly 
by the udp_handler() function after verifying the SIP port in 
the UDP header, is the key element in the bare PC SIP server. 
The siphandler() function calls the parse_headers() function. 
The latter goes through the SIP packet and parses out specific 
identifiers to identify the type of message (for example, 
REGISTER, INVITE, ACK, BYE, 180 Ringing, 200 OK and 
100 Trying). Within the parse_headers() function are specific 
functions built to handle the following SIP tags: Header, Via, 
From, To, Expires, Authorization, Proxy Authorization, 
CallId, CSeq, Contact, and Content Length. In keeping with 
the lean SIP implementation, only the indicated tags are parsed 
to expedite the processing of SIP packets (other tags are 
bypassed). Once the tags are parsed and the relevant data from 
the packet is stored, control returns to the siphandler() 
function. Further processing is determined according to the 
request_type returned. Only the following SIP messages are 
processed by the Bare PC SIP Server: Register Invite, 100 
Trying, 180 Ringing, 200 OK, Ack, Bye, and Unsupported. 
When the siphandler function has decided what to do with the 
SIP request, processing is carried out to forward the SIP 
message, or a reply is sent to the SIP User Agent (UA) by 
utilizing the generate_sip_response() function. This function 
generates the SIP reply (or 100 Trying response) based on the 
values retrieved earlier by parsing the SIP request. It then calls 
the sipsenddata() function, which calls the relevant protocol 
handlers to format the headers in the SIP reply.  

Register Message: To process a Register message, the bare 
PC SIP server parses the Via (IP address:port), From and To 
(usernames@domain/IP), and Contact tags. It then calls the 
function check_registered_users(). A process similar to that 
described earlier is used to determine if the user is already 
registered (i.e., is found in the Registered_Users_Database). If 
so, only the relevant information is updated; otherwise, the 
system stores all necessary information parsed from the SIP 
request including the username, IP address and port number. 
This information is used to generate replies back to the UA on 
future requests until the UA re-registers or one of the 
parameters is updated. After the information is stored or 
updated, the server generates a 200 OK message and sends the 
reply back to the SIP UA. 

Invite Message: For an Invite message, the bare PC SIP 
server parses almost all of the same fields as for the Register 
message. The server then sends messages to the caller and 
callee. A 100 Trying message is sent back to the caller letting 

85

International Journal on Advances in Telecommunications, vol 4 no 1 & 2, year 2011, http://www.iariajournals.org/telecommunications/

2011, © Copyright by authors, Published under agreement with IARIA - www.iaria.org



the UA know that the SIP Server is processing the request. To 
send this message, the server looks up the IP address of the 
caller using the process described earlier. It also looks up the 
registration information for the callee and forwards the Invite 
message to its UA. 

SIP Authentication: The Message format for an Invite 
request with authentication is shown in Figure 4. SIP 
authentication is done by challenging the initial request (Invite 
or Register) sent by the SIP UA. SIP uses HTTP 
authentication techniques. The bare PC SIP Server is designed 
so that each request is not authorized unless it receives the 
proper response for a given challenge. The server can be 
configured at start-up to operate with or without 
authentication. An authorization flag indicates if a particular 
request is approved or denied based on authentication. The 
bare PC SIP server processes the initial request, and then 
sends a challenge response back to the requesting SIP UA. 
The SIP server generates a challenge response that depends on 
the values of realm and nonce. The realm is typically set to the 
domain of the SIP server (for example, barepc.towson.edu or 
the IP address). The nonce is a string that is randomly 
generated by the server. Once the server receives the reply to 
the challenge, the fields in the authorization request are parsed 
from the SIP packet. Then the response value is computed 
using the MD5 algorithm and matched against the response 
value sent by the SIP UA. The response value is a hash that 
depends on the concatenation of all values in the authorization 
request. If the computed response matches the response sent 
by the SIP UA, the request is approved (authorized) and 
normal SIP call flow processing is allowed. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 4.  SIP invite with authentication. 

D. User Interface 

The bare PC SIP Server has a simple user interface that 
displays its basic configuration and state information when the 
interface function sipserverstate() is called. The displayed 

information includes the number of users added to the 
username and password database, and the server’s 
configuration mode (proxy, redirector, authentication, stateless, 
or stateful). The server can also show the username, ip address, 
and port for each user logged into the system. An administrator 
can toggle through the list of users, or configure the server so 
that the display is triggered every time a user is added or 
removed from the Registered_User_Database by calling 
sipserverstate() from the Main task. 

E. SIP Server Internals 

The objects needed by the SIP server application such as 
apptask (for task implementation), SIPS (for SIP processing), 
DHCP, TFTP, UDP, IP, and Ethernet (for network protocol 
processing) or MD5 (for authentication) are implemented as 
C++ classes with associated .cpp and .h files as usual. Each 
object contains the data structures and methods for the object. 
Some assembly code may be used at lower levels. We do not 
discuss the code common to all bare PC applications such as 
USB boot code, Ethernet driver code, interfaces to hardware, 
and code to support other functionality needed by applications. 
The IP object is used in all bare PC applications and servers 
requiring network communication. The MainTask (Main task), 
RcvTask (Rcv or Receive task), and SipsTask (SIP task) are 
implemented as methods within apptask, while SIP server 
functionality is provided by sipsobj.     

The methods in SIPS include processSIPSRequest(), 
sipserverinit(), sipserverget_db(), parse_authorization(), 
authenticate_user(),  generate_sip_response(), sipsenddata(),  
format_sip_response(), siphandler(), register_user(), and 
parse_headers() as well as many others needed to implement 
lean SIP server functionality. We have omitted method 
parameters and do not discuss the specific functionality of all 
these methods, as we have seen the use of some of these above, 
and since method names suggest their functionality. 

When a UDP packet containing a SIP request arrives, 
apptask calls insertSIPSTask() to insert a SIP task into the task 
queue and calls sipsobj.processSIPSRequest(), which serves as 
an entry point to the task and links to an entry in a table (known 
as the TCB table) that points to the entire packet and headers. 
This method in turn invokes siphandler(), which passes the 
packet to parseheaders() to parse the SIP packet as discussed 
previously. After the packet is parsed, the request is processed 
according to the request type. For example, in case of a register 
request, methods to check and register the user are called by the 
SIP handler, followed by a call to generate_sip_response() to 
form the appropriate response packet as seen earlier.     

V. PERFORMANCE 

In this section, we present the results obtained from our 
performance studies. We compare throughput and latency for 
the bare PC and OS-based SIP servers using register, register 
update, register logout, invite, invite-not-found, and redirect 
operations. We also report internal timings for the bare PC SIP 
server for the register operation under maximum load. 

INVITE sip:67890111@barepc.towson.edu:5060 SIP/2.0  
Via:SIP/2.0/UDP192.168.1.56:5060;brach=0320  
From:<sip:0123456@ barepc.towson.edu>;tag=0  
To: <sip: 67890111@ barepc.towson.edu>  
Max-Forwards: 70  
Call-ID: 0010-0003-DA76506F-0@AAE2A42DF82D1D0AA  
 CSeq: 297386 INVITE  
Contact: <sip:123456@192.168.1.56:5060>  

Content-Type: application/sdp  
Proxy-Authorization:Digest 
username=“8000”,realm=“BAREPC”,nonce=“3bd76584”,  
uri=“sip:123456@192.168.2.81”,response=“6e91de67ad976997
ff”  
User-Agent: BarePC SIP UA v1.0  
Content-Length: 276  
v=0  
 o=Vega400 4 1 IN IP4 192.168.1.56  
 s=Bare PC Sip Call  
 t=0 0  
 m=audio 10006 RTP/AVP 4 18 8 0 96  
 c=IN IP4 192.168.1.56  
 a=rtpmap:8 PCMA/8000  
 a=rtpmap:0 PCMU/8000  
 a=rtpmap:96 telephone-event/8000  
 a=fmtp:96 0-15,16  
 a=sendrecv  
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A. Experimental Set Up 

The test network consists of a 100 Mbps Ethernet to which 
each SIP server and the client machines running SIPp are 
connected. In addition to the bare PC SIP server, the details of 
the systems and software used are as follows: OS-based SIP 
servers: OpenSer SIP Server ver 1.3.2–notls (Linux) OpenSer 
(KAMILIO/OpenSIPS) [21] and Brekeke SIP Server ver 
2.1.6.6 (Windows) utilizing the Jakarta Web Server and Java 
platform [22]; machines: Dell GX260’s with Intel Pentium 4 
(2.4 GHz), 1.0 GB of RAM and 3COM Ethernet 10/100 PCI 
network cards; OSs: Microsoft Windows XP Professional ver. 
2002 Service Pack 2 and Linux Ubuntu 8.04 Kernel 2.6.24-16; 
workload generator: SIPp [23].  

For register updates, the SIP Server searches its user 
database for a match and then updates the corresponding user’s 
location data and registration expiration time; and in the 
register logout operation, it removes the user from the database. 
The invite operation requires the server to lookup the callee's 
contact details in its database, forward the request to the callee, 
and send the response back to the caller. The invite-not-found 
operation is similar to invite except that the callee is not found 
in the database. For redirect, the server receives an invite 
message, but instead of forwarding the response to the callee, it 
forwards a temporarily moved message back to the caller.  

For the register, register update, and register logout 
operations, latency measures the delay at the user agent 
between sending the register message and receiving the “200 
OK” message. Latency for the invite operation measures the 
sum of two delays: the time between the invite message and 
“200 OK” messages; and the time between the “bye” and “200 
OK” messages. Each of these operations was also tested with 
authentication enabled, which adds processing overhead due to 
verifying the MD5 hash, and extra message overhead due to the  
“unauthorized” message for registration and “407 proxy 
authentication” message for invite (and their responses). 
Latency for registration with authentication measures the sum 
of two delays: the time between the register request and the 
“unauthorized message”; and the time between the new register 
message with authentication credentials and the “200 OK” 
message. Latency for invite with authentication measures the 
sum of three delays: the time between the invite and “407 
proxy authentication” messages; the time between the “invite 
with authentication” message and the “200 OK” messages; and 
the time between the “bye” and “200 OK” messages. For 
invite-not-found and redirect operations, the latency is similarly 
measured using the “404 not found” and “302 moved 
temporarily” messages. 

    
(a) Register 

 
(b) Register update 

 
(c) Register logout 

Figure 5.  Throughput for register without authentication 

We measured the throughput and latency of a server 
associated with each SIP call flow. The latency for a given 
operation is computed by adding the respective delays between 
sending the relevant messages to the server and receiving their 
responses as described above. The throughput is the number of 
calls per second successfully handled with respect to the 
offered load, which is the number of calls per second that are 
generated and sent to the server. The peak throughput is the 
highest throughput achieved under overload while the server 
remains stable (and produces consistent results). To conduct 
the experiments, the servers were configured to operate in three 
configuration modes with and without authentication: registrar, 
proxy, and redirector. In addition, internal timings were 
measured by inserting timing points within the bare SIP server. 
Each SIP server was pre-loaded with 10,000 unique SIP 
username and password pairs. The call flows for register, 
invite-not-found, and redirect were run for a maximum of 
10000 unique users, measuring the performance of each call 
flow with rates varying from 10 to 1000 calls/sec. The invite 
test call flows were run for a maximum of 5000 users with rates 
varying from 50 to 100 calls/sec. Each experiment was 
repeated a minimum of three times to ensure that the results 
were consistent. 

 
(a) Invite 
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(b) Invite-not-found 

 
(c) Invite redirect 

Figure 6.  Throughput for invite without authentication 

 
(a) Register 

 
(b) Register update 

 
(c) Register logout 

Figure 7.  Throughput for register with authentication 

 
(a) Invite 

 
(b) Invite-not-found 

 
(c) Invite redirect 

Figure 8.  Throughput for invite with authentication 

B. Throughput 

The throughput for the register and invite operations 
respectively, without authentication, is shown in Figures 5 and 
6. It can be seen that the peak throughput of the bare PC SIP 
server is always higher than that of the OS-based servers except 
in the case of invite redirect. The peak throughput of the bare 
PC server typically exceeds that of the Linux server by 50-125 
calls/sec depending on the operation, although it is only 10 
calls/sec more for invite and 150 calls/sec less than that of the 
Linux server for invite redirect. For example, the bare PC SIP 
server has a peak throughput of 700 calls/sec for register 
operations (without authentication), which is better than the 
peak throughput of Linux (650 calls/sec); the Windows server 
has a much lower peak throughput (around 200 calls/sec).  

The peak throughput performance of the bare PC SIP server 
should be better than that of the OS-based servers, due to its 
simple design and the elimination of OS overhead. However, 
this performance advantage may be reduced or lost in certain 
cases due to inefficient algorithms or the lack of concurrency. 
The latter situation arises with the invite operation. The peak 
throughput of the bare PC server is only marginally higher than 
Linux in this case, but introducing a separate SIP task to handle 
an invite operation may improve performance. The apparent 
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drop in performance of the bare PC server for invite redirect is 
due to a significant improvement in the performance of the 
Linux server in this case. Implementing Linux’s search 
algorithm on the bare PC SIP server should improve its 
performance. A more efficient search algorithm should also 
improve the performance for the invite-not-found operation.  
The peak throughput of a given server does not vary much 
across the three register operations since the work performed in 
each case is essentially the same. The increase in the peak 
throughput of the Windows server for register update compared 
to that for the other two register operations is possibly due to 
caching.  

The results in Figures 7 and 8 show that peak throughput of 
all servers is reduced as expected for both register and invite 
operations when authentication is added. This reduction in 
performance is due to the extra message overhead noted 
previously, and the overhead of computing and verifying the 
additional information needed for authentication with a 
message digest [8]. The negative impact of authentication on 
performance was also noted in [9]. There are no throughput 
values for the Windows server for invite-not-found with 
authentication since its message flow in this case could not be 
compared with that of the other two servers. It is evident that 
the peak throughput of the bare PC server with authentication 
shows a greater reduction versus its peak throughput without 
authentication compared to the OS-based servers. Adapting the 
approach used for authentication by Linux for the bare PC 
server could improve its performance. 

C. Latency 

Figures 9 and 10 compare the latencies for bare PC and OS-
based SIP servers for the register and invite operations 
respectively, with and without authentication. In most cases, 
the bare PC server performs better than the OS-based servers. 
As seen in the figures, the highest latency percentages for the 
bare PC server are usually in the 0-30 ms range, and it rarely 
has latencies that exceed 150 ms.  

For register and register logout without authentication in 
Figure 9, bare PC server latency performance is better than that 
of the Linux server, but for register update without 
authentication it is the same. For example, in case of register 
logout without authentication, the latency performance of the 
bare PC server is much better than that of the Linux server: 
bare PC server latencies are less than 60 ms and most are less 
than 30 ms, whereas some Linux server latencies are in the 
121-150 ms range and only a few are in the 31-60 ms range 
(none are less than 30 ms). In contrast, the performance of the 
Windows server is far worse than both of them with a large 
percentage of latencies exceeding 150 ms. For all register 
operations with authentication, the latency performance of the 
bare PC and Linux servers is the same.  

It can be seen in Figure 10 that the latency performance of 
the bare PC server is better than that of the Linux server for 
invite and redirect without authentication, but worse for invite-
not-found without authentication. Latency performance for 
both servers in case of redirect with authentication is the same. 
For invite with authentication, the latency of the bare PC server 
sometimes exceeds 150 ms.   

As noted above, improving concurrency and use of a more 
efficient search algorithm may help to improve bare PC server 
latency performance without authentication. Further studies are 
needed to determine if the techniques used to implement 
authentication in the Linux server will improve latency 
performance of the bare PC server with authentication. 

 

 
(a) Register 

 
(b) Register update 

 
(c) Register logout 

Figure 9.  Latency for register with and without authentication 

 
(a) Invite 
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(b) Invite redirect 

 
(c) Invite-not-found 

Figure 10.  Latency for invite with and without authentication 

D. Internal Timings 

Figure 11 compares average values of internal timings for 
the bare PC SIP server collected during the register operation 
under maximum load conditions. It is seen that FindUser, 
which searches for a given user, and ParseSIPHeaders, which 
processes the SIP header are the most expensive operations, 
although the former is twice as expensive as the latter. The 
least expensive operation is AddUser, which simply adds the 
information for a new user, and thus takes an insignificant 
amount of time as would be expected. The AuthenticateUser 
and FormatSIPResponse operations have approximately the 
same cost, which is about half that of ParseSIPHeaders. We 
conducted tests on the OpenSER server using OProfile 0.9.5 
[24], which showed that the timings for the AddUser and 
ParseSIPHeaders operations exceed the corresponding timings 
on the bare PC by factors of 4 and 7 respectively.  

We also used SIPp to increase the load on the server and 
obtain better estimates of internal timings when processing 
requests. Specifically, we varied the registration request rate 
from 100-800 requests/sec in increments of 100 requests/sec. 
We then measured the execution time spent in the siphandler() 
method that invokes all the other methods needed to process 
each request and generate the response as discussed previously. 
We also obtained the total internal processing time to register a 
user with authentication, which involved processing 2 packets 
sent to the server and processing two responses to be sent to the 
SIP UA. Thus, the total processing time includes the network 
delay and delay due to addition and removal of the various 
protocol headers.  

The results are shown in Figure 12. It can be seen that the 
execution time spent in the siphandler() method is very small  
(approximately 180 microsecs) regardless of the registration 
request rate as  would be expected due to its low overhead in 
processing SIP requests and responses. Likewise, while the 

total processing time spent per SIP request is larger due to 
network overheads, it drops in accordance with the increased 
request rate until the server reaches its capacity and then shows 
a slower rate of decrease. This is because the server has less 
ability to meet the offered load when its peak capacity is 
reached.   

 

Figure 11.  Internal timings for server operations 

 

(a) Execution time spent in the SIP handler() method 

 
 

(b) Total processing time per SIP request 

Figure 12.  Internal timings under increasing load 

E. Throughput Analysis 

Further insight into the results on throughput may be 
obtained by considering sustainable throughput, which is 
defined as the maximum rate of calls for which the processed 
call rate matches the offered call rate. Sustainable throughput 
reflects the extent to which a server can cope with the offered 
load, and it can be determined from the preceding Figures 1-4. 
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For example, the sustainable throughput of the bare PC server 
for the register, register update, and register logout operations 
without authentication is respectively 400, 600, and 700 
calls/sec (the peak throughput for all three register operations 
without authentication is 700 calls/sec). It can be seen that the 
sustainable throughput of the bare PC server exceeds that of the 
Linux server for all operations without authentication except 
for invite-not-found when it is the same. In contrast, the 
sustainable throughput for the two servers for all operations 
with authentication is the same (or differs by a small amount). 
As noted earlier, in the case of peak throughput with and 
without authentication, the bare PC server’s values are higher 
than those for the Linux server except for invite redirect. Thus, 
both sustainable and peak throughput values should be used to 
estimate server capacity with and without authentication. 

VI. CONCLUSION 

We described the design, implementation, and performance 
of a bare PC SIP server. Design details provided included an 
overview of bare PC SIP server tasking, server operation, and 
protocol intertwining. We also gave internal implementation 
details to illustrate bare PC SIP server functionality. In 
particular, we described the boot sequence, user lookup and 
database tables, and SIP message processing. In addition, we 
examined the relationship between tasks and method 
invocation in the server when processing SIP requests and 
responses.    

Performance of the server was studied by measuring its 
throughput and latency for registration, proxying and 
redirection, with and without authentication. We also compared 
bare PC SIP server performance with that of the OpenSER 
server running on Linux and the Brekeke server running on 
Windows. The results show that the bare PC server has better 
performance than the Windows server and better or equal 
performance to the Linux server in most cases. The exceptions 
are throughput performance for invite redirect with or without 
authentication, and latency performance for invite-not-found 
without authentication for which the Linux server is better. 
Latency performance for the invite operation with 
authentication was poor for all servers. 

We also provided internal timings measured on the bare PC 
SIP server when processing registration requests with 
authentication under increasing server load. It was found that 
Find User is the most expensive operation, Parse SIP Headers 
is moderately expensive, whereas Format SIP Response and 
Authenticate User are less expensive.  

The observed performance results reflect the simple server 
design, efficient tasking strategy, and low implementation 
overhead due to absence of an OS. It is expected that the 
performance of the bare PC server can be improved by 
improving concurrency and using more efficient algorithms. 
The bare PC SIP server implementation could also be modified 
based on internal timings to reduce the cost of the most 
expensive operations. Our results serve as a baseline to assess 
the minimal overhead associated with basic SIP server 
operations for both OS-based and bare PC servers, and to help 
improve the performance of bare PC SIP servers.  
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Abstract—IP traffic trends and forecasts suggest that tele-
vision over IP (IPTV) will be the killer application for next-
generation networks (NGNs). There is, however, a chicken and
egg situation between the deployment of broadband access
networks and the diffusion of high quality multimedia services,
such as high definition television, which actually impairs the
development of NGNs. As a matter of fact, most existing access
infrastructures are still under-provisioned and they provide no
suitable support to the widespread diffusion of global Internet
TV channels, while wireless access networks are sprouting
worldwide to provide nomadic connectivity and to bridge
digital divide in sparsely-populated regions. In this scenario,
IPTV services are delivered only within the walled gardens of
biggest wireline operators and they are far away from reaching
the critical mass required to attract investments in NGNs.
This paper proposes technological and architectural solutions
which enable the widespread diffusion of Internet TV channels
over existing wireless access networks, thus overcoming the
deadlock between services and infrastructures and paving
the way to NGNs. In particular, the paper addresses both
technological and market issues and presents the results of
laboratory tests and proof-of-concept experiments conducted
within the wireless campus of the University of Urbino. Finally,
the paper outlines the implementation of the key components
of the proposed architecture as addins ofopenBOXware, an
open source platform for the development of bandwidth-aware
multimedia applications over IP.

Keywords-Internet TV; IPTV; Multicast; Radio broadcast;
Proxy.

I. I NTRODUCTION

Internet protocol television(IPTV) is expected to be the
killer application for next-generation Internet [1], [2] for two
main reasons. First, because it encompasses high-bandwidth
multimedia services which cannot be delivered over today’s
network infrastructures with sufficientquality of experience
(QoE) [3], thus prompting for the development ofnext gen-
eration networks(NGNs). Second, because IPTV is expected
to inherit the popularity of traditional broadcast TV, thus
driving the market penetration of NGNs and providing the
business opportunities needed to motivate the investments
they require.

This vision is further supported by IP traffic statistics [4]
and video traffic forecasts [5], which predict that consumer
IP traffic will account for 87% of the overall aggregate
traffic in 2014 and almost 60% of this share will be taken
by Internet video streaming and download. In 2011 IPTV
services delivered within operators’ networks are expected
to account for more than 40% of the overall IP traffic [6].

In spite of the soundness of these arguments, the positive
feedback loop between infrastructures and applications is
hard to be triggered since none of the two elements can
leap forward by itself. Hence, the broadband market suffers
from a stagnation which is caused both by the lack of
investments (access networks are under-provisioned and
there are market-failure areas still affected by infrastructural
digital divide) and by the lack of demand (users are aware
that existing infrastructures are unsuitable to deliver high-
quality multimedia services, so that such services do not
create a new demand for network connectivity) [7], [8].

IPTV was born in a scenario characterized by insuffi-
cient access infrastructures managed according to monolithic
business models and flat-fee access rates. In this context,
wireline operators may offer high-value services (including
IPTV) within their own walled gardens in order to increase
their revenues, but they are not motivated to promote global
high-bandwidth applications (such as Internet TV) which can
be accessed by their customers through flat-fee connections
without generating additional revenues [7].

Both the IPTV services delivered within the walled garden
of some operator (literally called IPTV) and the Internet TV
networks available worldwide are targeted only to Internet
users. This trivial observation has two (less trivial) conse-
quences: first, IPTV cannot be sold by itself to people who
don’t want to subscribe for an Internet connection [9], [8],
second, IPTV users are assumed to be accustomed to Internet
browsing. Hence, neither the commercial models nor the
usage patterns of IPTV [10] resemble those of traditional
television: while broadcast TV is a mass medium per ex-
cellence, IPTV is an interactive entertainment service which
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fully exploits the two-way unicast nature of IP networks to
comply with Internet user’s personal wishes.

Although the capability of supporting personalon-demand
services(ODSs), such as video on demand and networked
video recording, grants a competitive advantage to IPTV,
ODSs raise scalability issues when the number of simul-
taneous users increases, while the significant difference in
the usage experience slows down the convergence between
broadcast television and IPTV.

A. The underlying network model

Starting from the observation that monolithic network
models are inadequate to solve digital divide issues, to
enable competition, and to promote innovation [7], regu-
lations have been introduced in many countries to facilitate
competition by forcing incumbent operators to allow new-
entrants to use their infrastructures by means of local-loop
unbundling, line sharing, bistream access, and convenient
wholesale offers. Although such initiatives have contributed
to increase broadband penetration [11], they haven’t changed
significantly the relationship between end-users and opera-
tors, since the new entrants have usually adopted the same
market strategies of the incumbents. On the contrary, a
drastic change in the value chain of broadband access could
be induced by exploiting the separation between network
connectivity and service provisioning which is inherent in
the TCP/IP stack. The concepts ofopen access network
(OAN) and neutral access network(NAN) have been re-
cently introduced to this purpose.

OANs [12], [13] aim at enabling competition among
service providers (SPs) on top of a shared infrastructure
which acts as a transparent broker (Internet service providers
are nothing but a special category of SPs). End-users connect
to the shared infrastructure and register with the SP of
choice, which has his/her own edge router directly connected
to a commonoperator-neutralbackbone [14].

NANs [15] are a special category of OANs conceived
to trigger the positive externality which is a determinant
of success and sustainability for a communication network:
the larger the number of users in a network the greater
the added value for each of them. According to the NAN
model, a sizeable set of services have to be delivered
within the access network and made available to the users
before they register with any Internet SP. End-users establish
commercial relationships with SPs, that in turn pay a share
of their revenues to the NAN organization [12], [16] for the
resources used by their customers.

NANs have the potential to reach higher penetration than
traditional access networks because they are open to users
who are not subscribers and who possibly pay only for the
services they really benefit from. The larger the appeal, the
popularity, and the usability of such services, the larger the
diffusion and the penetration of the access network which

makes them available. Mass media are the ideal services to
be used as icebreakers for the diffusion of NANs.

The advent of wireless access technologies (WiFi, Hiper-
lan, WiMAX) and the allocation of significant public funding
to address digital divide have prompted for the deployment
of sustainable wireless access networks aimed at maximizing
public utility. OAN and NAN models are particularly suited
to this purpose. Although the feasibility of HD video stream-
ing over wireless access networks has been recently assessed
[17], [18], current wireless technologies are not ready to
support high performance multicast services.

Based on the above arguments, this paper explores the
feasibility of wireless NANs delivering IPTV services which
retain the key features of free-on-air broadcast TV channels.
Both architectural and technological issues are addressedand
a working prototype is built to make a proof of concept.
Section II presents the proposed architecture, Section IIIout-
lines the implementation details and the technical choicesof
the experiment conducted within the wireless campus of the
University of Urbino [19], Section IV presents preliminary
experimental results that demonstrate the feasibility of the
proposed approach, Section V discusses its implementation
on top of openBOXware, an open-source platform for the
development of distributed multimedia applications [20].
Conclusions are drawn in Section VI.

II. PROPOSED ARCHITECTURE
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Figure 1. Schematic representation of the unicast-to-multicast proxy
gateway.

The key components of the proposed architecture are the
unicast-to-multicast TV proxy (hereafter calledproxy for
brevity) and thebase station(BS), which grants wireless
access to theconsumer premise equipment(CPE).

A. Unicast-to-Multicast Conversion

The proxy acts as the TV head-end of an IPTV system,
in that it receives, transforms and distributes TV contentsto
the subscribers. Its main functionalities can be describedby
referring to Figure 1, which provides a schematic represen-
tation of the overall software architecture used to make a
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live Internet TV channel available to a multicast group: the
Internet TV platform is represented to the left, the client is
represented to the right, and the proxy is in between.

The Internet TV platform (left-most side of Figure 1)
is composed of a front-end (i.e., a web server allowing
end-users to browse live TV channels and gain access to
on-demand services by means of their own web browsers)
and a content delivery network, CDN (i.e, a network of
streaming media servers distributed worldwide to reduce la-
tency, increase quality of service, and perform Internet traffic
optimization by providing some form of multicast support).
At the application level, the stream is usually transferred
across the Internet either in HTTP or in RTMP over TCP.
When the end-user selects a content on the front-end of the
Internet TV network, the client is transparently redirected to
the most convenient streaming server of the CDN. A live TV
channel can either be viewed as a continuous single stream
which uses the same encoding, or, in some cases, it can
be viewed as a playlist of heterogeneous contents (possibly
encoded in different formats) which are concatenated at run
time. In some Internet TV platforms the transition between
subsequent contents requires the client to issue a request for
the new content. Such a request is automatically triggered
by the client software at the end of each stream in order to
be transparent to the end-user.

Similarly to the Internet TV platform, the proxy is divided
into a front-end and one or more streamers. The front-end
is composed of a set of web pages that allow the end-user
to browse and to choose a multicast TV channel among the
ones made available by the proxy. When the client issues
an HTTP-get request to the front-end (step 1 in Figure 1),
the web page is dynamically composed, by taking channel
data directly from the Internet TV platforms they belong to,
and returned to the client (step 2). When the user selects
a channel, the request (step 3) is redirected (step 4) to the
correspondingsession description protocol(SDP) file, which
contains information about the streaming protocol adopted,
the format and encoding of the data, and the address and port
of the multicast group associated with the channel. For load-
balancing reasons, the SDP files of different channels can
be hosted by different servers. At the same time, astreamer
is started for the requested channel, producing a stream that
matches the parameters contained in the SDP file. The server
returns the SDP file (step 5) to the client, which issues an
internet group management protocol(IGMP) request (step 6)
to the corresponding multicast group. Finally, the client starts
receiving the RTP audio/video streams (step 7) generated by
a streamerand sent to the multicast group. The streamer is a
process which runs on the proxy to perform the unicast-to-
multicast transformation. To this purpose, it acts as a client
for the streaming server of the Internet TV channel of choice,
it possibly performs data transcoding when needed, and it
generates the audio/video RTP streams. In case of a TV
channel composed of multiple files to be concatenated at

run time, this operation is transparently performed by the
streamer, which produces a continuous stream. The streamer
associated with a given channel is launched upon reception
of the first request of the corresponding SDP file. Once the
streamer is active, no further actions are required to serve
subsequent requests to the same channel.

B. Wireless Multicast

In principle, multicast transmission is the most efficient
solution for one-to-many communication over an IP network
for four main reasons: i) the sender doesn’t need to know
the receivers, ii) the server sends each packet only once,
iii) network nodes take care of replicating the packets
only when it is striclty required to reach different users,
iv) data packets are not delivered to receivers who don’t
want to receive them. Since each data packet is sent at
most once across each link regardless of the number of
receivers that will be reached through that link, bandwidth
requirements become independent of the number of users.
Due to the massive replication possibly required at the nodes,
however, multicasting moves the bottleneck from bandwidth
to computational requirements, which scale almost linearly
with the number of users.

In principle, data replication issues could be locally
overcome in a wireless network by exploiting the inherent
broadcasting capabilities of a radio signal propagating over
the air. By combining IP multicasting with radio broadcast-
ing, both bandwidth and computational costs would become
independent from the number of receivers.

Unfortunately, the radio multicast solutions available to-
day within the IEEE 802.11 framework suffer from heavy
limitations which come from the unicast-oriented standard-
ization and implementation choices made over the years.
In particular, most of the improvements introduced for
enhancing the efficiency of unicast radio packets (such as
fast-frame, compression, Wireless Multimedia Extension, and
radio QoS) do not apply to broadcast/multicast radio packets,
the only exceptions being theraw rate speed setting and
the no-ack option introduced in IEEE 802.11e. Similarly,
the strategies adopted by chipset vendors have sacrificed
multicast/broadcast radio performance for the sake of unicast
performance and cost reduction. For instance, top range
chipsets provide four hardware queues for unicast traffic,
while only one queue is available for broadcast/multicast
traffic (one additional queue is usually dedicated to ser-
vice packets). As a consequence, typical wireless point-to-
multipoint base stations can provide limited performance and
quality of service to multicast traffic, which competes with
higher priority service radio packets.

The wireless equipment adopted in our setup have been
specifically optimized at thehardware abstraction level
(HAL) to overcome the above-mentioned limitations.
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III. I MPLEMENTATION

This section outlines the implementation of a prototype
of the architecture presented in Section 2.

A. Multicast proxy implementation

The proxy presents the list of available TV channels in a
standard HTML webpage, served by ASP.NET (Mono) on
an Apache server. The list is built by merging the lists of
channels offered by remote Internet TV providers (retrieved
by means of web service calls to their APIs) together with
the list of possible local channels based upon media stored
inside the proxy itself. The list is displayed and browsed by
the client by means of any common web browser.

The client may request a specific TV channel by accessing
a web URI using the browser. When such a request reaches
the proxy, it checks whether the requested channel is already
being streamed. This is done through a database that keeps
tracks of the streaming processes, the channels they are
handling, their parameters, and the streaming server they are
running on. If no streamer is currently active, a new process
is launched on a streaming server, which starts retrieving
the desired channel and forwarding it to a multicast group
picked by the proxy. Finally, the proxy server generates the
SDP announcement containing the information required to
retrieve the audio/video data streams and to decode them
correctly.

Such an SDP announcement is served back to the re-
questing client using the ”application/sdp” MIME type, so
that the client, if properly configured, will automatically
start an application capable of decoding and playing back
the streams as declared by the announcement (VLC Media
Player is used to this purpose in our setup). An SDP
announcement is a standard text file containing the full
description of a “media streaming session”. At its most
basic configuration, it can simply contain the IP address the
stream is directed to and its components, which can be any
number of video and audio streams, and their respective port
numbers. Additionally, the announcement can also contain
advanced details about each stream’s encoding, which will
be used by the client-side decoder to decide on how to
interpret the incoming data.

Each streamer running on a streaming server is an instance
of a mixed-mode .NET assembly running onMono and
relying on a native streaming back-end implemented in C++
using theGStreamermultimedia framework. The streamer
determines the URI of the original resource associated with
the TV channel requested by the client. The URI may refer
to a local file, to a HTTP resource (as used byYoutube), to an
Adobe RTMP stream (used byStreamIt.it), to a Microsoft
Media Server (MMS) stream (used byRai.tv), or to any
other supported stream. As soon as the original location of
the resource is ascertained, the native streamer is launched.
The streamer relies either on built-in functionalities of
GStreameror on custom elements integrated with it in order

to retrieve the stream and decode it. For instance, streaming
through the Adobe RTMP protocol is not currently built into
any mainstreamGStreamerdistribution, so that the specific
support was provided by an in-house plug in.

The original audio and video streams are demuxed and
then processed independently: each stream is decoded and
converted as needed and then re-encoded using the encoding
of choice for its final delivery. In our implementation, video
data is always decoded and re-encoded using MPEG4-
AVC/H.264 compression at a constant bitrate. Audio data
is mixed down to stereo (in case of multichannel audio),
resampled at 44.1 kHz, and finally encoded using theAd-
vanced Audio Coding(AAC) scheme. In our setup thex264
encoder has been used for video data and thefaac encoder
for audio data, each used through their respectiveGStreamer
elements.

Note that the video compression step during transcoding
also inserts SPS/PPS headers (i.e.,sequence/picture param-
eter set) in the raw H.264 data stream, in order to ease
the synchronization of client-side players1. These additional
parameter headers inside the data stream contain information
about compression, resolution and other properties that can
be used by the decoder to synchronize to the stream and to
properly decode the contents. This is needed mainly because
video formats can vary abruptly between TV channels and
even between single files belonging to the same channel,
possibly causing the video player to lose sync and display
corrupted data. Sometimes an abrupt change in resolution,
if not handled during transcoding, can even crash some
less resilient decoders on the receiving end. In case of TV
channels with varying compression schemes and resolutions,
one or more scaling and resizing steps can be added to the
media pipeline in order to provide a more uniform output
stream at the cost of a loss in picture quality, in addition to
SPS/PPS headers (this feature was not used in our proof of
concept). On the other hand, transcoding at runtime can be
entirely avoided when channels are based on streams with
pixel resolutions and encoding known beforehand. In this
case, encoding information can be directly added to the SDP
announcement (this may be the case especially for local files
streamed from the proxy itself, which can be adequately
prepared before streaming).

It is also worth noting that compression levels can be
adapted to the available wireless bandwidth, trading off
picture and sound quality, and even video resolution, for
the number of simultaneous TV channels. On the other
hand, wireless interference can be compensated by using
less aggressive compression modes. This can be done, for
instance, by targeting a lower H.264 encoding profile level,
which issues more I-frames and avoids complex prediction
techniques, thus easing the player’s work to re-sync upon
losing a packet. Those parameters can be either statically

1This option is known as “byte-stream” in the x264 encoding options.
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configured in the proxy (as in our implementation) or
dynamically adapted at runtime according to channel quality,
number of channels or wireless traffic statistics.

B. Wireless equipment

The solution adopted for our experiments is based on the
Essentia WFL R108F25x(B) radio module equipped with
an Atheros AR5414 radio chipset. Hardware and protocol
limitations have been overcome by means of multicast-
oriented optimizations performed at the HAL, in the operat-
ing system (i.e., Essentia OpenWifless ESS OS), and in the
device drivers. In particular, multiple multicast queues have
been implemented and the IEEE 802.11e protocol has been
extended in order to provide wireless multimedia extension
(WMM) and QoS support to broadcast/multicast traffic.

As a result, the performance achieved by the current
implementation of the radio module on multicast traffic over
a point-to-point link equals that of unicast traffic. In addition,
the radio protocol provides to multicast traffic full IEEE
802.1Q-2005 QoS support.

IV. EXPERIMENTAL RESULTS

A. Lab experiments

Figure 2. Schematic representation of the experimental setupdescribed
in Section IV-A.

Extensive experiments were performed to assess the mul-
ticast performance of the wireless equipment and its scalabil-
ity with the number of clients in a point-to-multipoint setup
typical of a metropolitan access network. To this purpose,
both the BS (namely, an Essentia Wifless ESS 24562 base
station) and the CPEs (namely, Essentia Wifless 125 CPEs)
adopted the enhanced radio module described in the previous
subsection. An Agilent N2X traffic tester was used for traffic
generation and performance measurements. In particular, the
tester was used to simulate both a server connected to the
BS, and 50 clients connected to 50 CPEs (VLAN tagging
was used to connect the 50 CPEs to the tester across the
same ethernet link). Two types of traffic were simulated con-
currently: a multicast downlink uncompressable stream from

the server to all the clients and a unicast full-duplex UDP
traffic between the server and each client. The experimental
setup is depicted in Figure 2.

The aim of the experiment was to test the maximum
achievable multicast bandwidth in presence of a background
unicast traffic, and the scalability of the solution in termsof
bandwidth and computational resources. Hence, a constant
flow of 100kbps uplink and 100kbps downlink was generated
for each client, summing up to 5Mbps uplink and 5Mbps
downlink of unicast backgroud traffic across the BS. Then
the multicast downlink traffic was increased while monitor-
ing link quality and BS resource usage with 1 and 50 CPEs.

CPEs Multicast traffic Delay Jitter PLR CPU usage
[Mbps] [ms] [ms] % %

1 16.0 8 0.1 0 30
50 16.0 10 0.1 0 33
50 16.2 60 0.2 0 33
50 16.4 520 0.8 0 33
50 16.6 900 1.0 1 33

Table I
PERFORMANCE ACHIEVED BY A 24562 BSCONNECTED TO50 CPES

FOR DIFFERENT MULTICAST TRAFFIC LOADS ADDED TO A

BACKGROUND OF FULL-DUPLEX UNICAST TRAFFIC. DATA REFER TO A

RADIO CHANNEL OF 20MHZ AT 5.5GHZ, OPERATED AT A 24MBPS

MULTICAST RAW SPEED.

The results reported in Table I show that the multicast
performance of the BS does not depend on the number
of CPEs connected. The marginal increase of CPU usage
from 30% to 33% when connecting 50 CPEs is due to the
additional 49 full-duplex unicast streams to be handled in
our setup. Hence, as expected, multicast transmission does
not suffer from scalability issues, the only physical limitation
being the AR51414 HS encryption engine, which can handle
up to 120 concurrent CPEs with no performance loss, and
up to 512 CPEs per sector with performance degradation.

As for the limiting multicast bandwidth, no performance
degradation occurs until 16Mbps of uncompressable traffic,
while the degradation observed over this value is due to the
limited computational resources of the CPEs. The maximum
multicast traffic achieved by equipping CPEs with the same
processor used in the BS was of 37Mbps per sector for a
multicast raw speed of 54Mbps.

Additional tests were performed to determine the effect
of modulation raw speedon the trade-off between multi-
cast throughput and RF sensitivity of the Essentia WFL
R108F25X(B) radio module. The experimental results are
reported in Table II. Since the same modulation has to be
imposed on all the CPEs associated with the same multicast
group (or otherwise data replication would be necessary),
the modulation raw speed can be used to span the trade off
between the number of TV channels that can be delivered
per sector (i.e., bandwidth or throupghput, column 4 in Table
II) and the radius of the coverage area of the BS (i.e.,
sensitivity, column 2 in Table II). In particular, the coverage
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Modulation Sensitivity Mode Throughput Jitter Delay
Raw Speed [dbm] HD/FD [Mbps] [ms] [ms]

54 -71 HD 37.0 0.5 3
FD 19.5 0.5 4

48 -76 HD 34.0 0.1 5
FD 18.2 0.1 5

36 -82 HD 27.2 0.1 4
FD 14.5 0.1 6

24 -85 HD 19 0.1 5
FD 10.0 0.1 7

18 -88 HD 15.0 0.1 6
FD 7.5 0.1 4

12 -90 HD 10.5 0.1 7
FD 5.1 0.1 8

9 -90 HD 7.4 0.1 7
FD 3.8 0.1 6

6 -92 HD 5.2 0.1 9
FD 2.5 0.1 5

Table II
EFFECT OF MODULATION ON THROUGHPUT AND SENSITIVITY OF THE

ESSENTIA WFL R108F25X(B)RADIO MODULE.

radius of the radio link doubles every 6dB of system gain
(or sensitivity) if the same antennas are used. Hence, a 10X
extension of the coverage radius (which corresponds to a
100X extension of the coverage area) could be achieved by
changing the modulation from 54Mbps to 6Mbps, at the cost
of reducing the number of TV channels per sector.

As a final remark, it is worth noting that multi-
cast/broadcast packets are usually not retransmissible be-
cause of the lack of acknowledge in the protocol. This is an
advantage in terms of protocol overhead (which ultimately
has a benefit in terms of throughput) and a disadvantage in
terms of QoS (which ultimately impacts the limiting distance
of the radio link). In order to overcome this possible limi-
tation, the CPEs adopted in our setup implement theno-ack
option which allows one or more of them to inform the BS
of the loss of a multicast packet, asking for retransmission.
The overhead of theno-ackoption ranges from 5% to 20%
in case of CPEs operated with poor SNR.

B. Proof-of-concept experiments

Figure 3. Schematic representation of the experimental setupdescribed
in Section IV-B.

A proof-on-concept experiment was conducted in Urbino
(Italy) in May 2010 during a public event organized in
the conference hall of the Ducal Palace. The setup is
schematically represented in Figure 3.

Both the front-end and the streamer of the unicast-to-
multicast proxy were executed on a 2.4GHz Intel Core 2
Quad with 4GB of RAM running Ubuntu 10.04. The proxy
was installed within the intranet of the University of Urbino
and connected to an Essentia Wifless ESS 24562 BS (be-
longing to the same LAN) installed on the roof of a building
in front of the event site. Backhauling was granted by the
Internet gateway of the University of Urbino, providing up to
150Mbps of Internet bandwidth. 10 PCs runningOpera Web
BrowserandVLC Media Playeron top ofWindows XPwere
used as clients. Each of them was connected to an Essentia
Wifless 125 CPE installed right outside the conference hall.
Both RAI Radiotelevisione Italiana(http://www.rai.tv/) and
Streamit.it(http://www.streamit.it/) were used as Internet TV
providers. In addition, high-definition 1080p contents were
streamed directly by the proxy. The performance of the BS
(in terms of multicast and unicast throughput, packet loss,
CPU, and memory usage) was monitored every 15s.

The experiment was used to demonstrate the feasibility of
real-time transcoding and multicast transmission of HD In-
ternet TV channels over a wireless link. In particular, it was
clearly shown that bandwidth and computational resources
increase linearly with the number of users watching unicast
TV channels, while they are independent of the number of
users watching a multicast TV channel.

A representative test was performed by comparing net-
work behavior and device load when switching from watch-
ing the same TV channels through direct unicast connections
to watching it as a shared multicast stream routed through
the proxy server. As expected, the number of unicast con-
nections has a linear impact on network traffic and device
load, while the number of clients associated with the same
multicast group deon’t have any measurable effect neither
on bandwidth occupation nor on CPU/memory usage on the
BS. The same results were obtained both by streaming local
resources from the proxy server and by transcoding live TV
channels through the streamer.

The final stress test of the setup was executed in the
following configuration: 2 clients watching the same mul-
ticast HD channel compressed at a constant rate of 5Mbps
and streamed directly from the proxy, 2 clients watching
the samestandard-definition(SD) TV channel provided by
RAI Radiotelevisione Italianaand transcoded at run time
by the multicast proxy, 1 client watching a unicast SD
channel provided byStreamit.it, 1 client watching a unicast
HD channel provided byStreamit.it, 1 client watching the
multicast version of aStreamit.it SD channel, 1 client
watching the multicast version of aStreamit.itHD channel,
and 2 clients watching a multicast HD content local to the
proxy and compressed at a constant rate of 2Mbps. Figure 4
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shows the 10 clients and the traffic/CPU/memory monitors
as they appeared during the experiments.

Figure 4. Picture taken during the proof of concept experiment described
in Section IV-B.

In summary, there were 2 unicast streams taken from the
Internet, 3 Internet TV channels taken from the Internet
and made available in multicast by the proxy, and 2 HD
multicast streams directly generated by the proxy. Moreover,
one of the clients watching a multicast TV channel was also
connected toYouTubein order to generate unicast traffic
across the same wireless link. The overall multicast traffic
was of 12Mbps with a peak of unicast downlink traffic of
7Mbps. No packet loss was observed and the CPU of the
BS was used only at 32%.

This final configuration also demonstrates that runtime
transcoding of multiple standard and high definition video
streams can be realistically done with consumer-grade hard-
ware, without any quality degradation nor any noticeable
delay for the clients.

V. OPEN SOURCEFRAMEWORK

The results of the proof-of-concept experiment prompted
for the development ofopenBOXware, a portable, open-
source framework providing a suitable abstraction for build-
ing bandwidth-aware client-server multimedia applications
[20].

The final purpose of the framework is to offer a common
development platform that can be adopted at various points
of the scenario described in this paper, including content
providers, proxy servers and receiving client end-points.
Multimedia contents can be added and managed with ease
at any stage by exploiting the abstraction and the flexibility
offered by the plug-in system ofopenBOXware.

A. OpenBOXware

The software stack ofopenBOXwareis similar to the one
adopted in the original implementation of the unicast-to-
multicast proxy described in Section III-A. Multimedia han-
dling and streaming is based on theGStreamerframework,

while the basic runtime support is offered byMono, the
open-source implementation of.NET, which provides the
language runtime, the type system, and the virtual runtime
environment where the framework runs independently of the
underlying hardware (Mono runtime is currently able to be
compiled and run on many different platforms, including the
most commonx86 and ARM architectures). The hardware
abstraction features ofMono also provide the support for
a dynamic plug-in system whose components can be easily
distributed and run across different devices without need for
recompilation.

In addition to what was originally implemented for the
proof of concept, the framework also provides: a graphical
user interface based onQt widget toolkit, which enables
the implementation of client-side applications, a complete
HTTP web server, which allows the creation of web pages
or web services, and aUniversal Plug and Play(UPnP)
module, which enables seamless interactions with other
UPnP devices possibly available on the same local network.

All components and services that the framework imple-
ments and supports are exposed through an abstract API.
Multimedia functionalities are provided bypipelines, which
can be instantiated both by the framework and by its add-ins.
Each pipeline is responsible for streaming an incoming data
source to a target data sink. Transcoding is automatically
handled by the framework as long as the source and sink
components are properly described. Users of the framework
never have to directly interact with the underlyingGStreamer
implementation, dealing only with abstract high-level de-
scriptions of incoming and outgoing streams.

The API and the add-in system enable third-party develop-
ers and end-users to create their own plug-ins (orextension
points) which can exploit all the multimedia handling ca-
pabilities of openBOXware. The system provides for three
kinds of extension points:

• Application, the most powerful kind of extension point.
Like the others it can be individually started and
terminated, but it is the only one capable of interacting
directly with the end-user through a custom graphical
user interface. The extension point obtains a graph-
ical context in which it can render itself, providing
a custom-tailored user experience while still being
able to integrate and exploit any otheropenBOXware
functionality.

• MediaSource, used to expose a collection of media
elements to the rest of the framework. Examples of
media elements include Internet TV channels, web
radios, online multimedia contents, or directories of
resources local to the device or made available by
other UPnP devices. These elements are then shared
with the framework and with other applications in
such a way that they can be explored as a hierarchi-
cal tree of multimedia resources. Each media element
contains an abstract description of the resource it rep-
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resents, specifying how the stream must be retrieved
and how it must be decoded by the framework.Open-
BOXwareprovides built-in support to the most common
resources, including HTTP, TCP and UDP streams.
Common multimedia streaming protocols like Adobe
RTMP, Microsoft MMS, and RTSP are supported as
well. The actual contents of the multimedia stream can
be detected automatically by the framework or can
be defined explicitly by the MediaSource developer.
Once the resource is fully described through the API,
the framework can automatically handle all needed
transcoding and the user has only to deal with the
abstract media element object.

• MediaTarget, used to expose a local or remote end-
point, capable of receiving a multimedia stream (en-
coded in a certain format with specific properties) and
playing it back. A single media target is composed of
a video target, an audio target and a muxing target,
which together define how the final stream must be
encoded by the framework to match the specification.
The muxing target determines how the audio and video
sub-streams are combined together in a data stream that
can be parsed by the receiving end (common supported
container formats include Matroska, MP4 and FLV).
Video and audio streams are encoded separatedly using
the specification provided by the respective sub-targets:
encoding format, bitrate, and any other property of the
final data stream.

Any application can bind a MediaSource to a MediaTarget
in a pipeline and start streaming data from the source to the
target while the framework automatically takes care of the
transcoding steps possibly required to adapt the stream to
the target of choice.

B. Multicast TV on top of openBOXware

OpenBOXwareis a general handler of multimedia flows
streamed from heterogeneous sources to both local and
remote targets. The capability of handling multiple simul-
taneous pipelines makes it suitable foropenBOXwareto
be installed not only at the receiving end point, but also
at the initial and intermediate nodes of a content delivery
network. In particular,openBOXwareprovides a common
framework for implementing all the software elements of
the proof-of-concept outlined in Section IV-B: both the
proxy server and the client-side application receiving the
multicast stream could be implemented asopenBOXware
Applications, while the heterogeneous Internet TV sources
could be implemented as independent MediaSources to be
streamed to specific multicast groups, implemented as a
MediaTargets.

A possible implementation of the proof of concept archi-
tecture on top ofopenBOXwareis outlined in the rest of this
section.

All the TV channels and media contents available are
exposed as independent MediaSources to the instance of the
framework running on the proxy server. The hierarchy of
media elements is made available to the proxy front-end
Application which makes use of the built-in web server in
order to publish dynamic pages which allow end-users to
browse the registered media sources by means of a simple
web browser. The framework relies on an extensible list of
content providers to make any new content available as soon
as the corresponding add-in is installed on the proxy server.

Similarly to what happened in the original proof-of-
concept implementation, when a play request reaches the
web server (i.e., the front-end), the proxy application cre-
ates a pipeline for the selected media element and starts
streaming it to a multicast group address. Clients may then
receive the audio and video streams by interpreting the SDP
descriptor file that is returned via HTTP by the proxy.

Although a standard web browser and a common media
player can be used to select and receive contents from the
proxy, specific client-side Applications can be developed
on top of openBOXwareto offer to the end-user custom
interfaces and advanced features to browse and watch TV
channels streamed through the proxy server. In our imple-
mentation, the server exposes an additional interface, other
than the one dedicated to web browsers, in the form of
a REST web service that responds withJSON encoded
data. The JSON file is parsed and interpreted by the client
application, which provides the user interface and the access
control mechanisms. When a channel (or a media element) is
selected, an HTTP request is issued that determine the web
service running on the proxy to launch the stream and return
the SDP file describing the streaming session the client can
tune into. On the client side, the streams are received through
a GStreamerpipeline and decoded locally.

VI. CONCLUSIONS

This paper has presented real-world experiments demon-
strating the feasibility of multicast transmission of HD TV
channels over the wireless point-to-multipoint connections
often adopted in metro networks to bridge digital divide
and to provide nomadic connectivity. The proposed solution
makes use of two key components: a proxy, which acts
as a client for the unicast TV channels available on the
Internet and makes them locally available at specific mul-
ticast groups, and enhanced wireless equipment providing
adequate support to multicast multimedia communication
within the IEEE 802.11 framework.

The results of the proof-of-concept experiments outlined
in this paper prompt for the development of new application-
level solutions and market strategies aimed at enabling
massive diffusion of Internet TV channels [21].

According to the neutral-access-network model [15], the
diffusion of a popular and well understood application (such
as television) over IP networks could play a fundamental
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role to enhance broadband penetration and to motivate
investments in next-generation networks.

A suitable support for the development of advanced IPTV
delivery systems over managed IP networks is provided
by openBOXware, an extensible open-source multimedia
framework specifically conceived to bridge the gap between
the proof-of-concept presented in this paper and real-world
multicast IPTV applications [20].
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Abstract—In this paper, the satellite communication system 
consisting of the earth transmitting station and the satellite 
transponder was considered. Switch and Stay Combining 
(SSC) diversity technics are used on receiving satellite and 
receiving earth stations to reduce fading influence to the 
system performances. The presence of Nakagami-m and Rice 
fading on receiving satellite and receiving earth stations is 
observed. The probability density functions (PDFs) of the 
signal at the Earth receiver station output are determined for 
different parameters. The outage probability, as standard 
performance criterion of communication systems operating 
over fading channels, is calculated under upper conditions. 
The results are shown graphically in several figures and made 
to assess the influence of various parameters. This is very 
useful for mitigation the influence of fading in the design of 
satellite communication systems in the presence of fading 

Keywords- satellite telecommunication system; Nakagami-m 
fading; Rice fading; SSC combining; probability density 
function; the outage probability. 

I.  INTRODUCTION 

Satellite communication systems are now a major part of 
most telecommunications networks as well as every-day 
lives through mobile personal communication systems and 
broadcast television [2]. A fundamental understanding of 
such systems is therefore important for a wide range of 
system designers, engineers and users. 

The fading and shadow effect are factors which degrade 
the system performances in telecommunication systems at 
the most. They derogate the power of transmitted signal. 
When a received signal experiences shadow effect or fading 
during transmission, its envelope and phase fluctuate over 
time. The most often are Rayleigh, Rice, Nakagami, Weibull 
and log-normal fading, and they are considered in the 
literature [3], [4]. 

Rayleigh and Rice distributions can be used to model 
the envelope of fading channels in many cases of interest 
The Rice fading is present very often in wireless 
telecommunication systems with direct line of site. When 

the fading appeared in the channel because of signal 
propagation by more paths, and dominate component exists 
because of optical visibility from transmitter to receiver, 
signal amplitude is modeled by Rice distribution [5]. It has 
been found experimentally, that Nakagami distribution 
offers better fit for wider range of fading conditions in 
wireless communications [6]. 

In wireless communication systems, various techniques 
for reducing fading effect and influence of shadow effect are 
used. Such techniques are diversity reception, dynamic 
channel allocation and power control. Upgrading 
transmission reliability and increasing channel capacity 
without increasing transmission power and bandwidth is the 
main goal of diversity techniques. 

Diversity reception, based on using multiple antennas at 
the receiver, space diversity, with two or more branches, is 
very efficient methods used for improving system’s quality 
of service, so it provides efficient solution for reduction of 
signal level fluctuations in fading channels. Multiple 
received copies of signal could be combined on various 
ways. 

Several principal types of combining techniques can be 
generally performed by their dependence on complexity 
restriction put on the communication system and amount of 
channel state information available at the receiver. 
Combining techniques like maximal ratio combining (MRC) 
and equal gain combining (EGC) require all or some of the 
amount of the channel state information of received signal. 
Second, MRC and EGC require separate receiver chain for 
each branch of the diversity system, which increase its 
complexity of system. 

Maximal-Ratio Combining (MRC) is one of the most 
widely used diversity combining schemes whose SNR is the 
sum of the SNR’s of each individual diversity branches. 
MRC is the optimal combining scheme, but its price and 
complexity are higher. Also, MRC requires cognition of all 
channel parameters and admit in the same phase all input 
signals, because it is the most complicated for realization [7]-
[9]. 
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Signal at the EGC diversity system output is equal to the 
sum of its’ input signals. The input signals should be 
admitted in the same phase, but it is not necessary to know 
the channel parameters. Therefore, EGC provides 
comparable performances to MRC technique, but has lower 
implementation complexity; therefore, it is an intermediate 
solution [10]. 

One of the least complicated combining methods is 
selection combining (SC). In opposition to previous 
combining techniques, SC receiver processes only one of the 
diversity branches, and it is much simpler for practical 
realization. Generally, selection combining, selects the 
branch with the highest signal-to-noise ratio (SNR), that is 
the branch with the strongest signal [10], [11], assuming that 
noise power is equally distributed over branches. Abu-Dayya 
and Beaulieu in [12] consider switched diversity on 
microcellular Ricean channels. 

Similarly to the previous approaches, there is type of 
selection combining that chooses the branch with highest 
signal and noise sum. In fading environments, where the 
level of the cochannel interference is sufficiently high 
comparing with the thermal noise, SC selects the branch with 
the highest signal-to-interference ratio (SIR-based selection 
diversity) [13]. 

Switch and stay combining (SSC) is an attempt at 
simplifying the complexity of the system but with loss in 
performance. In this case, rather than continually connecting 
the antenna with the best fading conditions, the receiver 
selects a particular antenna until its quality drops below a 
predetermined threshold. When this happens, the receiver 
switches to another antenna and stays with it for the next 
time slot, regardless of whether or not the channel quality of 
that antenna is above or below the predetermined threshold. 
The consideration of SSC systems in the literature has been 
restricted to low-complexity mobile units where the number 
of diversity antennas is typically limited to two [14], [15]. 
Furthermore, in all these publications, only predetection 
SSC has thus far been considered wherein the switching of 
the receiver between the two receiving antennas is based on 
a comparison of the instantaneous SNR of the connected 
antenna with a predetermined threshold. This results in a 
reduction in complexity relative to SC in that the 
simultaneous and continuous monitoring of both branches 
SNRs is no longer necessary.  

II. RELATED WORK 

An analytical technique well suited to numerical analysis 
is presented for computing the average bit-error rate (BER) 
and outage probability of M-ary phase-shift keying (PSK) in 
the land-mobile satellite channel (LMSC) with 
microdiversity reception in [16]. The closed-form 
expressions are found for L-branch microdiversity using both 
selection diversity combining (SDC) and maximal ratio 
combining (MRC). These expressions are extended to 
include both M-ary coherent PSK (M-PSK) and differential 
PSK [M-differential PSK (DPSK)]. Following previous 
empirical studies, the LMSC is modeled as a weighted sum 
of Rice and Suzuki distributions. Numerical results are 
provided illustrating the achievable performance of both M-

PSK and M-DPSK with diversity reception. Using measured 
channel parameters, the performance in various mobile 
environments for various satellite elevation angles is also 
found. 

An exact analytical technique is presented for computing 
the average bit error rate (BER) and outage probability of 
differentially detected PSK in the land mobile satellite 
channel (LMSC) when L branch maximal ratio combining 
(MRC) is employed in [17]. Following empirical study, the 
LMSC is modeled as a weighted sum of Rice and Suzuki 
distributions. 

Empirical studies confirm that the received radio signals 
in certain cellular systems are well modeled by Nakagami 
statistics. Therefore, performing relevant systems studies can 
be potentially useful to a system designer. A very useful 
statistical measure for characterizing the performance of a 
mobile radio system is the probability of outage, which 
describes the fraction of time that the signal-to-interference 
ratio (SIR) drops below some threshold. A more refined 
criterion for the outage is the failure to simultaneously obtain 
a sufficient SIR and a minimum power level for the desired 
signal. Thus, in [18] the authors derived new expressions for 
the probability of outage where a mobile unit receives a 
Nakagami desired signal and multiple, independent, 
cochannel Nakagami interferers. A salient feature of their 
results is that the outage expressions do not restrict the 
Nakagami fading parameter, m, to strictly integer values. 
Furthermore, since the received signals in mobile radio also 
experience log-normal shadowing, they analyzed the case 
where the received signals are modeled by a composite of 
Nakagami and log-normal distributions. The outage 
probabilities are computed and graphically presented for 
several cases. The effect of specifying a minimum signal 
requirement for adequate reception is found to introduce a 
floor on the outage probability. It is also found that 
shadowing in macrocellular systems severely degrades the 
desired quality of service by increasing the reuse distance 
necessary for a given outage level. 

In this paper, the satellite communication system 
consisting of the earth transmitting station and the satellite 
transponder was considered. SSC diversity technics are used 
on receiving satellite and receiving earth stations to reduce 
fading influence to the system performances. The presence 
of Nakagami-m fading on receiving satellite and receiving 
earth stations is observed in [1], and the presence of Rice 
fading on both, receiving satellite and receiving earth 
stations is observed here. The probability density functions 
(PDFs)  and the outage probability of the signal at the Earth 
receiver station output are given for different parameters. 

Beside generally used first Section, introduction, and the 
last, conclusion, the paper has further four core sections. The 
second Section of the paper presents related works, the third 
one shows and interprets the system model. The statistics of 
the output SNR is given in the fourth Section and numerical 
results in the fifth one. 

III.  SYSTEM MODEL 

The use of SSC combiner with great number of branches 
can minimize the bit error rate (BER) [19]. We determined 
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SSC combiner with two inputs because the gain is the 
greatest when we use the SSC combiner with two inputs 
instead of one-channel system. When we enlarge the number 
of inputs (branches) the gain becomes less. Because of that it 
is more economic using SSC combiner with two inputs.  

 

        
Figure 1. Model of the SSC combiner with two inputs 

 
The model of this system is shown in Figure 1. The 

signals at the combiner input are r1 and r2, and r is the 
combiner output signal. Let see how the SSC combiner with 
two inputs works. 

The probability of the event that the combiner first 
examines the signal at the first input is P1, and for the 
second input is P2. If the combiner examines first the signal 
at the first input and if the value of the signal at the first 
input is above the treshold, rT, SSC combiner forwards this 
signal to the circuit for the decision. If the value of the 
signal at the first input is below the treshold rT, SSC 
combiner forwards the signal from the other input to the 
circuit for the decision, regardless it is above or below the 
predetermined threshold. If the SSC combiner first 
examines the signal from the second combiner input it 
works in the similar way. The probability for the first input 
to be examined first is P1 and for the second input to be 
examined first is P2. 

There are two diversity branches on satellite and on 
Earth receiver station. The SSC combining is used on both, 
receiver satellite and Earth station. System model is shown 
in Figure 2 

Let Nakagami-m fading is present on both, receiver 
satellite and Earth station. The signals at the input are A1 
and A2. In this case the probability density of signal A, at the 
satellite station output, is, for 0<A<AT: 

 

2 11 1 2 2( ) ( ) ( ) ( ) ( )A A A A T A A A Tp A P p A F A P p A F A= +  

(1) 
and for AT<A 
 

1 21 1 1( ) ( ) ( ) ( )A A A A A A Tp A P p A P p A F A= + +  

2 12 2 2( ) ( ) ( )A A A A A TP p A P p A F A+ +           (2) 

 
AT  is the threshold of the decision. 
The probability density of signal a, at the Earth receiver 

station output is, for 0<a<aT: 
 

)()()()()( 2211 12 TaaaTaaaa aFapPaFapPap +=    (3) 

and for aT<a: 

1 21 1 1( ) ( ) ( ) ( )a a a a a a Tp a P p a P p a F a= + +  

2 12 2 2( ) ( ) ( )a a a a a TP p a P p a F a+ +            (4) 

 
The signals at the input are 1a  and 2a , Ta  is the 

threshold of the decision. 
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c) 

Figure 2. System model  - a) entire system;  b) Satellite Station (SS);  

c) Earth Station (ZS) 

The signal z at the Earth receiver station output is [2]: 
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where x1 and y1 are the Gaussian components in phase and 
quadrature, respectively. 

The conditional probability density of the signal z is: 
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where σi, i=1,2, are standard deviation of appropriate 
variables. 

The probability density of the signal z is: 
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The joint probability density of the Gaussian 

components x1 and y1 is: 
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The function ),,,( 111 yxAaf  is defined with: 
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The probability density of output signal z, after some 

substitutions, is: 
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The signals A1, A2, 1a , 2a  have Nakagami-m 

distributions: 
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The signals for up and down links are not simetrical. 
There is two parameters of Nakagami-m distribution: a 

shape parameter m,  and a second parameter controlling 
spread, Ω. 

The cumulative probability densities (CDFs) are given 
by: 
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where γ (x, a) is incomplete gamma function defined by 
[20]. 

After putting the expressions (11) to (18) into (10) we 
obtain the probability density of the output signal z in the 
presence of Nakagami-m fading.. The other system 
performances could be calculated by means of the output 
signal probability density function. 

When the signals A1, A2, 1a , 2a  have Rice distributions, 

probability density  functions are [11]: 
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The parameters of Rice distribution are the signal 

amplitudes Ω and variances σ. 
The cumulative probability densities (CDFs) for Rice 

distribution are given by: 
 ( )
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Q(a,b) is the Marcum Q function defined as [21]: 
 

( ) ∫∞ 


 +−=
b

dtatI
at

tbaQ )(
2

exp, 0

22
              (27) 

 
After putting the expressions (19) to (28) into (10) we 

obtain the probability density of the output signal z in the 
presence of Rice fading. 

IV. SYSTEM PERFORMANCES 

The obtained expressions for the probability density 
function (PDF) of the output signal after diversity 
combining can be used to study the moments, the amount of 
fading, the outage probability and the average bit error rate 
of proposed system. 

The outage probability Pout is standard performance 
criterion of communication systems operating over fading 
channels. This performance measure is commonly used to 
control the noise or cochannel interference level, helping the 
designers of wireless communications system's to meet the 
quality-of-service (QoS) and grade of service (GoS) 
demands. 

In the interference-limited environment, the outage 
probability Pout is defined as the probability which combined 
SIR falls below a given outage threshold γT, also known as a 
protection ratio. Protection ratio depends on modulation 
technique and expected QoS. 

The outage probability, )( thout rP , is defined as: 
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After putting ( )zp z from (10), the outage probability 

can be expressed as 
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For binary phase shift keying (BPSK) modulation 

scheme, the bit error rate (BER) is given by 
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where Pb(e/γ) is conditional BER and p(γ) is the PDF of the 
instantaneous SNR. Pb(e/γ) can be expressed in terms of the 
Gaussian Q-function as  
 ( )γγ gQePb 2)/( = ;                            (31) 

 
Q  is the one-dimensional Gaussian Q-function 
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Gaussian Q-function can be defined using alternative form 
as 
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For coherent BPSK modulation parameter g is 

determined as g=1 and Pb(e/γ) is given by 
 ( )γγ 2)/( QePb = .                            (34) 
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V. NUMERICAL RESULTS 

The probability density function curves (PDFs), p(z), of 
the signal z at the Earth receiver station output, in the 
presence of Nakagami-m fading are given in Figures 3 to 6 
for diferent parameters.  
 

 

Figure 3. The probability density function p(z) for Nakagami-m fading 
present on receiver satellite and Earth station, for different parameters: 

 σ1 =1, σ2 = 0.5, 0.7, 1, 1.5,  
m1 = m2 =1, Ω1 = Ω2 =1, m3 = m4 =1,  Ω3= Ω4=1, a t=2, At=2 

 

 

Figure 4. The  probability density function p(z) for Nakagami-m fading 
present on receiver satellite and Earth station, for different parameters:  

σ1= 0.7, 1, 1.5, σ2=0.7, m1= m2=1, Ω1= Ω2=1, m3= m4=1, Ω3= Ω4=1, 
αt=1, At=1 

 
We can see from these figures the influence of two 

parameters of Nakagami-m distribution, a shape parameter, 
m, and a second parameter, Ω, the standard deviations σi, 
and the signal amplitudes A1, A2, 1a  and 2a . 

 

Figure 5. The probability density function p(z) for Nakagami-m fading 
present on receiver satellite and Earth station, for different parameters: 

σ1=0.7, σ2=0.7, , m1= m2=1, Ω1= Ω2=0.2, 0.5, 1, 1.5, m3= m4=1, 
 Ω3= Ω4=1, αt=1, At=1 

 
Figure 6. The probability density function p(z) for Nakagami-m fading 
present on receiver satellite and Earth station, for different parameters: 
σ1=0.7, σ2=0.7, , m1= m2=1, Ω1= Ω2= 1, m3= m4=1, Ω3= Ω4=1, At=1,   

at= 0.5, 1, 1.5 

 
Figure 7. The outage probability Pout(z) for Nakagami-m fading present on 

receiver satellite and Earth station, for different parameters:  
σ1=1, σ2=0.5, 0.7, 1, 1.5, m1= m2 =1, Ω1= Ω2=1, m3= m4 =1, Ω3= Ω4=1, 

αt=2, At=2 
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The outage probability curves Pout(z), in the presence of 
Nakagami-m fading are given in Figures 7 and 8 for diferent 
parameters. 
 

 

Figure 8. The outage probability Pout(z) for Nakagami-m fading present on 
receiver satellite and Earth station, for different parameters:  

σ1=0.7, σ2=0.7, m1= m2=1, Ω1= Ω2=0.2, 0.5, 1, 1.5, m3= m4=1,  
Ω3= Ω4=1, αt=1, At=1 

 

 
Figure 9. The probability density function p(z) for Rice fading present on 

receiver satellite and Earth station, for different parameters:  
σ1 =1, σ2 = 0.5, 0.7, 1, 1.5, σA1 = σA2 =1, ΩA1 = ΩA2 =1, σa2 = σa2 =1, 

 Ωa1= Ωa24=1, a t=2, At=2  

 
The probability density function curves (PDFs), p(z), of 

the signal z at the Earth receiver station output, in the 
presence of Rice fading are given in Figures 9 to 12, for 
diferent parameters. 

 

 

Figure 10. The probability density function p(z) for Rice fading present on 
receiver satellite and Earth station, for different parameters: 

σ1= 0.7, 1, 1.5, σ2=0.7,     σA1 =σA2 =0.5, ΩA1 = ΩA2 =1, σa2 = σa2 =0.5, 
Ωa1= Ωa24=1, a t=1, At=1 

 

 

Figure 11. The probability density function p(z)  for Rice fading present on 
receiver satellite and Earth station, for different parameters:  

σ1= 0.7, σ2=0.7, σA1 = σA2 =1, ΩA1 = ΩA2 =0.2, 0.5, 0.7, 1, σa2 = σa2 =1, 
Ωa1= Ωa24=1, a t=1, At=1 

 
We can see from these figures the influence of two 

parameters of Rice distribution, the signal amplitudes Ω and 
variances σ, and the standard deviations σi, and the signal 
amplitudes A1, A2, 1a  and 2a .  

The outage probability curves Pout(z), in the presence of 
Rice fading are given in Figures 13 and 14 for diferent 
parameters. 
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Figure 12. The probability density function p(z)  for Rice fading present on 
receiver satellite and Earth station, for different parameters: 

σ1= 0.7, σ2=0.7, σA1 = σA2 =1, ΩA1 = ΩA2 =1, σa2 = σa2 =1, Ωa1= Ωa24=1, 
a t=0.5, 1, 1.5, 2, At=1 

 

 

Figure 13. The outage probability Pout(z) for Rice fading present on receiver 
satellite and Earth station, for different parameters:  

σ1 =1, σ2 = 0.5, 0.7, 1, 1.5, σA1 = σA2 =1, ΩA1 = ΩA2 =1, σa2 = σa2 =1, 

 Ωa1= Ωa24=1, a t=2, At=2  

 
The dependence of probability density functions, pdf 

p(z), from z, the Earth receiver station output signal, are 
given in Figures 3 to 6 in the presence of Nakagami-m 
fading, and in Figures 9 to 12 in the presence of Rice fading, 
present on receiver satellite and Earth stations for some 
values of distribution parameters. In every graph one or 
several parameters are given by few values and one can see 
the variation of pdf versus values of selected parameters for 
constant other parameters. 

The expression for probability density function (PDF) of 
the output signal after diversity combining is used to study 
the outage probability of proposed system. The outage 
probability is standard performance criterion of 
communication systems operating over fading channels. 
 

 

Figure 14. The outage probability Pout(z)  for Rice fading present on 
receiver satellite and Earth station, for different parameters: 

σ1= 0.7, σ2=0.7, σA1 = σA2 =1, ΩA1 = ΩA2 =0.2, 0.5, 0.7, 1, σa2 = σa2 =1, 
Ωa1= Ωa24=1, a t=1, At=1 

 
The outage probability curves Pout(z), are shown in 

Figures 7, 8, 13, 14 for determined values of distribution 
parameters: parameters of fadings on receiver satellite and 
Earth station, the standard deviations σi, and the signal 
values at the system inputs. 

The values of Pout(z) for some values of parameters σ2, 
and constant other parameters, are shown in Figures 7 and 
13. From this figure can be seen that Pout(z) decreases with 
increase of parameter σ2, for the same value of z, if z is 
bigger than threshold decision. From Figures 8 and 14, it can 
be seen that Pout(z) decreases with increasing of spread 
parameters Ω1=Ω2.  

VI. CONCLUSION 

In this paper the satellite communication system consisting 
of the earth transmitting station and the satellite transponder 
was considered. Switch and stay combining (SSC) diversity 
technics are used on receiving satellite and receiving Earth 
stations. SSC is used, as the simplest and the cheapest 
combining method, to reduce fading influence to the system 
performances. The presence of Nakagami-m and Rice 
fading on receiving satellite and receiving Earth stations is 
observed. Rice distribution is used to model the envelope of 
fading channels in wireless telecommunication systems with 
direct line of site, when dominate component exists. This 
type of the satellite communication system can be used for 
propagation channels consisting of one strong direct LOS 
(line of sight) component and many random weaker 
components for both, receiving satellite and receiving earth 
stations and for satellite propagation channels that obey a 
Nakagami m distribution. The fading is the limiting factor in 
both directions. Because it has been found experimentally 
that Nakagami distribution offers better fit for wider range of 
fading conditions in wireless communications, the 
influence of this kind of fading is analyzed also. 
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The probability density functions (PDFs) of the signal at 
the Earth receiver station output are represented for different 
parameter values. The other system performances, such as 
the system error probability and the outage probability,  
could be calculated by the output signal probability density 
function. In this paper, the outage probability, as standard 
performance criterion of communication systems operating 
over fading channels, is calculated and the curves are shown 
also. 

In the future work the other combining techniques, such 
as Maximal Ratio Combining, (MRC), Equal Gain 
Combining, (EGC), and Selection Combining, (SC), could 
be investigated and the results compared with appropriate in 
this paper. 
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Abstract—OSC (Orthogonal Sub Channel) is an enhancement 
for the GSM voice service. It provides up to double capacity in 
the radio interface with the same hardware compared to the 
GSM Half Rate (HR) mode. This paper investigates the effects 
of OSC on the capacity utilization as a function of the OSC 
capable handset penetration. The variation of the radio net-
work capacity is studied by taking into account the division of 
the time slot usage between HR and OSC capable terminals, 
which depends on the OSC capable handset penetration. The 
achievable capacity gain is studied by investigating the block-
ing rate behavior. In addition, a set of test cases was carried 
out in a GSM network in order to evaluate the radio perform-
ance of OSC in terms of the carrier per noise level. The tests 
were performed in a noise-limited indoor environment, and the 
quality and received power level distributions were analyzed. 
Based on the post-processing and analysis of the performance 
data as a function of the OSC penetration, a generic model to 
estimate the effect of OSC on the GSM capacity gain was 
developed. The model utilizes the network statistics and 
performance indicators of GSM, and provides an estimate of 
the possible OSC gains in the investigated regions before the 
OSC feature is actually activated. 

Keywords—OSC, GSM, 2G, SAIC, voice evolution, capacity 
enhancement, radio network planning, optimization, DHR. 

I.  INTRODUCTION 

The capacity utilization is one of the most important 
optimization items of the GSM radio interface. The recently 
developed Dual Half Rate (DHR) functionality can be con-
sidered as a major step in the 2G evolution path. OSC 
(Orthogonal Sub Channel) is a solution for offering the pair-
ing of two separate users into a single HR (Half Rate) time 
slot resource in such a way that no hardware enhancements 
are needed in the network side. OSC utilizes a SAIC (Single 
Antenna Interference Cancellation) functionality of the al-
ready existing handsets, which means that OSC provides a 
SAIC penetration dependent capacity gain as soon as it is 
activated via a software update of the Base Transceiver Sta-
tions (BTS) and Base Station Controllers (BSC) of the GSM 
radio network. 

Based on  [1], this paper presents an extended analysis of 
the OSC gain as a function of SAIC handset penetration, and 
complements the analysis by investigating further the radio 

performance analysis presented in  [2]. These results are 
processed in order to form a complete OSC gain model that 
consists of the predicted effect on the capacity and radio per-
formance of GSM voice calls. 

During the evolution of the circuit switched (CS) domain 
of GSM, there have been various capacity enhancement 
methods applied in the networks like Dynamic Frequency 
and Channel Allocation  [3], Adaptive Multi Rate codecs  [4] 
and Frequency Hopping (FH)  [5]. Also several other solu-
tions have been proposed, although these are still under 
development, like multiple beam smart antennas  [6]. At the 
moment, though, one of the most concrete ways that provide 
with a notable capacity effect is the SAIC concept. There are 
various studies available presenting the respective benefit in 
different environments  [7] [8] [9] [10]. 

The first DHR deployments are based on the OSC func-
tionality that has been evaluated and standardized by 3GPP 
GERAN  [11] [12] [13] [14]. It utilizes SAIC and provide 
capacity enhancement without need for modifications to the 
already existing new mobile station generation. 

Despite of the availability of various studies about the 
SAIC gain, the capacity behavior in a typical OSC network 
deployment is not clear. This paper presents thus an analysis 
of the effect of OSC on the offered capacity by investigating 
the benefits, e.g., in terms of the utilization and possibility 
for the reduction of the transceivers as a part of the frequency 
re-farming between GSM and other technologies such as 
HSPA (High Speed Packet Access) and LTE (Long Term 
Evolution). Based on realistic radio measurements in an in-
door environment, this paper also investigates the effective 
proportion of the coverage area where OSC can be utilized. 

The GSM HR mode is selected as a reference for the 
investigations as it is assumed to be available in a typical 
environment. The capacity gain of OSC is obviously lower in 
the cell edge where the network dependent algorithm 
switches the OSC first to the HR mode and eventually to the 
FR (Full Rate) mode assuming that Adaptive Multi Rate 
(AMR) functionality is utilized. This paper investigates the 
capacity effect of OSC together with the impacts on the radio 
quality, which together forms a complete prediction model 
for the OSC gain as a function of the OSC penetration. 

First, a brief overview to the principles and functionality 
of OSC is given in Section II. Then, a theoretical analysis of 
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the capacity behavior of OSC is presented in Section III. The 
analysis shows the mapping of the estimated OSC penetra-
tion value in the actual usage of the Time Slots (TSL) for 
OSC and GSM Half-Rate (HR) modes. Then, the effect of 
OSC is investigated on the variation of the offered traffic, 
which gives possibility to estimate either the reduction of the 
already deployed capacity (transceiver units, TRX) or, which 
gives time for the postponing of the future hardware capacity 
additions yet maintaining the original or lower blocking rate 
of the GSM cell. The effects of OSC on the radio perform-
ance are investigated in Section IV, which provides informa-
tion about the usability of OSC within the coverage area. The 
field tests carried out in this section are based on the noise-
limited indoor environment, but the results can be extended 
also to the outdoor. Based on Sections III and IV, the com-
plete model is proposed in Section V. The input of the model 
is based on the Key Performance Indicators (KPI) of GSM. 
The output predicts the effect of OSC on the respective OSC 
coverage compared to the GSM HR (Half Rate) mode as a 
function of the OSC penetration. Finally, Section VI presents 
the conclusions of the work. 

II. THE FUNCTIONALITY AND USABILITY OF OSC 

GSM technology is globally most widely deployed cellu-
lar mobile communication system. In emerging markets, the 
increase trend of new-developed subscribers and consequent 
voice traffic explosion creates a great pressure on network 
operators, especially for those operators that need to provide 
service to a large population with only limited bandwidth. In 
mature markets, GSM frequencies are being re-farmed to 
UMTS and LTE in order to provide a national-wide mobile 
broadband service with a limited investment and better qual-
ity; this action will squeeze GSM bandwidth and increase 
demand over GSM technology to achieve higher capacity 
and spectrum efficiency, so as to maintain the current traffic 
volumes and user experience. Furthermore, considering that 
the Average Revenue per User (ARPU) continues decreas-
ing, most operators are facing the challenge of improving 
their hardware utilization efficiency. 

In order to cope with the scenarios outlined above, some 
possible solutions are brought up. Among them, one of the 
most promising proposals is the OSC feature, a voice capac-
ity enhancement for the GSM networks. OSC is standardized 
in 3GPP, and the first live network OSC trials have been 
carried out in 2010. OSC is backwards compatible solution 
with the original TDMA frame structure of GSM, exploiting 
the single 200 kHz frame bandwidth by multiplexing more 
users to its 8 physical time slots. The OSC DHR (Dual Half 
Rate) mode utilizes a single physical TSL for up to four us-
ers compared to the HR mode that can multiplex two users 
within the same TSL, or only one user in the FR (Full Rate) 
mode. 

In Downlink (DL), OSC DHR distinguishes between two 
independent GSM users sharing the same HR resource by 
interpreting the 8-level GMSK modulation as two separate 
QPSK (Quadrature Phase Shift Keying) modulation dia-
grams in such a way that the users form pairs within the HR 
TSL as presented in FIGURE 1. 

I

Q

(1,1)(0,1)

(0,0) (1,0)

 
FIGURE 1. Two separate OSC DHR users can be multiplexed in DL via 

the pairing based on the QPSK constellation. 
 

As presented in FIGURE 2, a MUD (Multi-User Detection) 
receiver is used in Uplink (UL) in order to identify two users 
sharing the same physical time slot, and the separation of the 
users is handled via different training sequences  [11]. This 
requires antenna diversity in the GSM base station with 
MUD functionality  [9]. The applied Multiple-Input, Multi-
ple-Output (MIMO) concept gives benefits especially in 
Rayleigh fading channel  [12]. A GMSK modulation is used 
in UL. 
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FIGURE 2. Two OSC DHR users can share the same HR resource in UL 

via the MIMO functionality of MUD. 
 

FIGURE 3 shows an example about the average behavior of 
the OSC DHR and HR calls in a fully occupied 8-TSL TRX 
assuming that the OSC penetration is 50% and that the users 
are uniformly distributed over the investigated area.  

 

O   O
O   O

H   H H   H H   H H   H
O   O
O   O

H   H
O     
O     

Either 2 x OSC DHR or 1 x legacy GSM HR call 
can utilize each of the HR TSL resource.

OSC users

8 TSL TRX, 10 OSC calls and 10 GSM HR calls 

Legacy GSM HR users

1 physical TSL

 
FIGURE 3. An example of the utilization of the TRX resources for OSC 

DHR and GSM HR calls with the same OSC (SAIC) terminal 
penetration. 
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As FIGURE 3 indicates, the TSL division for the OSC and 
HR calls can be estimated to be 1:2 in case of 50% OSC 
penetration, i.e., OSC utilizes 1/3 of the physical TSL re-
sources in this case. 

When the radio conditions are ideal, i.e., there are no 
restrictions from the radio network side in the usage of the 
TSL for OSC DHR, HR or FR calls, it is thus possible to fit 2 
times more OSC DHR calls into the same TSL compared to 
HR calls. 

The following analysis shows the more detailed division 
of the TSL utilization for the OSC DHR and HR users as a 
function of the OSC penetration, assuming that the network 
supports both modes in the normal operation. 

III. EFFECT OF OSC ON CAPACITY 

This analysis shows the behavior of the GSM cell capac-
ity when both GSM HR and OSC DHR users are found in 
the area. More specifically, the distribution of the HR and 
OSC users in the same cell is studied as a function of the 
OSC capable SAIC mobile station penetration. The capacity 
enhancement is shown between the extreme values, i.e., 
when only HR users are found, and when the cell is popu-
lated with OSC users, in a fully loaded cell. 

In the scenarios presented in this paper, it is assumed that 
the functionality of the OSC is ideal, i.e., it is transparent for 
the existing HR traffic, and that there is no impact of the 
feature on the previous functionality of the network. It 
should be noted that this analysis concentrates purely on the 
radio interface time slot capacity, and does not consider the 
effects of the feature on the radio link budget. The assump-
tion of these calculations is thus the presence of a coverage 
area where the quality and received power levels are suffi-
ciently high for the functioning of the OSC. 

The benefit of OSC is obvious in a fully loaded network 
where major part of the GSM Mobile Stations (MS) is OSC 
capable. The presented investigations are divided into three 
scenarios: The effect of OSC DHR on the TSL distribution in 
a fully loaded cell, on the number of users per TSL, and on 
the blocking rate, which can result the possibility to reduce 
TRX units from the GSM sites. 

A fully loaded cell can be taken as a basis for the study. 
The assumption is that both HR and OSC capable users are 
uniformly distributed over the investigated area. This means 
that the OSC capable MS penetration equals to the probabil-
ity of the OSC MS entering to the cell, the rest of the MSs 
entering to the cell utilizing the HR mode. It should be noted 
that the term HR refers to a MS that is capable of utilizing 
both HR and FR modes. 

When the OSC feature is activated in the GSM network, 
the total number of users, i.e., Mobile Stations that are di-
stributed in the investigated area, is a mix of OSC DHR users 
and GSM HR users: 

 
HR
MS

OSC
MS

tot
MS NNN +=  (1) 

 
The amount of the OSC users depends on the OSC capa-

ble MS penetration α with {α∈ℝ|0≤α≤1}. The number of 
OSC capable users is thus: 

tot
MS

OSC
MS NN ⋅= α  (2) 

 
This means that the number of HR users is: 
 

( ) tot
MS

HR
MS NN ⋅−= α1  (3) 

 
The total number of physical TSLs is divided to the TSLs 

utilized by the OSC users and the HR users. The expression 
for the TSLs occupied by the OSC and HR users is thus: 

 
HR
TSL

OSC
TSL

tot
TSL NNN +=  (4) 

  
The formula contains physical TSLs for OSC and HR. As 

a single OSC TSL can be utilized by a total of 4 OSC users, 
we can present the relationship between the TSL and the 
number of the users in the following way: 

 
OSC
TSL

OSC
MS NN ⋅= 4  (5) 

 
Equally, a total of 2 HR users can utilize the TSL, which 

can be expressed as: 
 

HR
TSL

HR
MS NN ⋅= 2  (6) 

 
FIGURE 4 clarifies the idea of the notation. In this specific 

case, the OSC user penetration α is 12 / 22 = 55%, and the 
physical TSL utilization for OSC users is 3/8. 

Assuming that the users are distributed uniformly in the 
coverage area, the utilization of the TSLs depends on the 
OSC penetration. The following analysis represents the best 
case scenario of a number of HR MSs, which is multiple of 2 
and a number of OSC MSs, which is multiple of 4 so that no 
TSL is occupied by less than 4 OSC MSs or less that 2 HR 
MSs. 

 

O  O
O  O

H  H H  H H  H H  H
O  O
O  O

H  H
O   O
O   O

10=HR
MSN12=OSC

MSN

22=tot
MSN

8=tot
TSLN

5=HR
TSLN3=OSC
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FIGURE 4. An example of the utilization of a single TRX by OSC 

(marked as O) and HR (marked as H) users. 
 

 
By combining (4), (5) and (6), we can write: 
 

24

HR
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OSC
MSHR

TSL
OSC
TSL

tot
TSL

NN
NNN +=+=  (7) 
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We can then introduce the dependency from the OSC 
penetration using (2) and (3): 

 
( )

2

1

4

tot
MS

tot
MStot

TSL

NN
N

αα −
+

⋅
=  (8) 

 
We have therefore expressed the total number of needed 

TSLs as a function of the total number of MSs and the OSC 
penetration coefficient. 

A. The number of users as a function of α 

Similarly, we can express the total number of MSs that 
can be served as a function of the total number of available 
TSLs and the OSC penetration coefficient. 

Let's then introduce β with {β∈ℝ|0≤β≤1}, which gives 
the percentage of the physical TSLs occupied for the OSC 
users. The analysis can be carried further and we can write: 
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We can rearrange as follows: 
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The total number of users can then be expressed as a 

function of the TSLs: 
 

α−
⋅

=
2

4 tot
TSLtot

MS

N
N  (11) 

 
By comparing (9) and (11) we obtain: 
 

( ) tot
TSL

tot
TSL N

N
⋅+⋅=

−
⋅

β
α

12
2

4
 (12) 

 
Therefore the utilization of the TSLs by the OSC users 

can be expressed as a function of OSC user penetration: 
 

α
αβ
−

=
2

 (13) 

 
FIGURE 5 shows the physical TSL utilization for the OSC 

and HR users as a function of the OSC penetration, i.e., the 
level of the TSL occupation as a function of the percentage 
of the SAIC capable handset of the all mobiles in the investi-
gated area. 
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FIGURE 5. The TSL utilization for the OSC and HR calls as a function 

of the OSC penetration. 
 

One point of interest of FIGURE 5 is the SAIC handset 
penetration of 50%, which indicates that the OSC paired 
connections utilize 33% of the physical TSL capacity of the 
cell, the rest being occupied by HR users. Another point of 
interest is the breaking point where both HR and OSC utilize 
the same amount of TSLs. The graph shows that it is found 
at 67% of OSC penetration. 

It should be noted that the calculation is valid within the 
functional coverage area where OSC can be used, i.e., where 
the received power level is high enough. For the areas out-
side the OSC coverage, HR and FR modes are assumed to 
function normally with their respective ranges of received 
power levels indicated in  [15]. 

B. The effect of OSC on the number of users per TSL 

As the number of the OSC and HR users is known as a 
function of α, we can create a function that expresses the 
usage of a single TSL in terms of the number of users served. 
It is clear that the values of the served users oscillates within 
the range of [2, 4], lowest value indicating 100% HR, and 
highest value representing the 100% DHR OSC penetration. 

The number of the users per TSL in a cell that contain 
mixed HR and OSC users can be obtained by utilizing (10) 
and (11): 

 









−

+⋅=
α

α
2

12
tot
TSL

tot
MS

N

N
 (14) 

 
FIGURE 6 shows the number of users per TSL as a function 

of the OSC penetration α. As can be noted, the extreme value 
of 4 is a result of OSC penetration of 100%. 

As an example, the 50% OSC penetration level provides 
an offered capacity for about 2.67 users (which is a mix of 
OSC and HR users in average) per timeslot. It is again as-
sumed that the OSC functionality can be utilized over the 
whole investigated area, meaning that the cell border area of 
the GSM coverage is not considered in this analysis. 
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FIGURE 6. The number of users per TSL as a function of the OSC 

penetration. 
 

C. The effect of OSC on blocking rate 

The original situation of the fully occupied cell with only 
HR users present, i.e., when OSC is not activated, can be 
taken as a reference also for the following analysis. Assum-
ing that the blocking rate of the GSM HR cell in busy hour is 
B, we can estimate its change via the well-known Erlang B 
 [16] after OSC has been activated: 

 


=

=
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N

N
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NB

0
!

!)(  (15) 

 
Term B is the blocking rate (% of the blocked calls com-

pared to the number of whole attempts), N is the available 
amount of time slots, and A is the product of the average call 
density and average time of reservation, i.e., the offered load. 

As it is not possible to solve the equation of offered traf-
fic analytically, it can be utilized in a recursive format: 
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 (16) 

 
Furthermore, the offered traffic (Erl) can be expressed as: 
 

)1( BAx −⋅=  (17) 
 
We can establish a reference case with OSC 0% in the 

following way. The B(N)[OSC = 0%] can be set to 2%. This 
means that, e.g., in the case of 7 traffic TSLs for FR GSM, 
the respective offered load A = 2.94 Erl and the offered traf-
fic is x = 2.88 Erl. The proportion of the offered traffic over 
the whole timeslot capacity x  / TSLtot = 0.41 Erl/TSL. If HR 
codec is utilized, there is double the amount of users served 
within the same TSL number. This can be expressed in Erlag 

B formula by marking the available radio resources as 14, 
which results A = 8.21 Erl and x = 8.04 Erl. The x  / TSLtot 
is now 1.15 Erl/TSL, i.e., FR TSL. The difference between 
these figures shows the Erlag B plus HR gain, i.e., the more 
there is available capacity, the more efficiently the calls can 
be delivered with the same blocking rate. 

When the OSC functionality is activated and the same 
blocking rate is maintained, the available resources with the 
same hardware is now 4·7 = 28 for the B(N)[OSC = 100%], 
i.e., when α = 1. The x  is now 19.75, and the efficiency 2.82 
Erl/TSL, i.e., FR TSL. This shows one of the benefits of 
OSC as it increases clearly the capacity efficiency via the 
Erlang B gain if the same amount of hardware is maintained. 

If instead the amount of users is kept the same, the addi-
tional capacity that is liberated via the more efficient usage 
of TSLs via OSC can be removed partially or totally. This 
provides the basis for 3G re-farming if the operator has both 
2G and 3G licenses. 

With a lower amount of timeslots, the same number of 
users can still be served with the same or lower blocking rate 
like FIGURE 6 indicates. The blocking rate depends on the us-
age of the TSLs for OSC, i.e., on β, which can be expressed 
as a function of α as shown in (13). 

D. The effect of OSC on the TSL and TRX reduction 

It is possible to investigate the dependency of the number 
of users and Erlang B formula's offered traffic as a function 
of the OSC penetration. In order to carry out this part of the 
study, an Erlang B table was created by utilizing (15) and 
(16). 

A case example with a blocking rate of 2.0% was se-
lected. A table of 1−200 TSLs was created as a basis for the 
analysis. FIGURE 7 summarizes the behavior of the channel 
utilization. It can be seen that the performance of the cell 
increases due to the Erlang B gain, along with the OSC pene-
tration growth compared to the original proportion of the HR 
capable users. 
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FIGURE 7. Offered traffic as a function of the OSC penetration, when 

the maximum number of the available time slots is 50 and B = 2%. 
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FIGURE 8. The required time slot number with B = 2% can be observed 

as a function of the OSC capable user penetration. 
 

Next, an analysis of the effect of the SAIC handset 
penetration on the total reduction of the time slot number is 
presented. The calculation can be made by assuming that the 
offered traffic level x and the call blocking rate B are main-
tained in the original level. 

FIGURE 8 summarizes the analysis carried out for 20−100 
Erl of offered traffic. FIGURE 8 can be interpreted in such a 
way that when the OSC penetration grows, the needed num-
ber of TSLs with the same blocking rate (originally 2%) is 
now lower. 

According to the basic behavior of the Erlang B model, 
the effect is logically strongest for the higher capacity cells. 
This can be noted especially from the highest investigated 
offered traffic class of 100 Erl, which requires only half of 
the timeslots when OSC penetration is 100%. 

The effect of OSC can be seen in FIGURE 9, which shows 
the analysis for the required number of TRXs for a set of 
offered traffic classes (Erl) when the OSC capable SAIC 
handset penetration is known. 
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FIGURE 9. The effect of the OSC penetration on the required amount of 

TRXs when the blocking rate B is kept the same (2%). 

The assumption in this case is that each TRX contains 8 
traffic channels. It is now possible to interpret the benefit of 
OSC in terms of the transceiver units. Table I summarizes 
the calculation as a function of TRX number. 

 

 
 
TABLE 1 indicates that the benefit of OSC starts to be 

significant when the original BTS contains at least 4 TRX 
elements (per sector or in omni-radiating site). In that case, 
already a relatively low OSC penetration of 25% provides a 
possibility to remove a complete TRX element (i.e., one fre-
quency block of 200 kHz) from the cell, yet still keeping the 
blocking rate below or the same as was observed originally, 
which is 2% in this example. If this capacity is removed, it 
can be utilized for the re-farming of 3G frequencies. Alterna-
tively, if no TRX units are removed, the offered capacity can 
be utilized more efficiently for parallel packet data via the 
lower circuit switched call blocking rate. There are thus 
various different network evolution scenarios available due 
to OSC. 

FIGURE 10 summarizes the amount of TRXs (assuming that 
each offers 8 physical traffic TSLs) that can be removed 
from the site depending on the OSC penetration and the of-
fered traffic in such a way that the blocking rate would not 
change from the original 2 % figure. It should be noted that a 
small part of the TSLs are used also for signaling, and that 
each TRX unit is a physical 8-TSL equipment, so only inte-
ger values rounded up should be considered in the interpreta-
tion of the number of TRXs. 
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FIGURE 10. The effect of OSC on the reduction of TRX elements. 

TABLE 1. The estimation of the needed TRX element number as a 
function of the OSC penetration, when the blocking probability B=2%. 

OSC penetration 
x  (Erl) 

0.00 0.25 0.50 0.75 1.00 
20 1.8 1.5 1.3 1.1 0.9 
40 3.1 2.7 2.3 2.0 1.6 
60 4.5 3.8 3.2 2.7 2.3 
80 5.8 5.0 4.2 3.5 2.9 

100 7.1 6.1 5.1 4.3 3.5 
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The presented analysis provide a base for the GSM net-
work re-dimensioning in the following scenarios: 

1) In the case of still growing GSM traffic, the estimation 
of the already existing penetration of SAIC terminals when 
the OSC feature is activated, as well as the prediction of the 
SAIC penetration development within the forthcoming years 
gives a possibility to adjust the radio capacity plans. This 
means that the otherwise required TRX extensions can be 
postponed or rejected as long as the blocking rate can be 
maintained in the allowed level with OSC. 

2) In the case of stabilized or lower GSM traffic, the 
same blocking rate can be maintained with a lower amount 
of the TRX units. This liberated bandwidth can be reused for 
the delivery of the growing 3G traffic in the same frequency 
band, if available for the operator, which makes the fre-
quency re-farming more fluent with OSC. 

IV. OSC RADIO PERFORMANCE ANALYSIS 

A. Methodology for the analysis 

The laboratory environment consisted of Base Station 
Sub system (BSS) and Network and Switching Sub-system 
(NSS) with functional elements (Base Transceiver Station 
BTS, Base station Controller BSC, Mobile Switching Centre 
MSC and Home Location Register HLR) as shown in FIGURE 

11. The Abis interface was based on the IP emulation. The 
BTS was located in Madrid, Spain, and BSC in Finland. The 
voice calls were established only within the test network. 
Discontinuous Transmission (DTX) and Frequency Hopping 
(FH) were disabled during the measurement data collection. 

 
Base station Sub-System

BSC

MSC

HLR/ 
VLR

Network 
Sub-

System
BTS

IP Network

 
FIGURE 11. The laboratory setup consisted of a functional GSM 

network with a single radio cell. 
 

The test network consisted of one cell in the indoors. The 
link budget was dimensioned by using adjustable attenuators 
and minimal TRX output power, which resulted in a cell ra-
dius of about 40 meters. The indoor radio propagation condi-
tions provided nearly line of sight, with light wall obstacles. 
This setup represents a noise-limited environment within the 
whole functional received power level range of GSM. 

For the evaluation of the radio performance, the quality 
level Q and received power level PRX were correlated and 
stored in Slow Associated Control Channel (SACCH) frame 
intervals of 480 ms during the active voice calls. The corre-
lated Qn values with n = 0...7 and PRXm categories with m = 
0...5 were collected to a matrix. TABLE 2 presents the equiva-
lence of the Q levels and bit error rate (BER), and TABLE 3 
shows the PRX categories in terms of dBm ranges  [15]. 

The values for the Carrier-to-Noise ratio (C/N) are based 
on the thermal noise level and terminal's noise figure. The 

value for the noise floor can be estimated by applying the 
formula: 

 
( )

( )HzBHzdBm

dBmTBkP Bn

10

3
10

log10/174

10log10

+−=
⋅=   (18) 

 
where kB is Boltzmann's constant (1.38·10-23 J/K), T is the 

temperature (290 K is assumed) and B is the bandwidth in 
Hz. For a single GSM frequency channel of 200 kHz, the 
thermal noise level is thus −120.98 dBm. The values of TABLE 

3 contain also the receiver noise power of about 3 dB, result-
ing in total noise level N of −118 dBm. 

The OSC functionality was set up to the BTS and BSC 
by utilizing non-commercial R&D software. DHR mode of 
OSC was utilized in a single TSL with minimally correlating 
training sequences. 

 

 
 

 
 

B. Laboratory tests with SAIC handsets 

The data collection was carried out over the functional 
coverage area by applying BSC measurement called RxLevel 
Statistics. SAIC terminals were used for the test calls. The 
collection was done in systematic manner by moving the 
terminals approximately 0.5 m/s with a test platform. 

The correlated (Q, PRX) matrix was collected for both 
OSC and reference GSM HR calls. It should be noted that 
the testing was done only for one physical TSL whilst the 
other traffic TSLs were blocked. As the environment was 
noise-limited and no inter-TSL interferences were present, 
this represents a fully loaded cell. The interval of the (Q, 
PRX) matrices was 15 minutes. 

FIGURE 12 shows the principle of the data collection, which 
was carried out in three different phases within high, medium 
and low ranges of received power levels. This method was 
applied to the investigations in order to collect the data over 
the PRX categories in as uniform manner as possible. 

TABLE 3. PRX categories and respective Carrier-to-Noise ranges.
PRXm category PRX (dBm) C/N (dB) 

m=5 [−38, −69] [49, 80] 
m=4 [−70, −79] [39, 48] 
m=3 [−80, −89] [29, 38] 
m=2 [−90, −94] [24, 28] 
m=1 [−95, −99] [19, 23] 
m=0 [−100, −110] [8, 18] 

TABLE 2. Mapping of quality categories (Q) and Bit Error Rates (BER).
Qn category BER (%) 

n=0 [0.0, 0.2] 
n=1 [0.2, 0.4] 
n=2 [0.4, 0.8] 
n=3 [0.8, 1.6] 
n=4 [1.6, 3.2] 
n=5 [3.2, 6.4] 
n=6 [6.4, 12.8] 
n=7 [12.8, 100] 
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FIGURE 12. The measurement data were collected in three phases, 

within high, mid and low field (values of PRX in dBm). 

 

C. Laboratory results 

The correlated (Qn, PRXm) results can be organized to a 
matrix format in such a way that the elements vi,j correspond 
to the number N of the samples of Q8-i, where i=0,1,...,8, and 
PRXj-1, with j=0,1,...,5, is indicated as N(Qn, PRXm). The result 
of (Q0, PRX0) represents thus the value of the matrix element 
v8,1 and (Q1, PRX1) corresponds to the element v7,1. The last 
result of (Q7, PRX5) is found in the element v1,6. The following 
format clarifies the idea. 
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The following matrices MGSM and MOSC presents the 

normalized results for GSM and OSC laboratory tests, 
respectively. Each matrix element represents the percentage 
of the number of samples for that Q and PRX compared to the 
total number of samples. 
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56.2847.1113.1435.1033.581.1

02.006.023.018.066.066.0

03.003.032.063.034.111.1

03.004.030.058.069.197.2

03.002.023.071.096.181.3

02.008.039.095.031.157.3

00.000.001.002.002.067.2

00.000.000.000.000.070.1

GSMM  

 

































=

92.924.2465.1807.200.002.0

07.005.019.197.100.000.0

05.007.099.019.400.000.0

04.002.042.153.607.000.0

05.000.070.095.680.000.0

03.000.016.093.136.500.0

00.000.001.001.009.585.2

00.000.000.000.003.044.4

OSCM  

In the original GSM mode and with full load of a single 
TSL, a total of two HR users consume the whole physical 
TSL. In the OSC mode, in turn, a total of 4 DHR users util-
izes the physical TSL in the fully loaded TSL. 

The Qn and PRXm results were collected in three phases, 
each lasting 15 minutes. One area is characterized as a strong 
field with main part of the results occurring in PRX categories 
of PRX5 and PRX4. The second represents medium field with 
values of PRX3 and PRX2, and the third area represents low 
field with values belonging to PRX1 and PRX0. The results 
were then combined in order to present the matrix of the 
complete field. 

All the measurement data samples were collected as uni-
formly as possible by moving the platform in a constant 
speed. The data collection in the lowest field was done by 
observing the Radio Link Timer (RLT) parameter value di-
rectly in the mobile phone's engineering mode channel dis-
play. When the field reached the critical level, there occurred 
SACCH frame errors and the retransmission parameter value 
started to decrease from the original value of 20 towards 0. 
Before the zero-value was reached (which drops the call), the 
mobile was moved to the better field in order to raise the 
value back to 20 without breaking the connection. 

There were a total of 20,383 and 19,399 samples col-
lected during the GSM HR and OSC modes, respectively. In 
average, there is thus more than 400 samples per matrix ele-
ment, which results in an average margin error Err[95%] = 
0.98 / √(400) = 4.9% with 95% confidence level per each 
matrix element. Table III shows the Err[95%] for each PRX 
category. 

 

 

D. OSC Radio Performance Model 

Based on the analysis presented previously, a comparison 
of the matrices can be now performed. GSM HR matrix 
MGSM can be selected as a reference in order to produce a 
matrix Mdiff, which indicates the difference or change of the 
original correlated (Q, PRX) distribution in %-units due to the 
OSC mode. The matrix is: 

 
OSCGSMdiff MMM −=  (19) 
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=

65.1877.1251.428.833.579.1

06.001.096.079.166.066.0

02.005.067.056.334.111.1

01.001.012.195.561.197.2

02.001.046.025.616.181.3

02.008.023.098.005.457.3

00.000.001.000.007.518.0

00.000.000.000.003.074.2

diffM  

TABLE 4. The error margin in % of the samples of each PRXm category 
with 95% confidence level. 
Mode PRX0 PRX1 PRX2 PRX3 PRX4 PRX5 
HR 1.6 2.0 1.9 1.8 2.1 1.3 

OSC 2.5 2.0 1.4 1.4 1.4 2.2 
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It can be noted that in the original MGSM, there are all 
quality classes Q0...Q7 present in the lowest field, i.e., in PRX0 
category, whilst MOSC produces samples only to the quality 
classes Q6 and Q7 in the same field. It can be seen that the 
collection of samples for different PRX levels is not uniform, 
indicating that the data collection happened slightly un-
equally in different fields, in addition to the fact that the 
ranges associated with each PRX are different. This makes the 
comparison of the matrices challenging. 

In order to cope with this issue, the result matrices can be 
normalized over each PRXm category (that is by column) in-
stead of the total number of the collected samples, in the 
following way: 
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48.030.029.47.1704.000.0

43.010.013.66.2765.000.0

48.002.001.34.2904.700.0

34.002.068.015.82.4700.0

00.000.006.006.08.440.39

00.000.000.000.026.07.60

OSCM  

 
Now, the difference can be calculated as: 
 

OSCGSMdiff MMM ′−′=′  (20) 

 
The following matrix presents the result in %. 
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07.221.190.94.683.4361.9

67.028.068.397.640.563.3

39.008.024.20.138.1008.6

33.021.022.43.231.132.16

39.011.053.11.2491.88.20

28.069.080.108.15.365.19

00.000.003.005.07.444.24

00.000.000.000.026.05.51

diffM  

 
It can be seen from the matrices that the proportion of 

quality classes Q7 and Q6 is higher in OSC than in GSM HR. 
FIGURE 13 shows the impact of OSC on the quality level 

per each PRX category. The most affected categories are PRX0, 
PRX1 and PRX2 as they include more lower quality values. 
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FIGURE 13. The M'diff presents the change in the distribution of the 

correlated Q and PRX caused by OSC when HR is the reference. 
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FIGURE 14. CDF of the GSM HR analysis, scaled individually for each 

PRX category. 
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FIGURE 15. CDF of the OSC analysis, scaled individually for each PRX 

category. 
 

FIGURE 14 and FIGURE 15 show the difference in the Q class 
behavior. In GSM HR, the lowest PRX has samples over all 
the Q classes whilst OSC only causes samples for Q6 and Q7. 

120

International Journal on Advances in Telecommunications, vol 4 no 1 & 2, year 2011, http://www.iariajournals.org/telecommunications/

2011, © Copyright by authors, Published under agreement with IARIA - www.iaria.org



The introduction of OSC feature causes each CDF to shift 
towards the higher Q classes corresponding to higher BER. 
This indicates that the useful coverage area produced via the 
OSC mode is smaller than the one produced by HR. 

 
1) Scenario 1: Difference of the radio quality in a fully 

loaded GSM HR and OSC cell 
TABLE 5 summarizes the laboratory test analysis in CDF, 

showing the differences between HR and OSC per PRX cate-
gory. As can be noted, the Q5, i.e., BER in the interval 
[3.1%, 6.4%] can be reached with HR between PRX0 and PRX1 
[−95, −110 dBm]. According to Table III, the OSC moves 
the C/N requirement higher, and the Q5 can now be found 
between PRX1 and PRX2 [−90, −99 dBm]. 

 

 
 
It can be assumed that the practical threshold for the 

GSM call is at quality level of Q4, corresponding to a BER in 
the range [1.6, 3.2]. FIGURE 16 shows the CDF of the com-
bined PRX classes as a function of the Q, indicating that the 
Q4 is at 89.5% for GSM HR, and at 80.0% for OSC over the 
whole investigated area AGSM in this specific case. 
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FIGURE 16. The HR and OSC coverage. 

 
The CDF of HR and OSC indicates the presence of 

different Q classes during the measurement, which shows the 

percentage of Q classes in the investigated area. The effect of 
OSC can now be observed based on Q4: 
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where Achange indicates how much the useful coverage 

area of OSC is smaller compared to the HR mode. The radius 
for the OSC mode is reduced from the HR mode by: 
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As the OSC brings up to 100% capacity enhancement 

compared to the GSM HR, the benefit of OSC is clear even 
with this level cell size reduction. 

In practice, the original cell size remains as determined 
by the GSM FR and HR limits for the C/N and C/I levels. In 
other words, when the OSC feature is activated, the cell con-
tains OSC, HR and FR coverage regions. The FR proportion 
remains the same also after the activation of OSC, but HR 
region is divided into OSC and HR regions. The final size of 
these depends mainly on the original overlapping portions of 
the neighboring cells and the criteria of the intra/inter-cell 
handover algorithms. 

Furthermore, the OSC proportion depends also on the 
time slot usage by OSC, β, which in turn depends on the 
OSC capable handset penetration α. 

 
2)  Scenario 2: Only OSC (SAIC) handset penetration is 

known 
In a practical GSM network, there is a certain penetration 

of OSC capable terminals in the investigated field. When 
OSC is activated, there are legacy terminals that are capable 
of functioning only with the previous GSM codecs (FR, HR, 
AMR), and SAIC terminals that are also capable to function 
in the DHR mode. 

It is thus important to take the SAIC terminal penetration 
into account when modeling the effect of OSC in the field. 
The M'GSM and M'OSC presented previously show the corre-
lated distribution of (Q, PRX) in a fully loaded situation, i.e., 
when all the time slots are occupied either by GMS HR or 
OSC users. We can still utilize this assumption of fully 
loaded cell in order to find the limits of the effect. Let's as-
sume the SAIC handset penetration is α of all the terminals 
in the investigated area. As the OSC DHR utilizes single 
TSL for a total of 4 users whilst GSM HR can multiplex two 
users in the same TSL, the TSL capacity related scaling fac-
tor is needed for the performance model. 

In a typical case, there are 2 or more TRXs per cell in 
sub-urban areas, and 4 or more in dense city environment. 
The TSL utilization of the OSC vs. HR can be estimated by 
α. The TSL utilization factor β for the OSC TSL occupancy 

TABLE 5. The 95 % Q criterion analysis for the GSM HR calls. 
* Note: When the Q0 value is achieved more than 95 % of the time, the 
corresponding %-value is shown in brackets. 

PRX category 
Q value for 
GSM HR 

(reference) 

Q value for OSC / 
difference with GSM 

HR (%-units) 

PRX0 6.5 6.9 / −0.4 
PRX1 4.5 5.9 / −1.4 
PRX2 4.3 4.4 / −0.1 
PRX3 2.5 2.8 / −0.3 

PRX4 0.0* (98.1 %) 
0.0* (97.5 %) / 0.0 

(−0.6 %-units) 

PRX5 0.0* (99.6 %) 
0.0* (99.4 %) / 0.0 

(−0.2 %-units) 
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in a fully loaded cell as a function of the OSC mobile termi-
nal penetration can be formulated as presented in  [1]: 

 

α
αβ
−

=
2

 (23) 

 
Now, when M'GSM, M'diff and OSC penetration α are 

known, the M'OSC can be obtained by scaling the original 
GSM matrix element-wise. We can donate the elements of 

the matrix M'GSM as '
,

GSM
nmv  and the elements of the matrix 

M'OSC as '
,

OSC
nmv . The scaling between these corresponding 

elements can be assumed to be linear according to the princi-
ple of the linear interpolation function: 

 
bkxy +=   , (24) 

 

where {k∈ℝ|0≤k≤1} and represents the coefficient in x-
axis of the physical TSL usage, i.e.: 

 
'

,
'

,
GSM

nm
OSC

nm vvk −=  (25) 

 
Term b is the value of y when x = 0, i.e., it equals to 

'
,

GSM
nmv . Term x represents the usage of the TSLs for the OSC: 

 
β=x   (26) 

 
The scaling of each element for the partially loaded OSC 

cells can thus be done as follows: 
 

( ) '
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'
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FIGURE 17. An example of the expected (Q, PRX) distribution 

(normalized over each RXlevel category) when OSC user penetration α 
is 50% and the OSC TSL usage B is 37.5%. 

 
M'GSM and M'OSC obtained from the laboratory can be util-

ized directly, and the estimate of the new M'OSC (α) can be 
thus constructed by interpolating linearly the matrix values 
element-by element basis. 

The usage of the laboratory results is most accurate in 
environment that contains approximately same type of radio 
channel, i.e., in noise-limited environment with almost line-
of-sight and light proportion of Rayleigh fading. If the radio 
channel differs considerably from the laboratory, Scenario 3 
should be considered instead. This means that the case re-
sults presented in this paper might vary depending, e.g., on 
the level of the co-channel and adjacent channel interfer-
ences as well as on the type of multi-path propagation 
characteristics in the investigated area. 

 
3) Scenario 3: OSC (SAIC) handset penetration and 

new M'GSM are known 
When the new M'GSM is known, showing the correlated 

(Qn, PRXm) matrix for HR calls, it can be assumed that the 
new M'OSC is possible to construct by applying the M'diff that 
was obtained from the laboratory. The assumption is that the 
OSC feature performance is independent of the radio condi-
tions, i.e., the reference M'GSM obtained from the laboratory 
already contains the radio channel related performance, 
whilst M'OSC includes this same radio performance effect and 
an additional OSC performance specific performance. 
Assuming this is applicable in varying radio conditions, the 
new M'OSC can be constructed by taking into account the 
OSC penetration: 

 
diffGSMOSC MMM ''' ⋅+= β  (28) 

 
As explained in scenario 2, the activation of OSC is seen 

within the HR coverage area, the FR area staying unchanged. 
The utilization of the OSC compared to the original HR re-
gion can now be interpreted from the practical measurements 
or by taking again the Q4 criterion as a basis. Also another 
value of the quality classes can be utilized, if that corre-
sponds to the OSC pairing and un-pairing criteria of the OSC 
algorithm. 

V. COMPLETE OSC MODEL 

The strength of the developed model is that it requires 
only few and basic inputs, which are: 1) Rx Level Statistics 
tables before the OSC functionality is activated; 2) estima-
tion of the OSC capable penetration in the initial phase of the 
OSC activation; and 3) optionally the percentage of the util-
ized HR and FR codecs. 

A. OSC model process 

FIGURE 18 shows the complete process of the model. The 
model processes the input data in such a way that the ex-
pected (Q,PRX) matrix is formed based on the measured and 
correlated (Q, PRX) table element-by-element according to 
(27). By default, the scaling of each element can be done by 
utilizing the already formed difference matrix. It should be 
noted that the presented difference matrix is valid for the 
noise-limited environment, so new difference matrix might 
be needed for the interference-limited environment.  

The output of the model indicates the proportion of the 
OSC usage as a function of the OSC capable handset 
penetration, with the capacity gain that can be expressed in 
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terms of increased offered load/traffic or of the possibility to 
reduce TRX elements. The radio performance result is based 
on the analysis of the changed C/I or C/N distributions. 

When the complete model is applied in the investigation 
of a realistic GSM network, the steps described in FIGURE 18 
can be taken into account for solving first the impact on the 
radio performance, i.e., on the changes of the quality. 

The actual capacity gain depends on the radio perform-
ance, i.e., which proportion of the GSM call can be utilized 
for the OSC, and on the OSC penetration, i.e., what share of 
the handsets can take the advantage of the usable coverage 
area for the OSC. The estimate of the performance change 
due to the activation of OSC would be made based on the 
pre-formed difference matrices and the SAIC penetration. 

 

Collect (Q, PRX) statistics table from GSM peak-hour

Convert the GSM statistics in matrix format

Input: Measurements

Post-processing

Resolve the OSC matrix for 100% OSC penetration

Apply the difference matrix and solve OSC matrix  for α

Estimate or measure the expected OSC penetration α

Capacity estimate  

Estimate or measure the HR / FR proportion

Output: Prediction

 
FIGURE 18. The process chart of the OSC model usage. 

 
When the Rx level statistics table of GSM is measured 

from the field (i.e., the table without OSC feature activated), 
it can be assumed that the corresponding expected Rx level 
statistics table for the OSC is possible to construct by apply-
ing the correction curves that were obtained from the labora-
tory as shown in FIGURE 13. The assumption is that the OSC 
feature performance is independent of the radio conditions, 
i.e., the reference table of GSM obtained from the laboratory 
already contains the radio channel related performance, and 
that the OSC table includes this same radio performance ef-
fect and an additional OSC performance specific perform-
ance. Assuming this is applicable in varying radio condi-
tions, the new OSC table can be constructed by taking into 
account the OSC penetration: 

 
diffGSMOSC MMM ''' ⋅+= β   , (29) 

 
where M'OSC is the matrix format for the new OSC Rx 

level statistics table, M'GSM is the matrix of the measured 

GSM Rx levels statistics table in the field, and M'diff is the 
correction matrix obtained from the laboratory measure-
ments. The practical way of constructing the OSC Rx level 
table is to utilize the β factor element-by-element basis for 
scaling first each of the difference matrix elements. Then, the 
difference matrix is utilized to scale the GSM Rx level statis-
tics table element-by-element basis. 

B. Process steps 

The complete OSC model considers the radio perform-
ance, or changes of the performance due to the OSC activa-
tion, as well as the resulting capacity gain. The steps for the 
investigation of the OSC impact are: 

Step 1: Storing of the Rx Level statistics measurement 
and codec utilization measurement via BSC. This gives the 
reference for the GSM performance without OSC. 

From the codec utilization measurement, also the esti-
mate of what is the utilization (percentage) of HR and FR 
codecs can be included. That information gives the equiva-
lence of the original HR-FR division also area-wise as shown 
in FIGURE 19. 

 

HR
FR

Utilization of HR

Utilization of FR 

Cell coverage area

HR
FR

Utilization of HR

Utilization of FR 

Cell coverage area

 
FIGURE 19. The original division of the FR and HR mode utilization 

before the OSC feature has been activated. 
 
The investigation of the utilization of the codecs can be 

done for any time of the traffic, but the peak hour as criterion 
is recommended in order to collect as  much data as possible 
in the given time window, and to make sure that the behavior 
of the effect of OSC on the capacity is done in the extreme 
conditions that represents the practical limit for the gain. In 
order to increase the accuracy of the estimate, the Rx level 
statistics measurement for the storing of the correlated Q and 
PRX table can be done at the same time as the codec division. 

Step 2: Estimation of the OSC capable SAIC handset 
proportion in the field, i.e., the factor α. The estimate can be 
carried out via the network statistics that is based on an IMEI 
(International Mobile Equipment Identity) analysis, which is 
correlated with the database of the models that support 
SAIC. The estimate can also be done based on the sales 
statistics, or other practical "best-effort" estimate. Based on 
this information, the average TSL utilization for the OSC 
capable handsets can be estimated by using (23).  

Step 3: Estimation of the capacity regions assuming the 
OSC DHR functions within a part of the HR region. The FR 
region can be assumed to work unchanged, as the situation 
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was before the OSC activation. The criterion for the OSC 
percentage can be selected as presented in FIGURE 16, i.e., 
based on the Q4 level in CDF of the area. If the practical 
implementation of the OSC pairing and un-pairing is based 
on the other Q levels, that can be utilized instead. 

 

OSC

HR
FR

4 users / TSL

1 user / TSL

2 users / TSL

rFR

rHRrOSC

OSC

HR
FR

4 users / TSL

1 user / TSL

2 users / TSL

rFR

rHRrOSC

 
FIGURE 20. When OSC feature is activated, there will be functional 

areas for OSC DHR, HR and FR in the cell, each providing different 
capacity performance. 

 
Step 4: Capacity estimate for the OSC and HR regions, 

and estimate of each region proportions. The division can be 
estimated by the HR and FR codec utilization statistics of 
BSC, UHR indicating the utilization for HR (%) and UFR 
indicating the utilization for FR (%). This division gives the 
first type of indicator for the capacity gain. 

C. OSC utilization 

During the laboratory measurements described above, the 
codec utilization measurement was not yet activated. In prac-
tice, the voice codec statistics measurement can be activated 
in BSC in the same manner as (Q, PRX) statistics in order to 
obtain the realistic division of the HR and FR utilization. In 
this analysis, we can assume case values of UFR = 10% and 
UHR = 90%. The comparison is done by calculating first the 
reference situation, i.e., the total capacity utilization via HR 
and FR, by giving a weight of δHR = 2 (users / TSL) for HR 
(δHR) and 1 (users / TSL) for the FR (δFR): 

 

%180%902%101 =⋅+⋅=

⋅+⋅= HRHRFRFR
tot
GSM UUU δδ  (30) 

 
The reference value is for full FR utilization, which re-

sults 100%. The HR mode as such gives thus 80% capacity 
gain in this specific example. When OSC is activated, the 
utilization of OSC and HR can be estimated accordingly, and 
the new capacity utilization can be thus calculated by: 

 

OSCOSCHRHRFRFR
tot
OSC UUUU ⋅+⋅+⋅= δδδ   , (31) 

 
where the weight for OSC users (δOSC) is 4 (users / TSL). 

Assuming the utilization is still 10% for FR, we get the new 
division between the HR and OSC utilization by observing 
the Q4 criterion and CDF as shown in FIGURE 16. The respec-

tive division between the HR and OSC regions can be thus 
solved. 

In this specific case of the laboratory results, by observ-
ing the FIGURE 16 and respective result via (30) and (31), the 
OSC utilization is 100−10.6 = 89.4 (%) compared to the 
original HR area. The remaining 10.6 (%) share of the area 
represents thus the new HR region. The total utilization of 
the capacity when OSC is activated is thus: 

 
%8.348%4.794%6.102%101 =⋅+⋅+⋅=tot

OSCU  (32) 

 
The original situation without OSC presenting a 100 % 

reference, this means that the capacity gain of Dual Half 
Rate OSC is 248.8% compared to the presence of only FR 
mode, and 348.8⋅100/180−100 = 93.8% compared to the 
presence of both, FR and HR modes. 

It is possible to investigate further the dependency of the 
number of users and Erlang B formula's offered traffic as a 
function of the OSC penetration as shown in FIGURE 7, which 
shows the principle of the method with an example of 2% 
blocking rate. Other blocking rates are possible to be used as 
a basis for the calculations based on the statistics collected 
from the network. In order to estimate the capacity gain cor-
rectly, the investigation of the blocking rate of the network 
area of interest during the busy hour is thus needed. 

FIGURE 7 summarizes the behavior of the channel utiliza-
tion. It can be seen that the performance of the cell increases 
due to the Erlang B gain, along with the OSC penetration 
growth compared to the original proportion of the HR capa-
ble users. 

D. TRX reduction gain 

The calculation for the reduced GSM resources can be 
made by assuming that the offered traffic level and the call 
blocking rate are maintained in the original level. FIGURE 8 
summarizes the analysis carried out for 20...100 Erl of of-
fered traffic when the blocking rate is 2%. 

As can be seen from FIGURE 8, along the growth of the 
OSC penetration, the needed number of TSLs with the same 
blocking rate (originally 2%) gets lower. According to the 
behavior of the Erlang B model, the effect is logically 
strongest for the higher capacity cells. This can be noted 
especially from the highest investigated offered traffic class 
of 100 Erl, which requires only half of the timeslots when 
OSC penetration is 100%. 

Two cases can be constructed based on the offered traffic 
behavior of GSM as a function of OSC penetration. As a first 
case, the offered capacity can be maintained the same, which 
means that the blocking rate for the users will be lower (gain 
of lower blocking rate). This case applies also to the situation 
where future TRX expansions are planned they can be post-
poned until the original (or separately decided new) blocking 
rate is achieved. 

If, instead, the offered capacity is lowered by keeping the 
blocking rate the same, we can estimate the OSC capacity 
gain in terms of the savings in the TRXs. This TRX reduc-
tion can be made based on TABLE 6, by taking into account 
that each TRX element should be informed as integer num-
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ber that is rounded up (containing always 8 physical TSLs). 
Again, the blocking rate of 2% (or lower) is utilized as the 
criterion. The possibility to reduce the TRX elements can be 
utilized for the additional capacity for 3G and 4G. 

 

 
TABLE 6 indicates the capacity gain obtained as a function 

of the OSC penetration in terms of the TRX element reduc-
tion within the functional area of OSC. This case applies to 
the re-farming of the 2G, 3G and 4G frequencies. 

The reduced need for the GSM bandwidth in order to still 
deliver the original 2G traffic with an unchanged quality of 
service level may provide the possibility to add a new UMTS 
carrier of 5 MHz  [17] to the same band. As an example, if 
the original GSM band is of 10 MHz (50 channels of 200 
kHz each), according to FIGURE 9, the 80 Erl traffic can be 
offered with half of the original amount of TRXs when the 
SAIC handset penetration is near 100%. This means that the 
original GSM traffic could be possible to deliver within 5 
MHz band still maintaining approximately the same blocking 
rate, which leaves sufficiently space for adding a complete 
UMTS carrier as a parallel solution. 

The benefit can also be seen with LTE, which provides 
more freedom to select the bandwidth, compared to the fixed 
5 MHz band of UMTS. The narrowest LTE bands, i.e., 1.4, 3 
and 5 MHz  [18] can be utilized to the gradual increasing of 
LTE, when first, GSM traffic can be offered in smaller band 
by OSC, and when GSM traffic eventually lowers. 

By applying the model and reference measurements for 
the quality effect of OSC in noise-limited environment, the 
optimal site configurations can be achieved. According to the 
results presented in this paper, the sites that contain at least 4 
TRXs with approximately 2% blocking rate during the peak-
hour, can benefit from the activation of OSC in such a scale 
that the 4-TRX cell with OSC penetration of about 25% 
would give possibility to remove one complete TRX, the 
blocking rate still being at the same or lower 2% level. 
Alternatively, if the SAIC penetration is relatively high, in 
order of 75%, one TRX element can be removed even from a 
3-TRX cell without impacts on the blocking. 

In the live network, the final effects of OSC depend on 
the proportion of the overlapping cells, co-channel interfer-
ence levels, inter-cell handover algorithms and their parame-
ter values. In any case, the presented analysis gives indica-
tion about the behavior of OSC when the OSC-paired HR 
calls, which can fit a maximum of four users to a single TSL, 
are switched back to HR mode that allows two users to a 
single TSL, or to FR mode that occupies the whole TSL for a 

single connection. The presented model shows how to esti-
mate the proportion of these regions, and what the effect of 
OSC is on the final capacity compared to the network that 
supports only the basic mode of FR/HR. 

VI. CONCLUSIONS 

This paper shows the behavior of the OSC capacity and 
radio performance as a function of the OSC penetration by 
comparing it with the GSM HR/FR traffic. The presented 
analysis is based on theoretical studies of the capacity and 
traffic behavior, as well as on single cell indoor measure-
ments in the non-interfering environment.  

According to the analysis presented in this paper, the 
OSC might function in about 10% smaller coverage area 
than HR mode in a tightly dimensioned environment. This 
proportion depends on the network dimensioning, which 
should be taken into account in the interpretation of the pre-
sented results. 

The results presented in this paper show that the OSC of-
fers a SAIC capable MS penetration dependent capacity 
gain, which can be utilized for lowering the blocking rate of 
the GSM network. In this scenario, the OSC does not benefit 
only the voice capacity, but it also provides higher efficiency 
for the data calls as OSC leaves more time slots for the use 
of packet switched domain. As in this case, the OSC allows 
the circuit switched calls to be delivered via lower amount of 
TSLs, it also liberates TSLs for the PS calls resulting higher 
average data throughputs per data user. It also means that 
recently standardized DLDC (Downlink Dual Carrier) of 
GSM benefits from OSC as the probability to obtain TSLs 
from two separate carriers for DLDC users increases. 

Alternatively, the OSC feature can be utilized for releas-
ing a part of the TRXs still maintaining the same or lower 
blocking rate that is dimensioned for the GSM HR network. 
This scenario can be utilized for the frequency re-farming. 
Assuming that the renewal period of current GSM handsets 
is typically from 3 to 4 years, i.e., the OSC capable MS 
penetration grows relatively fast, the OSC functionality pro-
vides efficient parallel utilization of GSM and 3G/4G. 

The presented method is based on the correlated received 
power level and quality measurements of BSC. It is shown 
that the matrix format, even if the utilized PRX category 
ranges are relatively wide (from 5 to 10 dB resolution) due to 
the limitations of the statistics collection tool, can be utilized 
in the estimation of the OSC performance based on the qual-
ity measurements of the GSM network before the OSC is 
activated. The benefit of this method is that the statistics can 
be collected by activating the correlating data collection un-
der the whole BSC area. The collected data is thus statisti-
cally considerably more accurate compared to a single mo-
bile radio interface measurement results. 

The results indicate the OSC performance in indoor radio 
channel that contains a relatively small proportion of fast 
fading components. The speed represents a typical slow-
moving pedestrian type, and the cell is noise limited. The 
GSM HR codec was utilized for the reference. In case of 
other references (GSM FR and different AMR levels), and 
other radio conditions, additional measurements are needed 
for creating the M'diff matrix, which would be a future work 

TABLE 6. The estimation of the number of TRX elements that can be 
removed as a function of OSC penetration, when the blocking 

probability B=2%. 
OSC penetration 

x  (Erl) 
0.00 0.25 0.50 0.75 1.00 

20 - - - - 1 
40 - 1 1 2 2 
60 - 1 1 2 2 
80 - 1 1 2 3 

100 - 1 2 3 4 
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item. Assuming the effect of the environment is low on the 
M'diff, the results presented in this paper may be used as a 
general estimate of the OSC. As a future work item, the 
model will be evaluated in the outdoor environment with 
interfering components present. 

The model can be considered useful because only basic 
KPIs and statistics about the OSC capable handset penetra-
tion is required as  input values. The result of the model indi-
cates the effect of the OSC for the combination of the radio 
performance and capacity behavior. 
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Abstract—RFID systems, in general, increase the efficiency of
logistic systems, e.g., inventory of stocks. Unfortunately, present
existing systems come fast to their limits if a certain number of
RFID transponders must be inventoried in a limited period of
time, as the channel access method of current RFID systems
is based on Time Division Multiple Access. To shorten the
inventory process, this work shows an implementation of an
UHF RFID system based on semi-passive UHF transponders,
using Code Division Multiple Access as anti-collision method.
The work focuses on the uplink channel (tag to reader) that
covers the transponders’ backscattered signals. This channel
access method enables simultaneous transfer of transponder
data; i.e., all transponders in the field may respond at the
same time within the same frequency band. The data transfer
realized for the uplink channel uses a set of orthogonal
spreading sequences (Gold codes) being different for every
transponder. The RFID reader designed in this work despreads
the backscattered signals and decodes the data of the different
transponders. This work shows, in principle, the opportunity
for a simultaneous data transfer on the uplink channel in
RFID systems, which in turn may reduce the time needed for
a complete inventory round. The entire system is build upon
dedicated hardware, which is, also, a new aspect of this paper.

Keywords-Radio frequency identification; cdma; uhf;
transponder; digital signal processors.

I. I NTRODUCTION

Nowadays, the RFID technology makes it possible to
register all purchased goods of a customer at a checkout
counter, but so far it was not possible to accomplish an entire
stock inventory within a big warehouse, at once. If several
transponders are located within the reading range of a reader,
it may come, with a certain probability, to overlapping
signals (collisions) between some of these transponders. This
is the reason why anti-collision procedures are widely used,
which in turn provide methods trying to prevent transponders
from broadcasting their information simultaneously. Existing
RFID solutions, which are qualified to cope with reading
several transponder in oneinventory round, are based on
Time Division Multiple Access (TDMA, see Figure 1a),
meaning that the transponder in the reader’s field transmit
their data at different moments. Loeffler et al. show in [1]
that code division multiple access (CDMA)-based systems
(Figure 1b) may improve the process of inventory rounds.

Regarding TDMA-based systems, basically, one differ-
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Figure 1. Different communication channel access techniquesfor RFID:
TDMA, CDMA

entiates between the time-independent principle of pure or
unslotted ALOHA and the temporally subdivided principle
of slotted ALOHA. By using unslotted ALOHA, data is sent
at the time it is available, therefore it is fairly unorganized.
In contrast to unslotted ALOHA, the principle of slotted
ALOHA defines the points of time a broadcasting of data is
permitted. For instance, data transmitted by two transponders
using slotted ALOHA only experience a collision if both
transponders begin to send their data at the same time slot.

The anti-collision procedure of the EPC Gen2 standard
[2], [3] is based on slotted ALOHA. A so calledQ-parameter
controls the overall inventory process. The choice ofQ is
a typical trade-off. Choosing a highQ will lead in fact to
a smaller number of collisions but on the other hand to an
increased time needed for an inventory round. A smallerQ
will lead to less acquisition time, but to more collisions,
indeed. In addition, the usage of TDMA methods brings the
systems to its limits when a certain number of transponders
have to beinventoriedin a very short time. For instance, fast
working production lines could face that kind of problem.

The introduction of Code Division Multiple Access may
find a remedy ( [1], [4]). The transponders, each equipped
with a unique orthogonal spreading code, may send their
data at any given point in time. Overlapping signals will be
sorted out by the process of despreading.

The objective of this work is the realization of a CDMA-
based RFID system using semi-passive UHF transponders,
whereby the recognition of the transponders shall be done

127

International Journal on Advances in Telecommunications, vol 4 no 1 & 2, year 2011, http://www.iariajournals.org/telecommunications/

2011, © Copyright by authors, Published under agreement with IARIA - www.iaria.org



quasi-simultaneously. This means that the transponders are
transmitting data within the same time range and frequency
band, in contrast to existing systems based on TDMA. For
a first workaround this work concentrates on the uplink
(i.e., tag to reader communication). The designed UHF
transponders operate in semi-passive mode, meaning that the
digital part of the transponders has an active power supply,
whereas the radio frequency (RF) part works in passive mode
(principle of backscatter [3]). The RFID reader, though, is
separated into two parts. Part one, described as transmitting
system, generates a sinusoidal wave at a certain UHF
frequency. The frequency band for the usage of RFID within
Europe is limited to a band between 865 MHz and 868 MHz.
Part two, the receiving system, mixes down the backscattered
signals, which are further processed analog, A/D converted
and processed digital within a DSP. An overview of the
complete system is given in Figure 3.

The paper is organized as follows. Following the intro-
duction (Section I) and related work (Section II), Section III
shows various anti-collision methods for RFID. This section
focuses on ALOHA and slotted ALOHA as well as on some
basic CDMA methods. Also, theoretical considerations are
made to show the essential advantages of CDMA in RFID
systems. Section IV goes into more detail regarding the
combination of RFID and CDMA as channel access method.
The proposed and realized CDMA-based RFID system is
described in Section V. Within this section, the transmit
stage, the transponder and the receiving stage are explained
in detail. Section VI presents measurements regarding the
system parts in the preceding section. Results are depictedin
Section VII, whereas the article concludes with Section VIII.

II. RELATED WORK

There is still ongoing research in the topic of combin-
ing classic RFID and CDMA methods. Mazurek [5]–[7]
describes an approach where active RFID transponders are
used to implement a direct-sequence (DS) CDMA RFID
uplink transmission. The overall system design is described
in [5]. It consists of several tags working in the 433 MHz
ISM (industrial, scientific and medical) radio band. 127+1
Gold chips are applied at a stated chip rate of the RFID
tags with 97.75 kHz. As the RFID tags are active, the output
power level of the tags’ transmitters is -10 dBm. Also, this
paper shows theoretical, simulated and experimental results
of the implementation. More results of this system are shown
in [6]. Mazurek presents in [7] a performance analysis of the
proposed active RFID system with the unslotted DS-CDMA
transmission scheme. According to his paper, the active
RFID system with DS-CDMA is able to successfully read
out three times more tags per kilohertz bandwidth (RFID
uplink channel) than an ALOHA-based RFID system. This
shows the available potential of CDMA in RFID systems.

Other work related to this subject mainly consists of
theoretical work and carried out simulations. The work

done in [8] compares different approaches to overcome
present limitations by simulating and evaluating slotted
ALOHA, ID arbitration and direct-sequence CDMA. Lim
and Mok [8] came to the result that the performance
results of CDMA gives superior performance compared to
the other two methods. Tseng and Lin [9] demonstrated
(under usage of simulations) that the proposed Spreaded
Partial-Q Slot Count algorithm outperforms existing anti-
collision algorithms (such as common EPC Gen2) in terms
of throughput. This algorithm is indeed a mixture of the
commonly used EPC Gen2 anti-collision algorithm and a
DS-CDMA approach.

A design of a CDMA-based transponder in HF-RFID
(i.e., 13.56 MHz) is proposed by Fukumizu et al. [10]; the
system is based on a PSK-like modulation scheme with a
time hopping DS-CDMA multi-access, i.e., a combination
of TDMA and CDMA. A SAW (surface acoustic wave)
RFID tag is proposed in [11] and a prototype was tested
at a frequency of 250 MHz.

The work from Rohatgi and Durgin [12] is in turn more
closely related to this work. Nevertheless, basic differences
are, e.g., the chosen chip rate, which is 1 kcps (chips per
second), whereas this system operates with a minimum
chip rate of 1.5 Mcps. Another difference is the underlying
code sequence of the transponders. Rohatgi and Durgin [12]
propose the usage of a PN-sequence (Pseudo Noise) in
contrast to the Gold codes used in this work. The generation
of orthogonal code sequences with different lengths is, e.g.,
described in [13] and will therefore not be part of this paper.

III. B ASIC PRINCIPLES OFANTI-COLLISION METHODS

FOR RFID

This section shall outline some basic issues regarding
anti-collision methods within RFID. Basic and state-of-the-
art anti-collision methods are shown in Subsection III-A.
Subsection III-B presents theoretical performance issuesre-
garding the throughput by comparing state-of-the-art TDMA
methods with CDMA anti-collision methods.

A. ALOHA and slotted ALOHA

Before elucidating the state-of-the-art anti-collision
method for UHF RFID systems, the principle of ALOHA
and unslotted ALOHA [14] is illustrated. The ALOHA
protocol (or pure ALOHA), first published by Abramson
[15], is a very simple transmission protocol. The transmitter
sends its data, no matter if the transmission channel is
free or not. This means the transmitter does not care
about collisions with other transmitters. The transmitter
resends its data later, if the acknowledgment from the
receiver is missing. RFID systems based on the principle
of pure ALOHA are, e.g., based on the TTF principle, i.e.,
transponder-talks-first. The IPX protocol from IPICO [16]
is an example for RFID systems using unslotted or pure
ALOHA.
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The extended ALOHA protocol, called slotted ALOHA
[17], introduces time slots in which the transmitter must
send its data at the beginning. Therefore, collisions only
occur within a full time slot. This extension doubles
the maximum throughput of the system. Most current
RFID protocols are based on the principle of slotted
ALOHA, as is also the very common used EPC standard
UHF Class-1 Generation-2 air interface protocol V1.2.0
(ISO 18000-6C), commonly known as “Gen2”. Basically,
the “Gen2” standard works as follows. The standard
defines, that every communication is triggered by the RFID
reader, i.e., RTF (reader-talks-first). An inventory round,
i.e., the process of detecting all available transponders,for
instance, is started with theQuery-command to acquire all
transponders available in the read range. This command
inherits a so calledQ-parameter. Using thisQ-parameter,
every transponder generates a random numberRN in the
range [0; 2Q − 1] and initializes its internal slot counter
with this random number. If, at a given moment, the value
of the slot counter of one or more transponders equals
0, the transponders send a 16 bit random number called
RN16. After the acknowledgment of theRN16 through the
reader, the electronic product code (EPC) is transmitted
from the transponder to the reader and the transponder will
be marked asinventoried. All the left-over (non-marked)
transponders are prompted to decrement its slot counter by
sending aQueryRep-command, and the procedure starts all
over again. In the case of several transponders initializing
their slot counters with the same random numberRN , it
will come sooner or later to a signal collision as the slot
counters will reach zero at the same time slot. If the reader
recognizes such a collision, another inventory round will be
initiated to identify the left-over transponders. Therefore,
a newly value ofQ will be introduced and new random
numbers will be calculated.

Lots of work has been done to improve the current
EPC standard. Improving the current standard anti-collision
method by choosing an appropriate value ofQ, e.g.,
dynamically, is described in [18]–[20]. The right choice of
Q is of great importance for the overall system performance,
so that an accurate estimation would improve the time
needed for an inventory round. Slightly new algorithms,
based on the current EPC “Gen2” standard are outlined,
e.g, in [21], [22]. New better performing algorithms for
the slotted ALOHA protocol for RFID are described in
[23]–[26]. A complete new system with time hopping on
the communication link from tag to reader is outlined in
[27].

B. Throughput in TDMA- and CDMA-based Systems

The throughputS in dependence of the traffic channel
rate G describes the performance of a given transmission
system regarding how many packets must be transmitted
(statistically) until a successful transmission occurs. This
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Figure 2. Various throughputsS over traffic rateG for ALOHA, slotted
ALOHA and CDMA

statement is given with the termG
S

as described by Kleinrock
and Tobagi [28]. The reciprocal of this term, i.e.,S

G
defines

accordingly the probability of a successful transmission.
The channel capacity is determined by maximizingS with
respect toG [28]. According to Abramson [15] the pure
ALOHA transmission has a relation betweenS andG of

S = G e−G (1)

, whereas the throughput of the slotted ALOHA transmission
is defined after Roberts [17] with

S = G e−2G (2)

. Accordingly, the maximum channel capacity is12e ≈
18.4% for pure ALOHA and 1

e
≈ 36.8% for slotted

ALOHA.
For a fair comparison between CDMA-based systems and

ALOHA systems, the total bandwidth has to be maintained
the same for both systems. A CDMA system has a so called
spreading factorC, which is proportional to the length of the
spreading codes respectively the ratio between chip rate and
bit rate (i.e.,Rchip/Rbit) used. According to Linnartz and
Vvedenskaya [29] the throughputS and the offered traffic
rateG is

S = G e−CG

C−1
∑

k=0

(CG)
k

k!
(3)

. Setting C = 1 leads to the slotted ALOHA transmis-
sion scheme. Figure 2 shows various throughputsS over
the traffic rateG. The figure shows the throughputs for
ALOHA (channel capacity18.4%), slotted ALOHA and
CDMA with spreading factorC = 1 (channel capacity
36.8%), CDMA with C = 5 (channel capacity50.87%)
and CDMA with C = 10 (channel capacity58.31%). This
graph shows the basic difference between TDMA (ALOHA-
based) and CDMA systems. In general, TDMA-based RFID
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systems can handle much more RFID transponders with
a lower overall throughput. CDMA-based system, on the
other hand, are able to handle a limited amount of RFID
tags with higher overall throughput. For instance, assuming
a limited amount of RFID transponders for a traffic rate
G = 0.73. The throughput of unslotted ALOHA would be
SALOHA = 16.95% and the throughput of slotted ALOHA
Sunslotted ALOHA = 35.18%. A CDMA-based system with a
spreading factorC of 10 would have there its maximum
throughput ofSCDMA,C=10 = 58.31%. This scenario is
shown in Figure 2.

Finally, it can be stated that CDMA-based RFID systems
may be better for particular applications, in which the
number of transponders is limited and the inventory process
has to be made very fast, e.g., fast production lines and
automation processes.

Particular slotted ALOHA CDMA systems and corre-
sponding performances may be found in [30], [31]. Other
works describe certain CDMA systems with error correc-
tion which really outperform the TDMA-based systems.
Examples can be found in [32]–[36]. Also this list is not
complete it gives a short overview of CDMA-based system
performances.

IV. BASIC PRINCIPLES OFCDMA FOR RFID

This section shows some basic work regarding UHF RFID
systems in conjunction with CDMA.

An IC design for an experimental transponder is offered
in [37]. The transponder uses time-hopping DS-CDMA, but
operates within the RFID HF region (13.56 MHz). There-
fore, the transponder cannot be compared directly with the
proposed approach, but shows, that a fully integrated circuit
for future releases of CDMA-based RFID UHF transponders
is possible. Wang et al. [38] describes an anti-collision
method based on CDMA. Gold codes are used as spreading
sequences. Also, a first design of a transponder is outlined.
Within this design, a field effect transistor (FET) is used as
source for backscattering. A new transmission scheme for
TTF transponders is presented in [39]. The uplink is based
on asynchronous DS-CDMA. It is shown, by simulation,
that the proposed CDMA method outperforms the classical
RFID transmission in terms of channel capacity. Also, Gold
codes are used to separate the various RFID transponders.

Mutti and Floerkemeier [40] explore the chances how
CDMA methods can help to inventory large buildups of
transponders. A combination of slotted ALOHA and CDMA
is proposed to receive better inventory results. Therefore,
the CDMA method is only used at the moments when
the channel collides. Also, they show that Gold codes are
very suitable for the usage within RFID systems. Simulation
results show that Gold codes outperform Kasami codes.

A new anti-collision method is presented in [9] with the
goal to achieve a fast inventory process. A so called spread
partial-Q slot count algorithm which is based on slotted

ALOHA CDMA increases the overall throughput at the cost
of bandwidth and complexity.
Other algorithms are presented in [41], [42], where the
throughput is increased by using dynamic slotted ALOHA
CDMA algorithms with orthogonal variable spreading fac-
tors. Theoretic analysis and simulations show an increasing
performance regarding the identification process. However,
the proposed algorithms perform different, when the condi-
tions of the RFID system changes. A better gain may only
be achieved, if the system itself is involved into the design
of the algorithms.

Another approach is described by Liu and Guo [4], that
uses Huffman spreading sequences to improve the process of
inventory. Therefore several performances have been com-
pared. Simulation results show the increase in performance
if proposed Huffman spreading sequences are used. Anyway,
a direct hardware implementation has to consider the various
states within the IQ constellation diagram to be imaged to
the backscatter modulator.

A minimum mean-squared error single user adaptive
receiver for the asynchronous DS-CDMA system, based on
the least-mean-square (LMS) algorithm is presented in [43].
The article states that the proposed algorithm achieves a
faster convergence rate than the transversal LMS algorithm.

Wuu et al. [44] presents a zero-collision scheme, that is
based on CDMA and hash-chain mechanisms. The results
of the paper show that with the applied techniques, not only
a zero-collision scheme, but also a secure channel may be
realized to outperform standard technologies. Anyway, the
authors assume, that CDMA can be implemented into RFID
systems, particularly RFID transponders.

Summing up, it can be stated, that the usage of CDMA
for RFID not only provides better system performance, but
also offers advanced security issues. Furthermore, very low
effort was put into the realization of such a CDMA-based
RFID system as such. Therefore, this missing piece is one
of the subjects of this work.

TX path

Control

RX path

TX

RX

Transponder 1
Code 1

Transponder 2
Code 2

Transpondern
CodenRFID reader

Figure 3. Basic architecture of RFID system
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V. CDMA- BASED RFID SYSTEM

Within this section the basics of the proposed RFID sys-
tem are presented. Going into more detail, subsection V-A
shows the architecture of theTransmitting System, followed
by subsection V-B presenting the proposed semi-passive
RFID transponders and subsection V-C describing theRe-
ceiving System.

Figure 3 shows the basic architecture of the CDMA-
based RFID system. Generally, it consists, as any other
RFID system, too, of two major parts. First, the RFID
reader itself and second, one or more transponders. The big
difference between this system and other current systems
is the channel access method in the uplink (transponder to
reader communication) layer, in this case based on CDMA;
this fact is illustrated in Figure 3 showing every transponder
(Transponder 1 to Transpondern) with a unique spreading
code (Code 1 to Coden).

The basic working principle is also indicted in Figure 3,
showing the RFID reader with transmitting a sinusoidal
wave over its transmit antenna TX, thus allowing the various
transponders in the field to modulate and reflect (principle
of backscatter) this incident wave back to the RFID reader.
Therefore, the total backscattered signal consists of the addi-
tive superposition ofn (if multipath is negligible) backscat-
tered transponder signals with each transponder using its
own unique spreading code. Receiving this superimposed
signal over RX, the reader is, generally, able to separate
the various transponder signals from each other (process of
despreading) in order to restore the transponders’ data.

Figure 3 and Figure 5, respectively, show the concept and
the architecture of the realized RFID reader. The following
paragraphs will refer to these figures.

Host PC

USB

DSP

DSP module

UART
Microcontroller

Base module

SPI
PLL

RF synthesizer

PA

TX

ADC

ADC module

Analog baseband
processing module

I

Q

Zero-IF
Demodulator

Demodulator module

LNA

RX

RFID reader

Figure 4. Basic concept of RFID reader

Analog baseband processing module

DSP module

Base module

RF synthesizer

PA

TX

ADC module

Demodulator module
LNA

RX

Figure 5. Architecture of CDMA-based RFID reader

A. Transmitting System

The proposed semi-passive UHF transponder works in
accordance with the principle of backscattering. The incident
wave to be backscattered is generated by theTransmit-
ting System. Considering the RFID uplink channel (tag to
reader), the introducedTransmitting System(see Figure 3
and Figure 5) consists of a PLL-based RF synthesizer
(Figure 3 and Figure 5) , generating a sine wave (here
with fcarrier = 866.5 MHz, maximum output powerPout =
1 dBm at 50Ω), an upstream power amplifier (PA, Gain
GPA = 20 dB, 1 dB compression point= 24 dBm), and a
linear polarized 50Ω antenna (TX, GainGTX ≈ 7 dBi). The
purpose of the transmitter is to generate an RF wave to be
reflected (backscattered) by the UHF transponder whereby
the reflected wave is received by theReceiving System
further discussed in subsection V-C.

It has to be mentioned that the RF synthesizer not only
generates a sine wave for the transmitting part, but also
for the receiving part of the system. Indeed, it is used as
local oscillator (LO) source for the downmixing part of the
receiver. However, both synthesized RF waves inherit the
same frequency as they are both created by the same PLL;
the waves only differ ofπ in phase.

B. Transponder

The major tasks of the semi-passive UHF transponders
are:

• Generate spreading code
• Create spreaded data
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• Modulate and reflect incoming RF signal atfcarrier =
866.5 MHz (principle of backscatter)

RF wave
Zant

Z1

Z1Z1

Z2

Z2Z2Z2 Data

Transponder

RFID
reader

Backscattered / reflected wave

Figure 6. Basic function of RFID transponder

Microcontroller

Transponder

Modulator

Patch antenna

Z1

Z2

User data Coding

Spreading code

Spreading
SPI

S

Figure 7. Concept of CDMA-based semi-passive UHF RFID transponder

Figure 6 shows the basic principle of an RFID transpon-
der. An incident RF wave is reflected by the transponder.
The phase and amplitude of the reflected wave is affected
by three major issues: The first two issues are structural
mode and antenna mode scattering [45], [46], the third issue
is the multipath propagation. Multipath effects are a non-
changeable fact, so they can be neglected at this point. The
structural mode scattering of an antenna is dependent on the
structure of the antenna itself (material, antenna geometry,
etc.) and cannot be changed - therefore, the structural mode
may not be used for a normal data transmission. The antenna
mode scattering, on the other hand, describes the receiving
and emitting effects of an antenna, which usually depend
on the impedances used; particularly the impedance of the
antennaZant itself and the corresponding load impedance
Zload of the following transponder system. Assuming that
Zload can adopt two values beingZ1 and Z2. According
to Figure 6 the antenna mode scattering may be changed
by altering the load impedanceZload of the transponder’s
antenna according to the data the transponder wants to send.
Binary data may be send by alteringZload betweenZ1

and Z2, thus changing the reflection coefficient between
Zant andZload, which in turn leads to an alteration of the
reflection of the RF wave in phase and amplitude. Again,
this only affects the antenna mode scattering. However, the
total resulting backscattered signal is the superpositionof the
multipath signal, the structural mode scattering and antenna
mode scattering effects. Measurements at the end of this

paper will show this effects.
Figure 7 shows the basic concept of the CDMA-based

semi-passive transponder. A central microcontroller gener-
ates the binary output data stream (i.e., the already coded
and spreaded user data) to drive the fast RF switch ’S’, that
alters between two impedance statesZ1 andZ2; according
to the binary state of the output data stream, a logical ’1’
triggersZ2, a logical ’0’ triggersZ1 to be the corresponding
load impedance. Therefore, the data stream directly affects
the reflection coefficient. The performance of the uplink
(tag to reader radio channel) depends very much on the
modulation efficiencyηmod of the backscatter modulator
[47]–[49], which basic calculation is subject of the following
paragraph.

1) Determining Load Impedances:Assuming an antenna
with complex antenna impedance

Zant = Ra + j Xa (4)

with Ra = Rr+Rl as the sum of radiation resistanceRr and
real antenna lossesRl, andXa as the imaginary part of the
antenna impedance. The complex reflection coefficientsΓ1,2

between the antenna impedance and the load impedances
Z1,2 can be described as

Γ1,2 =
Z1,2 − Z∗

ant

Z1,2 + Zant

=
Z1,2 −Ra + j Xa

Z1,2 +Ra + j Xa

(5)

According to Rembold [50] the modulation efficiencyηmod

can be expressed as

ηmod =
Pmod

Pmax

=
2

π2
|Γ1 − Γ2|

2 (6)

=
2

π2

∣

∣

∣
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, wherebyPmax (the maximum receivable power of the
antenna) andPmod (the entire power with the information
carrying signals) are defined as

Pmax =
1

8

∣

∣U2
0

∣

∣

Ra

=
1

2
|a|

2 (7)

Pmod =
|a|

2

π2
|Γ1 − Γ2|

2 (8)

with U0 as the antenna’s open circuit voltage anda being
the wave from the antenna impedance to the load impedance
(see Rembold [50] for details).

Maximum modulation efficiencyηmod is achieved when
the difference of the complex reflections coefficientsΓ1

and Γ2 is maximum. Supposing two vectors (Γ1 and Γ2)
in a complex coordinate system, the maximum difference
between both vectors is achieved at the point when the phase
ϕΓ differs with π under the assumption that the maximum
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absolute value of anyΓ is limited to 1. That determines the
complex reflection coefficientsΓ1,2 to

Γ1 = ejϕΓ,1 (9)

Γ2 = ejϕΓ,1+jπ (10)

SettingϕΓ,1 to 0 setsΓ1,2 to ±1. According to Equation (5)
this will define the load impedances to

Z1,2 =
Z∗

ant + Γ1,2 Zant

1− Γ1,2
(11)

→ Z1 =
Z∗

ant + Zant

0
= ±∞ (12)

→ Z2 =
Z∗

ant − Zant

2
=

−2jXa

2
= −jXa (13)

The antenna designed for the RFID transponders is a
50Ω patch antenna (Figure 9). Therefore the imaginary
part (within the specified frequency range)Xa ≈ 0. This
determinesZ2 = −jXa ≈ 0. A load impedance ofZ1 = ∞
corresponds to an open circuit wheresZ2 = 0 corresponds
to a short circuit. Choosing open and short circuit states as
desired load impedances, the maximum achievable modula-
tion efficiency is, according to Equation (7), determined to
be

ηmod =
2

π2
|+1 + 1|

2
=

8

π2
≈ 81% (14)

. In order to have the maximum modulation efficiency for
the CDMA-based RFID system, the load impedances of the
realized semi-passive transponders are set to open and short
circuit. By choosing these values as load impedances, one
has to keep in mind, that this is only advisable for semi-
passive UHF RFID transponders. If passive transponders are
designed, one has to consider the power consumption into
its calculations. Therefore, open and short circuit valuesare
not suitable, as the backscattered power is, in fact, too high,
as the transponder needs a large portion of the incoming
power for supplying itself [51].

2) Transponder Basics:Figure 8 illustrates the concept
of the transponder and Figure 9 shows one of the realized
transponders to achieve the previously mentioned tasks. The
microcontroller (µC) is powered by a power supply and
may be user-controlled using USB or pushbuttons. The µC
generates the unique spreading code and subsequently, the
spreaded outgoing data. The data are forwarded to the SPI
interface to drive the modulator of the transponder with
different input voltages to adjust different load impedances
respectively reflection coefficients of the modulator. The
block diagram of the modulator (Figure 7) shows the
principle of the proposed simple backscatter modulator. An
example on how to design load modulators can be found
in [52]. However, the incoming spreaded data stream is
low-pass filtered to limit the outgoing bandwidth. As the
modulator should be as simple as possible, an RF switch
’S’ forms the interface between the logic data and the

backscattered HF wave. The inputs of the switch are driven
by the spreaded data stream with two voltage levels (0
and 2.75 V) given by a buffer driver. One connection of
the switch is linked to the patch antenna’s microstrip line
(50Ω); the ground connection is linked to the patch antennas
ground plane. By triggering the switch’s input with the
spreaded data to be sent, eitherZ1 or Z2 is connected to
the antenna. This modification changes in turn the reflection
of an incident electromagnetic wave. The difference of phase
and amplitude of the reflection is a direct indicator for
the efficiency of a backscattering modulator. As mentioned
above the modulators load impedances are set to open and
short circuit to achieve maximum modulation efficiency. An
exemplary spectral extract of the backscattered output of the
transponder, measured at the receiving antenna, is given in
Figure 16. On closer inspection, one can see the spreaded
data (chip rate is 1.5 Mcps) around the carrier frequency
(866.5 MHz). As these data signal levels (P ≈ -90 dBm±
10 dB) are not very high, an accurate implementation of the
receiving system becomes necessary.

For a limited downlink (reader to tag) capability the
transponders are equipped with a module for measuring
the field strength (RSSI) and a module for measuring the
frequency (RF Divider) of the incident RF wave emitted by
the reader. TheRF Divider is currently used to indicate the
transponder to send its data as soon as a carrier between
865 MHz and 868 MHz is detected. The RSSI module is
used for statistical measurements. Anyway, both modules
are not part of this work.

Transponder

µC

RSSI

Modulator

RF Divider

E
ne

rg
y

su
pp

ly

Measuring field strength

Backscattering data

Dividing RF frequency

Base board

Patch antenna

SPI
ADC

I/O

Figure 8. Block diagram of semi-passive UHF RFID transponderwith
limited downlink capabilities

3) Modulator: The transponder’s modulator is one of
the key components of the system. Usually, it effects the
energy supply (only for passive working transponders) and
the modulation efficiency (for passive and semi-passive
working transponders) of transponders. Therefore, it has a
direct effect for the maximum achievable range of such a
system. The principle of the modulator has been already
discussed above, so that this paragraph focuses primarily
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Base board

RF Divider

Patch antenna

Figure 9. Prototype of semi-passive UHF RFID transponder

on the realization. Figure 10 shows the modulator, with
and without RF shielding. The left part of the modulator
is connected to the transponder’s base board, the right SMA
plug to the patch antenna as shown in Figure 9. The part
within the RF shielding is responsible for the backscattering
effects. A part of the incident RF wave is fed into the
modulator. The part depends on the antenna (structural
and antenna mode) and the reflection coefficient between
antenna impedanceZant and the load impedanceZload of
the connected modulator. This part is fed into the RF switch
and the load impedance (eitherZ1 orZ2), which corresponds
to the current state of the switch. The state of the switch is
defined by a buffered microcontroller output. which itself
shows the current voltage of the binary data stream to be
sent. In the case ofZ1 (open circuit state), the incident
wave is entirely reflected with no phase shift. StateZ2 (short
circuit) also corresponds to a total reflection, but with a
phase shift of 180◦.

Measuring the load impedances of the modulator show a
very good accordance with the theoretical results. Figure 11
shows the reflection coefficients within a Smith chart. As
one can see the phase difference is not exactlyπ. Z2 (short
circuit) has nearly short circuit properties;Z2 (open circuit)
has nearly open circuit properties. The frequency range of
the measurement was between 852 MHz and 882 MHz.

Z2, e.g., short circuit Z1, e.g., open circuit

RF switch Screening shield

Figure 10. Backscatter modulator

4) Gold Codes: The choice of an appropriate set of
spreading codes is a key issue when designing CDMA
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Figure 12. ACF of original Gold codes

systems. Gold codes seem to be one of the best codes to be
used in UHF RFID systems. Mutti and Floerkemeier [40],
for instance, state that Gold codes outperform Kasami codes.
Moreover, one Gold code family contains a large number of
unique codes, which provides a high probability of finding
a well-suited set of codes for a system to be designed.

Gold codes, first introduced by Robert Gold [53], are
commonly used in spread spectrum systems, such as WLAN
and UMTS as well as in GPS (C/A code). The generation of
Gold codes is quite simple as only two linear feedback shift
registers (LFSR) are necessary to create one set of codes.
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Other advantages of Gold code are:

• Good balance between auto- and cross-correlation
• Flexibility in code length
• No user synchronization necessary, i.e. the transponders

need not to be synchronized among each other

Because of above mentioned advantages, the proposed
CDMA-based system uses Gold sequences.

However, Gold codes have a length of2m − 1 with
m being the order of each linear feedback shift register.
For reasons of flexibility a Gold code generator has been
implemented on the transponder’s 32 bit µC. The choice fell
upon a Gold code length of 127 (m = 7). The characteristic
polynomial is137dec for the first LFSR and143dec for the
second one. The initial value for the first LFSR is85dec. By
choosing two Gold codes (Code 1 and Code 2) the second
LFSR is initialized with127dec for the first and with111dec

for the second code. Then, a small adjustment was made
to the generated Gold codes to be more compatible to the
µC. A succeeding binary ’0’ is added to each code to move
it to a length of 128 bit. To show the effect of this ’0’,
the auto-correlation function (ACF) and cross-correlation
function (CCF) have been evaluated for both Codes.
Figure 12 shows the ACFΦcc of the original 127 bit Gold
codes. Figure 13 illustrates the ACFΦcc(τ) of the adjusted
(127+1 bit) Gold codes. The results are slightly higher
values beyond the peak value atτ = 0. As not only the
auto-correlation counts, the corresponding cross-correlation
Φ12(τ) between the two codes are presented in Figure 14.
As expected the values of the adjusted codes are slightly
higher compared to the original ones, but without loosing
the typical noise-like character. This means, that the effect
of the added ’0’ is negligible for further considerations.
However, final system implementations have to consider
that fact.

C. Receiving System

The major tasks of theReceiving systemare:

• Receive incoming signals from several transponders,
i.e., downmixing, analog baseband processing and A/D
conversion

• Find separate data streams (transponders) by despread-
ing, demodulating and decoding the signals

TheReceiving systemmainly consists of a hardware part that
is needed to mix down the backscattered RF signal, centered
at fc = 866.5 MHz, into baseband, despread, demodulate,
and decode the baseband signal in order to determine the
transponders’ data. Figure 15 presents the structure of this
receiving part of the RFID reader. The incoming RF signal
is caught by a receiving antenna (RX) and amplified by a
following low noise amplifier (LNA). A subsequent Zero-
IF IQ-Demodulator mixes down the RF signal directly to
baseband. The output of the demodulator consists of differ-
ential I- and Q-signals, which are band-pass filtered, twice
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amplified and active low-pass filtered. It has to mentioned
that the IQ signals are completely handled differentially
throughout the amplifier and filter stages to keep the signal-
to-noise ratio (SNR) at a high level. The succeeding Analog-
to-Digital conversion (ADC) module samples both, the I-
and Q-signal, simultaneously. The A/D converted signals are
fed into a digital signal processor (DSP) block with a data
rate of 450 Mbps (Sampling of 2 channels with each channel
having a resolution of 15 bit (14 data + 1 status bit) including
a sampling rate of 15 Msps). The DSP module despreads,
demodulates and decodes this data stream. The results are
the user data of each recognized transponder.

The following paragraphs focus on the details of the
receiving system.

1) Demodulator:The incoming low-noise amplified sig-
nal is fed into the demodulator. The demodulator uses
the second RF synthesizer signal (the first is used as RF
signal source for the transmit path, see above) as local
oscillator (LO) source, to mix down the RF signal directly
into baseband (Zero-IF). The demodulator is based on
the LT5575 chip [54] from Linear Technology and 50Ω-
matched between 865 MHz and 868 MHz. The output of
the demodulator is differential with 2 I- and 2 Q-signals,
respectively.

2) Band-Pass Filter:The differential working band-pass
filter, which succeeds the demodulator, is used to suppress
the DC-part of the baseband signal, i.e. mainly the non-
information carrying down-mixed carrier signal, and high-
frequency disturbing signals (from the internal mixer of the
demodulator). Therefore the passband is set between 16 kHz
and 20 MHz.

3) Amplifier Stage: The following amplifier stage is
build upon two differential amplifiers (LTC6421-20 [55] and
LTC6420-20 [56]), each with a differential voltage gain of
10 V/V.

4) Active Anti-Aliasing Filter: The last analog signal
processing stage is an active anti-aliasing filter for the
succeeding ADC module. The cut-off frequency of the 4th
order low-pass filter (Chebyshev characteristic) is currently
set to 2.5 MHz. This stage is based on LT6604-2.5 [57] from

Linear Technology.
5) A/D Conversion: One very important part of the

receiving system is a well-designed A/D conversion stage
for the baseband signal. The subjective of the ADC module
is a time synchron sampling of the differential I- and Q-
signals. The module is based on a dual A/D converter of
type AD9248 from Analog Devices [58]. Two channels may
be sampled synchronously with a resolution of 14 bit per
channel. Maximum sampling rate is 40 Msps. As the fast
parallel input of the succeeding DSP module has only 20
bit the internal multiplexer of the A/D converter is used to
transmit the I- and Q-data after each other. Therefore one
status bit is used to indicate the current transmitted channel
data. Here, the A/D converter is driven with 15 Msps per
channel, which corresponds to an overall sampling clock rate
of 30 MHz. The 14 bit per channel plus the status bit and
the sampling rate, generate in total a data rate of 450 Mbps
to be handled by the subsequent DSP module.

6) DSP Module:The purpose of the DSP is the handling
of all calculations, necessary to evaluate the transponders’
user data. Therefore, the following stages are necessary:

• Data acquisition (from ADC module)
• Despreading of baseband signals
• Demodulation of despreaded signals
• Decoding of demodulated data

The following paragraphs give a short introduction to these
topics. The data acquisition phase has to be accomplished
only once, against what the following stages have to be
passed through by every transponder respectively spreading
code available.

Data Acquisition: As the amount of data to handle is
quit large (450 Mbps) the data streams are not handled in
real time. However, through the usage of this DSP (ADSP-
21469 from Analog Devices [59]) the processing speed is
quite high. The A/D converted data signals are acquired
through the DSP’s PDAP (Parallel Data Aquisition Port)
interface. From there, they are transfered to an internal 8x32
bit buffer. Finally, the data are passed via DMA access to
an internal memory. As of limited memory capabilities the
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data is transferred block-wise to the external memory. As
the sampled values are stored as 32 bit values (DWORD),
the amount of data for one shot (duration isTshot ≈ 188 µs)
is 90112 samples per channel, so in total 720896 bytes or
704 kbytes.

Despreading:The process of despreading is the most
calculation intensive operation the DSP has to handle. As
this phase needs more time than the data acquisition process
the system is, up-to-date not able to work real-time. Parallel
processing would be a good solution. The DSP itself has a
clock rate of 450 MHz.

Despreading data from the baseband signal has to be done
for I- and Q-channel separately. The despreading operation
is realized using the cross-correlation between I and Q
signals and the origin codes used by every transponder
in the field. If s[k] is the I or Q signal andc[k] one
of the corresponding codes of one of the transponders,
the cross-correlationΦs,c(τ) between these signals is done
by multiplying every time instance signals with code c.
Equation (15) shows the corresponding relationship between
c[k] ands[k]

[sF c][τ ] = Φs,c(τ) =

+∞
∑

t=−∞

s∗[t] ·c[τ + t] (15)

A code length of 128 chips corresponds to 1280 sam-
ples (Rchip = 1.5 Msps andRsample = 15 Msps) and
90112 samples per channel for I and Q. This results into
230,686,720 multiplications and 180,224 additions.

One goal was to reduce this high amount of operations.
This is realized through estimation of the time moments the
chips appear within the IQ signals. This estimation method
works as follows. The IQ baseband signal is sampled and
correlated among the first2 ·1280 = 2560 samples. This
results in 6,553,600 multiplications and 5120 additions. The
first maximum, corresponding to the first peak indicates
the initial index i0 to start the despreading process. The
following peaks are estimated by jumping fromi0, 1280
samples ahead. As certain incertitudes (oscillators, etc.)
will lead to synchronization errors, the correlation is not
only made at sample indexi0 + n ·1280, but at 5 samples
before and after the estimated time index. That means, the
second peak is determined by executing the cross-correlation
Φi,1(τ) as given in Equation (16).

Φi,1(τ) =

i0+1280+5
∑

t=i0+1280−5

s∗[t] ·c[τ + t] (16)

The result is 11 correlations per peak and a new synchro-
nization index, as the new peak indicates the next starting
point for the succeeding peak estimation. With 70 data peaks
within one shot and 1 within the initial guess, the total
number of correlations per channel is2560+69 ·11 = 3319.
This leads to 8,496,640 multiplications and 6,638 additions

in total for both channels. This is only3.6% of the full
correlation.

Demodulation: The process of demodulation inherits
the merge of the I and Q signals. According to their signal
quality, estimated through the maximum correlation values,
the signals are weighted and superimposed. This process of
demodulation is beyond this paper’s scope and not further
described.

Decoding User Data:The demodulated signal stream is
Manchester coded [1] and needs to be decoded accordingly.
The resulting data stream corresponds to the transponder’s
respectively the user data.
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Figure 16. Spectrum of backscattered signal from transponder

VI. M EASUREMENTS

This section presents measurements of various parts of the
system, including transponder, analog baseband processing
and DSP.

A. Transponder Measurements

Figure 16 shows the spectrum of the backscattered
transponder signals. For this measurement an RF signal
(PTX = 10 dBm,fcarrier= 866.5 MHz) is fed into the linear
polarized transmit antenna. One transponder is placed at
a distance of 1, 2 and 3 m. The resulting reflected signal
spectrum after the receiving antenna is shown in Figure 16.
As expected, the backscattered signal parts drop with
increasing distance from the reader’s antennas.

The IQ constellation diagrams of the received RF signal
are shown throughout Figure 17 to Figure 19. It can
be shown that the backscattered signals show a mixture
between ASK and PSK modulation. For instance, as in
Figure 17, the mean of the data points (from the two
states of the one transponder) is not the origin (0,0).
This discrepancy is the effect of multipath and structural
antenna mode scattering. Same applies for Figure 18 with
2 transponders, generating22 = 4 constellation points,
and Figure 19 with 3 transponders, generating23 = 8
constellation points. The number of constellation points for
n transponders is2n because alln transponders have 2
states sharing the same coherent RF signal from the reader.

However, as expected the transponders show a near exact
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BPSK modulation (as configured in subsubsection V-B3),
if the ASK part is neglected.
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Figure 18. IQ constellation diagram for 2 transponders

B. RX Measurements

Two measurements have been carried out to show the
basic working principle of the analog baseband processing
module. The goal of this module is the signal conditioning
for the succeeding ADC module. Figure 20 shows the output
of the demodulator, i.e. the I- and Q-signals. As mentioned
above these signals are handled differentially (I+, I−, Q+

andQ−). To simplify matters the differential signals have
been put together (I = I+ − I− and Q = Q+ − Q−)
. The signals are amplified and filtered with a resulting
signal as shown in Figure 21. The signals were recorded
with 2 transponders in the field. As in the IQ measurements
before, 2 transponders generate22 = 4 different signal levels
(evaluated from Figure 21):
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Figure 20. IQ signal after demodulator / 2 Transponders

C. DSP Measurements

The DSP module comes with some debugging function-
alities. One of these functionalities is able to provide the
DSP values, from its internal or external memories, via USB
to a host PC. Figure 22 shows the results of a full cross-
correlation. For simplicity the CCFs have been normalized
to one. The values show the maximum number of samples
(90112) and the peaks, with each peak describing a bit. The
value of the bit may be positive (+1) or negative (−1).
The difference between the peaks and the noise floor is an
indicator for the quality of the communication link.
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VII. R ESULTS

According to the measurements the proposed system
worked as expected. It was proved that the UHF RFID
system for broadcasting information data using a CDMA
method worked out very good. During the experiments there
was a maximum distance to the antennas being around 15 m.
The transmitted RF-power at 866.5 MHz was 20 dBm. The
introduced transponders are semi-passive, which means that
the communication link is still passive, whereas the data
generation (on the transponder’s side) is active, driven by
3.3 V power supplies.
Smaller problems arose, when various transponder had a
different path length to the antennas. In that case one
transponder (the nearest) dominated the second transponder
(more far away) which often occurred to a non-detection of
transponder two. This problem is known in CDMA systems
and is referred to as near-far problem [60]. One possibilityto
reduce the near-far effect is the usage of Huffman sequences
[4]. But this approach asks for more than 2 states of the load

impedance of the transponder’s modulator. Nevertheless,
carried out indoor experiments showed that the near-far
effect of the proposed system is, in fact, very low.

Also, theoretical work, which states an advantage of
CDMA-based RFID systems compared to state-of-the-art
RFID systems based on TDMA methods, complies with the
measured results of the proposed CDMA-based UHF RFID
system.

VIII. C ONCLUSION

This article presented a realization of a CDMA-based
RFID system working in the UHF region. The system
itself is build upon a Transmitting systemproviding a
continuous electromagnetic wave. This emitted RF carrier
is backscattered through one or more designed UHF tags.
Each of these semi-passive operating transponders generate
a unique spreading sequence. The proposed spreading se-
quences are Gold codes providing a good orthogonality. A
simple modulator on the transponder generates the desired
backscatter signal. TheReceiving systemcaptures this signal
by down mixing the RF signal to baseband. Further analog
signal processing and subsequent A/D conversion gives the
DSP the chance to despread, demodulate and decode the
desired transponder signals.

The significant advantage of such a structure compared to
present systems lies in the ability to avoid particular TDMA-
based anti-collision schemes. This, indeed, will lead to less
time needed forinventorizing RFID tags, as this can be
achieved within one time slot. Topics for future research
are, regarding the receiver side, the need for much more
computational resources (RAKE receiver, [61]) and the near-
far problem, CDMA-based systems have to deal with.
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Abstract—Modern VLSI decoders for low-density parity-
check (LDPC) codes require high throughput performance while
achieving high energy efficiency on the smallest possible foot-
print. In this paper, we present two optimizations to enhance
the throughput and reduce the power consumption for these
decoders. As a first optimization, we seek to speedup the decoding
task by modifying the processing step known as syndrome check.
We partition this task and perform it in on-the-fly fashion. As a
second optimization, we address the topic of iteration control in
order to save energy and time on unnecessary decoder operation
when processing undecodable blocks. We propose an iteration
control policy that is driven by the combination of two decision
metrics. Furthermore, we show empirically how stopping criteria
should be tuned as a function of false alarm and missed detection
rates. Throughout this paper we use the codes defined in the IEEE
802.11n standard to show performance results of the proposed
optimizations.

Keywords—LDPC codes; iterative decoding; syndrome cal-
culation; throughput enhancement; stopping criteria; iteration
control; low power.

I. INTRODUCTION

Low-density parity-check (LDPC) codes have gained a

lot of interest because of their outstanding error-correction

performance. Originally proposed by Gallager in 1962 [3] and

rediscovered by Mackay [4] in the 1990s, these codes exhibit

a performance that comes very close to the limits imposed by

Shannon.

Several communication standards have already adopted

these codes, ranging from Wireless Local/Metropolitan Area

Networks (IEEE 802.11n [5] and 802.16e [6]) and high-

speed wireless personal area networks (IEEE 802.15.3c [7])

to Digital Video Broadcast (DVB-S2 [8] and DTMB [9]) and

10Gbit Ethernet (10GBASE-T [10]). Furthermore, these codes

are currently being proposed for next generation cellular and

mobile broadband systems as defined by the ITU-R to comply

with the IMT-Advanced radio interface requirements: IEEE

802.16m [11] and 3GPP LTE-Advanced [12].

In the case of mobile wireless terminals high throughput and

low power operation are required. Nevertheless, these goals

are often contradictory due mainly to the iterative nature of

the decoding algorithms used. For a successful decoding task

the fulfillment of all parity-check constraints is verified, but

usually for an unsuccessful task a preset maximum number of

iterations is completed.

In this paper, we propose to optimize one recurrent task

that is performed within each decoding iteration. Syndrome

check or verification is performed in order to confirm the

validity of the obtained codeblock and hence decide whether

to continue or halt the decoding process. This task corresponds

to the evaluation of all the parity-check constraints imposed by

the parity-check matrix. We propose to perform this task on-

the-fly so that a partially unsatisfied parity-check constraint

can disable a potential useless syndrome verification on the

entire matrix. We identify as benefits from this technique the

elimination of several hardware elements, a reduction on the

overall task latency and an increase on system throughput.

One form of the proposed technique has been identified in

[13] for the purpose of improving the energy-efficiency of a

decoder. This technique, nevertheless, is sub-optimal in the

error-correction sense as it introduces undetected codeblock

errors. In this work, we show the assumptions for this tech-

nique and a performance analysis, along with a proposal to

recover the performance loss.

As a second topic, we consider iteration control for avoiding

unnecessary decoder operation. Early detection of an undeco-

dable block not only saves energy on unnecessary iterations

but may improve the overall latency when an automatic repeat-

request (ARQ) strategy is also in use. Previously proposed

iteration control policies [14][15][16][17] differ on the deci-

sion metrics used. These decision metrics are characterized by

their dependence or not upon extraneous variables that must be

estimated. The parameters used within the decision rule must

be tuned to particular scenarios. In the previous art it has been

shown how this tuning essentially trades off error-correction

performance and the average number of iterations.

In this work, we identify a decision metric provided by

a specific decoding algorithm, the Self-Corrected Min-Sum

algorithm [18]. This algorithm has been shown to provide

quasi-optimal error-correction performance at very low com-

plexity. We propose to combine two decision metrics in order

to control the iterative decoding task. We perform comparisons

among the previous art and the proposed hybrid control policy

in terms of error-correction performance, average number

of iterations and false alarm rate. The main advantage our

work shows is the energy efficiency of the proposed policy

as it exhibits empirically very low missed detection rates.

Furthermore, we argue that the tuning of parameters of a
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Fig. 1. LDPC code matrix and graph example.

stopping rule should be done based upon the false alarm and

missed detection rates performance.

This paper merges and extends our previous work in [1][2].

The remainder of this paper is organized as follows. Section

II presents LDPC codes and their iterative decoding. Section

III outlines the proposed syndrome check method and its

performance while Section IV shows the system level impact

along with results for a VLSI architecture. In Section V, we

show prior stopping criteria and the proposed iteration control

policy while Section VI shows simulation results and the

tuning of stopping criteria. Section VII concludes the paper.

II. BACKGROUND

In this section, we introduce the target error-correction

codes along with their iterative decoding algorithm and the

type of messages used in the computation kernels.

A. LDPC Codes

Binary LDPC codes are linear block codes defined by a

sparse parity-check matrix HM×N over GF(2). This matrix

defines M parity-check constraints among N code symbols.

The number of non-zero elements in H is relatively small

compared to the dimensions M ×N of H .

A codeword c corresponds to the null space of H:

H · cT = S = 0 , (1)

where S is referred to as the syndrome. Indeed, the con-

dition S = 0 suggests that no further decoding iterations are

necessary. Typically, a maximum number of iterations is set

to define an unsuccessful decoding operation.

A quasi-cyclic (QC) LDPC code is obtained if H is formed

by an array of sparse circulants of the same size, [19]. If H

is a single sparse circulant or a column of sparse circulants

this results in a cyclic LDPC code. Architecture-aware [20]

and QC-LDPC codes are composed of several layers of non-

overlapping rows, this enables the concurrent processing of

subsets of rows without conflicts.

The code can also be represented by a bipartite graph in

which rows of H are mapped to check nodes and columns

to variable nodes. The non-zero elements in H define the

connectivity between the nodes. Figure 1 shows an example

matrix (non-sparse) and the corresponding code graph repre-

sentation.

The rows in H establish the parity constraints of the code

as a function of the code symbols with the location of the

non-zero elements of the matrix. Figure 2 shows an example

C1 C2 C3 C4 C5 C6

C1 C5 C6

C2 C4 C5

C1 C2 C6

C2 C5 C6

1 0 0 0 1 1 

1 1 1 00 0

1 1 0 0 0 1 

00 0 1 1 1 

Codeblock symbols

Parity−check constraintsParity−check matrix

Fig. 2. Example parity-check constraints.

correspondance between the code symbols Cn, the parity-

check matrix and the parity-check constraints.

The parity-check constraints are of even parity and the ⊕

operation corresponds to the modulo-2 addition.

B. Decoding Algorithm

LDPC codes are typically decoded iteratively using a two-

phase message-passing algorithm commonly known as sum-

product [21] or belief propagation. This algorithm exchanges

code symbol extrinsic reliability values between check and

variable nodes. Each decoding iteration consists of two phases:

variable nodes update and send messages to the neighboring

check nodes, and check nodes update and send back their

corresponding messages. Node operations are in general in-

dependent and may be executed in parallel. This allows the

possibility to use different scheduling techniques that may

impact the convergence speed of the code and the storage

elements requirements. The algorithm initializes with intrinsic

channel reliability values and iterates until hard-decisions upon

the accumulated resulting posterior messages satisfy equation

(1). Otherwise, a maximum number of iterations is completed.

The computational complexity of the decoding task resides

in the operation performed at the check nodes of the code

graph, indeed it is in here where the tradeoff between error-

correction performance and complexity takes place. Optimal

message computation is performed by the Sum-Product algo-

rithm [21] at the expense of high complexity. The Min-Sum

(MS) algorithm [22] performs a sub-optimal message com-

putation at reduced complexity. Several correction methods

have been proposed to recover the performance loss of the

MS algorithm by downscaling the messages computed using

a normalization or an offset value, [22].

It has been argued in [18] that the sub-optimality of MS

decoding is not due to the overestimation of the check node

messages, but instead to the loss of the symmetric Gaus-

sian distribution of these messages. This symmetry can be

recovered by eliminating unreliable variable node messages

or cleaning the inputs of the check node operation. In [18]

the Self-Corrected MS (SCMS) decoding is introduced, which

exhibits quasi-optimal error-correction performance. An input

to the check node operation is identified as unreliable if it

has changed its sign with respect to the previous iteration.

Unreliable messages are erased and are no longer propagated

along the code graph. In [23] a comparison is performed in

terms of energy efficiency among the most prominent message

computation kernels.

144

International Journal on Advances in Telecommunications, vol 4 no 1 & 2, year 2011, http://www.iariajournals.org/telecommunications/

2011, © Copyright by authors, Published under agreement with IARIA - www.iaria.org



Posterior

messages

unit

Processing

π π
−1

P units

δs

Fig. 3. General structure of an LDPC decoder.

Motivated by the outstanding error-correction performance

and low complexity of the SCMS kernel, in Section V we

look closely at the behavior of this kernel in order to assist

the early detection of undecodable blocks.

The general structure of an LDPC decoder is shown in

Figure 3. Intrinsic channel values δs are initially used to

generate extrinsic messages, these are messages generated

after processing each row in H . The sum of all extrinsic

messages generated constitutes the posterior messages that are

used to perform a hard-decision and obtain the final decoded

message. The posterior messages are distributed to and from

P processing units by interleaving units (π and π−1) that

correspond to the code graph connectivity.

Log-likelihood (LLR) messages are commonly used since

their arithmetic [24] exhibits very low complexity (e.g., ad-

ditions instead of multiplications). For every received code

symbol x the corresponding LLR is given by:

L(x) = log
P (x = 0)

P (x = 1)
, (2)

where P (A = y) defines the probability that A takes the

value y. LLR values with a positive sign would imply the

presence of a logic 0 whereas a negative sign would imply

a logic 1. The magnitude of the LLR provides a measure of

reliability for the hypothesis regarding the presence of a logic

0 or 1. Considering the messages involved in the decoding

process, the LLR of an information bit x is given by:

L(x) = Lc(x) + La(x) + Le(x) , (3)

where Lc(x) is the intrinsic message received from the

channel, La(x) is the a-priori value and Le(x) is the extrinsic

value estimated using the code characteristics and constraints.

L(x) is the a posteriori value and a hard-decision upon it

(extraction of the mathematical sign) is used to deduce the

binary decoded value. Figure 4 shows the evolution of the

posterior messages LLRs for both a converging and a non-

converging codeblock. These figures correspond to instances

of decoding the LDPC code defined in [5] with block length of

648 and code rate 1/2 over the additive white Gaussian noise

(AWGN) channel with quadrature phase-shift keying (QPSK)

modulation at a signal-to-noise ratio (SNR) of Eb/N0 = 1dB
with 60 maximum iterations. Works in [25][26] have shown

how the LLR values evolve within the decoding process.

Depending upon the operating signal-to-noise ratio (SNR)

regime these values will initially fluctuate or enter right away

a strictly monotonic behavior.

III. ON-THE-FLY SYNDROME CHECK

A hard-decision vector upon the posterior messages is

required after each decoding iteration in order to calculate

the syndrome. Syndrome calculation involves the product in

equation (1), but this is equivalent to the evaluation of each

parity constraint with the corresponding code symbols.

The arguments of each constraint correspond to the hard-

decision of each LLR. A non-zero syndrome would correspond

to any parity-check constraint resulting in odd parity. This

condition suggests that a new decoding iteration must be

triggered. The calculation of the syndrome in this way is

synonymous to the verification of all parity-check constraints

and we refer to this as syndrome check.

The typical syndrome check requires a separate memory for

the hard-decision symbols and a separate unit for the syndrome

calculation (or verification of parity-check constraints), this

consumes time in which no decoding is involved. In this

context, we use the word typical in two senses: one referring

to the calculation of the syndrome with stable values and the

other referring to the evaluation of the syndrome after the end

of a decoding iteration.

A. Proposed Method

Based upon the behavior of the LLRs illustrated in Figure 4,

we propose to perform the syndrome check on-the-fly in the

following way: each parity-check constraint is verified right

after each row is processed. Algorithm 1 outlines the proposed

syndrome check within one decoding iteration for a parity-

check matrix with M rows.

Algorithm 1 On-the-fly syndrome check

1. Decode each row i (or a plurality thereof for parallel

architectures)

2. Evaluate each parity-check constraint PCi by performing

the ⊕ operation on the hard-decision values

3. Verification:

if (PCi = 1) then

Disable further parity-checks verification

else

if (i = M) then

Halt decoding: valid codeblock found

end if

end if

For the proposed syndrome check there are two extreme

cases regarding the latency between iterations. The worst-

case scenario corresponds to the case when all individual

parity-checks are satisfied but at least one from the last batch

to process fails, in which case a new decoding iteration is

triggered. The best-case scenario is when at least one of the

first rows’ parity-check fails, this disables further rows’ parity-

check verification and the next decoding iteration starts right

after the end of the current one. The difference with the

typical syndrome check is that it is always performed and

it necessarily consumes more time as it involves the check of
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Fig. 4. Posterior messages LLRs magnitude evolution.

the entire H . Figure 5 shows the timing visualization of these

scenarios and the evident source for latency reduction of the

decoding task.

The notion of typical syndrome check that we use might

appear rather naive at first glance, but notice that among

all the published works on decoder architectures the way

the syndrome is verified is consistently neglected. It could

be argued that the syndrome of an iteration can be verified

concurrently with the decoding of the following iteration. This

indeed would belittle our claim on task speedup (refer to

Section IV) but nevertheless the on-the-fly syndrome check

hardware would still be of considerable lower complexity than

said alternative mainly due to the lack of memories to save

the hard decisions of the previous iteration.

B. Performance Analysis

A closer examination of the proposed syndrome check re-

veals the possibility for special scenarios. Indeed, the proposed

syndrome check does not correspond to equation (1) since the

parity-check constraints are evaluated sequentially and their

arguments (LLR sign) could change during the processing of

the rows. Consequently, there is a possibility that the decision

taken by the on-the-fly strategy might not be the correct one

at the end of the decoding process. Table I shows the possible

outcomes of the decision taken by the proposed strategy

in contrast to the typical syndrome check. A Pass event is

synonymous to the condition S = 0. A false alarm outcome

corresponds to the case when all parity-check constraints were

satisfied, indeed halting the decoding task during any iteration

as a valid codeblock has been identified (when in fact a final

typical syndrome check would fail). On the other hand, a miss

outcome takes place when during the last iteration (maximum

iteration limit) a single parity-check constraint fails rendering

the codeblock as invalid (when in fact the typical syndrome

check would pass). Both outcomes are the result of at least

one LLR sign change right before the last row processing.

From this set of possible outcomes the probability PH for

TABLE I
DECISION OUTCOMES OF THE PROPOSED SYNDROME CHECK

On-the-fly Typical Outcome
syndrome check syndrome check decision

Pass Pass Hit

Pass Fail False Alarm

Fail Pass Miss

Fail Fail Hit

the proposed syndrome check to be correct can be expressed

by:

PH = 1− (PFA + PM )

= 1− (PP PCBE + (1− PP )(1− PCBE)) , (4)

where PFA is the probability of a false alarm, PM is the

probability of a miss , PCBE is the probability of a codeblock

error and PP is the probability of the proposed syndrome

check to pass.

Based upon the analysis and observations in [25][26] the

LLRs monotonic behavior is guaranteed for the high SNR

regime, in this regime the outcome decision would be a hit

with probability 1. Nevertheless, as the SNR degrades the

inherent fluctuations of the LLRs at the beginning of the

decoding process may cause the decision to be a miss or a

false alarm with non-zero probability. In Figure 6, we show

the outcome of the decoding of 105 codeblocks using the same

simulation scenario as in Figure 4 with code length 1944 and

two code rates in order to observe the rate at which a miss

and a false alarm may occur on the low SNR regime.

Even though the hit rate is shown to be empirically greater

than a miss or a false alarm it is important to address the

occurrence of such anomalies. A miss result would trigger

an unnecessary retransmission in the presence of an ARQ

protocol, while a false alarm result would introduce undetected

codeblock errors. This indeed represents some concerns that

must be analyzed on an application-specific context, as for
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Fig. 6. Decision outcome rates from the proposed syndrome check for N=1944.

example a wireless modem for [5] is not likely to operate at

such low SNR because of the required minimum packet-error

rate performance.

The error-correction performance is affected by the false

alarm outcomes. In Figure 7, we compare the simulated bit-

error rate (BER, in solid lines) and frame-error rate (FER, in

dashed lines) of the typical syndrome check and the proposed

method, this corresponds to the same simulation scenario from

Figure 6a. The performance loss is such that an error-floor

becomes evident, therefore we address the ways in which this

situation can be circumvented.

Detection of the miss and false alarm outcomes can be

performed in two ways:

1) Validating the result provided by on-the-fly syndrome

check by calculating the typical syndrome check.

2) Allowing an outer coding scheme to detect such con-

ditions: e.g., a cyclic redundancy check (CRC) that

typically follows a codeblock decoding.

We propose to detect both miss and false alarm outcomes by

validating the final calculated syndrome (in on-the-fly fashion)

while executing the first iteration of the following codeblock

(CB). Figure 8 depicts both situations. In this way an ARQ

protocol can react to a false alarm outcome and also avoid

an unnecessary retransmission under the presence of a miss

outcome. The performance is fully recovered, shown in Figure

7 as validated on-the-fly syndrome check.
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IV. DECODING TASK SPEEDUP

In Figure 9, we show an LDPC decoder with the modules

used to perform the typical syndrome check. From this it is

evident that the proposed strategy does not require dedicated

elements for the syndrome verification. In fact, in order to

implement the syndrome check in on-the-fly fashion each

processing unit is augmented by a marginal set of components.

Figure 10 shows a serial processing unit driven by a SISO

kernel and the added syndrome check capability. Synthesis

results on CMOS 65nm technology showed that the area

overhead due to the syndrome check capability is only 0.65%

for a BCJR-based processing unit (the SISO kernel is the

modified BCJR algorithm described in [27]).

If the false alarm and miss outcomes are to be detected

by the proposed method in Section III-B, then the syndrome

check circuitry must be replicated and the hard-decision

memory in Figure 9 must be kept. Notice that the imple-

mentation of on-the-fly syndrome check must be evaluated

on an application-specific context: decoder operating range,

DeInterleaver

Hard−decision

values
Syndrome check

Posterior messages

memory Interleaver Processing units

memory

Extrinsic messages

Control
flag

Fig. 9. Canonical decoder architecture.

sign

SISO unit
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posterior
message

extrinsic
message

posterior
message

Processing unit

Check enable

OUTPUTINPUT

Parity
result

Added syndrome check circuit

Fig. 10. Processing unit with syndrome check option.

outer multilevel coding schemes and ARQ protocols, logic

and memory overheads.

The main benefit of the proposed syndrome check is the

speedup of the overall decoding task. The processing latency

per decoding iteration for P processing units is given in

number of cycles by:

τc = mb ×
Z

P
× Lc , (5)

where a QC-LDPC code defines H as an array of mb

block-rows of Z rows. In this case P rows are processed

concurrently. Lc is the number of cycles consumed during

the decoding task where decoding and syndrome verification

take place. This value depends upon the number of arguments

to process per row, memory access latencies and syndrome

verification duration. It is in the latter time duration where our
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Fig. 11. Average latency reduction for the syndrome check process and overall decoding task speedup.

proposal exhibits advantages in terms of speedup. A reduction

in the overall task latency improves as well the decoder

throughput assuming the arrival time of frames is high enough

to provide a 100% decoder utilization:

Γ =
N ×R× fclk

I × τc

, (6)

where I is the total number of iterations, R the coding rate

of the N code symbols and fclk the operating frequency.

The main benefit from the proposed strategy is the reduction

in the time consumed during the syndrome check when the

decoding process is far from reaching convergence. It could

be argued that the syndrome check may very well be disabled

during a preset number of initial iterations, but still this tuning

must be done offline or shall depend upon extraneous variables

like the SNR. Estimating these variables provides sensible

overheads. Figure 11 shows the obtained average latency

reduction of the syndrome check process compared to the

typical one as a function of operating SNR. A total of three use

cases with different code lengths L are shown, for a code rate

of 1/2 in Figure 11a and code rate of 5/6 in Figure 11b. The

low SNR region provides the best opportunities for syndrome

check latency reduction since LLRs fluctuate quite often in

this region, i.e., a higher decoding effort renders useless the

initial syndrome verification.

Indeed, what this strategy is doing is speeding up a portion

of the decoding task. With the use of Amdahl’s law [28] it is

possible to observe the overall speedup of the decoding task

based upon the obtained latency reduction of the syndrome

check. The overall speedup is a function of the fraction

Penhanced of the task that is enhanced and the speedup

Senhanced of such fraction of the task:

Soverall =
1

(1− Penhanced) + Penhanced

Senhanced

. (7)

Figure 11 shows as well the average speedup obtained as

a function of operating SNR for the same test cases, these

results consider that the syndrome check process corresponds

to 35% of the overall decoding task per iteration. Amdahl’s law

provides an upper bound for the achievable overall speedup,

1.53 for this setup. The average speedup is higher for the

code rate 1/2 case since the parity-check matrix contains more

rows than the code rate 5/6. For the former case the achieved

speedup ranged from 84% to 96% of the maximum achievable

bound, this corresponds to enhancing the decoder throughput

by a factor of 1.28 and 1.48, respectively.

V. ITERATION CONTROL

Iterative decoding algorithms are inherently dynamic since

the number of iterations depends upon several factors. Proper

iteration control policies should identify decodable and unde-

codable blocks in order to improve on energy expenditure and

overall task latency. Convergence of a codeword is detected

by verifying equation (1) while non-convergence is usually de-

tected by completing a preset maximum number of iterations.

A. Prior Art

Iteration control techniques (also known as stopping crite-

ria) attempt to detect or predict the convergence or not of a

codeblock1and decide whether to halt the decoding task. This

decision is aided by so-called hard or soft decisions. Hard-

decision aided (HDA) criteria are obtained as a function of

binary-decision values from the decoding process; on the other

hand, the soft-decision aided (SDA) criteria use a non-binary-

decision parameter from the decoding process that is compared

against threshold values.

The authors in [29] proposed a termination criterion that de-

tects so-called soft-word cycles, where the decoder is trapped

in a continuous repetition without concluding in a codeblock.

1We use the general term codeblock instead of codeword in order to address
decodable and undecodable instances.
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This is achieved by storing and comparing the soft-words

generated after each decoding iteration. This is carried out by

means of content-addressable memories. This criterion saves

on average iterations but clearly introduces storage elements.

In [14] a stopping criterion was proposed based upon the

monitoring of the variable node reliability (VNR), defined as

the sum of the magnitudes of the variable node messages.

This decision rule stops the decoding process if the VNR

does not change or decreases within two successive iterations.

This comes from the observation that a monotonic increasing

behavior is expected from the VNR of a block achieving

convergence. The criterion is switched off once the VNR

passes a threshold value that is channel dependent.

The criterion proposed in [30] is similar to the one in

[14], it monitors the convergence of the mean magnitude of

the variable node reliabilities. The decision rule uses two

parameters tuned by simulations that are claimed to be channel

independent.

The authors in [15] proposed a criterion that uses the num-

ber of satisfied parity-check constraints as the decision metric.

Given the syndrome S = [s1, s2, . . . , sM ]T , the number of

satisfied constraints at iteration l is:

N l
spc = M −

M
∑

m=1

sm . (8)

The decision rule monitors the behavior of this metric

tracking the increments and their magnitudes as well as the

persistence of such behavior. In this rule three threshold values

are used, all claimed to be channel independent.

A similar scheme was presented in [16]. This criterion

monitors the summation of the checksums of all parity-checks

given by:

Sp =

M
∑

m=1

Pm , (9)

where Pm is the checksum of row m as follows:

Pm =
⊕

n∈Im

c(n) , with c(n) =

{

0 if sign(n) > 0
1 otherwise

(10)

where c(n) is the hard-decision mapping of a soft-input of

a row and Im is the set of non-zero elements in the mth row.

This is indeed the complement of the decision metric used

in [15]. The decision rule monitors this metric and uses two

threshold values that are dependent upon signal-to-noise ratio

to make a decision.

In [17] a channel-adaptive criterion was proposed by moni-

toring the sign-changing rate of the LLRs per iteration. The

control rule uses two threshold values that are claimed to be

channel independent.

The above control policies have been derived based upon

the observation of the characteristic behavior shown by a par-

ticular decision metric within the decoding task. The decision

metrics used by these control policies are characterized by
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Fig. 12. Percentage of erased messages.

their dependence or not upon extraneous variables. Estimating

these variables (e.g., SNR) raises the implementation effort.

In Section VI, we show empirically how the tuning of the

parameters used for a decision rule essentially trades off the

false alarm rate and missed detection rate of undecodable

blocks.

B. Proposed Control Policy

SCMS decoding introduces the concept of erased messages,

messages which are deemed useless and are discarded after

each decoding iteration. A formal treatment behind the concept

of erased messages can be found in [18], but intuitively

the number of messages erased per iteration provides some

measure of the reliability (convergence) of the decoding task.

For example, the fewer messages erased, the more reliable

the decoding task is. Through simulations we observed the

total number of erased messages per iteration to identify the

possibility to detect earlier an unsuccesful decoding task and

also convergence. In the case of an undecodable block the

number of erased messages fluctuates around a mean value

(dependent upon the SNR), whereas for a decodable block

this metric approaches zero relatively fast. In Figure 12, we

show how the percentage of erased messages evolves with

each decoding iteration for an instance of a decodable and an

undecodable block. This corresponds to the decoding of the

code defined in [5] with block length 1944 and coding rate

1/2 over the AWGN channel with QPSK modulation, with a

maximum of 60 decoding iterations at Eb/N0 = 1dB.

By detecting the characteristic monotonic decreasing beha-

vior of the total number of erased messages when the decoder

enters a convergence state, it is possible to save energy on

potential undecodable blocks. The erased messages metric

follows the cumulative quality of the arguments for the parity-

check constraints, allowing in fact to observe the dynamics and

evolution of the decoding process with fine granularity.

In Figure 13, we show the average number of decoding

iterations as a function of SNR for the same simulation

scenario of Figure 12 for several stopping rules:
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1) Syndrome check verification, this corresponds to equa-

tion (1).

2) Erased messages metric. Decoding is halted when either

the number of erased messages equals zero or a non-

convergence condition is satisfied. For non-convergence

detection we allow only a fixed number of increments

of this metric.

3) Genie. An ideal stopping rule with foreknowledge of the

transmitted block, in this case decoding would not even

start on an undecodable block.

The syndrome check and the genie criteria correspond to

the empirical bounds of any valid stopping rule. From Figure

13 it is clear that the number of erased messages may be used

as a decision metric to detect earlier undecodable blocks, but

indeed it is not suitable for detecting early convergence since

the absence of erased messages within an iteration is not a

necessary condition for convergence.

From these observations we use the erased messages metric

to detect an undecodable block and the syndrome check for

decodable blocks. We devise a stopping rule that follows the

evolution of the total number of erased messages by counting

the increments of this metric and halting the decoding task

once the number of increments exceeds a given threshold T .

This threshold is a static parameter that essentially trades error-

correction performance and the average number of iterations.

Algorithm 2 outlines the proposed decision rule. After the

decoding of a row m the number of erased messages ǫm is

accumulated per iteration in Sl
ǫ. This sum is compared with the

one from the previous iteration in order to detect the behavior

of the metric as illustrated in Figure 12.

The objective of a stopping criterion can be formulated

as the detection of an undecodable block. Thus the possible

outcomes of such criterion may be a hit, a false alarm and

a missed detection. A false alarm corresponds to the halting

of the decoding task that would have been successful in

the absence of such stopping rule. This indeed generates

unnecessary retransmissions in ARQ protocols. On the other

hand, a missed detection represents useless energy expenditure

Algorithm 2 Stopping Criterion - SCMS

ǫm: number of erased messages in row m
M: set of check nodes

fs: boolean function for syndrome check, equation (1)

count← 0; Sl
ǫ ← 0

for all iterations 1 < l ≤ iterationsmax do

for all rows m ∈M do

Decode row m
Sl

ǫ ← Sl
ǫ + ǫm

end for

if (fs) then

Halt decoding (convergence)

end if

if (Sl
ǫ > Sl−1

ǫ ) then

count← count + 1
end if

if (count > T ) then

Halt decoding (non-convergence)

end if

end for

and an unnecessary delay to request a retransmission. Even

though any stopping criteria can be tuned to make arbitrarily

small the average number of iterations this has an impact on

the false alarm rate. In [15] the authors showed empirically

how the average number of iterations and the false alarm

rate are complementary. We investigated further by looking

at the missed detection rate since this indeed can provide

hints into a criterion’s efficiency. We compared the proposed

criterion in Algorithm 2 to the works in [15] (Shin) and [14]

(Kienle) along with the syndrome check and the genie rules.

In Figure 14, we show the performance comparison in terms

of average iterations, false alarm and missed detection rates.

We observed that when tuning the stopping criteria to have a

similar false alarm rate, as shown in Figure 14b, the missed

detection rates exhibit different behaviors. In fact, the proposed

criterion showed missed detection rates of several magnitudes

of order smaller than the other criteria. The curves for T = 10
and T = 12 of the proposed criterion are below the value of

10−6, not shown in the figure.

Since it is possible to monitor several decision metrics we

investigated how a particular combination may impact the

tuning and performance of the resulting hybrid control rule.

By assisting the decision process with several metrics it is

possible to tune the control policy to reach better performance

in terms of false alarms, missed detections and average number

of iterations. Nevertheless, it was possible to reduce the missed

detections only by adding the rule in Algorithm 2. For this

reason we propose to enhance the performance of the previous

art by adding the number of erased messages per iteration as

a second decision metric on an SCMS-based LDPC decoder.

Figure 15 shows the proposed hybrid iteration control system.

We selected the number of parity-check constraints metric

[15] as it offers less computational complexity than the VNR

metric [14]. In Table II, we compare the cited stopping rules
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Fig. 14. Performance of stopping criteria.

and the one proposed in [17] (Chen) along with Algorithm

2. The number of operations is given as a function of the

dimensions of the parity-check matrix. N is usually much

decoder

SCMS

messages
Erased

Iteration 

Control

Parity−check
constraints

Fig. 15. Hybrid iteration control system.

TABLE II
COMPLEXITY OF DECISION RULES

Criterion
Operations Tuning

Data Type
Compare Add Parameters

Shin [15] 3 M+3 3 Integer

Kienle [14] 1 N 1 Real

Chen [17] 3 N 2 Integer

Algorithm 2 2 M+2 1 Integer

larger than M (e.g., twice for a rate 1/2 code), this means that

on the number of calculations alone the criterion by Kienle

is the most complex one. Furthermore, the type of data used

by this criterion requires full resolution real quantities, this

indeed imposes a more complex datapath (within a VLSI

implementation) when compared to the other listed criteria.

Therefore, by observing the performance (error-correction,

average iterations, false alarm and missed detection rates) of

the mentioned stopping criteria we propose the hybrid iteration

control policy for SCMS-based LDPC decoders such that two

decision metrics are monitored in order to detect decodable

and undecodable blocks. Even though it is possible to monitor

all previously proposed decision metrics we found out that the

erased messages metric provides the most effective detection

for undecodable blocks (in the sense of exhibiting the lowest

missed detection rate). In the following, we provide results

when utilizing the hybrid technique by using both Algorithm

2 and the criterion in [15] embodied as shown in Figure 15.

VI. STOPPING CRITERIA COMPARISON

All stopping criteria can reduce the average number of ite-

rations depending upon the tuning of the decision parameters

used within their control policy. This has consequences of

different aspects that are worth investigating. In the following,

we tune the stopping criteria in [14][15][17] along with the

proposed hybrid control to be used in the SCMS decoding

within the simulation scenario described in the previous sec-

tion.

Figure 16 shows the simulated BER performance for the

tested criteria. The stopping criteria can be tuned to be close

in performance, for the case of the criterion in [15] (Shin) the

parameters used were θd = 6, θmax = 4 and θspc = 825; for

the criterion in [14] (Kienle) MB = 16 was used; and for the

criterion in [17] (Chen) lte = 6, thr = 9% were used. The

proposed hybrid criterion uses T = 22 and the same setup just

mentioned for [15].

Figure 17 shows the average number of iterations for the

stopping criteria. The syndrome check and the genie are once
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again provided to observe the achievable empirical bounds.

Here the tradeoff between average iterations and performance

loss is evident. From these figures the criterion by Kienle

shows an advantage for a fewer number of iterations in the

low SNR region with the smallest performance loss, but this

criterion shows the highest false alarm rate (FAR) on the same

SNR region.

In Figure 18, we show the FAR of the simulated stopping

criteria. This is a relevant figure of merit since the stopping

mechanism on its own can be responsible for unnecessary

retransmissions. We can observe how the criterion by Kienle

shows a smaller number of false alarms on the high SNR

region, this is due to the inherent threshold that is used within

this criterion to disable the stopping rule, but on the other hand

this criterion shows the highest false alarm rate for the low

SNR region. The comparison between the proposed criterion

and the one by Shin and Chen is much closer and indeed can

be tuned to have a similar performance.
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So far we can observe that the criterion by Kienle in the low

SNR region exhibits the lowest average number of iterations

but leads to the highest number of retransmissions. In general,

the FAR of these criteria is relatively close, so we proceed

to investigate their missed detection performance. Indeed, the

missed detection rate (MDR) can provide further insights into

which criterion is actually saving energy without incurring into

any penalties. Figure 19 shows the MDR for the investigated

criteria. The criterion by Kienle performs better than Shin for

the low SNR region, but this no longer holds as the SNR

increases. The criterion by Chen follows similarly the criterion

by Shin. The most relevant result is that the proposed hybrid

criterion achieved a MDR at least one order of magnitude

below the best of the other ones.

Notice that on the high SNR regime all stopping criteria

are irrelevant. A proper receiver design should guarantee the

operation of the wireless modem to be within this regime

so that a target BER/FER is provided. Nevertheless, in the
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eventuality that a particular application involves a highly

fluctuating channel quality and battery-operated devices these

stopping criteria would become relevant. Because of this

reason we assert the importance of our study in order to assess

the performance of such criteria.

We validated as well the independence of the proposed

decision rule and the parameters in Algorithm 2 from the

channel characteristics. We applied the criteria in [14][15] to

the same LDPC code simulation scenario from Figure 14a on

a fading channel where all symbols have independent channel

gains that follow a Rayleigh distribution. Figure 20 shows the

obtained average number of iterations. For the proposed hybrid

policy two values of T were used. It can be observed how all

the criteria follow the same behavior as in the AWGN case

(refer to Figure 14a) but the criterion proposed by Kienle.

The performance for each stopping criterion depends upon

the tuning of the decision-making parameters. In Figure 21,

we show the FAR and MDR for different choices of tuning

parameters that result in different average number of itera-

tions. These results are from the same simulated scenario

for Eb/N0 = 1dB. From this we can observe the tradeoff

involving FAR and the average number of iterations for all

criteria. In general, the criteria can reduce the average number

of iterations but this would result in a higher FAR, this tradeoff

must be selected based upon the particular target application

(required throughput and allowable retransmissions). Further-

more, we can observe the relationship between MDR and

average number of iterations. In this respect the proposed

criterion exhibits the best performance. From this figure we

can see how a proper tuning of the parameters for a decision

rule must consider the relationship between FAR and MDR.

FAR refers to the penalty risk introduced by the stopping rule,

whereas MDR refers to how effective the stopping rule is for

detecting undecodable blocks.
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VII. CONCLUSION

In this paper, we presented two valuable optimizations to

enhance the decoding task from a speedup perspective along

with low power considerations. The overall speedup in the

task allows important throughput gains as well. As a first op-

timization we proposed an alternative method for performing

the syndrome check. By partitioning the calculation among

the rows of the parity-check matrix several advantages were

identified. On-the-fly syndrome check reduces the number

of hardware components on a VLSI architecture, offers a

speedup in the overall decoding task and improves accordingly

the decoding throughput. We analyzed the possible scenarios

in which this technique may potentially provide erroneous

outcomes regarding the validity of a codeblock and proposed

how to handle these cases such that there is no error-correction

performance loss. Results from a decoder for the codes defined

in IEEE 802.11n provided a speedup of up to a factor of 1.48

at a cost of less than 1% in logic area overhead for a 65nm
CMOS process.

The second proposed optimization considered the control

of iterations. Even though iteration control is relevant only

for the low SNR region of the performance curves it is

an important technique studied for the purpose of avoiding

useless decoder operation. We provided insights into the

performance of several control rules in terms of the detection

of undecodable blocks as false alarms and missed detections.

We proposed a stopping criterion whose control law relies

upon the combination of two decision metrics. Motivated by

the quasi-optimal error-correction performance of the SCMS

decoding kernel, we enhanced the performance of the previous

art by adding the number of erased messages per iteration

as a second decision metric for proper iteration control. We

achieved a notorious decrease in the average number of missed

detections for the iteration control policy, making it the best

choice in terms of energy efficiency. Furthermore, we showed

empirically how the proper tuning of stopping criteria should

consider both FAR and MDR in order to accurately assess

their performance.
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Abstract—In this paper, we analyze different designed pilot
patterns adapted to the DL-PUSC pilot grid for filter banks
multi-carrier (FBMC) system. Different scheme have been
proposed (pair of pilots, auxiliary pilot scheme, interference
approximation method, and Scattered pilot method) and their
performance evaluated and compared when using conventional
cyclic prefix orthognal frequency division multiplaxing (CP-
OFDM) system. We shown that by applying certain designed
patterns especially for filter banks multi-carrier, the bite error
rate can outperforms in certain cases that achieved by the
CP-OFDM system. The performance evaluations are done in
hypothetical WiMAX scenario on which the FBMC system will
substitute the CP-OFDM by maintaining as much as possible
the physical layer (PHY) compatibilities.

Keywords-WiMAX, Pilot pattern, Filter banks multicarrier
system, OQAM, MIMO, pilot pattern.

I. INTRODUCTION

Wireless multicarrier (MC) communication scheme has
proven its effectiveness in many of new communication
standards (WiMAX, LTE, DVB-S, WiFi, etc.) [1]. This is
not a fortuity, as multicarrier schemes offer many advantages
as their robustness in frequency selective channels, their
simplicity during the equalization and synchronization pro-
cesses, besides, their high degree of flexibility and scalability
in offering best solutions in scarcity radio resource scenar-
ios. One of the most extended multicarrier schemes is the
orthogonal frequency division multiplexing (OFDM), which
encompass the advantages cited above, besides is one of
the schemes always considered and tested in emerging wide
band communication standards. A cyclic prefix (CP) is often
used in OFDM which acts as a buffer region where delayed
information from the previous symbols can be stored. The
OFDM receiver has to exclude samples from the cyclic
prefix which got corrupted by the previous symbol. The
OFDM scheme is actually used in several communication
systems as in e.g., WiFi, WiMAX, DVB-S2, and LTE [1].

Filters bank multiple carrier (FBMC) scheme is actually
appearing as an alternative scheme to the conventional
OFDM scheme, mainly in cognitive based environments
[2] [3] [5] [6]. There are several advantages in using the
FBMC than the OFDM, and one of them is the proper
use of the CP to cope with the channel impulse response

which results in a loss of capacity, which is not the case in
FBMC, added requirements for block processing to maintain
orthogonality among all the subcarriers. In OFDM systems,
the leakage among frequency sub-bands has a serious impact
on the performance of the FFT-based spectrum sensing in
cognitive radio (CR) environment. Moreover, to combat
the leakage problem in OFDM netwok a very tight and
hard implementation for synchronization has to be imposed
among the nodes. Another advantage of using the FBMC
scheme, is that the subchannels can be optimally designed
in the frequency domain to have a desired or specific spectral
containment.

Filter bank MC system (FBMC) with offset quadra-
ture amplitude modulation (OQAM) (named also OQAM-
OFDM) can achieve smaller intersymbol interference (ISI)
and intercarrier interference (ICI) without using the CP, by
using well designed pulse shapes that satisfy the perfect
reconstruction conditions. Moreover, the problem of the
spectral leakage can be solved by minimizing the side-lobes
of each subcarrier which leads to high efficiency (in terms
of spectrum and interference) [4]-[7].

So far, some attempts have been made to introduce the
FBMC in the radio communications arena, through propri-
etary schemes, in particular the IOTA technique (see: TIA-
902.BBAB, Wideband air interface Isotropic Orthogonal
Transform Algorithm (IOTA) physical layer specification ,
document of the Telecommunications Industry Association
[8] [9], and in 3GPP TSG-RAN WG1. TR25.892, Feasibility
study of OFDM for UTRAN enhancement. V1.1.0, June
2004). However, the full exploitation of FBMC techniques
and their optimization in the context of radio evolution,
such as dynamic access, as well as their combination with
MIMO techniques, have not been considered. Physical Layer
for Dynamic Spectrum Access (PHYDYAS) FP7 European
project with code ICT-211887 [2], is one of the pioneer
research projects at the European level that tried to resolve
pending technical challenges for a real exploitation of the
FBMC scheme.

In this paper, the authors present a FBMC system that
aims to maintain a certain degree of compatibility with
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the OFDM based WiMAX specifications described in IEEE
802.16e standard [11]. Several pilot patterns for channel es-
timation are here proposed and analyzed for FBMC follow-
ing the MIMO downlink (DL) partial usage of subcarriers
(PUSC) frame structure of WiMAX, but due to the nature of
the FBMC system, the pilots cannot be as straightforwardly
applied as in OFDM. The main reason is that, every FBMC
pilot symbol besides suffering the traditional effect of the
additive white Gaussian noise (AWGN) a new interference
component from frequency-time surrounding subchannels is
added, what will affect the well acquisition of the pilot
information at the receiver, therefore, results a degradation
on the system capacity.

This paper is an extension of the analysis presented
by the authors in [10], where the pilot pattern adaptation
for FBMC included only the interference ”approximation
method” (IAM) and the ”auxiliary pilot” scheme for channel
estimation. In this paper, besides results presented in [10],
the authors proposed new pilot patterns as the ”pair of pilots”
and the ”scattered pilots” methods. Note that, the added pilot
schemes are always designed considering the specificity of
the FBMC scheme and the mitigation of the surrounding
interference effect.

The paper is structured as follow: a brief overview on pilot
allocation structures in WiMAX system is presented in Sec-
tion II. The structure of the FBMC communication system
and its adaption to the downlink partial usage of subcarriers
(PUSC) specifications using MIMO with different proposed
pilot patterns structures are presented in Section III. Section
IV, introduces the simulation setup, and presents achieved
performances. Finally, in Section V, the main conclusions
on obtained results are drawn.

II. BRIEF OVERVIEW OF PILOT ALLOCATION
STRUCTURES IN WIMAX SYSTEMS

The general statement and frame structure of WiMAX
system for the time division duplex (TDD) mode can be
found in [11]. To ensure the compatibility of FBMC system
with WiMAX (at least within the context of pilot allocation)
these statements have to be considered as basis within the
ICT-PHYDYAS project [2] [3]. WiMAX offers three dif-
ferent subcarrier permutation schemes [11]. The first, is the
Full Usage of the Subchannels (FUSC) scheme allocates first
the pilots on fixed positions, and the remaining subcarriers
are used to transmit the data. The second and the third
scheems are the Partial Usage of the Subcarriers (PUSC),
and the Band Adaptive Modulation and Coding schemes
(later referred as AMC) respectively, which divide the whole
frame (excluding the Preamble, the PCH and DL/UL-MAPs)
into minimal data units (named slots), where dedicated pilots
and data are jointly allocated. Each slot is defined as a two
dimensional units which spans in both frequency and time

directions.

A. Pilot and data allocation for the PUSC, AMC and FUSC
modes

1) PUSC mode: The shape of one slot in the PUSC
scheme is two clusters in frequency direction and two
OFDM symbols in the time direction. Hence, the number of
data subcarriers is 48. Due to subchannel permutation the
clusters are transmitted at distant positions in the spectrum,
although each cluster is transmitted as a whole in adjacent
subcarriers. Consequently, the PUSC permutation scheme
increases the frequency diversity.

Data subcarriers

Pilot Carrier for antenna 0

Pilot Carrier for antenna 1

OFDM Symbols

S
u
b
ca
rr
ie
rs

Figure 1. Cluster structure for STC downlink PUSC using 2 antennas.

2) AMC mode: The AMC permutation scheme is char-
acterized by mapping adjacent subcarriers to each slot.
By doing so, although frequency diversity is minimized.
The use of adaptive modulation and coding may lead to
great benefits by transmitting for each user on those bands
where the channel experiences favorable conditions. For this
permutation scheme, a smaller resource unit defined by nine
contiguous subcarriers is used. This basic allocation unit is
referred to as a ’bin’. Each bin contains one pilot subcarrier
(whose position is changed every OFDM symbol) and eight
data subcarriers. There are four types of AMC slots. The first
is given by the collection of six consecutive bins (hence a
6×1 structure), the second has a 2×3 structure, and the third
and the fourth are given by the 3×2 and the 1×6 structures
respectively.

3) FUSC mode: For the FUSC permutation scheme, the
symbol structure is constructed using pilot, data and empty
subcarriers. Pilots and empty subcarriers are first allocated.
The remaining subcarriers are then used as data subcarriers.
48 data subcarriers are later mapped to each subchannel.
The subcarriers from each subchannel is mapped to physical
subcarriers and placed equidistantly in the spectrum. For
the FUSC scheme, one slot is defined as one subchannel
per one OFDM symbol, thus giving a total of 48 data
subcarriers. Figure 2, shows an example of the location of
the pilots within one cluster for two transmit antennas. It
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can be observed that the position of the pilot symbols from
the variable set change each two OFDM symbols. Designed
pilot patters for FBMC will focus mainly on the downlink
PUSC scheme.

Subcarriers
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. . . .

Pilot Carrier for antenna 0

Pilot Carrier for antenna 1

Data subcarriers

Figure 2. Cluster structure for STC FUSC using 2 antennas.

III. FBMC SCHEME AND PILOT ALLOCATION

The hereafter subsections describe the transmission and
reception structures of the FBMC scheme, the specificity op-
eration of allocating pilots within a FBMC frame compared
with conventional OFDM, and the different designed pilot
pattern schemes considering the specificity of the FBMC.

A. Filter Bank based multicarrier structure

In FBMC, the filters bank are used in the transmultiplexer
configuration using the synthesis filter bank (SFB) at the
transmitter side, and the analysis filter banks (AFB) at the
receiver side [11][12] (see Figure (3)). In FBMC systems,
the use of critically sampled filter banks would be prob-
lematic, since the aliasing effects would make it difficult to
compensate imperfections of the channel by processing the
subchannel signals after the AFB only. Therefore, a factor
of two oversampling is commonly applied in the subchannel
at the AFB (see Figure (3b)).

In this paper the authors focused on uniform modulated
filters bank with a prototype filter g[m] of length L which
is shifted to cover the whole of the system bandwidth. The
output signal from the synthesis filter bank is given by

S[m] =
M−1∑
k=0

∑
n∈Z

dk,ng[m−n
M

2
]ej2/Mm(m−D

2 )ejφk,n (1)

where D is the delay term which depends on the length
of the prototype filter g[m], and φk,n is an additional phase
term. The transmitted symbols dk,n are real-valued symbols.
Equation (1) can be written in a more compact form such
that

S[m] =

M−1∑
k=0

∑
n∈Z

dkp,npgk,n[m] (2)

where M is the number of subcarriers (M=IFFT/FFT size)
and also the number of active subcarriers, dk,n denotes
the real-valued symbol at the k-th subcarrier during the n-
th symbol interval, modulated at rate 2/T. The signalling
interval T is defined as the inverse of the subcarrier spacing,
i.e., T = 1/∆f . The symbols dk,n and dk,n+1 can be

q 0,n b 0,n

X XC2R

X XC2R

M/2

M/2

A0(z
2)

AM-1(z
2)

+

Z-1

X XC2R M/2A1(z
2) +

Z-1

IFFT

d 0,n

d 1,n

d M-

1,n

q 1,n

q M-1,n

b 1,n

b M-1,n

OQAM

modulation
Transform

block

Polyphase

filtering

(a)

b*
0,n q*

0,n

X X

M/2

Z-1

M/2

Z-1

M/2

B1(z
2)

B0(z
2)

BM-1(z
2)

FFT

X

X

Subch.

Proc.

Subch.

Proc.

Subch.

Proc.

X

X

Re

Re

Re

b*
1,n

b*
M-1,n

q*
1,n

q*
M-1,n

R2C

R2C

R2C

~
d 0,n

~
d 1,n

~
d M-1,n

S/P

conversion

Polyphase

filtering
Transform

block

OQAM

demodulation

(b)

Figure 3. Multicarrier polyphase filter bank for SISO case, (a) Synthesis
filter bank, (b) Analysis filter banks.

interpreted as the in phase and quadrature (I/Q) components
respectively of the complex-valued symbol ck,l (of rate 1/T
) from a QAM-alphabet. The phase term φk,n in equation
(1) guaranty and holds the real orthogonality condition [18]
by having,

ℜ
+∞∑

m=−∞
gḱ,ń[m]g∗n,k[m] = δk,ḱδn,ń (3)

The synthesized signal burst is therefore a composite
of multiple subchannel signals each of which consists of
a linear combination of time-shifted (by multiples of T/2)
and overlapping impulse responses of the prototype filter,
weighted by the respective symbol values dk,n. L is the
length of the filter prototype p[m] and depends on the
size of the filter bank and the overlapping factor K by
having L = KM [12][13]. The ”C2R” and the ”R2C”
blocks in Figure 3, indicate the conversion of the data
from complex into real form, and the inverse operation
respectively. Note that each sub-carrier is modulated with an
Offset Quadrature Amplitude Modulation (OQAM) which
consists in transmitting the real and the imaginary parts of a
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complex data symbol with a shift of half the symbol period
between them [13] [14].

B. Pilot allocation in FBMC

In FBMC system, either real or imaginary parts of the
complex symbols are used for data transmission in a stag-
gered manner. When a real (imaginary) part of a subcarrier
symbol is used, the unused imaginary (real) part is at the
receiver a fairly complicated function of surrounding data
symbols. Usually in OFDM systems recovering the channel
state information (CSI) is first proceed from known time
and frequency pilot locations within certain intervals. The
whole signal is recovered by means of different interpolation
techniques [15]. Therefore, the channel state information
(CSI) recovery process in OFDM is simple. However, this
is not the case in filters bank systems, here every FBMC
time-frequency pilot position is contaminated or suffered
interference from the neighboring subchannels (see descrip-
tive scheme in Figure 4) [16]. With ideal channel this
interference is only located on the imaginary part of the
subchannel signal. Thus, the real part yields the originally
transmitted symbol dk,n. Note that this interference depends
on the real (imaginary) data around the pilot frequency-
time position (k ,n), and has a random variable behavior
sometime close to zero. Therefore, sending a known symbol
at a known time-frequency location is not enough, since at
the receiver side the interference part will depends on the
surrounding data [2] [16] values.

k

k-1

k+1

n n+1n-1

time

fr
eq
u
en
cy

d(k,n)

Surrounded Interference

Pilot symbol

Figure 4. Time-frequancy pilot location in a FBMC system with sur-
rounded interferes.

The contribution weights on the interference of the data
surrounding a certain symbol closely coincide with the
response of the filter banks and depend on the design of the
prototype filter. Table I, shows the filter banks weights used
in this paper [2] [14] [18]. As a resume, the nature of FBMC
systems makes it impossible to construct pilot symbols for
channel estimation in the same way as in OFDM.

Table I
REPRESENTATION OF THE TIME-FREQUENCY RESPONSE OF THE FBMC
SYSTEM CONSIDERED IN THIS WORK. DUE TO THE EMPLOYED OFFSET

QAM MODULATION, THE EFFECTIVE TIME-FREQUENCY RESPONSE
WILL BE REDUCED TO ONLY BOLD VALUES IN [2].

0.0006 0.0001 0 0 0 0.0001 0.0006
-j0.00429 0.1250 j 0.2058 0.2393 j 0.2058 0.1250 j 0.049

-j0668 0.0002 0.5644 1.000 0.5644 0.0002. 0.0668
j0.00429 0.1250 j 0.2058 0.2393 j 0.2058 0.1250 j 0.049
0.0006 0.0001 0 0 0 0.0001 0.0006

C. Pilot pattern adaptation for FBMC downlink PUSC
scheme: the MIMO context

Using the PUSC permutation, the set of active subcarriers
is divided into clusters. The Pilots and the data subcarriers
are allocated within each cluster [11], each one formed by
14 adjacent carriers, where two of them are dedicated to
pilot symbols. In case of single antenna transmission, the
pilots’ positions are changing between each odd and even
symbols. In case of two transmitting antennas, the pilots
are placed following the scheme in Figure 5a. Specific pilot
locations are reserved and exclusively used by each antenna.
A proposed pilot pattern for a 2 × 2 FBMC system is
shown in Figure 5b. This structure is built considering a time
oversampling equal to T/2. That means that the relative pilot
overhead using this structure is the same as that considering
an OFDM system, i.e., for each pilot one offset quadrature
amplitude modulation is used in FBMC. Therefore, one
QAM symbol will be used in OFDM. At the AFB side, the
received output signal samples of the interest pilot symbol
at the frequency-time position (kp, np) can be expressed as:

rkp,np ≃ hkp,np(dkp,np + j tkp,np ) + zkp ,np (4)

where hkp,np and zkp,np are the channel coefficient and
the noise term respectively at pilot subcarrier kp and time
index np. According to the values depicted in Table I, we
note that most part of the energy is localized in a restricted
set (shown in bold) around the considered symbol. Conse-
quently, we assumed in (4) that the intrinsic interference
term depends only on this restricted set (denoted by (k, n)
in (5)). Moreover, we assume that the channel is quasi-static
at least over all this zone. The value tk,n is defined as an
intrinsic interference and is equal to,

tkp,np =
∑

(k,n)̸=(kp,np)

hkp,npdk,n

+∞∑
m=−∞

gk,n[m] g∗np,kp
[m]

(5)
In case having a MIMO system with Nt transmit antennas

and Nr receive antennas, the real (imaginary) pilot symbol
d
(i)
k,n is transmitted at the frequency-time position (kp;np)

over the transmit antenna i(i ∈ {1 , ...,Nt}). So, after
transmitting through the radio channel, we demodulated at
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Figure 5. Pilot pattern for 2 × 2 antennas, (a) cluster structure for STC
downlink PUSC in WiMAX, (b) STC PUSC adapted to FBMC.

the j − th received antenna [17], and the received signal is,

r
(j)
kp,np

=

Nt∑
i=1

h
(j i)
kp,np

(d
(i)
kp,np

+j t
(i)
kp ,np

) + z
(j )
kp ,np

(6)

where h
(j,i)
kp,np

is the channel coefficient between transmit
antenna ”i” and receive antenna ”j ”. If the prototype filter is
designed with good frequency selectivity and a roll-off factor
α ≤ 1, the range includes kp with both adjacent subcarriers
(kp − 1) and (kp + 1) in the frequency direction.

D. FBMC adaptation using auxiliary pilot scheme

C. Lélé et al. used in [18] the ”auxiliary pilot” concept
in OQAM-OFDM preamble for channel estimation. This
concept, was in this paper used and adapted to deal with
the channel estimation process in a FBMC MIMO system. In
Figure 6, a modified scheme from that depicted in Figure 5b

is presented to use auxiliary pilot scheme in a MIMO-FBMC
system. As it can be shown in Figure 6, two types of pilots
per antenna are used, each one allocated in a predefined
position within the FBMC frame. As described in [2] [3]
and [19], the main goal of the auxiliary pilot (named also as
’help pilot’) position located adjacently to the pilot position
(ka, na) is to cancel the extra interference effect appeared
in (5).

In other words, the interference part that affects the pilot
must become equal zero, or small enough to be neglected.
The main reason by introducing a spacing between both
pair of pilots (one per each antenna) in Figure 6, is to
avoid to have an auxiliary pilot in the window of another
auxiliary pilot as recursive calculation of auxiliary pilots
would be required (see the filter weights values in Table I),
which may be somewhat inconvenient. However, using this
slightly modified pilot pattern scheme this difficulty can be
avoided, and each of the auxiliary pilots can be calculated
independently. For MIMO case, this can be achieved by
choosing the value of the auxiliary pilot equal to

d i
ka,na

=

∑
(k,n)∈Ωkpnp

(k,n)̸=(kp,np)(k,n)̸=(ka,na)

dik,n ûk−kp,n−np

ûkp−ka,np−na

(7)

Note that it is preferable to choose the auxiliary pilot in such
a way that the magnitude of the denominator is maximized.

E. FBMC using Interference Approximation Method (IAM)

The interference approximation method (IAM) was pre-
sented by C. Lele et al. in [18] for preamble-based channel
estimation using the Isotropic Orthogonal Transform Algo-
rithm (IOTA) scheme [9].
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OFDM symbol 

time

. . . . Data subcarriers

Pilot Carrier for antenna 0

Pilot Carrier for antenna 1

Auxiliary Pilot  Carrier 
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Figure 6. Pilot and auxiliary pilot pattern structure for 2×2 MIMO FBMC
system.
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The method is based on the assumption that the con-
tributions come only from the first frequency-time order
neighboring positions. The authors, extended this concept
to the MIMO mode using two antennas at the transmitter.
The pilot pattern structures proposed is depicted in Figure
7. In Figure 7a, a set of three pilot positions are reserved for
each antenna i. The pilot symbol dikp,np

is first located in the
center position of this set, the remained pilots dikp,np−1

and
dikp,np+1

are here named as ”Aided Pilot Carrier” (APC),
as their main function is to aid the pilot dikp,np

to obtain
an approximation of the interference generated by the filter
banks. Note that, in both depicted structures in Figure
7 (7a, and 7b), we dealt with partial interference as the
amount of interference of Ωkp,np that affects the pilot dikp,np

could not be here estimated. In Figure 7b, we confined
with the information from the (kp, np − 1), (kp, np + 1),
(kp − 1, np), and (kp + 1, np) APCs frequency-time posi-
tions. We focused on the case where the pilots’ positions
(kp, np−1), (kp, np+1) of each antenna are forced to zero.
Therefore, forcing the largest interference weights caused
by the filter bank contributions (see values in Table I) (i. e.,
|uk,n+1| = |uk,n−1| = 0.5644) to zero. The interference
weight at the frequency-time positions (kp − 1, np), and
(kp + 1, np) is |uk−1,n| = |uk+1,n|=0.2393, which have
relatively lowest interference weights. This approach allows
to maximize the modulus of the resulting pilot, and hence
to minimize the noise effect.

F. FBMC using pair of pilots (POP) scheme
As previously mentioned, in FBMC the channel estima-

tion issues is different of that in conventional cyclic prefix
OFDM. The reason is that,as already point out, the sought
channel frequency response values are complex whereas the
training input is real. Moreover, the AFB output samples
also contain imaginary contributions from neighboring times
and frequencies directions. Under the assumption of having
a good time-frequency localization with the employed filter
prototype, and a relatively low channel frequency selectivity,
J. P. Javaudin et al. proposed in [19] the POP method
for coming up with the channel acquisition in a QAM-
OFDM system using two preamble symbols. The authors
modified proposed POP scheme in [19] to deal with channel
estimation in a MIMO FBMC system using modified PUSC
pilot pattern scheme depicted in Figure 5b. Here the pais of
pilots relies on simple algebraic relations for the input/output
samples in two time slots, and aims at computing a channel
estimate operation by using (4) in two different (in practice
consecutive) time slots {n, n+ 1} to construct a system of
equations using the real and imaginary parts of a channel
gain H

(c)
k,n (c, means complex value). Note that H

(c)
k,n =

HR
k,n + jHI

k,n R and I refer to the ”Real” and ”Imaginary”
parts. The pilot pattern proposed in Figure 5b, preserves
the orthogonality between each antenna’s pilots. To describe
the POP’s channel information acquisition, we denote by
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Figure 7. Pilot and pilot support using IAM concept for FBMC in DL-
PUSC mode for 2 antennas: (a) reserved allocation for pilots, (b) pilot and
aided pilot carrier (APC) positions.

(kp, np) and (kp, np+1) the frequency-time positions of the
two pilots dikp,np

and dikp,np+1 respectively (i refers to the

antenna index). The value W
(c)
kp,np

= 1

H
(c)
kp,np

correspond to

the zero forcing (ZF) equalization coefficient. By neglecting
the noise part in (4), once can have for each even k a received
signal at the j − th antenna as,

{
r
(j)
kp,np

W
(j,i)
kp,np

= d
(i)
kp,np

+ j t
(i)
kp,np

r
(j)
kp,np+1W

(j,i)
kp,np+1 = d

(i)
kp,np+1 + j t

(i)
kp,np+1

(8)

Then{
r
R,(j)
kp,np

W
R,(j,i)
kp,np

− r
I,(i)
kp,np

W
I,(j,i)
kp,np

= d
(i)
kp,np

r
I,(j)
kp,np

W
R,(j,i)
kp,np

+ r
R,(i)
kp,np

W
I,(j,i)
kp,np

= d
(i)
kp,np+1

(9)

having W
(j,i)
kp,np

≃ W
(j,i)
kp,np+1 hence
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 r
R,(i)
kp,np

−r
I,(i,j)
kp,np

r
I,(j)
kp,np+1 r

R,(j,i)
kp,np+1

 W
R,(j,i)
kp,np

W
I,(j,i)
kp,np

 =

 d
(i)
kp,np

d
(i)
kp,np+1


(10)

(
W

R,(i,j)
kp,np

W
I,(j,i)
kp,np

)
= 1

r
R,(j)
kp,np

r
R,(j)
kp,np+1+r

I,(j)
kp,np

r
R,(j)
kp,np+1

×

(
W

R,(j,i)
kp,np

W
I,(j,i)
kp,np

)
More compactly

W
(j,i)
kp,np

=
d
(i)
kp,np

r
∗(j)
kp,np+1 + j d

(i)
kp,np+1r

∗(j)
kp,np

ℜ(r(j)kp,np
r
∗(j)
kp,np+1)

(11)

We set for each antenna the value of each pair of pilots such

that; d (i)
kp,np+1 = 0 and d

(i)
kp,np

= 1 with i ∈ {1, . . . , Nt}.
Thus,

W
(j,i)
kp,np

=
r
∗ (i)
kp,np+1

ℜ(r (i)
kp,np

r
∗ (j)
kp,np+1)

(12)

One of the advantages of the POP scheme, besides
its simplicity is that, it doesn’t explicitly depends on the
employed prototype filter. However, it must be emphasized
that the above derivation only holds when noise is negligible.
One can see that in the presence of noise, the method can
have unpredictable performance since the degree of the noise
enhancement in general also depends on unknown (hence
uncontrollable) data.

G. FBMC using scattered pilots

Scattered or orthogonal pilot sequences are usually used
to transmit over Nt antennas in CP-OFDM systems [20].
Using such pilot sequences it is possible to recover the
channel coefficients for each pair of receive and transmit
antennas. As for MIMO CP-OFDM system it is possible
to choose the value of the pilot in the form; for instance,
[P1, P2] for antenna ”1”, and [Ṕ1, Ṕ2] for antenna ”2” (see
references in [20]). The assumption of constant channel
over 2 consecutive symbols is fulfilled in OQAM-OFDM
(FBMC) system. Adapting the orthogonal pilot sequences
to PHYDYAS’s FBMC specifications, we start from the
equivalent D-PUSC pilot structure for two antennas at the
transmitter as depicted in Figure 1, and we propose an
adapted pilot structure version for MIMO FBMC as in
Figure 8a. Using proposed scattered pilots in Figure 8,
with PHYDYAS filter parameters [3] depicted in Table I,
we assume that the channel is quasi-static at least over
four consecutive FBMC time symbols. As in previous pilot
allocation schemes, the main objective is always to cancel
the interference caused by the neighboring symbols (see
Figure 4). First, orthogonality between the pilot sequences
over the antennas could be preserved by setting one of the

pilots to zero. Secondly, the interference is compensated by
setting the value of one of the neighbors to the total of the
intrinsic interference.

The cancelation of the intrinsic interference is performed
in two steps too. First, the dik,n−1 (i ∈ {1, 2} refers to
transmit antenna index) symbol is determined to cancel the
interference over (k, n) position. Then d2k,n+2 and d1k,n−1

symbols are determined to cancel the interference over
the (k, n + 1) and (k, n) respectively. It can be seen in
Figure 8, that dik,n+2 is placed at position (k, n+ 2), so by
modifying the dik,n+2 value it doesn’t generate interference
on the symbol located at position (k, n). As a consequence,
this allows to cancel intrinsic FBMC interference in both
(k, n) and (k, n + 1) time-frequency positions. The values
of d2k,n and d1k,n+1 are here fixed to zero. Note that proposed
scattered pilot scheme in Figure 8, could be considered as a
special case of the auxiliary pilot scheme depicted in Figure
6.
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Figure 8. Simplified orthogonal pilot sequences in FBMC MIMO system
with 2 transmit antennas: (a) general structure, (b) pilot allocation for each
transmitted antenna.

IV. SIMULATIONS RESULTS

The pilot pattern structures were tested using the reference
filter bank parameters in PHYDYAS project [2][3], with an
overlapping factor K =4 and WiMAX-physical layer like
basic parameters with: FFT-size and M equal to 1024, a
bandwidth of 10 MHz, and subcarrier spacing of 10.94 kHz.
This allows a transmission of 53 OQAM symbols. Note that
due to the effect of the cyclic prefix in an OFDM based
WiMAX system only 47 symbols can be used. During all
the simulations the evaluated link is the downlink PUSC
(DL-PUSC) structure [11].

In all the simulations received signals are assumed per-
fectly synchronized in time and frequency domain. The
interpolation process is carried out using two dimensional
linear surface interpolations within the areas limited by the
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carriers and the symbols with pilot supports. Simulations
have been run over 600 channel realizations. Note that a
weak spatial correlation is assumed for both transmit and
receive antennas. The CP-OFDM transmitted signal was
again scaled in each experiment so it has to be of the
same power with the channel input in the corresponding
FBMC/OQAM system. Note that there is no channel coding
scheme used during the simulation process.

It can be seen in Figure 9, that the POP scheme adapted
for MIMO FBMC exhibited a performance worse than the
CP-OFDM schemes for both channels; Veh-A, and Veh-B.
A similar strategy for the pair values of (0,±1) for pilots
have been adopted as in [19] for each antenna pilot pattern.
Although a performance degradation is experienced by the
CP-OFDM scheme in the Veh-B channel, the POP scheme
still yields worse results in the Veh-A channel. Therefore,
it can be concluded that the POP scheme is unsuitable for
filter bank multicarrier system due to its poor performance
compared with the CP-OFDM scheme.
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2X2, 16 QAM, K=4, M=1024

 

 
CP−OFDM VehA
POP VehA
CP−OFDM VehB
POP VehB

Figure 9. A 2 × 2 MIMO scheme performances using FBMC and CP-
OFDM for Veh-A and Veh-B at 60 Km/h, using adapted POP method to
downlink PUSC. Filter bank references: M=1024, K=4, and 16 QAM
modulation with ZF equalization.

In Figure 10 and Figure 11, the use of the two variants
of the adapted IAM-R (depicted in Figure 7a, and Figure 7b
respectively) are analyzed. In Figure 10, two APC carriers
are used to estimate the interference effects of the used filter.
Here we dealt with a partial interference approximation as
not all the interference (Ωkp,np = Ω1,1) that affects the
pilot dikp,np

could be estimated. The real values used in
[d i

kp,np−1
d i
kp,np

d i
kp,np+1

] are [ 0 dikp,np
0 ] respectively, with

the centered value dikp,np
= ±1. It can be also observed that

the ”IAM-Ra” scheme in Figure (10) performs similarly as
the CP-OFDM for SNRs lower than 8 dB for Veh-A channel
environment, and for SNRs lower than 5 dB in case of Veh-

B channel environment. An error floor is observed when the
IAM is used at high SNRs due to the unavoidable intrinsic
interference which is shows up at weak noise regimes.
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Figure 10. A 2× 2 MIMO scheme performances using FBMC and CP-
OFDM for Veh-A and Veh-B channels at 60 km/h, using adapted IAM
method in DL-PUSC: (a) IAM-Ra refer to scheme in 7a for 2 antennas.

However, a better result is achieved in Figure 11 ”IAM-
Rb” due to the use of several APC carriers, more ex-
actly four ”aided” pilots. In Veh-A channel environment
very similar performance in terms of BER is achieved
using the FBMC and/or the CP-OFDM scheme. The CP-
OFDM performs around 1/2 dB better than the FBMC.
In channels with higher frequency selectivity as in Veh-B
channel environment, the FBMC system performs similarly
as the CP-OFDM up to SNR= 12 dB. For higher values
of SNRs the CP-OFDM clearly outperforms the FBMC
system. Here the value of dikp,np−1 ,and dikp,np+1

is zero,
and [dikp−1,np

dikp,np
dikp+1,np

] use ±1 values in alternation.
The main reason for such alternation is to alleviate the
risk of hight peaks power [18]. Note that, still not all the
interference that affects the pilot dikp,np

could be estimated
but only almost the largest ones.

Figure 12, shows that the use of auxiliary pilots in FBMC
system outperforms the conventional CP-OFDM system. In
Veh-A channel with 60Km/h of velocity moving the FBMC
with Minimum Mean Square Error (MMSE) equalization
achieves better performs than the CP-OFDM. Even using the
zero forcing (ZF) equalization the performances are lightly
better than the CP-OFDM with ZF.

Figure 13, depicts obtained performance with scattered
pilots for CP-OFDM and FBMC using non iterative MMSE
receiver. It can be observed that for pedestrian channel (type
A at 3 km/h of mobility) FBMC performance is very similar
to that obtained with a CP-OFDM system. Due to the very
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Figure 11. A 2× 2 MIMO scheme performances using FBMC and CP-
OFDM for Veh-A and Veh-B channels at 60 km/h, using adapted IAM
method in DL-PUSC. IAM-Rb (describes scheme in Figure 7b ) for 2
antennas. M=1024, K=4, and 16 QAM with ZF equalization.
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Figure 12. A 2× 2 MIMO scheme performances using FBMC and CP-
OFDM for Veh-A at different MS velocities (60 Km/h and 120 Km/h), using
adapted auxiliary pilot method (see fig. 6) vs. conventional CP-OFDM.
M=1024, K=4, DL-PUSC mode, and 16 QAM using MMSE [17] and ZF
equalizations.

low variability of this channel, the assumption of having
four FBMC time symbols (equivalent to two OFDM time
slots) makes sense as the channel is quasi invariant. In the
case of higher frequency selectivity channels, as the Veh-
A/B, additional degradation in MIMO can occur in FBMC
due the assumption of a constant channel over the symbols
besides the interference effect of the first order neighbors.
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Figure 13. CP-OFDM and FBMC comparison with 2 × 2 SDM, over
Ped-A channel with non iterative MMSE receiver.

V. CONCLUSION

In this paper the authors studied the possibility to adapt
the pilot pattern of the DL-PUSC MIMO WiMAX scheme to
MIMO FBMC system. Different scheme have been proposed
and their performance evaluated and compared with CP-
OFDM system (POP, auxiliary pilot scheme, IAM-Ra,IAM-
Rb, and Scattered pilots). Proposed auxiliary pilot scheme
seems able to eliminate the secondary interference from
the neighboring symbols into the pilots antenna using both
the ZF and the MMSE receivers, and to achieve better
BER performances than CP-OFDM. Besides, the proposed
scheme has the same pilot overhead as in OFDM. The use
of scattered pilot for MIMO based on combined auxiliary
pilots will be further investigated such that the antennas
pilot positions doesn’t suffer the effect of the surrounding
interference due to the largest weights of the filter banks.
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[18] C. Lélé, J.-P. Javaudin, R. Legouable, A. Skrzypczak,
and P. Siohan, ”Channel estimation methods for preamble-
based OFDM/OQAM modulations,” European Transactions on
Telecommunications (ETT), Vol 19, Issue 7, pp. 741-750.
November 2008.

[19] J. P. Javaudin, D. Lacroix, and A. Rouxel, ”Pilot-aided
channel estimation for OFDM/OQAM,” in Proc. of the IEEE
Vehicular Technology Conference (VTC-spring 2003), pp.
1581-1585, April 2003.

[20] N. Chen, M. Tanaka, and R. Heaton,”Channel Equalisation
for OFDM using scattered pilots,” in Proc. of the IEEE
Vehicular Technology Conference (IEEE VTC-Spring’2002).
pp. 1040-1044. Birmingham, Alabama-USA. May 2002.

165

International Journal on Advances in Telecommunications, vol 4 no 1 & 2, year 2011, http://www.iariajournals.org/telecommunications/

2011, © Copyright by authors, Published under agreement with IARIA - www.iaria.org



Field Tests and Comparison of the Channel Properties for the DRM+ System in the

VHF-Bands II (87.5 MHz-108.0 MHz) and III (174-230 MHz)

Friederike Maier, Andrej Tissen

Institute of Communications Technology

Appelstr. 9A

Leibniz University of Hannover

Hannover, Germany

Email: maier@ikt.uni-hannover.de,

tissen@ikt.uni-hannover.de

Albert Waal

RFmondial GmbH

Appelstr. 9A

Hannover, Germany

Email: waal@rfmondial.de

Abstract - This paper presents a comparison of the channel
properties for the DRM+ (Digital Radio Mondiale, Mode E)
radio system in the frequency Bands II and III for mobile
reception. The impact of different transmitting frequencies and
receiver velocities is analyzed by simulations of the system
performance with different channel profiles. A closer view is
taken on the upper bounds of receiver velocities as this is
the main problem for proper reception at higher frequencies.
Additionally, measurements of the DRM+ system in the VHF-
Bands II and III are presented to analyze and compare the
performance in the real-world. The theoretical work show that
reception is possible up to receiver velocities of around 200
km/h in Band III in a worst case scenario. The measurements
show comparable results for Band II and III.

Keywords - Digital Radio Mondiale; DRM+ ; mobile recep-
tion; Doppler spread; digital broadcasting; channel properties;
COFDM

I. INTRODUCTION

DRM+ is an extension of the long, medium and short-

wave DRM standard up to the upper VHF band. Field

trials with DRM+ were conducted in Hannover [1] and

Kaiserslautern [2] in Band II and in Paris in Band I. It has

been approved in the ETSI (European Telecommunications

Standards Institute) DRM standard [3] for frequencies up to

174 MHz. In Germany and other countries the VHF-Band II

(87,5-108 MHz) is fully occupied by FM-radio, which will

not be switched off in the next years. At the same time,

in Band III, which allocates the frequencies from 174 to

230 MHz, there is a lot of free spectrum intended for audio

broadcast, therefore evaluations about the use of DRM+ in

Band III were started. In Band III DRM+ can coexist with

the multiplex radio system DAB (Digital Audio Broadcast),

offering local radios a cheap and flexible possibility to

digitize their signals, which is hardly possible with DAB

due to its multiplexed structure [4].

Section II in this paper gives a short introduction to

the DRM+ system parameters. Evaluations of the channel

properties, simulations of the effects of mobile reception

for different receiver velocities at different frequencies are

Table I
DRM+ SYSTEM PARAMETERS

Subcarrier modulation 4-/16-QAM

Signal bandwith 96 kHz

Subcarrier spread 444.444 Hz

Number of subcarriers 213

Symbol duration 2.25 ms

Guard interval duration 0.25 ms

Transmission frame duration 100 ms

presented in Section III and Section IV gives a comparison

of measurement results in Band II and III. Section V gives a

conclusion of the possibilities and limitations of the DRM+

system in the VHF-Band III from 174-230 MHz.

II. DRM+ SYSTEM PARAMETERS

The DRM+ system uses Coded Orthogonal Frequency-

Division Multiplex (COFDM) modulation with different

Quadrature Amplitude Modulation (QAM) constellations as

subcarrier modulation. The additional use of different code

rates result in data rates from 37 to 186 kbps with up

to 4 audio streams or data channels. A signal with a low

data rate is more robust and needs a lower signal level for

proper reception. Table I shows the system parameters in an

overview.

In order to improve the robustness of the bit stream

against burst errors, bit interleaving and multilevel coding

is carried out over one transmission frame (100 ms) and

cell interleaving over 6 transmission frames (600 ms).

In the simulations and the measurements 16-QAM sub-

carrier modulation with a code rate of R0 = 0.5 (protection

level 2) resulting in a bit rate of 149 kbps was used.

III. IMPACT OF THE MOBILE CHANNEL

The following Section gives an overview of the channel

properties at different frequencies and receiver velocities and

how they can effect the reception.
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Figure 1. Tapped delay filter

A. Channel properties

To analyze the performance of the system at different fre-

quencies and receiver velocities, simulations were conducted

with a rural channel, implemented as a tapped delay filter as

described in [5] and shown in Figure 1. The complex output

signal r(t) is generated as shown in Equation 1.

r(t) =

NT
∑

k=1

Gk(t)m(t− τk). (1)

With the complex input signal m(t), the relative path

delays τk and the path process Gk(t). |Gk(t)| follows a

Rayleigh distribution, the phase follows a uniform distribu-

tion, every path is characterized by a Doppler spectrum and

a certain attenuation. In case that all waves are arriving from

all directions at the receiving antenna with approximately the

same power the real Doppler spectrum can be approximated

by the Jakes spectrum:

Pd(f) =
A

√

1− ( f
fd
)2

for |f | ≤ fd (2)

For propagation paths with large delay times for example

the ’Single Frequency Network’ used in Section III-D, the

Gaussian spectra are used. They are defined with the help

of the Gaussian function:

G(f,A, f1, f2) = Ae
−

(f−f1)2

2f2
2 (3)

The spectra denoted by ’Gauss1’ and ’Gauss2’ consist of a

single Gaussian function and are defined as [3]:

Table II
CHANNEL PROFILE ’RURAL’

Path Delay Powerlevel Doppler-

Nr. in µs in dB spectrum

1 0 -4 JAKES

2 0.3 -8 JAKES

3 0.5 0 JAKES

4 0.9 -5 JAKES

5 1.2 -16 JAKES

6 1.9 -18 JAKES

7 2.1 -14 JAKES

8 2.5 -20 JAKES

9 3.0 -25 JAKES
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Figure 2. Performance in Band III

Pd(f) = G(f,A,±0.7fd, 0.1fd) (4)

where the ’+’ sign is valid for ’Gauss1’ and the ’-’ sign

for ’Gauss2’

Table II shows the properties of the tapped delay filter

for a ’rural’ channel. A set of other channels is given in the

DRM ETSI Standard [3].

B. Inter-Carrier-Interference

A moving receiver causes Doppler shifts of the OFDM

carriers. If this is combined with multipath propagation,

paths from different directions can cause frequency de-

pendent Doppler shifts, which results in Inter-Carrier-

Interference (ICI). This interference can be handled as

additional near-Gaussian noise [6]. In [7] upper bounds of

the normalized interference power for a classical (Jakes)

channel model depending on the maximum Doppler shifts

(fd) and the symbol duration (Ts) are given as

PICI ≤
1

12
(2πfdTs)

2. (5)

The Doppler shift increases with increasing carrier fre-

quencies f0 and receiver velocities v as fd = f0 ·
v
c
· cos(α),

with the speed of light c and the angle between the direction

of arrival and the direction of motion α.

The effect of ICI power was added as an additional noise

relative to the signal amplitude in function of the receiver

velocity for an angle α = 0 as the worst caste scenario

when the receiver is moving directly towards or away from

the transmitter on a radial route.

Additionally to the averaged Bit Error Rate (BER) the

BER with a service availability of 99 % was plotted. In [8]

a ’good’ mobile reception is defined as having a coverage

of 99 % of the locations. The simulation was conducted

with 100 channel calls. Every call loads a random set of
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Figure 3. Performance in Band II

path processes, which stands for a different set of multipath

components, that can be seen as different locations. An

approximation of the 99 % coverage probability can be

calculated as the average of the (in this case) 99 simulation

calls, having the lowest BER. With every call 120 frames

(12 sec. of data) containing a pseudo-random bit sequence

were filtered by the tapped delay filter, decoded and the BER

was calculated.

C. ICI in a ’rural’ channel

Simulations were conducted with a ’rural’ channel profile

for receiver velocities from 100 - 300 km/h. It’s parameters

are given in Table II.

Figure 2 shows the simulation of the performance of a

DRM+ system in Band III (200 MHz). For comparison

Figure 3 shows the results for Band II (100 MHz). The BER

for a coverage probability of 99 % is plotted together with

the values for 100 % for receiver velocities from 100 to

300 km/h. In [9] a BER of 10−4 is given as a value where

a proper reception is still possible in a DRM system. The

simulation results show that at 100 MHz a signal to noise

ratio (SNR) of 20 dB is necessary to reach this value at a

Table III
CHANNEL PROFILE ’SFN’

Path Delay Powerlevel Doppler-

Nr. in µs in dB spectrum

1 0 0 JAKES

2 100 -13 GAUSS1

3 220 -18 GAUSS2

4 290 -22 GAUSS1

5 385 -26 GAUSS2

6 480 -31 GAUSS1

7 600 -32 GAUSS2

d

f1

f2

f1 = f2

Figure 4. A ’Single Frequency Network’ of two transmitters

velocity of 100 km/h. For 300 km/h a SNR of 22.5 dB is

necessary. At 200 MHz and 100 km/h the necessary SNR

stays the same as at 100 MHz. Stepping up the receiver

velocity, the impact of the ICI increases faster. In Band III

at 150 km/h a SNR of 22.5 dB is necessary, at 200 km/h

the BER of 10−4 is hardly achieved with around 30 dB. At

higher velocities this scenario doesn’t achive a bit error rate

of 10−4.

The coverage probability has no big effect on the system

performance within the analyzed velocities. At a frequency

of 100 MHz and the lowest velocity, small differences

can be seen at high SNR values, at 200 MHz there are

no differences between the full coverage and a coverage

probability of 99 %. This shows that the coherence time of

the channel at these frequencies is short enough (for 150

km/h it is 0.072 sec. at 100 MHz and 0.036 sec. at 200

MHz) that the average over the simulation time stays nearly

the same. The deep fades are short enough that the cell- and

bitinterleaver can handle them. Simulations carried out with

low receiver velocities as shown in Section III-E showed

more differences between the full coverage and a certain

coverage probability.

D. ICI in a ’Single Frequency Network’ channel

A special case of propagation occurs in a ’Single Fre-

quency Network’ (SFN) as shown in Figure 4. It represents

a network of transmitters sharing the same radio frequency

to achieve a large area coverage. As shown in Table III the

delays are in the range of several hundreds micro seconds

representing signals arriving from the different transmitter

stations in the overlapping area.

Simulation were conducted with a ’Single Frequency

Network’ (SFN) channel profile for receiver velocities from

50 - 200 km/h. Figure 5 shows the worst case performance of

a ’Single Frequency Network’ at a frequency of 200 MHz.

It can be seen that for a receiver velocity of 150 km/h a

slightly higher SNR is needed as for 100 km/h to get a bit

error rate below 10−4. For 200 km/h it is still possible to

get a proper reception, but more field strength is needed.

E. Slow and flat fading

For low receiver velocities in Band II slow fading over

the whole signal bandwidth can lead to deep fades, lasting
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Figure 5. Performance in a ’Single Frequency Network’ in Band III

longer than the cell interleavers time (600 ms). This can

result in signal dropouts as there is no chance to recover

the signal by the following error correction. As a shorter

wavelength results in a higher spatial resolution of the

interference pattern in the air, the coherence time becomes

smaller, which results in less dropouts due to slow fading.

Figure 6 shows a comparison of the system performance

with a slowly moving receiver at 10 km/h for frequencies

of 100 and 200 MHz. The performance is enhanced by the

higher frequency. Additionally an error probability of 95 %,

calculated as described in Section III-B, is plotted. The dif-

ferences between full ’coverage’ and a coverage probability

of 95 % in this slow channel exceed the differences in

the fast channel clearly, especially for the lower frequency.

The reason for this are the higher spatial resolution of the

interference patterns of the field strength in the air. Mov-

ing through this interference patterns, the resulting signal

dropouts are shorter with higher frequencies, the interleaver

and error correction can work.

F. The pilot grid

For channel estimation DRM+ uses pilots, that are dis-

tributed diagonally over the frames [10]. As shown in

Figure 7 the pilots are inserted on every fourth subcarrier

and every four symbols. As described in [11], the maximum

Doppler frequency a system can handle depends on the pilot

grid in time direction.

Considering the symbol duration of Ts=2.5 ms, in time

direction, the channel is measured every 4 ∗ Ts=10 ms

resulting in a sampling frequency of 100 Hz. To satisfy

the sampling theorem the maximum Doppler frequency fd,

which is the reciprocal of the channels coherence time, has

to fulfill the condition: fd < 50 Hz. At 100 MHz this value is

achieved at a velocity of 540 km/h, at 200 MHz at 270 km/h.
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Figure 6. Comparison of the performance in a slow and flat fading
environment

Figure 7. Pilot grid

IV. MEASUREMENTS IN BAND II AND III

In winter/spring 2010 DRM+ measurements were con-

ducted at 95.2 MHz (Band II) and 176.64 MHz (Band III)

in the city of Hannover and its surroundings. The transmitter

was located at the roof of the university building at a height

of 70 m over the ground. Both in Band II and III an

ERP (Effective Radiated Power) of 30 W was transmitted

with directive yagi antennas with nearly the same radiation

pattern, so that in the main beam the results of the coverage

measurements are comparable. The transmission content was

generated with a Fraunhofer Content Server and consisted

of an audio stream with a bit rate of 103.6 kbps and a

pseudo-random bit sequence with 45.4 kbps, to measure the

Bit Error Rate (BER). The transmitter equipment consisted

of a modulator from RFmondial, an amplifier from Nautel

for Band II and a Thomson linear amplifier for Band III.

The measurements included the field strength, which was

recorded with an Rhode & Schwarz test receiver (ESVB), the

audio status and BER of the receiver (RFmondial software

receiver) and the Signal to Noise Ratio (SNR), calculated

via the time correlation/synchronization.
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Figure 8. Measurement results in Band III

A. Measurements in an urban environment

To test the reception in an urban environment measure-

ments were conducted in the inner city of Hannover. As this

area is located in the main beam of the transmission the re-

sults for Band II and III are comparable. The measurements

were conducted at a velocity of around 15 km/h on the same

route.

In Figures 8 and 9, the results are shown over the time.

In the first row the field strength is plotted. Additionally the

mean field strength (mean fs) and the standard deviation

of the field strength (std fs) are inserted in the Figures.

This shows that the field strength in Band II is slightly

higher than in Band III, the standard deviation is a bit lower

in Band III which can be caused by differences in slow

and flat fading. The second row shows the BER, which

is slightly lower in Band III than in Band II. The third

one shows the calculated SNR which is higher in Band

III. As at the time of the measurement in Band III only

block 12A (around 223 MHz) is used for DAB in the region

of Hannover, this could be caused by less interferences. In

Band II interferences from other FM transmitters can effect

the reception and degrade the SNR. The last row shows the

status of the Cyclic Redundancy Check (CRC) of the Fast

Access Channel (FAC), the CRC of the Service Description

Channel (SDC) and the audio decoder errors (0: errorfree, 1:

one or more CRC/audio frames corrupted). Here some more

errors show up in Band III. On the whole at both frequencies

the reception was nearly the same.

B. Measurements of the coverage limit

Additional measurements of the coverage limit were con-

ducted on a highway leaving the city in the main beam and

passing rural area and some villages. In the maps in Figure

10 and 11 the audio status is plotted.
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Figure 9. Measurement results in Band II

While the reception in the open (flat) environment is still

good, errors came up passing villages. Compared to Band

III, in Band II some more errors occurred while leaving the

city of Hannover and in the village before Sehnde. Here

due to a four-lane road velocities up to 100 km/h could be

driven. This could be caused again by higher interferences

with FM in Band II.

V. CONCLUSION

Evaluations of the channel properties in Band III for a

DRM+ system show that the main problems using the system

at higher frequencies are the Inter-Carrier-Interference and

the density of pilots needed for the channel estimation.

Simulations of the systems performance in a ’rural’ chan-

nel, including the effects of ICI as noise in function of the

receiver velocities, show no differences between Band II and

III for a velocity of 100 km/h. At velocities up to 200 km/h

the reception was effected by the ICI but still suffice the

bit error rate necessary for proper reception. In Band II

reception was still possible at 300 km/h, in Band III with

velocities higher than 200 km/h, the BER exceeds the value

necessary for proper reception in the evaluated worst case

scenario.

The simulations of a ’Single Frequency Network’ at a

frequency of 200 MHz show a similar result. Reception is

possible up to receiver velocities of 200 km/h.

To fulfill the sampling theorem for the pilots that have to

be sampled for the channel estimation, in Band III a Doppler

shift corresponding to a receiver velocity of 270 km/h should

not be exceeded.

Regarding slow and flat fading, which appear at low

receiver velocities in a multipath environment, the shorter

wavelength in Band III can reduce the problem as the

interference pattern has a higher spatial resolution. As a
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Figure 10. Audio status in Band III (mapdata (c) OpenStreetMap and
contributors, CC-BY-SA, http://www.openstreetmap.org)

result, a receiver is passing the deep fades in a shorter time

and the interleaver and error correction can work.

The measurements conducted in Band II and III show no

big differences. While measuring the coverage limit, less

errors were recorded in Band III, which can be caused by

less interferences in Band III in Hannover.

A real speed test could not be conducted due to speed

limits. As the ICI only becomes a problem when different

carriers are effected by different Doppler shifts due to

multipath propagation, this tests should be made in a region

with obstacles in the countryside. The region of Hannover

is a quite flat area.
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Abstract—Due to the advancement in technology, routers of 

Wireless Mesh Networks can be equipped with multiple 

interfaces to achieve parallel communication sessions among 

nodes. Assigning distinct non-overlapping channels to each set 

of communicating radios increases network connectivity and 

throughput. On the other hand, the performance of wireless 

networks is always limited by the interference phenomena 

among the concurrent transmission sessions. Combined with 

interference constraint topology due to limited available 

orthogonal channels, selfishness of end users further degrades 

individual fairness and affects overall network performance 

due to their protocol deviation in a non-cooperative 

environment. In this paper, we have proposed a non-

cooperative game theoretical model in a multi-radio multi-

channel Wireless Mesh Network based on the end users flows 

in an interference constrained topology. Necessary conditions 

for the existence of Nash Equilibrium have been derived. Our 

simulation results show that our distributed algorithm 

converges to a stable state in finite time where each node gets 

fair end to end throughput across multiple-collision domains at 

the end of the game. Further, the Price of Anarchy of the 

system was measured for several runs which is always near to 

one; showing the strength and stability of our proposed 

scheme.   

Keywords-Multi-Radio Multi-Channel; Game Theory; 

Wireless Mesh Networks; Network Flows; Interference 

Constraint Topology; Price of Anarchy.   

I.  INTRODUCTION  

In Non-Cooperative Networks, nodes behave selfishly to 
maximize their own benefit by deviating from the defined 
protocol [2], which leads to system-wide performance 
degradation, instability and individual unfairness. In Mobile 
Adhoc Networks (MANETs) [3], for example, each node 
acts as user of the network as well as rely data for others. A 
non-cooperative node can misbehave by dropping others 
packets to save its battery life while sending its own packets 
to be forwarded by other nodes. This selfish behavior of free 
riders leads to limited connectivity of the network and 
affects individual as well as network-wide performance. If 
all nodes behave selfishly in the same manner, the network 
will end up with each entity in isolation, as shown in Fig. 1, 
nodes c and g drop the incoming packets from other nodes 

 
 

Figure 1.  Non-Cooperative behaviour in MANETs 

while send their packets to be forwarded by other nodes in 
the network. To cope up with these similar behaviors, 
multiple techniques have been used to enforce cooperation 
among the nodes for the stability of overall system [4]. 
Viewing this behavior from game theoretic prospective, a 
conflicting situation where each entity is self interested in 
the network resources or service leads to a non-cooperative 
game.  

Like MANETs, Wireless Mesh Networks (WMNs) [5] 
have multi-hop topology spanning multiple collision 
domains. The inherited advantages of self configuration, self 
healing and self organization along with static nature of its 
backhaul routers make it a prime candidate for wireless 
broadband provisioning in users premises.  However, unlike 
MANETs, WMNs routers can be equipped with multiple 
radios due to their static nature and the existence of 
permanent power supplies. Since multiple channels are 
available in the free Industrial, Scientific and Medical (ISM) 
band, multiple radios can be tuned simultaneously to exploit 
the free non-overlapping channels and hence increase the 
overall capacity, connectivity and resilience of the wireless 
mesh backhaul. Due to these characteristics, WMNs is a 
prime candidate to be deployed as a broadband wireless 
access network in the user premises. In WMNs, backhaul 
routers are divided into three types: Gateways, Access 
Points (APs) and core backbone routers. The Gateways have 
direct connection to the Internet while APs provide network 
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access to the mesh backhaul users. The core backbone 
routers have the responsibilities of forwarding users traffic 
to/from the Internet via mesh gateways as shown in Fig. 2.  

Due to the capabilities of meshing, IEEE has established 
subgroups in their existing network standards like IEEE 
802.11s for WLAN based mesh networks, IEEE802.16e for 
Metropolitan Area Mesh Networks and IEEE 802.15 for 
Personal Area Mesh Networks. Since WMNs have the 
potential to be widely deployed as a broadband multi-hop 
wireless network [6], many vendors have invested in it and 
have deployed practical mesh topologies, e.g., Nortel [7], 
Motorola [8] and TroposNetworks [9]. 

Multi-Radio Multi-Channel (MRMC) in WMNs has 
gained a lot of research attention in the recent years [10]. 
Since wireless networks are always bandwidth constrained 
due to the shared wireless medium, interference from other 
transmissions, high bit error rates and retransmissions limit 
the capacity of wireless networks; multi radios tuned to 
multiple non-overlapping channels improve the overall 
capacity by decreasing the interference as the same channel 
can be reused multiple times in the same backhaul away 
from its transmission and interference range. Since designing 
a good MRMC algorithm is crucial for the WMNs 
performance, therefore a considerable amount of research 
has been done in this specific area.  

Although, selfish routing and forwarding problems in 
MANETs have been well researched by providing solutions 
from Game Theory and considering all nodes as players of 
the game [11,12,13], the static infrastructure of WMNs 
shifts the set of players to the end users premises. Since 
forwarding nodes have no incentive to behave selfishly and 
there is no point to consider them in the set of players [14].  

Game theory is a mathematical tool which is used in a 
situation when multiple entities interact with each other in a 
strategic setup. Formally, a game can be defined [15] as 
consisting of a non-empty finite set of N={N1,N2,….,N|N|} 
players, a complete set of actions/strategies 
Ai={a1,a2,…a|Ai|} for each Ni �  N. A set of all strategies 
space of all players, represented by the matrix 
A=A1xA2x…xA|N|.  A(ai,a-i) is a strategy profile when a player 
Ni �N selects an action ai from its action set Ai against the 

 
 

 
Figure 2.  WMNs Components 

actions of all other players N-i. The notation –i is a 
convenient way to represent a set of entities or set of events 
excluding a specific entity or event in a strategic setup. For 
example N-i means set of all players excluding Ni and a-i 
means set of actions of all players excluding action of Ni 

during a strategic interaction. At the end of the game, each 
player Ni �N gets benefit in the form of a real number (R) 
called outcome or payoff of the player which is determined 
by the utility function Ui as: Ui=Ai  � R. 

Depending on the player’s knowledge about each other’s 
strategies, payoffs, and past histories; games can be 
subdivided into different categories. When players have 
complete information about each other’s strategies and 
payoffs, such type of game is called a game with complete 
information. In games of incomplete information, players 
have partial or no information about each other strategies and 
payoffs.  Games can be simultaneous or sequential 
depending upon the occurrence of individual players actions. 
When players interact with each other and take their 
decisions simultaneously, such games are called 
simultaneous move games. When the players take decision 
one after the other, such type of games are called sequential. 
When all players have information about each other past 
moves and actions, such type of games are called games with 
perfect information. All the simultaneous move games are 
games with imperfect information. Games where cooperation 
is enforced among players outside the pre-defined rules of 
the game are called cooperative games. In non-cooperative 
games, players cannot communicate with each other through 
some enforceable agreement other than the rules of the game 
[16]. 

In this paper, which is the extension of our previous work 
[1], we address end users flow game across non-cooperative 
multi-radio multi-channel WMNs in a selfish environment 
by considering and interference constrained topology. We 
prove analytically the existence of Nash Equilibrium (NE) 
under certain conditions. 

The rest of our paper is organized as follows. In Section 
II, related research work is presented. Section III provides an 
introduction to our game theoretical model along with some 
essential concepts. In Section IV, we present our analytical 
results and necessary condition for the existence of Nash 
Equilibrium. In Section V, we discuss the convergence 
algorithm. In Section VI, we present our simulation results 
and conclude our paper in Section VII with future directions 
and recommendations. 

II. RELATED WORK 

Application of game theory to networks is not new and a 
huge amount of literature can be found at different layers of  
the protocol stack.  In [17], for example, congestion control 
has been analyzed using game theory while [18, 19, 20] have 
addressed routing games. Power control games have been 
extensively studied in [21, 22] while Medium Access 
Control has been analyzed by using game theoretical 
analysis in [23, 24]. A detailed survey targeting the 
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telecommunication problems using game theory can be 
found in [25], while game theory applications in wireless 
networks can be specifically found in [26]. 

Due to the practical importance of WMNs, considerable 
research efforts have been put in the designing of an 
intelligent MRMC technique. In [27], authors have addressed 
MRMC with a graph theoretic approach while A. Raniwala 
et al. [28] have presented MRMC models based on flows. 
The work of M. Alicherry et al. [29] addresses routing and 
channel assignment as a combined problem.  Although all of 
the above research work have tackled MRMC from different 
aspects but they consider that all the nodes cooperate with 
each other for system wide throughput optimization and 
selfish behavior has been explicitly ignored. 

In one of their pioneering work, Felegyhazi et al. [30] 
have proven the existence of Nash Equilibrium in a non-
cooperative multi radio multi channel assignment. They have 
formulated channel assignment as a game where nodes, 
equipped with multiple radios, compete for shared multiple 
channels in a conflict situation and the result shows that the 
system converges to a stable Nash Equilibrium where each 
player gets equal and fair share of the channel resources. The 
work of Chen et al. [31] is an extension of [30] where perfect 
fairness has been provided to all players by improving the 
max-min fairness. Despite the interesting results, their work 
is limited to single collision domain while multi-hop 
networks like WMNs span multiple collision domains and 
hence all the above cited work cannot be applied to this 
specific scenario as discussed.  In one of the recent study 
Gao et al. [32] have provided a more practical approach by 
extending the number of hops in the mesh backbone. They 
have proved that allowing coalition among players can lead 
to node level throughput improvement. They have provided a 
coalition-proof Nash Equilibrium and algorithms to reduce 
the computational complexity of equilibrium convergence; 
their solution considers cooperation among the nodes inside 
the coalition and hence cannot be applied to a fully non-
cooperative WMNs environment. More importantly, it will 
be more apposite to consider end users generating flows as 
players of the game [31] because of their competition for the 
common channel resource across the wireless mesh 
backhaul. In such a situation, channel assignment and flow 
routing may be tackled simultaneously.  A class of game 
theoretical model for routing in transportation networks has 
been presented by Rosenthal [33]. The author have 
considered n players in a competitive environment, each 
wanted to ship one unit from source to destination while 
minimizing its transportation cost. They have proven the 
existence of pure strategy Nash Equilibrium. In [34, 35], 
authors have provided game theoretic solutions based on end 
users flows to control  congestion inside the communication 
network. Routing in general wired networks has been studied 
as a non-cooperative game in [36, 37, 38, 39, 40], where the 
conditions for the existence of Nash Equilibrium has been 
derived. Banner et al. [41] have extensively studied the non-
cooperative routing problem in wireless networks based on 

splittable and unsplittable flows. Although, they have proven 
the existence of Nash Equilibrium for both classes of flow 
problems; their solution is not applicable to MRMC WMNs. 
In [14], selfish routing and channel assignment in wireless 
mesh networks is formulated as a Strong Transmission Game 
where it is assumed that selfish nodes at the user premises 
assign channels, in a strategic setup, to their end to end paths. 
While they have solved channel assignment and routing 
problem in a non-cooperative environment from the end 
users selfish prospective, the strong assumption of non-
interference among channels need a large set of orthogonal 
frequencies which is limited by the fewer channels available 
in the IEEE 802.11 a/b/g/n standards [33, 34, 35, 36 ]. In 
practice, channel assignment is always an interference 
constrained phenomena due to the availability of fewer 
channels in the orthogonal frequency set of ISM band [46] 
and large backbone size of WMNs. In one of our recent work 
[1], a single stage selfish flow game was formulated in a 
MRMC multiple collision domain and fairness of individual 
nodes was investigated with the assumption of an 
interference free topology. In this paper, we extend our 
previous work by considering channel interference during 
game formulation. To the best of our knowledge, this is the 
first work in the area of competitive flow routing in a 
MRMC WMNs with interference constrained topology. 

III. SYSTEM MODEL AND CONCEPTS 

As shown in Fig. 2, mesh routers having multi radio 
capabilities reside in multiple collision domains. We assume 
that there is always a chance of channel usage conflict 
across the mesh backbone. 

A. Network Model 

We represent multi-hope WMNs spanning multiple 
collision domains with a Unit Disk Graph (UDG) G (V, E) 
[47], where the sets V and E represent mesh backhaul  
routers and their associated links accordingly in the graph 
G. We assume that each mesh router uses same transmission 
power as in IEEE 802.11 a/b/g/n [42, 43, 44, 45] standards. 
Any two mesh routers vi and vj can communicate with each 
other successfully, if the Euclidian Distance  between them  
is less than the sum of their radii i-e for any two routers (vi, 
vj) � V: 

               
( )d , i ji j v vv v r r< +                                       (1) 

 
where rvi and rvj are the radii of vertices vi and vj 

respectively. In other words, they are in the transmission 
range of each other as shown in Fig. 3 by smaller circles 
around the vertices. Let the interference range of a node is 
represented by the outer circle, whose radii is twice that of 
smaller circle, then two set of nodes (v1,u1), (v2,u2) cannot 
communicate with each other if either:  
 
d(u1,v2)<2(ru1+rv2) || d(v1,v2)<2(rv1+rv2) || d(u1,u2)<2(ru1+ru2)   
|| d(v1,u2)<2(rv1+ru2)                                                            (2) 
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Figure 3.  Transmission and Interference Range 

Channel assignment to nodes links is essentially  same as 
colouring the edges of UDG with appropriate colours such 
that two edges  ei, ej belonging to any two pair of nodes 
(ui,vi), (uj,vj) satisfying any of the condition in (2)  get 
distinct colours. Refer to Fig. 3, where colouring of UDG 
means assigning distinct colours to interfering edges. 
However, due to the multi-radio nature of mesh routers, 
interference constraint and limited available non-
overlapping channels; we assume relaxation in the colouring 
assignment where two interfering edges can be assigned 
with same colour. We will discuss it in more detail in 
section B.  

B. Game Theoritic Model 

 
We formulate our game theoretic model by considering 

selfish end users as players of the game with imperfect 
information in non-cooperative multi-collision domain mesh  
network as follows. We divide the core of the mesh network 
in a set of multiple collision domains D={1, 2, 3,…, |d|} and 
the set of non-overlapping orthogonal channels, as present 
in IEEE 802.11a/b [33, 34, 35, 36], are represented by  
C={C1,C2,C3,….C|C|} as shown in Fig. 4. We refer to any 
channel Ci in a specific collision domain as Cij where  Ci�C 
and � � D , respectively. The maximum achievable data rate 
on a channel Ci � C is represented by RCi. We assume that 
the maximum achievable capacity on all the channels is the 
same, i-e: 

          RCi = RCj , � Ci, Cj � C                                                             (3) 

 

We assume that channels set is limited according to the 
IEEE 802.11 a/b/g/n [31, 32, 33, 34] standards and there is a 
chance that a channel reused can interfere according to the 
condition given in (2). We define the degree of interference 
of a channel Ck �C as CkΦ , showing the number of links 
which have been assigned the same channel Ck in the same 
collision domain j. In the UDG, it is the number of incident 
edges having same colours as defined in (2). 

Nodes originating flows from the user premises are the 
players of the game represented by a finite non-empty 
set  N � 	
�, 
, 
�, … . 
|N|� , where Nn is any player 
belonging to the set N. The set of flows generated by any  

 
Figure 4.  Channel distribution in multiple collision domains 

player Nn� N is represented by a non-empty set f={f1, f2, …, 
f|f|}, where �� � f represents any flow generated by player 
Nn� N. We define the strategy of a player Nn� N as the 
channel selection vector for each of its flow across the 
multiple collision domains. i.e,:  

        
{ }1, 2, |f |,,  ,  ..,n Ci Ci CiA f f f= …                         (4) 

 
where f1, f2,…f|f|  � f are the flows of player Nn and Ci �C is 
the arbitrary channel in the channel set across collision 
domains 1, 2, …., |d|  �D.  
Accordingly, the strategy profile of all players is represented 
by: 

              A � ���, �, … . , �|N|��                                          (5) 

 
The nth row of the vector in (5) shows the strategy of player 
Nn, i-e, An as in (4). Each player Nn �  N takes a rational 
decision by selecting an end to end path across the core of 
the network towards the gateway of the mesh by maximizing 
its utility function. We formulate the utility function of 
players Nn as: 
     

              

|d |

f , , 1

1
i j

i jn i

n
n C

C i jf C C j

f
U R

F∈ ∈ =

  
=   

  
∑

Φ
           (6) 

            

 
where Cij denotes the channel Ci selected by player 
� � N 
for its flow �� � f in jth collision domain and Fij is the total 
number of flows on channel Cij as defined in (7).  RCij is the 
maximum achievable data rate on channel Ci  �C in collision 
domain j�D, which is equal for all channels as in (3). We 
assume that all users generate CBR flows and define the 
parameter, Fij, representing the number of flows on a specific 
channel, Ci�C, in any collision domain, j�D, as:  
                                                                                

                 

                     

( )

( )
i j

ij

Q C
F

C B Rτ
=

                                                 

(7) 

 
where �����  is the queue length associated with the link 
which has assigned channel Cij and τ (CBR) is the constant 
bit rate of any flow.  Ideally, Fij determines the number of 
flows or load on a specific channel. Naturally, a rational 
player strategy will be to select an end-to-end path having 
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channels which are least loaded by other flows and the 
channels are least interfered. We define the term CiΦ  as the 
degree of interference on a specific link to which channel Ci 
has been assigned.  In such a selfish environment, game 
theory provides a realistic solution towards the stability of 
the system by reaching a point where no flow can move to 
any other channel across the whole end to end path 
unilaterally. This stable point is called Nash Equilibrium 
(NE) and is defined below [15]. 

A strategy profile A* is called Nash Equilibrium if for 
each player  
� � N: 
 

             ( ) ( )* ,   , ,  An n n n n n nU A A U A A A− −≥ ∀ ∈             (8) 

where !����" , �#� ) is the payoff, according to the utility 
function defined in (6), of player Nn by selecting the strategy ��"  against the strategies of all other players �#� as in (5). In 
other words, in NE, everyone is playing its best response to 
everyone else in a game. It is the point where no player can 
get any benefit by unilaterally deviating from its strategy. 

IV. EXISTENCE OF NASH EQUILIBRIUM 

To check the existence of Nash equilibrium in our 
proposed model, we assume two types of channels in any 
collision domain. Channels having maximum number of 
flows are represented by Cmax and the category of channels 
having minimum number of flows as Cmin. We define a 
parameter ℓ%&which is the difference of number of flows on 
any two channels Ci, Ck � C within a specific collision 
domain � � D i-e: 

 
                        ( ) ( )max min

ik ij kj
F F= −�                                 (9) 

where Fij(max) and Fij(min) are the number of flows on Cmax and 
Cmin,  respectively.  
We define another term ψ(Ci, Ck), which defines the 
difference in degree of  interference between two channels 
Ci, Ck �C within a specific collision domain � � D as: 
 

                     ( , )Ci Ck Ci Ck= −ψ Φ Φ                                  (10) 

Where CiΦ  and CkΦ  are the degrees of interference on 
channel Ci and Ck , respectively as defined in section III.  

Being rational, the objective of each player is to 
maximize its utility by selecting an end to end path with 
channels having minimum number of load and minimum 
interference on it. We define some necessary conditions for 
such a selfish environment and prove the existence of Nash 
Equilibrium. 

Lemma 1: For a MRMC multi-collision domain mesh 

network, for ψ(Ci,Ck)=0,  if  '�()*+, - . ./+, � 1 � �� � N� AND 

� �1 2 �� � N1, '(3*+,- . ./+, � 0  with ℓ%& 5 1 � �% �C789, �& � C7:; for any j � D, then the strategy profile A* is 
not a Nash Equilibrium. 

If all the flows of any player Nn selects any channel Ci  � 
Cmax in any collision domain while flows of all other users Nm 

put their flows on Cm�Cmin, then player Nn will have an 
incentive to unilaterally deviate from her strategy and this 
can no longer be a Nash Equilibrium. As shown in Fig. 5, 
player N1 selects Channel 1 for all its four flows in collision 
domain j. Its utility can be increased if one of the flow is 
transferred to other channels (C2, C3 or C4). 

Proof: Let αn be the gain of player Nn deviating from its 
current strategy which has defined all its flows n.fn on one of 
channel Cij � Cmax. Let Fij be the total flows on Cij�Cmax and 
Fkj be the total flows on Ckj�Cmin.   
then: 
αn = Un

’-Un, where Un’ is the new payoff of player Nn after 
deviating from its current strategy. 
Let θ�Nn is one of the flow, which player Nn redirect to 
another channel Ck�Cmin in any collision domain  j�D and 
calculate the benefit of change along the path as follows. 
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By considering only j�D collision domain:  
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Since RCij=RCkj, Fkj+θ=Fij and CijΦ = CkjΦ  as ψ(Ci,Ck)=0, 
Therefore:    

         
( )

( )1
n

ijij ij

ij

n n
C C C

C ij ij ijθ

n θ f θf nf
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F F F
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−
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Figure 5.  Example of homogenous flows on one channel 
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After simplification: 

           
( )

(1
n

ij

i

n
C

jC ij
ij

θf θ
α R

F θ

n

F

−

−

  
=   

  Φ
            (12) 

   <  0 as �= > ?   and (Fij- ?  are positive. 
 
Hence the strategy profile A* cannot be a Nash 

Equilibrium. 
Lemma 2: In a MRMC multiple-collision domain mesh 

network, for ψ(Ci,Ck)=0, in any collision domain � �D along 
the end to end path of flows, if ℓik>1for any �% � �1@A , �& ��1%�  then the strategy profile A* is not a Nash Equilibrium. 
Let ℓik>1in any collision domain � �D along the end to end 
path of flows then it essentially means that there exists a 

channel  Ckj�Cmin in � �D  for which  
B����  C �/DE > B�/F,  C �/DE < 1 , 

and hence at least one of the flow fn � Nn on Cij�Cmax has 
incentive to change for her benefit. As shown in Fig. 6, N2 
can unilaterally switch one of its flows to C1, C2 or C4. 

Proof:  Let a user Nn  changes its flow, fn,  from Cij�Cmax 

to Ckj�Cmin in j�D collision domain along the end to end 
path. The gain of change is calculated as follows: 

 

| 1|
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1 1
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 (13) 

 
By considering the jth collision domain only, the first and last 
summation terms become irrelevant and hence by 
simplification, we get: 
 

� 1ф�H�I �=' ���H�  J ��K. L 1-M.�H� > 1ф��� I �=�����  J ��K. M.��� 
 

 
Figure 6.  Flow distribution on channels where ℓ>1 

 
Since CijΦ = CkjΦ as ψ(Ci,Ck)=0, therefore: 
         � �ф/%N OP �=Q R�SF,  T �SUV W�XY.�H� > P �=R�SF,  T �SUV WℓY.�H�Z

                         nα � �ф/%N [Q ℓ"  C �CBR # C �CBR C�/&N WC�CBR "�C�/&N Wℓ"C�CBR  X ��.�H�_         
 

(14)

              

       

       >0, as ℓ>1 
Since player Nn has an incentive to change from its 

current strategy to the new one, and hence the current 
strategy profile A* cannot be a Nash Equilibrium. 

Lemma 3: In a MRMC Multiple-Collision domain mesh 
network, for ψ(Ci,Ck)=0, for any player Nn if �fnCij-�fnCkj>2 
and ℓik51 in any collision domain  � �D,  �Cij �Cmax, �Ckj � 
Cmin , then the strategy profile A* is not a Nash Equilibrium. 

As shown in Fig. 7, difference of flows of N2 on C2 and 
C3>2, although it does not deviate from lemma2, player N2 

has incentive to switch one of its flow from C2 to C3.  
Proof:  Let θ1, θ2 � Nn are the number of flows of player 

Nn on Cmax and Cmin respectively. We define ∆?�,= θ1- θ2 as 
the flow difference of any player on two max, min channels. 
Let Nn redirects one of its flow from Cmax to Cmin in any 
collision domain � �D along the end to end path. Then the 
gain of change is given by: 
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(15) 

 
We suppose the change of end to end path for Nn accurse in 
the j

th collision domain only and hence by eliminating the 
first and last summation terms. Since Fkj=Fij- ℓ before flow 
switch from Cij to Ckj and Fkj+1=Fij after flow switch by 
assuming ℓ � 1, by substituting appropriate terms: 

 

 
Figure 7.  Homogenous flows difference on two channels>2 
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Since фCij=фCkj as ψ(Ci,Ck)=0 and by further simplification:   
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The term ?� > �? L 1  and Fij-1 < 0 as ∆?�, < 2 b  c� < 0 and A* cannot be a Nash Equilibrium under such 
condition. 

Lemma 4:  In a MRMC Multiple-Collision domain mesh 
network, for ψ(Ci,Ck)≥1, for any player Nn if �fnCij-�fnCkj=1 
and ℓik51 in any collision domain  � �D,  �Cij �Cmax, �Ckj � 
Cmin , then the strategy profile A*  is not a Nash Equilibrium. 

As shown in Fig. 8, difference of flows of N2 on C2 and 
C3>2, although it does not deviate from lemma 2, player N2 

has incentive to switch one of its flow from C2 to C3. 
Proof: The proof of this lemma is straightforward. Let 

fn� f be the only flow of player Nn � N on Cmax. It essentially 
means that there are no flows defined by player Nn on 
channel Cmin in any collision domain � �D along the end to 
end path. The gain of change is given by: 
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We suppose the change of end to end path for Nn accurse 

in the jth collision domain only and hence by eliminating the 
first and last summation terms. 
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Since Fkj+1≤Fij and RCij=RCkj, by substituting the 
appropriate terms and further simplification: 
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Figure 8.  An interfarence difference 

Here we only consider the case Fkj+1= =Fij for simplicity, 

we can prove that Fkj+1<Fij have the same results. 

The term ψ(Cij,Ckj)≥1, therefore: c� < 0 and A* cannot be a Nash Equilibrium under such a 
condition. 

Proof of NE existence: In a MRMC Multiple-Collision 
domain mesh network, if ℓ<=1 for all  � �D  and Lemma 1 
and 3 do not hold then the strategy profile A* is a Nash 
Equilibrium. From (14) of lemma 2, let ℓ=1 and we assume 
that lemma1 and 3 do not hold, then: 
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Also for ℓ=0: 
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Also from (18) of lemma4, let ψ(Cij,Ckj)≥1: 
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(21) 

Both the negative sign and zero result show that each 
player has no incentive to deviate from its current strategy 
and hence the current strategy profile is a Nash Equilibrium. 

Theorem 1: A strategy profile A* is Nash Equilibrium, 
if: 

1) ��� � N�, '�()*+, -.�1@A d 1, e Q(3*%NX.�fgh < 0 �ij ℓ 51, � �, ��1@A, �1%�, k��1@A, �1%� � 0    2  � �fgh, �f�=, 1 5 ℓ 5 0 , � � � l,k��fgh, �f�= � 0  3  ∆θ/3op,/3+) q 2 for ℓ 5 1 , � �� � 
�, �
�  �N , � � � l,k��fgh, �f�= � 0 4  k(�1@A, �1%�)<1, � �fgh, �f�=  , �� ℓ 5 1, if  θ1fn – θ2fn51 for θ1 on Cmax, θ2 on Cmin for any player Nn � N. 
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V. CONVERGENCE TO  NASH EQUILIBRIUM 

In the previous section, we have proven that NE exists in 
a multi-radio multi-channel flow game with interference 
constraint in a non-cooperative environment. In this section 
we present a distributed algorithm running on each end node 
with imperfect information. As shown in Fig. 9, each player 
has information about each channel usage inside all collision 
domains but no player knows the strategy of her opponent 
players, thus a game of imperfect information.  

Using Algorithm 1, each player Nn�N selects channels 
for all its flows fn � f in each collision domain across the end 
to end path in a distributed manner.  Lines 5, 9, 13 and 17 of 
the algorithm are sufficient conditions where it converges 
and ends up with an NE. Furthermore, each node keeps a 
record of its channel usage, Cij_fnCount , in each collision 
domain for a necessary check at lines 9 and 14. Players in 
this game move simultaneously without having information 
about other players past histories. With this imperfect 
information, the game converges to stable NE in a non-
cooperative environment.  

 
 
Algorithm 1: Nash Equilibrium in MRMC multiple-
collision domain game with interference constraint. 

 

1. for each Nn ∈N 

2.   for each fn ∈ f (do) 

3.     for j=1 to |d| 

4.       for i=1 to C|c| 

5.         if Q(Cij) ≤ Q(Cmin(j)) & фCij ≤  фCmin(j) 

6.               Select channel Ci for flow fn 

7.               Cij_fnCount=Cij_fnCount+1 

8.               exit; 

9.           elseif(Cij_fnCount - C(rem)_fnCount) ≤  2 

                & ( ) 1
n

Cij

ij

nf
R

F
≠ & Cij-C(rem)j ≤ 1 

10.                   Select channel Ci for flow fn  

11.                   Cij_fnCount= Cij_fnCount +1 

12.                   exit; 

13.           elseif(Q(Crem(j))-Q(Cij) ≥ 1 & k(Crem(j) , Cij) ≥ 1 

14.                    Select channel Ci for flow fn    

15.                   Cij_fnCount= Cij_fnCount +1 

16.                   exit; 

17.            else 

18.         next i 

19.       next j 

20.    while(fn) 

Figure 9.  Algorithm for Nash Equilibrium convergence using 
imperfect information 

VI. PERFORMANCE EVALUATION  

In this section, we evaluate our proposed algorithm and 
show its results in terms of individual fairness and price of 
anarchy. In the second subsection, we investigate and 
compare the throughput difference of our scheme with a 
random channel selection scheme by varying the number of 
players. All the experiments were conducted in MATLAB 
to test the performance and effectiveness of the proposed 
scheme. 

A. Price of Anarchy  and Individual Fairness  

In this subsection, we investigate the Individual fairness 
of end user nodes and Price of Anarchy (PoA). We 
formulate the PoA as the ratio of throughput achieved by 
individual players in case of worst NE and best NE i-e  

       
| |

( )
, 1,2...,
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n worst
N

n best

NE
PoA n N

NE

Γ
= =

Γ
              (22) 

where nΓ is the end-to-end throughput of player 
� � N .  
In the simulation, 40 nodes are deployed randomly in a 

rectangular area of 600X600 units. The transmission range 
is considered 50 units and interference range is taken as 
twice of the transmission range.  We configure 12 nodes on 
the left hand side of topology as players of the game. At the 
right hand side of the topology, 3 nodes are configured as 
the gateways. Each node generates 10 CBR flows of 
64Kbps during each run of the game.  Simulation was 
carried out by considering IEEE 802.11a [31], where 8 non-
overlapping channels were selected for parameter C across 5 
collision domains. Each node is configured with two radios, 
each for transmission and reception. All players move 
simultaneously having no information of one another past 
histories. With this imperfect information, we investigate 
the performance of the proposed scheme in terms of PoA. 
Since multiple NEs exist for this game, the mechanism for 
selecting the best NE by players is beyond the scope of this 
paper. We aim to solve this problem in a separate study. As 
shown in Fig. 10, the PoA is in the range of 0.71 and 1 for 
all the players. This shows a very strong indication that the 
individual throughput is not degraded even if the system 
converges to a worst NE. 

Fairness among players was measured at the end of the 
game. As shown in Fig. 11, individual players achieve end 
to end data rate with a standard deviation of 2.19Mbps, with 
imperfect information, at the end of the game. This shows 
that using our algorithm, players achieve fair end to end data 
rate across multiple collision domains when game converges 
to NE. The reason is that when the game ends up with NE, 
each player is playing its best response as its strategy to 
every other player of the game and hence has no incentive to 
deviate individually from its current strategy. We carried out 
simulation by considering the same set of parameters, where 
nodes deviate from the proposed algorithm with selfish 
behavior. As shown in Fig. 12, although some nodes 
perform better comparatively to our scheme by achieving 
high end to end throughput; the standard deviation is 
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3.74Mbps. This shows that some of the selfish nodes get 
access to less interfered channels while leaving the crowded 
channels for others. This selfish behavior leads to individual 
unfairness of the system as compared to the proposed 
scheme.  

B. Standard Deviation and Max-Min throughput Difference 

In second scenario, 100 nodes are deployed in a rectangular 
area of 1000X1000 units. The transmission range is taken 
25 units and the interference range as twice of the 
transmission range. Variance among players throughputs 
was measured by varying the set of players, N, from 5 to 40 
in 5 steps. Since the previous work done in this area is either 
 

 
Figure 10.  Price of Anarchy with  D=5,C=8, N=12, f=10 and 

CBR=64Kbps 

 
Figure 11.  Total End to End rate of individual players with imperfect 

information with D=5,C=8, N=12, f=10 and CBR=64Kbps 

 
Figure 12.  Total End to End rate of individual players with imperfect 

information with D=5,C=8, N=12, f=10 and CBR=64Kbps 

on selfish routing in wired networks or in wireless networks 
without considering multiple radio multiple channels in the 
core network. Therefore, we compared our proposed scheme 
with random channel selection where flows select channels 
across multiple collision domains arbitrarily. Fig. 13 
compares max-min throughput difference by using our 
scheme with random channel selection. Max-min 
throughput difference is the difference between the flow 
which gets maximum throughput and flow that gets 
minimum throughput, as in  Chen  et al.  [31]. It can be 
observed that our scheme outperforms random channel 
selection for each set of players by having minimum max-
min throughput difference. The max-min difference is 
higher for both systems at beginning but as the number of 
players increases max-min throughput difference of our 
proposed system either decreases or remains constant when 
the game ends up with NE. This shows the stability of our 
scheme at NE. The max-min throughput difference for 
random selection does not remain stable with varying 
number of players, as shown in Fig. 8. This is because some 
of the selfish end nodes, being rational, select less crowded 
channels across multiple collision domains and thus increase 
their end to end throughput while leaving more crowded 
channels for other nodes. 
Fig. 14 shows the standard deviation comparison of players 
throughputs in our proposed scheme against that of random 
selection. The values for collision domains (D), Channels 
(C), number of flows per node and CBR were kept same in 
both schemes while number of players/nodes was varied 
from 5 to 40 in step 5. Results in Fig. 14 suggest that our 
proposed scheme always performed better than random 
selection irrespective of the number of players. When 
number of nodes is low, some selfish players have always 
incentive to select less crowded channels across multiple 
collision domains and hence variance among players 
throughputs is high leading to high standard deviation. With 
increase in number of players, our proposed system shows a 
constant and predictable decrease in standard deviation while 
random selection scheme is unpredictable. This means that 
our proposed system achieves good fairness in long run 
when the system converges to NE. 

 

 

Figure 13.  Max-Min Throughput Difference by varying number of 
players with imperfect information. D=5,C=8,N=5:5:40, 

f=10,CBR=64Kbps 
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Figure 14.  Standard Deviation among players throughput with 
D=5,C=8,N=5:5:40, f=10,CBR=64Kbps 

 

VII. CONCLUSION 

In this paper, we have developed a multiple-collision 
domain MRMC game theoretic model based on end user 
flows in a non-cooperative environment. An interference 
constrained topology was considered due to the limited 
available orthogonal channels. Our analytical results have 
proven that Nash Equilibrium exists with proposed necessary 
conditions in a game of imperfect information.  Based on a 
distributed algorithm, our game theoretic model converges to 
stable state in finite time and all channels are perfectly load-
balanced at the end of the game. Simulation results show that 
standard deviation of players throughputs is less than that of 
random channel selection scheme in long run. Furthermore, 
the Price of Anarchy of the system is close to one showing 
the efficiency of the proposed scheme. 

We have considered single stage static game where 
players move simultaneously and once NE is established 
there is no incentive for any player to deviate from its current 
strategy, individually.  

The work done in this paper can be extended to 
incorporate routing along with channel assignment in a non-
cooperative environment by considering co-channel 
interference in the game formulation.  It can be an interesting 
future research direction to investigate the effect of the 
coalition of flows on the overall fairness of players in 
repeated games.  

In future, we are working to extend our proposed model 
to investigate the different mechanisms for selecting the best 
NE among the players. Further, we are working on coalition 
resistance game theoretic models for joint selfish routing and 
MRMC in multi-collision domain WMNs in an interference 
constraint non-cooperative environment. 
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Abstract— The main impediments for long distance signal 

transmission in the fibre optic system, especially the radio over 

fibre (RoF) system, are the chromatic dispersion and signal 

power attenuation. Additionally, the power consumption in the 

laser diode and optical amplifiers affect the signal transmission 

costs; however, it is lower than in a wireless system. Therefore, 

decreasing the power consumption and chromatic dispersion 

and increasing the data bit rate in RoF are the demands for 

present and future fibre optic system technology. In order to 

increase the signal transmission distance and improve the 

frequency spectrum, we study in this paper a mobile 

Worldwide Interoperability for Microwave Access (WiMAX) 

signal transmission over RoF via a triple symmetrical 

dispersion system. The combination of three different fibres - 

single mode fibre (SMF), dispersion compensating fibre (DCF) 

and  chirped fibre Bragg grating (CFBG) - is used to transmit 

a 120Mbps mobile WiMAX scalable Orthogonal Frequency 

Division Multiple Access (OFDMA) signal with 3.5GHz carrier 

frequency and 20MHz bandwidth  over a RoF system. To 

compensate the dispersion, the SMF and DCF are employed 

and specifically the high reflector CFBG is applied to reduce 

signal power loss. In our study, the WIMAX signal is 

transmitted through a triple symmetrical dispersion system 

consisting of 2xDCF (20 km) and 2xSMF (100 km) connected 

to SMF (24 km) and CFBG. Simulation results clearly indicate 

that the limited signal transmission length and data bit rate in 

the RoF system, caused by fibre attenuation and chromatic 

dispersion, can be overcome by the combination of SMF, DCF 

and CFBG. The transmission distance in the fibre is extended 

to 792 Km, SNR and OSNR are highly satisfactory; 

simultaneously the power consumption is decreased.  

Keywords- Worldwide Interoperability for Microwave Access 

(WiMAX); Radio over Fibre (RoF); Dispersion Compensating 

Fibre (DCF); Chirped Fibre Bragg Grating (CFBG);  Single 

Mode Fibre (SMF).   

I.  INTRODUCTION 

The communication systems such as wireless broadband 
and mobile broadband systems offer better client service, by 
enhancing mobility, accessibility and simplicity of 
communication between people. Therefore, there has been 
growing interest in WiMAX systems, WiMAX IEEE 802.16 
and 802.16e-2005 mobile [1]. In comparison to Universal 
Mobile Telecommunication System (UMTS) and Global 
System for Mobile communications (GSM), WiMAX offers 
an enlarged significant bandwidth by using the channel 

bandwidth of 20 MHz and an improved modulation 
technique (64-QAM).   

When equipments are operating with low-level 
modulation and high-power amplifiers, WiMAX systems are 
capable to serve larger geographic coverage areas, and they 
support the different modulation technique constellations, 
such as BPSK, QPSK, 16-QAM and 64-QAM[2][3]. 
WiMAX physical layer consist of OFDM, which offers 
resistance to multipath. It permits WiMAX to operate in non-
line-of-sight environments (NLOS) and is highly understood 
for alleviating multipath for wireless broadband. WiMAX 
provides modulation and forward error correction (FEC) 
coding schemes adapting to channel conditions; it may be 
changed per user and per frame [2]. 

The electrical distribution of high-frequency microwave 
signals through either free space or transmission lines causes 
difficulties and costs. Losses increase with frequency in free 
space, due to absorption and reflection; and in transmission 
lines impedance rises with frequency, which leads to very 
high losses. Therefore, expensive regenerating equipment is 
required to distribute high-frequency radio signals 
electrically over long distances. The alternative would be to 
distribute baseband signals, radio frequency (RF) signals or 
signals at low intermediate frequencies (IF) from the control 
station (CS) to the base station (BS) and subsequently to the 
user. The RF or baseband signals are down-converted to the 
required microwave or mm-wave frequency at each BS, 
amplified and transmitted. Reverse, from user to the BS, the 
signals would be up-converted [4]. 

The radio in millimeter-wave (mm-wave) band is the 
promising media to transmit the ultra-broadband signal in the 
wireless telecommunication system and, since the recent ten 
years, has been developing to a favorite research topic.  By 
optics method the mm-wave signal is readily generated and 
can be transmitted through a long fiber distance. In the RoF 
system, the generation of the optical mm-wave is one of the 
key techniques. Several techniques to generate the optical 
mm-wave at around 60 to 120GHz have been reported, 
including direct modulation of laser diode (LD), heterodyne 
technique with optical phase locking, electrical sub-harmonic 
injection and external modulation. Of all these techniques, 
the optical external modulation is an appropriate option to 
generate the optical mm-wave signal with high spectral 
purity [5]. 

RoF systems are analogue fibre optic links, which are 
used to transmit demodulation signal carrier of radio 
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frequency (RF) directly or indirectly from  a CS to a BS  
through a remote unit antenna (RAU) or radio accesses 
antenna (RAP) to the client [6]. 

 In order to find leading techniques for the WiMAX 
network deployment, RoF has been studied extensively in 
recent years. Many studies have been focused on the fibre 
[7][8][9][10], the low attenuation (0.2 dB/km), and high 
performance solution for high-speed fibre based on wireless 
access.  

The utilization of millimeter-wave (MMW) frequency for 
high-speed wireless access, in future RoF systems, would 
meet the requirement of high bandwidth and overcome the 
spectral congestion at low frequency. Surely, the RoF system 
is the future network technology, which has on one hand the 
capacity to satisfy the demands for decreasing 
electromagnetic smoking, wireless traffic, power, noise, cost, 
and antenna size and, on the other hand, to increase 
frequency, bandwidth, data rate and capacity also eventually 
improves the spectral efficiency.  

So far, the investigations have been narrowed to resolve 
the dispersion effect and to control the chromatic dispersion, 
which is explained in Section II, the signal distortion also 
reduce the power and increase the transmission distance [11]. 
In our study, the compensators methods are used to equalize 
the dispersion slope in a fibre and have been demonstrated in 
the form of DCF and CFBG. DCF has proved to be effective 
to overcome chromatic dispersion in high velocity light; with 
a special design, consisting of a fibre and a negative 
dispersion slope, it compensates the positive dispersion in 
SMF.  We also use an optical amplifier and a CFBG, due to 
the high insertion loss of DCF, which is discussed in Section 
III and IV. 

CFBG is a high Bragg reflector placed in a short segment 
of an optical fibre, used to correct chromatic dispersion. It 
can be used as a wavelength-specific reflector or as an inline 
optical fibre. CFBGs are extensively employed for functions 
such as dispersion compensation, stabilizing laser diodes, 
and add/drop multiplexing in optical fibre systems. The 
CFBGs comply with environmental requirements by 
increased stability and durability (free from rust), they can be 
highly multiplexed (many sensing points in a single fibre 
cable), and have the advantage of low power attenuation 
through transmission over several kilometers [12]. 

This paper studies methods to increase the WiMAX 
signal transmission distance through utilizing a RoF system 
with the aim to reduce power consumption and to obtain 
satisfactory OSNR, SNR and high quality signal 
transmission spectrums. The work focuses on WiMAX 
signals transmitted over RoF by applying SMF, DCF and 
CFBG. The paper is organized as follows. In Section II, we 
focus on related work; in Section III, we describe the theory 
of light dispersion in the fibre optic cable for SMF, DCF and 
for CFBG. In Section IV, we introduce the system 
description of WiMAX and RoF system and describe the 
design of the complete system. We discuss the simulation 
results in Section V and finally, conclusions are drawn in 
Section VI. 

 

II. RELATED WORK 

As mentioned in Section I, RoF technology as a means to 

deliver WIMAX signals has been studied by a number of 

researchers. Based on the IEEE 802.16d-2004 specification 

in the 3.5 GHz band, [13] reported about measured spectra 

and Error Vector Magnitude (EVM) for different single 

mode fiber spans up to 5 km. 

Also, [14] investigated EVM for RoF WiMAX signal 

transmission. In this approach, fiber lengths between 0km 

and 5km for both uplink and downlink instances were 

investigated. The results show, on the downlink, the EVM 

measured was better than 3.1% between -3dBm and 10dBm. 

Lowest EVM was measured at 3dBm. 

A hybrid radio on dense-wavelength-division-multiplexing 

(DWDM) transport system for WiMAX applications is 

proposed in [15]. The researchers were able to improve the 

bit error rate (BER) over a large, effective area fiber (LEAF) 

of 100km.  

In [16], a WiMAX-RoF transport system is proposed and 

achieved satisfactory BER performance over a 120 km SMF 

length for both, down and up links.  

Osadchiy et al [17] proposed a bi-directional WiMAX-over-

fiber signal transmission system. The scheme supports signal 

transmission on a 2.4 GHz carrier at a bit rate of 100 Mb/s 

downlink and 64 Mb/s uplink for an 80km access fiber link. 

They also demonstrated a successful transport of 100 Mb/s 

WiMAX-compliant signals with a 5.8 GHz RF carrier over a 

78.8km deployed SMF and a 40km distribution SMF. The 

results show that the WiMAX signal stayed within 5% RMS 

EVM after 118.8-km fiber link transmission and air 

transmission. 

III. THEORY AND ANALYSES 

Dispersion is a highly important factor due to the effect 
on the bit rate. There are three types of dispersions: material 
dispersion, also known as chromatic dispersion, is caused by 
the fact that the refractive index of the fibre medium varies 
as a function of wavelengths, waveguide dispersion depends 
on geometrical characteristics like shape, design and 
chemical composition of the fibre core and finally, 
intermodal dispersion, which is related to the fact that the 
light is not transmitted as a single beam [18]. 

Accordingly, chromatic dispersion emerges because of 
variable frequency components and also signals at differing 
wavelengths move at different velocities due to the refractive 
index. It has the following units of measurement: ps/nm/km, 
where nm is the spectral width of the pulse, ps refers to the 
time spread of the pulse and km refers to the fibre length. 
The chromatic dispersion of SMF is 16 ps/ nm/km at 1550 
nm and 17ps/nm/km at 1552nm, and can be expressed as 
follows [19]:                                                                    

      
 

 

   

  


where L is the fibre length and tg is the time to dispread the 
distance. For externally modulated sources, transmission 
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distance limited by chromatic dispersion can also be 
expressed as follows [19]: 

 

                     
   

  | |                                      (2) 

                                                                                                 
where B is the bandwidth;    is the wavelength and c is the 
light velocity. Eq. (1) and (2) show the transmission distance 
of the signal is limited due to the chromatic dispersion in the 
SMF. To abolish the limitation of signal transmission in the 
SMF, techniques like DCF and CFBG have been 
demonstrated to be useful to compensate the accumulated 
dispersion in the fibre. DCF has a dispersion characteristic 
that is contrary to that of the transmission fibre. Dispersion 
compensation is achieved by inserting an open loop of DCF 
into the transmission path. The total dispersion in the DCF 
open loop needs to be equal and opposite of the accumulated 
dispersion in the SMF. This means that, if the SMF has a low 
positive dispersion, the DCF will have a large negative 
dispersion. With this technique, the absolute dispersion per 
length is nonzero at all points along the fibre, whereas the 
total accumulated dispersion is zero after some distance. The 
length of the DCF should be minimized as the special fibre 
used has a higher attenuation than the transmission fibre. The 
attenuation is around 0.6dB/km at 1550nm compared to 
0.2dB/km for SMF [20]. 

Because of the high power loss in DCF, the CFBG is 
applied to control and tune the difference in arrival times of 
the multiple frequency components resulting from a typical 
dispersion. It has been shown that strong, long, and highly 
reflective gratings can be used for dispersion in 
communication links in transmission with negligible loss 
aspersion, by proper design of the grating.  For high-bit-rate 
systems, higher- order dispersion effects become important, 
dissipating the advantage of the grating used in transmission. 
The rules utilized for the design of the grating to compress 
pulses in a near ideal technique are a compromise between 
the reduction of higher-order dispersion and pulse 
recompression. Bandwidths are limited with this 
configuration by the strength of the coupling constant and 
length of a realizable uniform period grating. 

 
Figure 1.  The wavelength reflected in CFBG by the Bragg grating 

referred to  Bragg wave is λ1. λ2, λ3 and  the unwanted wavelength passes; 

the spacing decreases along the fibre; accordingly, the Bragg wavelength 

decreases with distance along the grating length. 

The reflected wavelength in CFBG amends with the 
grating period, because the spacing of the grating varies and 
is designed for a desired wavelength. The different 
wavelengths reflected from the grating will be subject to 
different delays; if the injected light wavelength differs from 
the grating resonant wavelength, the light is not reflected. As 
shown in Figure 1  , the chirp in the period can be related to 
the chirped bandwidth        of the fibre grating which is 

presented in the following equation [11]: 

             (             )  
                                     
 

The reflection from a chirped grating is a function of 
wavelength, and therefore, light entering into a positively 
chirped grating (increasing period from input end) suffers a 
delay in reflection that is approximately [11]. 

 ( )  
(    )

       

   

  
 

                              

where   is the Bragg wavelength at the center of the 
chirped bandwidth of the grating, and vg is the average 
group velocity of light in the fibre. By introducing a 
maximum delay of 2Lg/vg between the shortest and the 
longest reflected wavelengths, the effect of the chirped 
grating is that it disperses light. This dispersion is of 
importance since it can be used to compensate for chromatic 
dispersion in optical fibre transmission systems. The figure 
of merit is a high-length grating with a bandwidth important 
feature of a dispersion-compensating device as at 1550 nm, 
the group delay τ in reflection is ~10 nsec/m. Several 
parameters affect the performance of the CFBGs for 
dispersion compensation: the insertion loss due to reflectivity 
< 100%, dispersion, bandwidth, and polarization mode-
dispersion, deviations from linearity of the group delay also 
group delay ripple. Ignoring the first and the last two 
parameters momentarily, we consider the performance of a 
chirped grating with linear delay characteristics, over a 
bandwidth of Δλ chirp. 

The dispersion coefficient Dg [ps/nm/km] for the linear 
CFBG is given by the following simple expression [8]: 

   
  

        


where n is the average mode index, c is the light velocity, ∆λ 
is the difference in the Bragg wavelengths at the two ends of 
the grating. Eq. (5) represents that Dg of a chirped grating is 
ultimately limited by the bandwidth ∆λ; the increase in the 
transmission distance will be possible only, if the signal 
bandwidth is reduced. 
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IV. SYSTEM DISCRIPTION  OF  WIMAX OVER  ROF 

An important difference between fixed and mobile 
WiMAX is the physical layer. Mobile WiMAX uses 
OFDMA as its physical layer transmission scheme instead of 
plain Orthogonal Frequency Division Multiplexing (OFDM). 
OFDMA can also be used as a multiple access mechanism 
when groups of data subcarriers, called sub channels, are 
allocated to different users. Mobile WiMAX also introduces 
more scalability into the actual physical layer parameters. 
Cyclic prefix durations and channel bandwidths in multiple 
OFDMAs, which have different amounts of subcarriers, are 
utilized to allow the wireless link design to be optimized 
according to the environment where the system is deployed. 

Figure 2 illustrates the schematic simulation setup of 
WiMAX over RoF, including the dispersion model 
techniques SMF, DCF and CFBG. In this simulation, the BS 
deployed the data of mobile WiMAX IEEE 802.16e-2005 to 
the fibre system as a RF signal; firstly, to the RAU antenna 
as an electrical signal; subsequently, converted to the fibre 
optic signal by modulating the RF to the laser beam, which a 
laser diode has injected into the SMF; this modulation 
operation arises in the Mach Zehnder Modulator (MZM). 

 In future work, it would be possible to use a WiMAX 
Femtocell instead of a BS because  it has several advantages.  
It can  be  use in  microcell,   pico-cell area  and  indoor;  the  

typical cell radius ranges between 50-100m[17]. The 
proposed scheme would not require to be changed, because, 
at the end of fibre, the optical signal is converted to the 
electrical RF signal, which would radiate via Femtocell to 
micro or pico-cell. The WiMAX transmission signal is 
centered at 3.5 GHz; comprising 128 subcarriers and 
64QAM (6 bit-per-symbol) modulates each; the bandwidth is 
20MHz, and the transmitted bit rate is 120Mbps. The 
important component in WiMAX is the scalable orthogonal 
frequency division multiplexing (S-OFDMA). In the basic 
version of OFDMA, one sub-carrier is assigned to each user. 
The spectrum of each user is quite narrow, which makes 
OFDMA more sensitive to narrowband interference. The 
core of an orthogonal multi-carrier transmission is the Fast 
Fourier transform (FFT) respectively, inverse FFT (IFFT) 
operation; synchronization and channel estimation process 
together with the channel decoding play an important role. 
To ensure a low cost receiver (low cost local oscillator and 
RF components) and to enable a high spectral efficiency, 
robust digital synchronization and channel estimation 
mechanisms are needed. The throughput of an OFDM 
system does not only depend on the used modulation 
constellation and Forward Error Correction (FEC) scheme, 
but also on the amount of reference and pilot symbols spent 
to guarantee reliable synchronization and channel estimation 
[23].  

Figure 2.  Schematic shows the setup of WiMAX downlink integrated in the RoF system which consist of SMF, DCF and CFBG for the increased fibre 

length of 792km. 
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OFDMA utilized in mobile WiMAX is scalable in the ability 
that by flexibly adjusting FFT sizes and channel bandwidths 
with fixed symbol duration and subcarrier spacing, it can 
address wide spectrum needs in different area regulations in 
a cost competitive approach. The S-OFDMA consists of a 
flexible and large fast Fourier transform (FFT) size changes 
from 128 to 2048, and it is used in IEEE802.16e-2005 [3].  

The transmitter's (TX) source data in the WiMAX are 
encoded, and then modulated by QAM64, buffered and 
manipulated through serial to parallel (S/P) mechanism so as 
to make an appropriate vector for IFFT. The signal is 
transmitted to the fibre as a RF signal; subsequently, 
converted to an optical signal by the RAU antenna by being 
indirectly modulated through the MZM. Intensity modulators 
are important components for high bit rate light wave 
systems operating at a wavelength of 1552nm. 

 The MZM structure is composed of an input optical 
branch, where the incoming light is split into two arms, and 
two independent optical arms, which are subsequently 
recombined by the output optical branch. As shown in Figure 
3, the continuous wave (CW) laser diode (LD) emits a light 
wave  into an optical input of the MZM;  the WiMAX_RF 
radiates  into two electrical inputs of MZM. The bias voltage 
of V1,  2bias = Vπ/2 controls the degree of interference at the 
output optical branch and accordingly the output intensity. 
The MZM is based on an electro-optic effect, the effect that 
in certain materials, e.g., LiNbO3, the refractive index n 
changes with respect to the voltage V applied across 
electrodes. The optical field at the output of the modulator is 
given by following equation [24]:  

    ( )   
 

 
[   (

 

  
  ( ))     ( 

 

  
  ( ))     

where    is the modulation voltage, which is the differential 
drive voltage (V1-V2=  ) resulting in differential phase shift 
of   rad between two waveguides. Ein (t) is the optical field 
applied to the input of the modulator. The MZM modulated 
electrical signal refers to WiMAX–RF; optical beam  

 

Figure 3.  Schematic shows  Mach- Zehnder LiNbO3 (MZM) optical  

input  from laser diode CW and   two electrical  inputs from WiMAX_Tx  

 refers to the CW laser and is injected in the output as an 
optical power signal over fibre. The CW LD technology is at 
the standard telecommunications wavelength of 1552.52 nm. 
The CW LD output power is too low and would require 
additional amplification. The CW LD has an average output 
power of 3 dBm for laser frequency 193.1 THz with a 

linewidth of 10 MHz and relative noise dynamic  of 3dB and 
a noise threshold of 
 -100dB . 

 Subsequently, the optical signal is transmitted over the 
RoF system, which is composed of a triple symmetrical 
dispersion system: each consisting of DCF (20 km), SMF 
(100 km) SMF (100 km) and DCF (20 km), connected to the 
SMF (24 km) and to the CFBG, which is added after every 
264 km. This setup allows a  compensation of the positve 
dispersion signal in SMF; therefore, the signal transmission  
is  increased to 264km  fibre length.  

  The SMF dispersion parameter is 16 ps/nm/km and the 
SMF length is set up to 100km; the SMF signal attenuation is 
0.2dB/km; therefore, total accumulated dispersion is 
16×100=1600 ps/nm. The dispersion slope will be sharper 
with the increment of the transmitting fibre length L as 
expressed in Eq. (2).  DCF is configured to negative 
dispersion -80ps/nm/km at 1552nm to compensate the 
positive signal dispersion in SMF, considered in Eq. (7). It is 
proved to be effective to reverse chromatic dispersion in  
high-velocity light and it is highly important to increase the 
signal transmission distance and bit rate by a DCF function 
to keep the wavelength at a zero dispersion, which is called 
the “zero-dispersion wavelength”  (λ0).  

     (         )  (         )                            (7)                                                                              



where       is the dispersion factor in the  SMF ,       is 

the fibre length of the SMF ,      is the dispersion factor in 

the DCF and  the      is the  length of the DCF. 

 

(
    

  
         )  ( 

    

  
        )     

                                                                                           (8) 

 
Eq. (8) shows the result of the accumulated dispersion in 

combined  DCF and SMF. SMF is configured  to a fibre 
length of 100km  and  DCF is  configured to the negative 
dispersion of -80ps/nm and used over a 20km  fibre length  to 
reduce the chromatic dispersion and, as explained  before, 
DCF is added to keep the transmission signal of 
zerodispersion for a long distance. 

 
Figure 4.  Illustrates  the dispersion character for the wavelength  
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As shown in Figure 4, the dispersion of the light signal in 
fibre optic is zero by 1330nm and 16 ps/nm/km by 1550 nm 
wavelength. The advantage of using a wavelength of 1552nm 
compared to a wavelength of 1330nm lies in low power 
attenuation. The devices working with the 1330 nm 
wavelength are able to transmit a high amount of power but 
the modulation constraints of the laser source can make the 
design more complicated. The wavelength of 1550nm is the 
most used in terrestrial communication systems and a wide 
range of devices are available[25]; the Doppler Effect is 
lower than at other frequencies and for this carrier it is 
possible to carry out DPSK (Differential Phase Shift Keying) 
and QAM modulation schemes. 

 Figure 5 illustrates the affected DCF of the signal 
dispersion in SMF; the signal transmitter TX injects the 
WiMAX RF in the fibre after modulation through the laser 
diode and MZM. In the fibre system the SMF is configured 
for a fibre length of 100km because of the SMF’s  dispersion 
character of 17ps/nm/km at 1552nm, the 20km DCF  is 
added and configured to the negative dispersion of                  
-80nm/ps/km to keep the transmission signal of zero 
dispersion. 

As described in Section III, the DCF has a high-power 
attenuation and cannot be used in this system  for a distance 
longer than 20 km; therefore, the EDFA is employed  after 
100Km of  SMF, being configured to 12.8 dB. The CFBG  

 
Figure 5.  Illustrates that for every 100km SMF fibre length  there are  20 

km long DCF  modules to compensate the accumulation dispersion  in the 

SMF. 

chirped bandwidth is ∆λ=2 nm; n=0.0006 and lengths of 110 
mm. The optical power is converted to the current electrical 
signal by a photo detector diode (PIN for dark current 10nA 
and centre frequency 193.1 THz). The electrical bandpass 
Gaussian filter is used to minimize the electrical signal noise 
and group delay becomes constant for all frequencies. In a  
receiver, a bandpass Gaussian filter allows signals within a 
selected range of frequencies to be heard or decoded, while 
preventing signals at unwanted frequencies from getting 
through the centre frequency (f0). As mentioned before, f0 is 
set up to 3.5GHz for a bandwidth of 20MHz.  

The applied RAU antenna can offer a small antenna size 
for broadband operation. The RAU can convert the incoming 
RF signal to the fibre and subsequently to an electrical signal. 
The incoming optical signal is detected by a photodiode (PD) 
and converted to the RF signal, then amplified and 
transmitted over the wireless path for 300m to the BS 
antenna and  to the WiMAX RX. At the WiMAX receiver 
the RF signal is demodulated by the Quadrature 
demodulator, which  implements an analog demodulator 
using a carrier generator for Q and I Quadrature components; 
it consist of two low pass filter. 7GHz cutoff frequency of 
low pass filter is configured; the OFDM demodulator is 
implemented by a complex point 1024 FFT; in OFDM the 
FFT is used to realize multi-carrier modulation, which 
reduces the complexity of OFDM systems greatly. 
Generating OFDM symbols with high data rate requires  a 
high-speed FFT processor. Moreover, an FFT processor with 
low area and low power consumption is needed by the 
portable feature of OFDM systems. In the QAM sequence 
decoder, the bit sequence is split into two parallel 
subsequences; each can be transmitted in two quadrature 
carriers when building a QAM modulator. This is achieved 
by using a serial to parallel converter.  

V. RESULT AND DISCUSSION 

The simulation results clearly show that the fibre 
attenuation and the chromatic dispersion, which are the main 
cause for a limited signal transmission length and data bit 
rate in the RoF, can be controlled by transmitting the 
WiMAX-OFDMA for 120 Mbps bit rate via a combination 
of different fibers, namely SMF, DCF and CFBG. The 
results indicate that the use of a accumulated dispersion 
compensation method, which consist of a triple symmetrical 
compensator system and, in addition, a CFBG for each 
system, is the means to control the chromatic dispersion, 
keep the transmission signal of zero dispersion and to 
increase the transmission distance to 792 km. 
 

 

 

Figure 6.  Illustrates the total power dBm in the DCF for a DCF length 

from 17 to 22km and the wavelength is 1552nm 
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Figure 6 shows the total of the signal power in dBm 
according to the DCF length from 17km to 22km. At 17km, 
the signal power is 16.2dBm; at 22km, the signal power is 
8dBm, due to the high signal power loss the CFBG and the   
EDFA are used. The red colour refers to the optical power, 
the power is focused in the centre of the fibre and the green 
colour refers to the noise in the DCF, which is caused by the 
laser diode. 

 

 
Figure 7.   Illustrates  the delay in the CFBG for the wavelength from1546 

nm(1.546um)  to 1554 nm (1.554um); the delay is measured in ps. 

Apart from the combination in the order of DCF-SMF-
SMF-DCF-SMF with a fibre length of 20-100-100-20-24 
km, a 55mm long CFBG is added at every 264 km to 
compensate the chromatic dispersion. Figure 7 shows the 
reflectivity and delay characteristics of the chirped gratings 
operating in 10-55mm grating length. It is noted that the 
reflection wavelength of 1548 to 1552 nm has the delay time 
of 50ps; respectively the delay in the CFBG is important to 
balance the wavelength and to control the chromatic 
dispersion, due to the different frequency velocities in the 
fibre.   
 

 

 
Figure 8.   Shows the cumulative phase of the transmission and reflection 

wavelength. 

The control of the chromatic dispersion is essential in the 
fibre optic system network, due to the increase of the signal 
transmission distance, as well as the data bit rate. The CFBG 
can be implemented in DWDM and in this research is used 
as signal tuneable. The cumulative phase difference between 

transmitted and reflected wavelength is shown in Figure 8. 
The blue line  refers to the reflective wavelength in the 
CFBG and the red line represents the forward wavelength 
transmission. Any delay in the wavelength in the CFBG 
refers to phase delay 75ps at wavelength 1552nm. 

TABLE I.  OSNR INPUT AND OUTPUT 

 

 
As mentioned in Sections I and III, the wave delay in the 

CFBG is important because the light spectrum in SMF and 
DCF travels with different velocity, which means that it 
consists of different wavelength, which reaches the end of a 
fibre optic cable delayed. Therefore, the CFBG is used to 
control the chromatic dispersion and power attenuation, as 
well. 

 
Table (I) shows the input parameter at transmitter after 

MZM and the output parameter after 792km. The WiMAX-
RF modulated to laser for frequency 193.1THz for a 
wavelength of 1552.5244nm. The difference between the 
input OSNR and output OSNR ranges at ~ -74dB; if the 
chirped gratings are set up to 10mm, the input signal power 
is at -0.0614 dBm and the output signal power is at -8.5112 
dB.  The difference between input and output power is -
8.4498 dB, when the chirped grating of CFBG is 10mm for a 
fibre length of 792km.  The result is highly satisfying 
because the optical amplifier only used 192 dB for the fibre 
length of 792km. 

 
As shown in Figure 9, the configuration of the CFBG 

chirp length has an influence on the OSNR: the shorter the 
chirp length the higher OSNR. The higher output OSNR 
after 792km is 26.63dBm, when the chirp grating is set up to 
10mm length, and lower OSNR, when the chirped grating is 
set up to 55mm. Additionally, the figure shows that the 
OSNR has decreased linearly, which is an important result 
because it let the signal in a stable condition and the signal 
quality is affected positively. This means, that the 
configuration of the CFBG can improve the signal quality in 
the RoF system and can be used as a band pass filter and 
tuneable component,  as well. 

 Input Signal 

dB 

Input 

OSNR 

(dB) 

Output 

Signal 

(dB) 

Output 

OSNR(dB) 

CFPG 10mm 

 

-0.06141464 99.9856 -8.5112 26.63 

CFBG 32mm -0.0141464 99.9856 --11.2111 23.62 

CFBG 55mm -0.06141464 99.9856 -13.4115 19.62621 

 (nm) (nm) (nm) (nm) 

Wavelength 1552.5244 1552.524 1552.52 1552.524 
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Figure 9.  OSNR measurement at the  Chirped Grating  length from 10mm 

to 55mm in CFBG  

As shown in Figure 10, the total gain power measured at 
CFBG chirp length from 10mm to 55mm at wavelength 
1552nm decreases linearly. At a chirp length of 10mm the 
power is -8.5112dB, at 32mm -11.2111dB and at 55mm, the 
power is 13.4115 dB. 

  
Figure 10.  Total power measurement at  the chirped Grating length from 

10-55mm  in CFBG 

Figure 11 (A) shows the optical bandwidths for a fibre 
length of 264 and 792km at a wavelength of 1552nm. At all 
fibre lengths, the optical bandwidth is 300nm. There is a 
minor change in the optical signal power after the signal has 
travelled for 528 km: at 264 km, the signal power is -5 dBm, 
at 792 km the signal power is -14 dBm; however, a limited 
optical amplifier was used. The green area refers to the noise, 
which is produced by the laser diode, and the red area refers 
to the optical bandwidth, which is expressed in terms of 
wavelength rather than frequency, using the following 
equation [26]: 

                                        
  

 
                                 (9) 

where   optical bandwidth is for wavelength 1552nm; c is 
light speed;    is the wavelength square. 

 Figure 11 (B) shows the optical bandwidths for a fibre 
length of 792km at a wavelength of 1552nm. At all fibre 
lengths, the optical bandwidth is 300nm. The intensive green 
colour at 1552nm (1.55um) refers to the noise intensity in the 
bandwidth. The red colour refers to the signal power at           
-25dBm. 

    

        

Figure 11.   (A)  optical bandwidth for fibre length  after 264km                  

(B) optical bandwidth after 792km fibre legnth  

       
Figure 12.   Constellation diagram of 120–Mbit/s WiMAX  QAM-64 

transmission  downlink  for fibre length 792Km          
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Figure 12 shows a constellation diagram, which is a 
representation of a signal modulated by a digital modulation 
scheme It clearly shows the electrical constellation at the 
WiMAX transmitter which is a representation of 6 bit-data 
per symbol of the 64-QAM modulator, of WiMAX TX for 
OFDM 1024 and modulator 64- QAM 8 bit by SNR 116.78 
dB; the signal is clear and noise free.  

 Figure 13 shows the electrical constellation diagram at 
WiMAX-TX receiver. The signal at the receiver is 
transmitted over RoF via the combined SMF and DCF for a 
length of 528km. The DCF length is 4x20km and the SMF 
length is 4x100km, respectively 2x24km. Compared to 
Figure 11, a change in the 6 bit QAM 64 can be recognized 
because of noise and power attenuation, which are added to 
the signal through the wavelength deployed over a distance 
of 528km in the fibre. The  black colour refers to the noise 
and the red colour refers to the total signal. 

                                              

  
Figure 13.      Constellation diagram of 120–Mbit/s WiMAX  QAM-64 

receiver downlink  for fibre length 528Km 

    
Figure 14.     Constellation diagram of 120–Mbit/s WiMAX  QAM-64 

received downlink  for fibre length 792Km 

Figure 14 illustrates the electrical constellation diagram 
64QAM for 6 bit at the receiver after the WiMAX 
transmission signal travelled over a fibre length of 792km 

and was converted to an electrical signal by the photo 
detector diode. The signal has a noise, which is shown in 
blue, due to the laser diode noise;  the red colour refers to the 
WiMAX signal total signal. The comparison of Figure 12 
and Figure 13 shows that the noise has slightly increased by 
the extended signal transmission distance from 528km to 
792km. The reason for this is the long transmission distance; 
the signal power becomes weak due to the laser noise and the 
DCF attenuation. To reduce these effects, an increase of the 
optical power amplifier is needed. This result shows the 
maximum signal transmission distance for a limited fixed 
power amplifier. 

 
Figure  15  shows the RF spectrum of WiMAX 3.5 GHz 

carrier frequency for bandwidth 20 MHz at the WiMAX 
transmitter before transmitting over fibre, the bandwidth is in 
the frequency range of f0-fL,f0,f0+fH (3.5-3.49, 3.5, 3.5+3.51) 
GHz, the spectrum of the signal power, displayed in blue, 
measured at 100 dBm and the green colour refers to the 
noise, which is measured as 22 dBm.  

 

  
Figure 15.  3.5GHz WiMAX-TX  for bandwidth 20MHz and FFT 1024 

before transmitting over RoF . 

       

Figure 16.  WiMAX carrier frequency 3.5GHz  for bandwidth  20MHz at 

WiMAX-RX after tranmission over RoF for fibre length of 792km. 
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Figure 16 shows the 20MHz bandwidth after a fibre 
length of 792 km for an output power of 60dBm; the noise is 
measured as 26 dBm. The spectrum consistes of the signal 
and noise, which is illustrated in blue and the red area refers 
to the signal without noise. 

The power loss  between the transmitter and receiver is 
30dBm. The signal is deployed over SMF, DCF and tuned by 
a CFBG filter for fibre length 792km. At the end of the 792 
km fibre length, the optical to noise ratio (OSNR) is 26.64 
dB. Typically, the larger the OSNR value, the lower the 
receiver sensitivity. 

Table (II) shows the parameter at the electrical 
transmitter at electrical  input of MZM; the maximum value 
of SNR is 116.78512 dB  for WiMAX_RF 3.5GHz; the total 
power is  16.785116 dBm. 

TABLE II.  TOTAL POWER AND SNR AT  TRANSMITTER 

 
 

Table (III)  shows the parameter of  the electrical signal 
after having been converted from optical at the photo 
detector diode; the SNR is 31.318564 dB; the diffrence 
between input and output is 85.466556 dB; considering the 
WiMAX signal has been transmitted over a fibre length of 
792km , this result is highly satisfactory 

TABLE III.  TOTAL POWER AND SNR AT THE RECEIVER 

 

 

 

 
Figure 17.  Signal transmitted in SMF for fibre length of 264km 

Figure17 shows an optical signal transmitted over SMF 
fibre; the red colour refers to the optical power, which is to 
be seen clearly in the centre of the SMF after 264km fibre 
length. 

The SNR is measured as 31.31856 dB at the receiver in 
comparison to the SNR of a WiMAX transmission signal 
over air, which is typically 21dB for a code rate of ¾ [20]. 
The BS-TX propagation loss via air according to the Egli 
calculator[26] ranges at 167.57 dB for 5km. Compared to the 
transmission of the signal over fibre, which has travelled 792 
km, using a laser diode of 5 dBm for fibre attenuation 180dB 
per 792km (SMF+DCF) attenuation, the result is highly 
satisfactory. 

 

VI.   CONCLUSION 

This paper proposed a method for transmitting RF signals 

over fibre, using a WiMAX system downlink deployed via 

SMF/DCF and CFBG over a RoF system. The system is able 

to carry a WiMAX S-OFDMA signal of 128 subcarriers with 

an FFT of 1024 for a 3.5GHz carrier frequency and 

bandwidth of 20MHz. The bit rate for WiMAX increased to 

120Mbps with 64-QAM over a RoF system for a fibre length 

of 792km. We compared the chirp length 10mm to 55mm in 

CFBG with OSNR and proved the best OSNR result with 

10mm chirp. The results show that by using SMF with a 

DCF setup for dispersion of -80 and a CFBG setup for a 

length of 10 to 55mm, we achieved an increase in the 

WiMAX transmission over fibre distance to 792km. This 

method is able to control the chromatic dispersion affected in 

the fibre. This means that the power budget of the WiMAX 

downlink signal can be improved compared to the energy 

consumed in a WiMAX transmission BS antenna 167.57dB 

for 5 km; the data bit rate increased to 120Mbps. Finally, the 

bandwidth spectrum stayed relatively constant over the long 

fibre distance, and the result of SNR and OSNR are highly 

satisfactory; the power consumption is very low between the 

input and output of the fibre. 

    In summary, with the described setup, we reached the aim 

to increase the transmission distance, to improve the 

frequency spectrum and to reduce the power consumption. 

Additionally, as future work, it is possible to further increase 

the signal transmission distance for various mobile and fixed 

broadband systems, such as the WiMAX and UWB system 

by utilizing more than three circuits, consisting of the triple 

symmetrical dispersion system SMF, DCF and CFBG. 
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Abstract–Interference coordination methods for Evolved-

Multimedia Broadcast/Multicast Service (E-MBMS) in Long-

Term Evolution Advanced (LTE-A) are presented. In this 

paper, OFDM/OFDMA signals based on LTE parameters are 

combined with Multipoint MIMO, Turbo codes and signal 

space diversity methods. Different interference coordination 

techniques, such as, Multipoint MIMO coordination, Fixed 

Relay stations, adaptive frequency reuse and schedulers are 

considered to evaluate the E-MBMS spectral efficiency at the 

cell borders.  
The system level coverage and throughput gains of 

Multipoint MIMO system with hierarchical constellations and 

Turbo-codes are simulated associated to the presence or not of 

fixed relays and measuring the maximum spectral efficiencies 

at cell borders of single cell point-to-multipoint or single 

frequency network topologies. The influence of the relay 

transmission power and cell radius in the performance of the 

previous cellular topologies is also evaluated.  

 

Keywords – OFDM; multiple antennas; diversity; Turbo-

codes; MIMO; Interference; Relays. 

 

I. INTRODUCTION 

Long Term Evolution Advanced (LTE-A) considers a 

series of new transmission technologies, such as, 

coordinated multipoint transmission and reception or relay 

and carrier aggregation, in order to meet the high technical 

and service requirements of IMT-Advanced standards. 

Those requirements include amongst others, peak data rate 

up to 100Mbps in high speed mobility environment and 1 

Gbps in a pedestrian environment, using increased spectral 

flexibility that allows bandwidth allocation between 20MHz 

and 100MHz. The LTE standard is the basic standard that 

paves the way for the future 4th Generation (4G) wireless 

networks, as stated in [1]. 

The Evolved - Multimedia Broadcast/Multicast Service 

(E-MBMS) framework [2] is envisaged to play an essential 

role for the LTE-A proliferation in mobile environments. E-

MBMS constitutes the evolutionary successor of MBMS, 

which was introduced in the Release 6 of Universal Mobile 

Telecommunication System (UMTS). With E-MBMS the 

mass provision of multimedia applications to mobile users 

will be a reality. 

Point-to-Multipoint (PTM) transmission does not 

employ feedback and therefore need to be statically 

configured to provide desired coverage in the cell since, 

transmitted signal is lowest at the cell border. However, 

when close to cell borders, the PTM bearer can greatly 

benefit from exploiting also the signals from adjacent cells 

transmitting the same service, i.e., from soft-combining. 

Two types of Evolved-MBMS transmission scenarios 

exist:  

1) Multi-cell transmission (MBSFN: Multi-Media 

Broadcast over a Single Frequency Network) on a dedicated 

frequency layer or on a shared frequency layer  

2) Single-cell transmission (SCPTM: Single Cell Point 

to Multipoint) on a shared frequency layer.  

Inter-cell interference co-ordination is one method here 

considered which is expected to improve coverage and 

increase cell-edge bitrate [3]. Inter-cell interference co-

ordination techniques, such as reuse schemes and channel 

allocation, has been studied thoroughly for circuit switched 

services in second generation accesses [4]. 

Cooperative multiple input multiple output (MIMO) and 

Fixed Relays are other emerging techniques to combat 

inter-cell interference and improve cell edge performance 

[5].  

Sharing data and channel state information among 

neighboring base stations (BSs) allows them to coordinate 

their transmissions in the downlink and jointly process the 

received signals in the uplink. Cooperative MIMO 

techniques can effectively turn inter-cell interference into 

useful signals, allowing significant power and diversity 

gains to be exploited. The architecture of the high-speed 

backbone enables the exchange of information (data and 

control information) between the BSs. Cooperative MIMO 

systems are only concerned with the BS to mobile station 

(MS) channel which are PTM channels. 

We consider Orthogonal Frequency  Division 

Multiplexing / Orthogonal Frequency Division Multiple 

Access (OFDM/OFDMA) where the use of Turbo codes in 

combination with Multipoint MIMO and Complex Rotation 

Matrices (CRM) [6][7] are applied to OFDM/OFDMA and 

exploited to achieve spatial and frequency diversity gains in 

LTE-A networks.  

The work of this paper is based on previous work 

carried out by the authors. In chapter 6 of [8] the authors 

have considered multi-resolution techniques for MBMS 

considering both WCDMA and OFDMA. In chapter 16 of 

[9] the authors have considered the capacity and inter-site 

gains of LTE E-MBMS. In this paper we have extended 
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that work including MIMO, CRM and Relays in the LTE E-

MBMS network and have evaluated by system simulations 

the coverage and throughput performance. To the best of 

the authors’ knowledge, up to now there are no work in the 

literature that investigated the performance and benefits of 

such cellular OFDMA system that incorporates multi-point 

coordinated MIMO, turbo codes, CRM, hierarchical 

constellations and low power fixed relay stations. 

Section II introduces the coordinated MIMO and 

coordinated interference schemes. In Section III, the 

performance curves of system level simulations are 

presented. Conclusions are drawn in Section IV.  

 
Figure 1. Fixed Relays system. 

II. COORDINATED MIMO AND INTERFERENCE SCHEMES 

With MIMO cooperative systems [10][11] there is an 

important reduction of inter-cell interference in the area 

where the SISO/MIMO cooperative system exists. In LTE 

the BS is denoted as evolved-NodeB (eNB) and 

concentrates in it functionalities like radio resource 

managing, radio link control, interference coordination, 

mobility control, etc. The communication between eNBs is 

made through the X2 interface, and each adjacent eNB is 

interconnected to each other (mesh network). This feature 

eases the implementation of MIMO cooperative systems by 

reducing the interference as the same content can be 

transmitted to mobiles from different antennas (eNBs) at 

the same physical resource block. 

Figure 1 illustrates the Fixed Relays stations (RSs). RSs 

are low cost fixed radio infrastructures without wired 

backhaul connections. They store data received from BS 

and forward to the MSs, and vice-versa. Fixed relay stations 

(RSs) typically have smaller transmission powers and 

coverage areas than BSs. They enhance the capacity at 

specific regions, namely, cell borders, improving signal 

reception. By combining the signals from RSs and BSs, the 

MS is able to exploit the inherent diversity of the relay 

channel (see Figure 1). The disadvantages of RSs are the 

additional delays introduced in the relaying process and the 

potentially increased levels of interference due to frequency 

reuse. 

Without any inter-cell interference co-ordination each 

sector of the cell has unlimited access to the whole 

bandwidth; this is reuse 1. Any inter-cell interference co-

ordination scheme will restrict the resources available for 

scheduling. By limiting the (maximum) output power as a 

function of frequency and/or time, Pmax(f,t). We will limit 

the power Pmax both in time (sub-frame duration) and on 

frequencies f in a planned scheme on sectors of cells. A 

pure fractional frequency reuse 1/3 is achieved by dividing 

the frequencies into three subsets f1, f2 and f3 and limiting 

the power by setting  

 

max

max

( , ) ,

( , ) 0,

n

n

P f t P f f

P f t f f

 

 
 (1) 

for each sector of the cell. With reuse partitioning [12] the 

spectrum is first divided into partitions and then each 

partition into the desired number of reuse subsets. The 

scheduler can then utilize the partitions depending on 

mobile radio position, based on path loss measurements. A 

reuse partition with a mixture of reuse 1 and 1/3 is achieved 

by dividing the frequencies into two partitions, fA and fB, 

where fB further is divided into three resulting in four 

subsets, fA, fB1, fB2 and fB3. The power limitation for the 

fractional reuse subsets fBn is set as above described. 

Soft reuse [13] (hybrid reuse partitioning) is a variant of 

reuse partitioning where a tighter reuse is achieved by using 

the same frequencies in more than one partition (fA=fB) but 

with different power levels. If we apply to the fractional 1/3 

reuse example, then we limit the power by setting 
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n
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      (2) 

Figure 2 illustrates the cellular layout (tri-sectored 

antenna pattern) indicating the fractional frequency reuse of 

1/3 considered in the system level simulations. 1/3 of the 

available bandwidth was used in each sector to reduce the 

multi-cell interference. As indicated in Figure 2, the 

identification of the sources of multi-cell interference, i.e., 

the use of the same adjacent sub-carriers (named physical 

resource blocks) is given by the sectors with the same 

colour, green, yellow and pink. The small blue hexagons 

refer to the area where reuse 1 co-exists with the fractional 

reuse of 1/3 as an example of soft reuse.  

In the analysis of the scenario Single-Cell Point-to-

Multipoint (SC-PTM) there is one radio link between the 

mobile and the closest base station. It does not assume any 

time synchronism between the transmissions from different 

base stations with the same colour resulting in interference 

from all cells without the same colour. However, an 

adaptation of this scenario can include macro-diversity to 

help reduce interference levels. This can be accomplished 

by combining the two best radio links from surrounding 

BSs. In this case, time synchronization between the two 

closest base station sites with the same colour (i.e. 

transmitting in the same frequency) is assumed in order to 

combine them at the receiver using soft-combining 

techniques. Multi-cell interference is reduced because only 

the other base station sites with the same colour remain un-

synchronous and capable to interfere. 

In the MBSFN scenario there are at least three radio 

links, one for each of the three closest base stations to the 

mobile. Time synchronism is assumed between the 

transmissions from the closest base stations with the same 

colour resulting in much less interference from the cellular 

environment. This results in macro-diversity combining of 

the three best radio links.  
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Figure 2. Cellular Layout with mixed fractional frequency reuse, 

R=1500m 

 

III. NUMERICAL RESULTS 

To study the behavior of the proposed scheme, several 

Monte Carlo simulations were performed in the link level 

simulation. This study is valid for any OFDM system and it 

was performed using the LTE parameters mentioned 3GPP 

documents [14] for a 10MHz bandwidth, which are shown 

in Table I. The reference link level parameter for all 

simulation results (SISO and MIMO) presented in this 

paper is BLER=0.01. This reference applies to near real 

time services where retransmissions are not allowed. Two 

different coding rates 1/2 and 3/4 where chosen to check 

which one would offer the highest average spectral 

efficiency for the analyzed SC-PTM and MBSFN 

topologies. The path loss uses 3GPP distance attenuation 

formula in Table I, and the distance d, is the distance 

between the actual geographic location of the user and the 

BS to which it has a radio link established with the best 

signal to interference plus noise ratio (SINR) as the 

selection criteria. Small and large scale fading are also 

included in the system level simulator, according to the 

parameters of Table I. 

 

Transmission BW 10 MHz 

Distance attenuation  (d = 

distance in kilometers) 
L=122.23+34.88log(d) 

Base station power (40 W) 46dBm 

Cell Radius (m) 1500, 2250 

Cell Layout (hexagonal grid) 3 sectors/site 

Shadow fading Log-normal σ=8dB 

User Mobility Random walk 

Multipath fading 3GPP TypU, MBSFN 

Max antenna gain (Angular 

spread model from SCM, 

including feeder loss) 

15dBi 

TABLE I.  SIMULATION PARAMETERS FOR 10MHZ. 

Coverage Results 

In the system level simulations mobile users receive 

blocks of bits transmitted from base stations and each block 

undergoes small and large scale fading and multi-cell 

interference. In terms of coverage or throughput the SINR 

of each block is computed taking into account all the above 

impairments and based on the comparison between the 

reference SINR at a BLER of 1%, and the evaluated SINR 

it is decided whether the block is or not correctly received. 

Figure 3 presents the coverage vs. the fraction of the 

total transmitted power (denoted as Ec/Ior), for hierarchical 

64QAM (64-HQAM), coding rate 1/2 and SC-PTM 

scenario where different frequency reuse, namely, 1/3, 1 

and hybrid 1+1/3 consisting of reuse 1 for users inside DR 

and reuse 1/3 for users outside DR (see Figure 2) is 

evaluated. All interfering sites transmit with the maximum 

power of 90% according to the parameters indicated in 

Table I. The cell radius R is 2250m, and strong blocks (H1) 

are separated from medium blocks (H2) and weak blocks 

(H3) without macro-diversity combining, denoted as 1RL. 

In addition, fixed relay with two different transmission 

powers, 10W and 2.5W are also illustrated (TD in the 

legend). 

 

 
Figure 3. Coverage vs Ec/Ior SC-PTM (1RL) scenario, 

64-HQAM, coding rate ½, R=2250m 

With reuse 1/3, the base stations of the topology 

including fixed relays (FR) with TD=2.5W, provide the 

highest coverage (considering the coverage provided by 

BSs and RSs) followed by the topology with FR of 

TD=10W, the smallest coverage belongs to reuse 1. 

However, only reuse 1/3 with TD=2.5W is close to the 

reference value of 95% coverage. This is explained because 

the use of RSs allows the system to extend the coverage of 

BSs (especially at cell borders, see figure 7) without 

significant increase in intercell interference since RSs 

transmit with only 2.5W compared to 40W used by BSs. 

Depending on the value of transmitted power a cell area 

with different radius was considered. For TD=10W, the 

radius is R_relay=1500m and if TD=2.5W, 

R_relay=1000m. The results of Figures include the two R-

relay values and show about the same normalized coverage 

independently of the transmitted power (TD). In this sense, 
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smaller TD is preferable to get higher power saving 

reduction and coverage gain. 

Reuse 1 schemes have the worst overall performance as 

expected, since intercell interference in these is very high.  

Figure 4 presents results for the same scenario in Figure 

3, but using coding rate 3/4. In these case the performance 

of all schemes is greatly reduced due to higher coding rate 

used combined with 64QAM modulation and cell radius of 

2250m. The same analysis done to Figure 3 can be applied, 

as we can see that reuse 1/3 with FRs provide the best 

coverage results and the smallest coverage belonging to 

reuse 1 scheme.  

Figure 5 and Figure 6, present the results for the same 

scenarios but using hierarchical 16QAM (16-HQAM) 

instead. We can observe that with 16-HQAM there is a 

generalized gain in terms of coverage when compared to 

64-HQAM. This is due to 16-HQAM being a lower level 

modulation, thus being more robust to fading and multi-cell 

interference. There is not a single 64-HQAM based scheme 

that is capable of achieving 95% coverage, therefore the use 

of lower coding rate (Figure 3), MIMO/SISO coordination 

with macro-diversity combining 2 radio links and 

hierarchical 16QAM is advised, to achieve the reference 

value. 

 
Figure 4. Coverage vs Ec/Ior SC-PTM (1RL) scenario, 

64-HQAM, coding rate ¾, R=2250m 

 

 
Figure 5. Coverage vs Ec/Ior SC-PTM (1RL) scenario, 

16-HQAM, coding rate ½, R=2250m 

 

 
Figure 6. Coverage vs Ec/Ior SC-PTM (1RL) scenario, 

16-HQAM, coding rate ¾, R=2250m 

 

 

Figure 7. Coverage of Fixed Relays, and Base Stations, R=2250m. 

 

The best results for 16-HQAM are achieved with reuse 

1/3 with TD = 2.5W and reuse 1/3 with TD =10W.  

In Figure 8, the coverage performance curves for 

MBSFN scenario, versus Ec/Ior, are presented for cell 

radius of 2250m and should be compared to the 

corresponding results of Figure 3 for the SCPTM scenario. 

As expected there is a difference in the coverage between 

the two scenarios where MBSFN takes advantage of its 

lower inter-cell interference. The coverage values for reuse 

1/3 H1 and H2 blocks is above 95% followed by reuse 1/3 

with FR with TD=2.5W. The coverage of reuse 1 is the 

lowest. Reuse 1/3 can also introduce some energy saving 

advantage over other schemes since with just only 15% of 

Ec/Ior it can achieve coverage for H1 blocks over 95%, and 

furthermore, with just 50% of Ec/Ior the coverage for H1 

and H2 blocks surpasses 95%. 
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There is no significant advantage in terms of coverage 

from using relay stations (RSs), since reuse 1/3 is better. 

This is due to the small amount of inter-cell interference in 

MBFSN scenario. However, as (RSs) have smaller 

transmission powers the comparison should take into 

account the reduction of the transmitted power in all the 

area. There are 12 RSs and 7 BSs in all area resulting in 

power saving advantage with RSs, especially with 

TD=2.5W. 

Hybrid reuse with DR=1350m also achieves coverage 

values around 95%, and because it can use reuse 1 (for 

higher throughputs) and reuse 1/3 (for higher coverage) 

simultaneously it can be a good compromise between 

throughput vs. coverage. The coverage of reuse 1 is the 

lowest. 

Figure 9 corresponds to Figure 8, but considering 

coding rate 3/4. In this case there is a reduction in coverage 

achieved for all schemes, and only reuse 1/3 and hybrid 

reuse can achieve 95% coverage. Reuse 1 has the worst 

coverage. 

When we move to 16-HQAM (Figure 10 and Figure 

11), we see that the coverage values improve slightly for all 

schemes, especially for reuse 1 based schemes. We also 

observe that with the same Ec/Ior, 16-HQAM modulation 

achieves higher coverage values than those of 64-HQAM, 

showing that using lower modulation schemes can improve 

coverage values and achieve power transmission savings. 

 

Another important technique is the use of spatial 

multiplexing (MIMO) associated to signal space diversity 

(SSD) provided by CRM to enhance the capacity. The 

spectral efficiency of QPSK, 2x2MIMO is equivalent to 

H16QAM with SISO. Figure 12 and Figure 13 present the 

coverage vs. the fraction of the total transmitted power, for 

different coding rates considering the SC-PTM and 

MBSFN scenarios, respectively. Instead of H1 and H2 

blocks now we have Antenna 1 (A1) and Antenna 2 (A2) 

blocks, where the coverage of each antenna is about the 

same. In the MBSFN scenario, we consider the existence of 

coordinated MIMO transmission, i.e., with macro-diversity 

combining the three best radio links. In addition to reuse 

1/3, reuse 1 is also evaluated. As expected the coverage of 

reuse 1/3 is higher than the reuse 1 due to less inter-cell 

interference. With reuse 1/3 both coding rates assure the 

95% coverage. The MBSFN scenario is preferable than SC-

PTM because MBSFN takes advantage of its lower inter-

cell interference. 

Figure 16 and Figure 17 present the coverage vs. the 

fraction of the total transmitted power, for coding rate 1/2 

and 3/4 respectively, considering the SC-PTM scenario and 

4x4MIMO. Figures 11 and 12 correspond to the Figure 14 

and Figure 15 but considering the MBSFN scenario.  

The results are similar to the ones obtained to 2x2 

MIMO. The coverage of reuse 1/3 is higher than the reuse 1 

due to less inter-cell interference and the MBSFN scenario 

is better than SC-PTM because MBSFN takes advantage of 

its lower inter-cell interference. As expected, the code rate 

½ presents better coverage than ¾. 

 

 

 

 
Figure 8. Coverage vs Ec/Ior for MBSFN scenario, 

64-HQAM, coding rate ½, R=2250m 

 

 
Figure 9. Coverage vs Ec/Ior for MBSFN scenario, 

64-HQAM, coding rate ¾, R=2250m 

 

 
Figure 10. Coverage vs Ec/Ior for MBSFN scenario, 

16-HQAM, coding rate ½, R=2250m 
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Figure 11. Coverage vs Ec/Ior for MBSFN scenario, 

16-HQAM, coding rate ¾, R=2250m 

 

 
Figure 12. 2x2MIMO coverage (%) vs. Ec/Ior (%), for 

SC-PTM  scenario, R=2250m 

 

 

 

 

 

 

 

 

 

 

 
Figure 13. 2x2MIMO coverage (%) vs. Ec/Ior (%), for 

MBSFN scenario, R=2250m 

 

 
Figure 14. 4x4MIMO coverage (%) vs. Ec/Ior (%), for 

SC-PTM  scenario, coding rate ½, R=2250m 

 

 
Figure 15. 4x4MIMO coverage (%) vs. Ec/Ior (%), for 

SC-PTM  scenario, coding rate ¾, R=2250m 

 

Throughput Results 

Figure 18 presents the average throughput distribution 

as function of Ec/Ior for H64QAM, coding rate 1/2 and the 

SC-PTM scenario without macro-diversity combining 

(1RL) for R=2250m and different reuse schemes. Here the 

results for schemes using BSs and RSs represent the joint 

throughput  of those. We observe that the maximum 

throughput is achieved in the reuse 1/3 topology and RSs 

with TD=2.5W, as expected from the corresponding 

 
Figure 16. 4x4MIMO coverage (%) vs. Ec/Ior (%), for 

MBSFN scenario, coding rate ½, R=2250m 
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Figure 17. 4x4MIMO coverage (%) vs. Ec/Ior (%), for 

MBSFN scenario, coding rate ¾, R=2250m 

 

 
Figure 18. Throughput vs Ec/Ior for SC-PTM 

64-HQAM, coding rate ½, Base Stations. 

 

 

 

coverage values presented in Figure 3. HR is the second 

best, since it combines the coverage values achieved by 

using reuse 1/3 with the higher throughput achieved in the 

zones where users can use reuse 1. 

With reuse 1/3 and RSs it was possible to increase the 

throughput compared to the single reuse 1/3, confirming the 

importance of having RSs in the cell area. Due to the 

smaller coverage, reuse 1 achieves the smallest throughput 

in spite of its higher inherent throughput. Users located 

closer to the base station have smaller inter-cell interference 

and higher throughput when reuse 1 is employed. 

Figure 19 shows the respective throughput achieved 

only by RSs in Figure 18. As we can see, RSs have lower 

throughputs when compared to BSs, due to having 

transmission gaps where no information is transmitted and 

reduced power output. However, as we saw in Figure 18, 

the overall throughput when using a combination of BSs 

and RSs for SC-PTM is higher than those achieved by reuse 

1 or 1/3, because BSs achieve significant higher 

throughputs when exists interfering RSs instead of BSs. 

Figure 20 corresponds to previous Figure 18 but 

considering coding rate 3/4. We observe that the maximum 

throughput is achieved for reuse 1/3 and RS with 

TD=2.5W, followed by reuse 1/3 and RS with TD=10W. 

This was already expected due to higher coverage 

associated to less inter-cell interference provided when 

reuse 1/3 schemes are used. We also denote that increasing 

the RS power output, from TD=2.5W to TD=10W slightly 

decreases maximum throughput, since RS transmitting with 

higher power will increase inter-cell interference, and 

reduce overall coverage as illustrated in Figure4. The 

results for RSs are presented in Figure 21. Again, RSs have 

lower throughput than BSs, but their reduced power output 

and transmission gaps greatly reduce intercell interference 

in neighbor cells, improving signal conditions and 

throughput in those. 
 

 

 
Figure 19. Throughput vs Ec/Ior for SC-PTM,  

64-HQAM, coding rate ½, Relay Stations. 

 

 
Figure 20. Throughput vs Ec/Ior for SC-PTM 

64-HQAM, coding rate ¾, Base Stations. 

 

Figure 22 corresponds to Figure 18 but for MBSFN 

network. Hybrid reuse 1+1/3 achieves maximum 

throughput, followed by reuse 1 and reuse 1/3. This was 

already expected due to its higher coverage associated to 

less inter-cell interference provided by the SISO 

coordination of the MBSFN network. For this scenario, 

using RS is not essential due to the SISO coordination that 

increases both coverage and throughput, in particular, users 

located at the cell borders. Figure 24 and Figure 25 present 

the results considering coding rate 3/4. For this scenario the 

best results are achieved for hybrid reuse 1+1/3 and reuse 

1/3. Reuse 1 and RS throughput results are almost three 

times lower than reuse 1/3, denoting the lack of robustness 

of the signal when higher coding rates are used. Reuse 1/3 

and hybrid reuse are a better choice since they employ 

interference coordination. 
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For 16-HQAM and SC-PTM (Figure 26 to Figure 29) 

the maximum throughput achieved for all transmission 

schemes is slightly lower than 64-HQAM (due to lower 

modulation). Reuse schemes where BSs and RSs, namely 

reuse 1/3 with TD=2.5W, hybrid reuse 1+1/3 and reuse 1/3 

achieve the best results like 64-HQAM. Also increasing 

coding rate (from 1/2 to 3/4) reduces the maximum 

throughput of all schemes, reducing signal robustness to 

transmission errors and interference and reducing overall 

coverage of cell area. 
 

 

 

 
Figure 21. Throughput vs Ec/Ior for SC-PTM,  

64-HQAM, coding rate ¾, Relay Stations. 

 

 

Figure 22. Throughput vs Ec/Ior for MBSFN 

64-HQAM, coding rate ½, Base Stations. 

 

 
Figure 23. Throughput vs Ec/Ior for MBSFN,  

64-HQAM, coding rate ½, Relay Stations. 

 

 
Figure 24. Throughput vs Ec/Ior for MBSFN 

64-HQAM, coding rate ¾, Base Stations. 

 

 
Figure 25. Throughput vs Ec/Ior for MBSFN,  

64-HQAM, coding rate ¾, Relay Stations. 

 

 
Figure 26. Throughput vs Ec/Ior for SC-PTM 

16-HQAM, coding rate ½, Base Stations. 

 
Figure 27. Throughput vs Ec/Ior for SC-PTM,  

16-HQAM, coding rate ½, Relay Stations. 
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Figure 28. Throughput vs Ec/Ior for SC-PTM 

16-HQAM, coding rate ¾, Base Stations. 

 

 
Figure 29. Throughput vs Ec/Ior for SC-PTM,  

16-HQAM, coding rate ¾, Relay Stations. 

 

Figure 30 to Figure 33 present the results for 16-HQAM 

and MBSFN network. When comparing the results for 16-

HQAM (Figure 30) to 64-HQAM (Figure 22) when see that 

reuse 1 is now the reuse scheme that achieves higher 

spectral efficiency with around 10Mbps of throughput using 

all the transmission power available. This is happens 

because 16-HQAM is a modulation more robust and 

together with macro-diversity combining existing in 

MBSFN network allowing, this allows reuse one to take full 

advantage of using the total transmission bandwidth 

available.  

 

 

 
Figure 30. Throughput vs Ec/Ior for MBSFN 

16-HQAM, coding rate ½, Base Stations. 

 

 
Figure 31. Throughput vs Ec/Ior for MBSFN,  

16-HQAM, coding rate ½, Relay Stations. 

 

 
Figure 32. Throughput vs Ec/Ior for MBSFN 

16-HQAM, coding rate ¾, Base Stations. 

 

 
Figure 33. Throughput vs Ec/Ior for MBSFN,  

16-HQAM, coding rate ¾, Relay Stations. 

 

To increase the spectral efficiency at the cell borders we 

will check the use of 2x2 and 4x4 MIMO associated with 

QPSK modulation and SSD provided by CRM. Figures 34 

and Figure 35 presents the average throughput vs Ec/Ior for 

both coding rates 1/2 and 3/4, for the SC-PTM and MBSFN 

scenarios using MIMO 2x2. Figures 36 and 37 correspond 

to the Figures 21 and 22 but considering 4x4 MIMO. Table 

II shows a comparison between the system spectral 

efficiency. We observe that the maximum throughput is 

achieved for coding rate 1/2, reuse 1 and reaches more than 

1.7bps/Hz/cell, or 1.4bps/. The existence of coordinated 

MIMO transmission in a scenario as MBSFN, with macro-

diversity combining the three best radio link, provides 

higher values of throughput. 
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 Please note that E-MBMS services use dedicated 

carriers, and because of this, all the available transmission 

power can be used to achieve the results we present. This 

confirms the higher spectral efficiency of MIMO compared 

to 64-HQAM (presented in Figure 24) independently of the 

chosen reuse scheme. There is no advantage in using coding 

rate ¾ due to its lower coverage, in spite of higher 

maximum throughput. 

 

IV. CONCLUSIONS 

In this work, we have analyzed interference 

coordination methods for Evolved-Multimedia 

Broadcast/Multicast Service (E-MBMS) in Long-Term 

Evolution Advanced (LTE-A). 

Based on the average coverage and throughput 

simulation results, for the SCPTM scenario it is 

recommended the use of reuse 1/3 and Relay Stations to 

increase the coverage and throughput of users located at 

cell borders. 

For the MBSFN scenario we also recommend the use of 

reuse 1/3 or the hybrid reuse 1+1/3 due to their best 

compromise between coverage and maximum achieved 

throughput. Relay Stations are not necessary due to the 

availability of SISO coordination in the MBSFN scenario.  

The introduction of signal space diversity, converted to 

frequency diversity in multi-path Rayleigh channels with 

OFDMA transmission and spatial multiplexing 4x4 and 2x2 

MIMO enables enhancing the spectral efficiency at the cell 

borders of MBSFN. The coding rate 1/2, reuse 1 provides 

the highest spectral efficiency. It is not recommended to 

increase the coding rate within the MBSFN network to not 

decrease the throughput at the cell borders.  
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Figure 34. 2x2MIMO Throughput vs Ec/Ior for SC-PTM scenario 

 

 

 
Figure 35. 2x2MIMO Throughput vs Ec/Ior for MBSFN scenario 

 

 

 
Figure 36. 4x4MIMO Throughput vs Ec/Ior for SC-PTM scenario 
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Figure 37. 4x4MIMO Throughput vs Ec/Ior for MBSFN scenario 

 

 

 

 

 

 

Reuse Type Scenario Coding 
Fixed Relay 

Power (W) 

System spectral 

efficiency 

((bit/s)/Hz per 

site) 

Reuse 1/3 

SCPTM 3/4 

N.A. 0.125 

2.5 0.310 

10 0.345 

MBSFN 3/4 

N.A. 0.760 

2.5 0.302 

10 0.310 

MBSFN – 

MIMO 

2x2 

1/2 N.A. 0.540 

3/4 N.A. 0.720 

MBSFN – 

MIMO 

4x4 

 N.A. 0.920 

 N.A. 1.480 

Reuse 1 

SCPTM 3/4 

N.A. 0.010 

2.5 0.025 

10 0.022 

MBSFN 3/4 

N.A. 0.140 

2.5 0.240 

10 0.245 

MBSFN – 

MIMO 

2x2 

1/2 N.A. 1.100 

3/4 N.A. 0.530 

MBSFN – 

MIMO 
4x4 

1/2 N.A. 2.080 

3/4 N.A. 0.830 

Hybrid 
(1+1/3) 

SCPTM 1/2 N.A. 0.350 

MBSFN 3/4 N.A. 1.000 

TABLE II. SYSTEM SPECTRAL EFFICIENCY FOR 64-HQAM AND 

MIMO 
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Abstract—Orthogonal Frequency Division Multiplexing
(OFDM) suffers from a high Peak-to-Average Power Ratio
(PAPR). Tone Reservation (TR) is a popular PAPR reduction
technique that uses a set of reserved subcarriers to carry the
peak reducing signal. The major advantages of TR technique
include no transmission performance degradation, no trans-
mission of Side Information (SI) and downward compatibility.
Because of all these benefits, TR seems to be promising for use
in commercial standards such as Digital Video Broadcasting-
Terrestrial (DVB-T2). Thanks to a frequency domain filtering
, in this paper, which is an extension of [1], we propose
Classical Transformation (CT) and Adaptive Transformation
(AT) algorithms to transform Adding Signal techniques (like
clipping techniques) to TR techniques in order to benefit of
the TR advantages. As the transformation is a low-complexity
process (about the FFT/IFFT complexity), the obtained tech-
nique results in a low-complexity TR technique. However,
the transformation generates a loss of performance in PAPR
reduction, which can be improved by iterating the process of
transformation. Later in the paper, several Adding Signal tech-
niques (as well-known clipping techniques) are transformed
to TR techniques. Performance comparisons are done based
on Complementary Cumulative Distribution Function (CCDF),
Bit Error Rate (BER) and Power Spectral Density (PSD)
metrics. The simulation results showed that, at the same PAPR
reduction gain, CT algorithm is 2 times more complex than
AT algorithm.

Keywords-Orthogonal Frequency Division Multiplexing
(OFDM), Peak-to-Average Power Ratio (PAPR), Frequency
Domain Filtering, Clipping Techniques.

I. I NTRODUCTION

Orthogonal Frequency Division Multiplexing (OFDM),
although used in standards such as IEEE 802.11a/g, IEEE
802.16, HIPERLAN/2 and Digital Video Broadcasting
(DVB) [2], suffers from high Peak-to-Average Power Ratio
(PAPR). Large PAPR requires a linear High Power Amplifier
(HPA), which is inefficient. Moreover, the combination of an
insufficiently linear HPA range and large PAPR leads to in-
band and out-of-band distortion [3]. Several PAPR reduction
techniques have been proposed [4–7]. The simplest way to
reduce PAPR is to deliberately clip and filter the OFDM
signal before amplification. However, clipping is a nonlinear
process and may cause significant distortion that degrades

the Bit Error Rate (BER) and increase adjacent out-of-band
carriers [8].

Some techniques use coding, in which a data sequence
is embedded in a larger sequence and only a subset of all
the possible sequences is used to exclude patterns with high
PAPR [9]. These techniques require receiver modifications
to decode the received signal. Also, multiple signal rep-
resentation techniques have been proposed. These include
Partial Transmit Sequence (PTS) technique [10], Selected
Mapping technique (SLM) [11] and interleaving technique
[12]. Theses methods reduce the PAPR by controlling the
phase of the data subcarriers, which provides an effective
solution. However, they are computationally expensive due
to multiple IFFTs and exhaustive search to find optimal
phase sequences; also they require transmitting continuous
SI to the receiver, which degrades the capacity of the system.
The overall BER performance may also be degraded if there
are errors in the SI [5].

PAPR can be reduced by the Adding Signal techniques
[13], which are very simple techniques to implement and
have become very attractive. Tone Reservation (TR) [14],
which is a particular Adding Signal technique is a popular
PAPR reduction technique that uses a set of reserved subcar-
riers to design a peak reducing signal. TR technique does not
distort data-bearing subcarriers. Also, it not only eliminates
the need for SI, but also prevents the BER degradation,
as occurs with other techniques. However, TR technique
requires an efficient generation of the peak-reducing signal.
The optimal peak-reducing signal generation is obtained
by solving a Quadratically Constrained Quadratic Program
(QCQP), which is a type of convex optimization problem
[14]. Although the optimum of a QCQP exists, it is shown
in [14] that the solution requires a high computational cost
of O

(
NrN

2L
)
, whereNr is the number of the reserved

subcarriers,N is the number of subcarriers andL is the
oversampling factor. The authors of [15] propose an optimal
peak-reducing signal based on Second Order Cone program-
ming (SOCP) formulation of QCQP problem. Since finding
the optimal solution to QCQP problem is computationally
demanding, an iterative way to reduce PAPR was also
proposed [14, 16].
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In [1], we proposed a tranformation algorithm to trans-
form Classical clipping in TR clipping. This paper is an
extension of [1], in which we propose two transformation
algorithms the classical algorithm (algorithm from [1]) and
an adaptative algorithm. Moreover, we apply these two
transformations on several Adding Signal techniques like
Geometrical method [17] and several types of clipping [18].

The remainder of this paper is organized as follows:
Section II introduces the OFDM systems. Section III briefly
reviews the Adding Signal techniques principle, gives some
examples of these techniques and focuses on the TR tech-
niques, which are specific Adding Signal techniques. Section
IV describes the principle of the digital filter based on
FFT/IFFT pair and derives the CT and AT algorithms. In
Section V CT and AT algorithms are applied for PAPR re-
duction in a Wireless Local-Area-Network (WLAN) system,
to two Adding Signal techniques and simulation results are
provided, while in Section VI a conclusion is drawn.

II. OFDM SYSTEMS AND PAPR ISSUE

The basic idea underlying OFDM systems is the division
of the available frequency spectrum into several subcarriers.
To obtain a high spectral efficiency, the frequency responses
of the subcarriers are overlapping and orthogonal, hence
the name OFDM. This orthogonality can be completely
maintained with a small price in a loss in SNR, even though
the signal passes through a time dispersive fading channel,
by introducing a cyclic prefix (CP).

The continuous-time baseband representation of an
OFDM symbol is given by

x (t) = 1√
N

N−1∑

k=0

Xke
j2πfkt, 0 ≤ t ≤ Ts , (1)

whereN data symbolsXk form an OFDM symbolX =
[X0, · · · , XN−1], fk = k

Ts
and Ts is the time duration of

the OFDM symbol.
In practice, OFDM signals are typically generated by

using an Inverse Discrete Fourier Transform (IDFT) as
described by the block diagram in Fig. 1.

HPA

x[n/L]

D/A

fc

x (t)

IDFT

N P/S

CP

X0

XN−1

L

DIGITAL
FILTER

Figure 1: OFDM Transmitter Block Diagram.

The OFDM symbol represented by the vectorX =
[X0 · · ·XN−1]

T is transformed via IDFT intoTs/N -spaced
discrete-time vectorx = x [n] = [x0 · · ·xN−1]

T , i.e.

xn = 1√
N

N−1∑

k=0

Xke
j2π n

N
k, 0 ≤ n ≤ N − 1 . (2)

In this paper, the discrete-time indexing[n] denotes
Nyquist Rate samples. Since oversampling may be needed in
practical designs, we will introduce the notationx [n/L] to
denote oversampling byL. Several different oversampling
strategies ofx [n/L] can be defined. From now on, the
oversampled IDFT output will refer to oversample of (2),
which is expressed as follows:

x [n/L] = 1√
N

NL−1∑

k=0

Xke
j2π n

NL
k, 0 ≤ n ≤ NL− 1 .

(3)

The above expression (3) can be implemented by using a
length-(NL) IDFT operation with the input vector

X(L) =

[

X0, · · · , XN
2
−1, 0, · · · , 0

︸ ︷︷ ︸

(L−1)N zeros

XN
2
, · · · , XN−1

]

.

Thus, X(L) is extended fromX by using the so-called
zero-padding scheme, i.e., by inserting(L− 1)N zeros in
the middle ofX, i.e.,

X
(L)
k =

{
Xk, k ∈ S1

0, k ∈ S2
,

whereS1 and S2 are the set of in-band (IB) indices and
out-of-band (OOB) indices respectively.

The cost of transceiver components depends on the dy-
namic range of the signals. In the literature, the envelope
variations are often described in terms of the crest-factor
(CF), peak-to-mean envelope power ratio (PMEPR) or sim-
ply peak-to-average power ratio (PAPR). In this paper, we
adopt the terms PAPR to quantify the envelope excursions
of the signal. The PAPR of the signalx (t) may be defined
as

PAPR[x]
∆
=

max
t∈[0,Ts]

|x (t)|2

Px

, (4)

wherePx = E
{

|x (t)|2
}

is the average signal power and

E {.} is the statistical expectation operator. Note that, in
order to avoid aliasing the out-of-band distortion into the
data bearing subcarriers and in order to accurately describe
the PAPR, an oversampling factorL ≥ 4 is required.

In the literature, it is customary to use the Complementary
Cumulative Distribution Function (CCDF) of the PAPR as
a performance criterion. It is denoted as

CCDF[x] (ψ)
∆
= Pr

{
PAPR[x] ≥ ψ

}
.
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If N is large enough, based on the central limit theorem,
the real and imaginary parts of OFDMx (t) have Gaussian
distribution and its envelope will follow a Rayleigh distri-
bution. This implies a large PAPR. In [19], it is shown that
the mean of the PAPR, which is a random variable, can be
approximated to

E [PAPR] ≃ C(Euler) + ln [N ] , (5)

where C(Euler) is the Euler’s constant defined bellow

C(Euler) = lim
N→∞

[
N∑

k=1

1

k
− ln [N ]

]

≃ 0.57721.

III. A DDING SIGNAL TECHNIQUES FORPAPR
REDUCTION

There are several different techniques for PAPR reduction,
in this section, we present the Adding Signal techniques
principle and then we focus on the TR techniques, which
are specific Adding Signal techniques for PAPR reduction.

A. Adding Signal Techniques Principle

In Adding Signal context, the PAPR is reduced by adding
a signal called sometimes “peak reducing signal” or “peak
canceling signal”. Many well known PAPR reduction tech-
niques of the literature such us Tone Reservation (TR)
[14], Tone Injection (TI) [14, 20], Geometric Approach for
PAPR reduction method [17] are known as Adding Signal
techniques. In [13], it is shown that any form of clipping can
be formulated as an Adding Signal technique. The Adding
Signal techniques consist of reducing the envelope of OFDM
signal by adding a peak-reducing signal just before the HPA
as shown in Fig. 2.

cnPEAK-REDUCING
SIGNAL

HPA

fc

xn

GENERATOR

yn

Figure 2: Adding Signal scheme for PAPR reduction.

Let xn, n = 0, · · · , NL− 1 be theL-times oversam-
pled time-domain OFDM signal, whereN is the number of
subcarriers. The PAPR reduced signal is therefore expressed
by

yn = xn + cn, n = 0, · · · , NL− 1. (6)

The peak reducing signalcn is computed according to
PAPR reduction techniques. In [15],cn is computed based
on an optimization algorithm (SOCP) in frequency domain,
while in [17], cn is computed in time domain based on

a Geometric approach.S. Janaaththananet al. propose, in
[16], to computecn in frequency domain with the Gradient
algorithm, which is a low-complexity algorithm. In [13],
the reducing signalcn is computed in time domain based
on a nonlinear functionf (.) called “function for PAPR
reduction”. Usingf (.) to reduce the PAPR ofx [n/L], the
peak reducing signalcn is written as

cn = f (|xn|) ejϕn − xn, (7)

whereϕn is thexn phase.

B. Some Examples of Adding Signal Techniques

As préviously mentioned, depending on the way to gener-
ate the Adding Signalcn, we obtain many different methods.
In this section, we present the clipping techniques family
[18], which could be easily seen as adding method and the
geometrical method of [17].

1) Clipping techniques family:In the first subsection we
formulate the classical clipping as an Adding Signal tech-
nique as described in Fig. 2, then in the second subsection
we describe briefly four clipping techniques.

clipping technique formulated as an Adding Signal
technique: Using the conventional clipping technique [8]
to reduce OFDM PAPR, the output signalyn, in terms of
the input signalxn is given as follows:

yn = f (|xn|) ejϕn ,

whereϕn is thexn phase andf (.) is the clipping func-
tion. As f (.) is nonlinear function; according to Bussgang
theorem [21], the output signalyn can be written as

yn = αxn + dn, where α =
Ryx (0)

Rxx (0)
. (8)

Rxx (τ) and Rxy (τ) are autocorrelation and cross-
correlation functions of the input signal and output signal.
It is shown that the distortion termdn is uncorrelated with
the input signalxn, i.e.,Rxd (τ) = 0.

From (6) and (8), the peak-reducing signalcn is expressed
as

cn = (α− 1)xn + dn. (9)

We see from (9) that, the peak-reducing signal depends on
the distortion term resulting in the nonlinear process of the
OFDM envelope.

several clipping techniques:It is obvious that in
Eq. 9, the nonlinear clipping function is included in the
α parameter. In this paragraph, we give some possible
nonlinear function therefore some clipping techniques.

1) Classical Clipping (CC) technique
The Classical Clipping (CC) proposed in [8] is one of
the most popular clipping technique for PAPR reduc-
tion known in the literature [8, 22]. It is sometimes
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CLIPPER

αxn + dn
+ -

xn cn
SIGNAL

ENVELOPE

Figure 3: Peak-reducing signal generator block for clipping
technique.

called hard clipping or soft clipping, to avoid any
confusion, it is called Classical Clipping (CC) in this
paper. In [8], its effects on the performance of OFDM,
including the power spectral density, the PAPR and
BER are evaluated. The function-based clipping used
for CC technique is defined below and depicted in Fig.
5 (a).

f (r) =

{
r, r ≤ A
A, r > A

. (10)

WhereA is the clipping threshold. We derive now, a
bound for theα parameter depending on the clipping
threshold. This derivation, could be performed for
every type of clipping function, but we restrict here
it to the classical clipping function Let us consider
the coefficientα defined in (8).

α =
Ryx (0)

Rxx (0)

=
E {rf (r)}

Px

=
1

Px

∞∫

0

rf (r) p (r) dr,

(11)

wheref (r) is the clipping function,Px is the OFDM
signal power,p (r) is the probability density func-
tion (PDF) of the OFDM envelope andE {.} is
the statistical expectation operator. It can be shown
that, for a large number of subcarriers, the OFDM
envelope converges to Rayleigh envelope distribution.
Therefore,

p (r) = 2r
Px
e−

r2

Px , r ≥ 0 . (12)

Substituting the expressions off (r) and p (r) given
by (10) and (12) into (11), we show that

α =
1

Px

A∫

0

r2
2r

Px

e−
r2

Px dr +
1

Px

A∫

0

Ar
2r

Px

e−
r2

Px dr

= 1−
(

1 +
A2

Px

)

e−
A2

Px +
A2

Px

e−
A2

Px +
A√Px

√
πQ

(

A
√
2√Px

)

= 1− e−
A2

Px +
A√Px

√
πQ

(
A√Px

√
2

)

,

(13)

where A√
Px

is the clipping ratio (CR) andQ (.) is the
Q-function defined as

Q (x)
∆
=

1√
2π

∞∫

x

e−
τ2

2 dτ .
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Figure 4: The coefficientα as a function of A√
Px

.

Fig. 4 shows that the coefficientα expressed in (13)
is an increasing function of A√

Px
and converges to1

for A√
Px

≥ 5 dB.
Now, let us consider the clipping thresholdA suffi-
ciently large such asα ≈ 1 but not very large, other-
wise any peak will be reduced, i.e.,A√

Px
approaches

5 dB. In this context, (9) becomes,

cn = (α− 1) xn + dn

≈ dn.
(14)

From (14), it can be concluded that, forA√
Px

ap-
proaches5 dB, the peak-reducing signal is approx-
imately equal to the distortion term resulting in the
clipping of the OFDM envelope.

2) Heavyside Clipping (HC) technique: Often called hard
clipping, HC is used in [23] as a baseband nonlin-
ear transformation technique to improve the overall
communication system performance. The heavyside
function is expressed below and depicted in Fig. 5
(b).

f (r) = A, ∀r ≥ 0 .

The HC technique is a case of school, it is widely
used in theory but very rarely in practice. In [18] it is
demonstrated, that HC has the worse performances of
these four clipping techniques.

3) Deep Clipping (DC) technique
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Deep Clipping has been proposed in [24] to solve
the peaks regrowth problem due to the out-of-band
filtering of the classical clipping and filtering method.
So, in DC technique, the clipping function is modified
in order to “deeply” clip the high amplitude peaks.
A parameter called clipping depth factor has been
introduced in order to control the depth of the clipping.
The function-based clipping used for DC technique is
defined below and depicted in Fig. 5 (c).

f (r) =







r , r ≤ A
A − β (r − A) , A < r ≤ 1+β

β
A

0 , r > 1+β
β

A
,

whereβ is called the clipping depth factor.
4) Smooth Clipping (SC) technique

In [25], a Smooth Clipping technique is used to
reduce the OFDM PAPR. In this paper, the function
based-clipping for SC technique is defined below and
depicted in Fig. 5 (d).

f (r) =







r − 1
b
r3, r ≤ 3

2A

A, r > 3
2A

,

whereb = 27
4 A2.

These four clipping functions are drawn on Fig. 5 and
have been completely studied and compared in [18]. In the
litterature it exists other clipping function, among them we
may cite the ‘invertible clipping’ of [26]. All these clipping
techniques could be formulated as Adding Signal technique
(as previously done in Section III-B1 and therefore could
be transformed in TR techniques (see following sections).
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Figure 5: Functions-based clipping for PAPR reduction

C. Geometric Method for PAPR Reduction

The Geometric Method (GM) is an Adding Signal tech-
nique that was proposed for the first time in [17]. The GM
technique is a backward-compatible technique, which means
it does not require any additional information at the reception
and the receiver should not be changed.

fc

ADDING
SIGNAL

HPA

ANALOG
FILTER

ynxn

∆f

A

GENERATOR ãn

Figure 6: Principle of GM technique for OFDM PAPR
reduction.

The principle of the technique is to first generate an “artifi-
cial signal”a (t), which is then modulated into intermediate
frequency∆f for give rise to an “adding signal”c (t), which
is in principle outside the useful band of the OFDM signal
x (t). The reduced signaly (t) = x (t) + c (t) is modulated
into RF frequency and then amplified. Immediately after
amplification, the adding signal is removed by a bandpass
analog filtering placed in the transmitter side. Fig. 6 shows
the diagram of GM technique.

In [17], the “adding signal”c (t) is determined using a
geometric approach. It is expressed by the below equation

c (t) =

{
0, |x (t)| ≤ A

[
Aejϕ(t) − x (t)

]
ej∆ft, |x (t)| > A

The mechanism of GM technique for PAPR reduction is
described in Fig. 7.

D. Distortion Reduction in Adding Signal Techniques

Some of Adding Signal techniques can create the peak
reducing signal without any in-band and out-of band dis-
tortion; this is the case of TR technique; we will go back
to the details of this technique. However, when the peak
reducing signal is generated based on nonlinear functions,
some distortion are also generated. The well-know Adding
Signal technique, in which some distortion are created is the
clipping [8].
In [27], it is shown that, the peak reducing signalcn
calculated based on nonlinear functions, can be decomposed
as follow

cn = c(IB)
n + c(OOB)

n , (15)

where,c(IB)
n is the peak reducing signal component created

in the in-band of the OFDM signal, whilec(OOB)
n is the peak

reducing signal component created in the out-of-band of the
OFDM signal.
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Filtering of resulting signal after amplification

X [f ]

f

A [f ]
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Spectrum of resulting signal
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Ã [f ]

Step 0

Step 1

Step 2
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Spectrum of OFDM signal

Spectrum of artificial and adding signal

Figure 7: Mechanism of PAPR reduction.

Note that,c(IB)
n is responsible to in-band distortion that

causes degradation of the BER whereasc
(OOB)
n is responsible

to out-of-band radiation that causes adjacent channel inter-
ference (ACI) and affects systems working in the neighbor
bands.

In [8], the out-of-band distortion is mitigated by suppress-
ing the out-of-band componentc(OOB)

n of the peak reducing
signal cn. This distortion mitigation is done by a digital
filter based on FFT/IFFT. But the in-band componentc

(IB)
n

is kept, reason why in clipping and filtering technique of
[8], the BER of the system is degraded.

The process of the suppression of the out-of-band dis-
tortion in Adding Signal is shown in Fig. 8 in frequency
domain.

Filtered “Peak Reducing Signal”

OFDM Signal

f

X [f ]

- B/2 + B/2

f
- B/2 + B/2

C [f ]

- B/2 + B/2
f

C(IB) [f ]

“Peak Reducing Signal”

Figure 8: Out-of band distortion mitigation structure based
on FFT/IFFT digital filter.

One drawback of out-of-band distortion suppression in
Adding Signal techniques is peak regrowth due to the
filtering of the peak reduction signal. Indeed, the digital filter
based on FFT/IFFT truncates some of the information that
is used to reduce PAPR and create some peak regrowth.

Some peak regrowth reduction methods have been pro-
posed in the literature [22, 28]. A straightforward way of
peak regrowth reduction is the repeated of Adding Signal
and out-of-band distortion filtering. This method is proposed
in [22] in the case of clipping and filtering. In [28], a peak
regrowth reduction method based on the “deeply” clip the
high amplitude peaks of the signal.

E. Overview of TR Techniques

The TR technique [14–16] is an Adding Signal technique.
This technique has been studied mainly on the OFDM
signal, without specification of a particular standard and
can be generalized to all types of multicarrier systems. TR
technique is a pioneering method, particularly since it was
the first to be modeled as a convex optimization problem.
The precursor of this technique isJ. Tellado[14].

The principal idea of TR technique is to reserveNr sub-
carriers in the OFDM symbol on which will be added a
relevant information in order to change the time signal, so
as to reduce the dynamics of the signal envelope. In this
technique, the transmitter and receiver agree on the number
and the positions of subcarriers, which are reserved to carry
the corrective signal for decrease the PAPR.

It should be understood that at the beginning, TR tech-
nique is not backward compatible. Indeed when it was in-
troduced for the first time byJ. Telladoin [14], the positions
of so-called “reserved subcarriers” are not fixed (known in
advance), it assumes that the receiver must be informed by
the transmitter on the positions dedicated subcarriers used
to bring the “signal PAPR reduction”.

In this paper, the TR technique will be implemented
using the “unused subcarriers” so-called “null subcarriers”
of the standards in order to make the technique backward
compatible. The schematic diagram of the method is given
in Fig. 9.

IFFT

N
X

0

1

X

...

XN−1

IFFT

N
C

0

1

C

...

CN−1

x(t)

c(t)
x(t)+ c(t)

Figure 9: Illustration of Tone Reservation Structure.

The peak reducing signalcn is carried by the reserved
subcarriers and the peak-reduced signal is given by
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yn = xn + cn =
1√
N

NL−1∑

k=0

(Xk + Ck) e
2jπ n

NL , (16)

where0 ≤ n ≤ NL− 1 andC = [C0, · · ·CNL−1] is the set
of peak-reducing subcarriers.

Let R = {i0, · · · , iNr−1} be the locations of the reserved
subcarriers and letRc be the complement ofR in S1 . In
TR technique, the constraint oncn is that C must satisfy
Ck ≡ 0 for k ∈ (Rc ∪ S2). On the other hand,X must
satisfyXk ≡ 0 for k ∈ R. X and C are not allowed to be
nonzero on the same subcarriers, i.e.,

Xk + Ck =

{
Xk, k ∈ Rc

Ck, k ∈ R . (17)

Because ofR ∩ Rc = ∅, the BER of the system is not
degraded. Because ofCk = 0 for k ∈ S2, there is not out-
of-band radiation.
The only drawback of TR technique is the loss of troughput
due to the reserved carriers to carry out the “peak reducing
signal”( which is the case, for example, in the DVBT2
standard [2]). To minimize this loss, we propose to use
unused or nulls carriers of the standards as reserved carriers
(see Section V).

IV. FROM ADDING SIGNAL TECHNIQUES FORPAPR
REDUCTION TO TR TECHNIQUES

In this section, we first describe the principle of the digital
filter based on FFT/IFFT pair, which is used for the transfor-
mation of Adding Signal techniques in TR techniques. Then
we derive the algorithms of classical and adaptive trans-
formation of Adding Signal techniques in TR techniques.
Finally, we evaluate their computational complexities.

Using the same principle of out-of band distortion sup-
pression based on FFT/IFFT digital filtering, we have pro-
posed in [1] for the first time the idea of the transformation
of PAPR reduction techniques into TR techniques based
on FFT/IFFT digital filtering. In [1], the classical clipping
technique is transformed in TR technique for WLAN (IEEE
802.11 a/g) PAPR reduction. In this paper we propose
an improvement of the classical transformation algorithm
initially described in [1] by adaptively transform Adding
Signal techniques to TR techniques. The new algorithm will
be called adaptive transformation algorithm. Both algorithms
are very similar and are both based on FFT/IFFT digital
filtering.

A. The Digital Filter Based on FFT/IFFT Principle

Let c̃n, the signal at the output of the IFFT/FFT pair based
filter as shown in Fig. 10.

The FFT/IFFT pair-based filter consists of a FFT op-
eration followed by an IFFT operation. The forward FFT
transformscn back to the frequency-domain. The discrete
frequency components ofcn on the reserved subcarriers are

FFT IFFT
NL NL

.

C̃0

C̃1

...

C̃NL-1

c̃1

c̃0

c̃NL-1

.

c0

.

cNL-1

...
....

CNL-1

c1 C1

C0

FILTERING

DOMAIN

FREQUENCY
...

Figure 10: Digital filtering-based FFT/IFFT.

passed unchanged while the data subcarriers and the OOB
components are setted to zero, i.e,

C̃k = H [Ck] =

{
Ck, k ∈ R
0, k ∈ (Rc ∪ S2)

. (18)

The IFFT operation transforms̃Ck, back to the time domain.
This results in the filtered peak-reducing signalc̃n at the
output of the filter-based FFT/IFFT.

The relation between the input and the output of the
FFT/IFFT pair-based filter is written as:

c̃n = F−1 (H [F (cn)]) , (19)

where F represents the FFT function,F−1 is the IFFT
function andH is the digital filter response in frequency
domain.

According to (18), only the components ofcn on the re-
served subcarriers (R) are used for OFDM PAPR reduction;
that is why, the resulting PAPR reduction technique is a TR
technique.

The FFT/IFFT pair-based filter complexity as well de-
fined, depends only on the complexity of utilizing the
FFT/IFFT pair and is approximated asO (NL log2NL).

The principle of FFT/IFFT pair-based filter for transfor-
mation of Adding Signal techniques in TR techniques is
shown in Fig. 11.
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Data Subcarriers

OFDM Symbol

f

f

C [f ]
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- B/2 + B/2
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Y [f ] = X [f ] + C̃ [f ]

+ B/2- B/2

H [f ]
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“Peak Reduction Signal”Filtered “Peak Reduction Signal”

Figure 11: FFT/IFFT pair-based filter for transformation to
TR technique.
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In the same way as the out-of band distortion mitigation,
the digital filter based on FFT/IFFT remove a part of
the information, which is used for PAPR reduction and
create some peak regrowth. For both classical and adaptive
transformation algorithms, the repeated adding and filtering
signal for PAPR reduction is used to reduce the peak
regrowth phenomena.

Now let go to the details of classical and adaptive trans-
formation algorithms.

B. Classical Transformation (CT) Algorithm

In this subsection, we describe the classical transformation
algorithm of Adding Signal techniques for PAPR reduction
to the TR techniques, which is based on the FFT/IFFT digital
filter.

In order to reduce as much as possible the PAPR, the
CT algorithm is based on an iterative algorithm, which the
principle is as follow:

• Set up the locations of the reserved subcarriersR and
the maximum iteration numberNiter , and choose the
function for PAPR reductionf (.).

• Set up i = 0, wherex(0)n = xn is the time-domain
OFDM signal.

• Compute the(i)-iteration PAPR reduction signal as:

c̃(i)n = f∆

[

f
(

x(i)n

)

− x(i)n

]

, (20)

wheref∆ = F−1◦H◦F is the FFT/IFFT based digital
filter response in time domain.

• Compute the(i+ 1)-iteration PAPR reduced signal as:

x(i+1)
n = x(i)n + c̃(i)n (21)

It must bear in mind that, the system complexity grows
linearly with the number of iterations. The data processed
by this algorithm in this paper areL over-sampled OFDM
symbols. The complexity of computationnal ofc̃(i)n for each
iteration isO (NL log2NL) becausef∆, which is the digital
filter response is based on a backword FFT followed by
a foreward IFFT. Assuming thatNiter is the maximum
number of iterations, the CT-algorithm complexity can be
approximated toO (NiterNL log2NL).

C. Adaptive Transformation (AT)-Algorithm

The AT-algorithm for the transformation of Adding Signal
techniques to TR techniques is based on the CT-algorithm. In
distinction of the CT-algorithm, the AT-algorithm scales the
PAPR reduction signal̃c(i)n by an optimal scaling factorβ(i)

opt

in order to outperform the PAPR reduction performance.
Whereby the PAPR reduced signal for AT-algorithm, at
(i+ 1)-iteration, is written as:

x(i+1)
n = x(i)n + β

(i)
optc̃

(i)
n (22)

The scaling factorβ(i)
opt is the solution of the optimization

problem, which is formulated as

β
(i)
opt = argmin

β

[

max
n

∣
∣
∣x(i)n + βc̃(i)n

∣
∣
∣

]

. (23)

An exact solution of Eq. (23) exists but leads to a high
computation complexity. An alternative solution to Eq. (23)
is a low computation complexity suboptimal solution. In
[29], it is shown that, a suboptimal solution of Eq. (23) is
given by minimizing the total power of the samples with∣
∣
∣x

(i)
n + c̃

(i)
n

∣
∣
∣ > A, whereA is the magnitude threshold.

Solving Eq. (23) leads to

β
(i)
opt = argmin

β






∑

n∈S(i)
p

∣
∣
∣x(i)n + βc̃(i)n

∣
∣
∣




 , (24)

where, S(i)
p =

{

n :
∣
∣
∣x

(i)
n + c̃

(i)
n

∣
∣
∣ > A

}

. The above mini-
mization problem is a linear least-squares problem and the
solution is given by

β
(i)
opt = −

∑

n∈S(i)
p

x
(i)
n c̃

∗(i)
n

∑

n∈S(i)
p

∣
∣
∣c

(i)
n

∣
∣
∣

2 , (25)

where(.)∗ is the mathematical conjugate function.
The complexity of calculating β(i)

opt is O (Np),

where Np is the size of S(i)
p . After Niter

iterations, the AT-algorithm complexity can be
approximated to Niter [O (NL log2NL) +O (Np)] ≃
O (NiterNL log2NL).

V. TRANSFORMATION OFADDING SIGNAL TECHNIQUES

FOR PAPRREDUCTION TOTR TECHNIQUES IN A WLAN
SYSTEM CONTEXT

In this section, based on the above analysis, using the CT
and AT algorithms, we propose to transform the classical
clipping technique [8] and the Geometric PAPR reduction
technique [17] into TR techniques for PAPR reduction of the
Wireless Local-Area-Networks (WLAN) system based on
IEEE 802.11a/g standards. In the first subsection we provide
the caracteristics of the IEEE 802.11a/g standards.Then
using the two CT and AT algoritms in the second subsection,
we give the obtained results .

A. The IEEE 802.11a/g standards based WLAN system

In WLAN IEEE 802.11a/g standard IFFT size (N) is
64. Out of these 64 subcarriers,48 subcarriers are used
for data, while4 subcarriers are used for pilots. The rest
12 subcarriers are unused (null) subcarriers located at the
positionsR = {0, 27, · · · , 37} of the IFFT input.

The IEEE 802.11a/g Standard specifications are given in
[30] and the transmit spectral mask requirements is shown
in Fig. 12.

212

International Journal on Advances in Telecommunications, vol 4 no 1 & 2, year 2011, http://www.iariajournals.org/telecommunications/

2011, © Copyright by authors, Published under agreement with IARIA - www.iaria.org



dBc

-30 -20 3020119-11 0-9

0 dBc

-28 dBc

-20 dBc

-40 dBc

frequency offset [MHz]

Figure 12: Spectral power mask of OFDM based WLAN.

B. Simulation results

• “Classical-TR-CC” and “Adaptive-TR-CC” are the TR
techniques resulting of the transformation of classical
clipping technique based on the CT and AT algorithms
respectively.

• “Classical-TR-GM” and “Adaptive-TR-GM” are the TR
techniques resulting of the transformation of Geometric
PAPR reduction technique on the CT and AT algorithms
respectively.

In this section, we evaluate the performance of the four
TR techniques in a WLAN PAPR reduction context. For
simulation results, only the unused subcarriers of the WLAN
standard shall be utilized for PAPR reduction. The configu-
ration, which is used for the simulations shown in Tab.I.

System Parameter Parameter Value

Modulation Scheme 16-QAM

Number subcarriers N = 64

Number of data subcarriers 48

Number of pilot subcarriers 4

Oversampling Factor L = 4

Channel Model AWGN

Clipping Ratio (CR) A√
Px

= 5 dB

Table I: Simulation Environment

The distribution based on the CCDF is used to evaluate the
performance in terms of PAPR reduction of the system, the
BER metric is used to evaluate the transmission performance
of the system over an AWGN channel and the Power
Spectral Density (PSD) of signals will be evaluated.

We evaluate also the high signal fluctuations of the PAPR
by determining the performance in terms of PAPR reduction
defined as

∆PAPR= PAPR[y] − PAPR[x], [in dB]

where PAPR[y] is the required PAPR of the signaly (t) to
obtain a specific value of the CCDF, while PAPR[x] is the

required PAPR of the signalx (t) to obtain a specific value
of the CCDF. Another aspect of performance evaluated in
this paper is the average power variation denoted∆E and
expressed as

∆E = 10 log10

(Py

Px

)

, [in dB]

wherePy is the average power of the signaly (t), while
Px is the average power of the signalx (t).

We also draw PSD of the signal in order to check if, after
the TR mitigation method, the PSD still respects the WLAN
mask of Fig. 12.

Fig. 13 shows the peak power reduction results of
Classical-TR-CC technique for different iterations. Simu-
lation results from Fig. 13 shows that the reduction in
PAPR increases with the iterations number. For example,
at 10−2 of the CCDF, the reduction in PAPR for Classical-
TR-CC technique is about0.75 dB, 1.75 dB and2.75 dB
for Niter = 1, 3 and5 respectively.
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=5)

Figure 13: PAPR reduction performance for
Classical-TR-CC technique for different iterations.

The reduction PAPR performance of the Adaptive-TR-
CC technique for iterations numberNiter = 1, 3 and5 are
plotted in Fig. 14 based on the CCDF curve. This figure
provides the same conclusion as Fig. 13, i.e., the reduction
in PAPR increases with the iterations number.

From Figs. 13 and 14, it is shown that the performance
in PAPR reduction from CT algorithm as well from AT
algorithm increases with the number of total iterationsNiter .

Simulation results also shows that, for a givenNiter ,
Adaptive-TR-CC technique is better than Classical-TR-CC
technique in terms of PAPR reduction and Adaptive-TR-CC
technique withNiter = 3 gives the same PAPR reduction
performance as Classical-TR-CC technique withNiter = 5.
It must bear in mind that, the system complexity grows
linearly with the number of iterations.
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Figure 14: PAPR reduction performance for
Adaptive-TR-CC technique for different iterations.

AT algorithm provides significant reduction in PAPR than
CT algorithm at the same number of iterations; and AT
algorithm withNiter = 3 provides the same PAPR reduction
performance as the CT algorithm withNiter = 5. This
means that at the same PAPR reduction gain, CT algorithm
is 5/3 ∼ 2 times more complex than AT algorithm.

Fig. 15 shows the PAPR reduction performance according
to A for different iterations. It shows that the reduction
in PAPR increases with the numberNiter of iterations. It
also shows that, for a givenNiter , the maximum in PAPR
reduction is achieved for A√

Px
≃ 4 dB and drops to0 dB

from A√
Px

≥ 11 dB. The maximum PAPR reduction of
the Classical-TR-GM technique at the value of10−2 of the
CCDF is2 dB, 2.5 dB, 2.75 dB and3 dB for Niter = 1, 3,
5 et 10 respectively.

The reduction in PAPR decreases whenA√
Px

increases for
the simple reason that, when the “ threshold”A increases
(i.e when A√

Px
increases), there are fewer and fewer samples

of the multicarrier signal that satisfy the condition|xn| > A.
Therefore, there will be fewer and fewer PAPR reduction.

The study of variation in the average power in the
Classical-TR-GM technique (refer to Fig. 16) shows that
the average power of the transmitted signal increases with
the reduction of PAPR. It is clear that forNiter = 10 where
the PAPR reduction is most significant, the increasing of the
average power is the most important.

Fig. 17 shows the transmission performance for Classical-
TR-CC and Adaptive-TR-CC techniques over an AWGN
channel. Fig. 18 is the BER performance for Classical-TR-
GM and Adaptive-TR-GM techniques,

These simulation results show that the BER performance
of the system using the different PAPR reduction techniques
matches with the conventional BER; this means that the BER
of the system is not degraded by the different techniques.
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Figure 15: PAPR reduction performance of the
Classical-TR-GM technique for different iterations number

Niter .
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Figure 16: Average power ratio of the Classical-TR-GM
technique for different iterations numberNiter ..

Indeed, the different techniques used for PAPR reduction are
TR techniques, as in TR techniques the data subcarriers and
the PAPR reduction subcarriers are orthogonal, so the BER
of the system is not corrupted.

Fig. 19 and Fig. 20 show the PSD of signals after inves-
tigating the PAPR-reduction algorithms. All the spectrums
respect the WLAN spectral specifications. However, the
level of spectrum under the PAPR reduction subcarriers with
AT algorithm is higher than the level of spectrum with CT
algorithm. Indeed at the same level of iteration, the power of
the PAPR reduction signal with AT algorithm is higher than
the PAPR reduction signal power with CT algorithm, that is
why the performance in PAPR reduction with AT algorithm
is better than whose with CT algorithm at the same number

214

International Journal on Advances in Telecommunications, vol 4 no 1 & 2, year 2011, http://www.iariajournals.org/telecommunications/

2011, © Copyright by authors, Published under agreement with IARIA - www.iaria.org



0 2 4 6 8 10 12
10

−4

10
−3

10
−2

10
−1

Adaptive-TR-CC(Niter = 3)

Eb/N0 [in dB]

B
it

E
rr

or
R

a
te

(B
E

R
)

Original WLAN Signal
Classical-TR-CC(Niter = 3)

Figure 17: BER performance for Classical-TR-CC and
Adaptive-TR-CC techniques over an AWGN channel.
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Figure 18: BER performance for Classical-TR-GM and
Adaptive-TR-GM techniques over an AWGN channel.

of iterations.
Despite the high level of the PAPR reduction signal

spectrum resulting to AT algorithm, the WLAN spectral
specifications are respected.

VI. CONCLUSION

TR is a popular PAPR reduction technique that uses a set
of reserved subcarriers to carry the peak reducing signal.
Because of its many advantages, TR seems to be promising
for use in commercial systems.
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Figure 19: PSD of signals using “CT-CC” and “AT-CC”
PAPR reduction technique (Niter = 3).
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Figure 20: PSD of signals using “CT-MC” and “AT-MC”
PAPR reduction technique (Niter = 3).

In this paper, thanks to a Frequency Domain filtering, we
have proposed two transformation algorithms to transform
any Adding Signal techniques into TR techniques in order
to benefit of the TR advantages. As the transformation
in TR technique is a low-complexity process (about the
FFT/IFFT complexity), the obtained technique results in
a low-complexity TR technique. In order to increase the
performance in PAPR of the obtained TR technique, the
process of the peak reducing signal computation followed
by filtering must be repeated several times.

Later in the paper, the classical clipping technique [8]
and the Geometric PAPR reduction technique [17] are trans-
formed into TR techniques for PAPR reduction. CT and
AT algorithms proposed in this paper are applied and the
performances of these two techniques are evaluated through
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the BER, PAPR reduction, as well as DSP of resulting
signals, in the WLAN context.

From simulation results, it is shown that, AT algorithm
provides more reduction in PAPR than CT algorithm at the
same computational complexity; but leads to an increase
in the level of the PAPR reduction signal spectrum that
nevertheless respects the standard spectral specifications.

We can conclude that: to transform any Adding Signal
technique into TR technique, AT transformation algorithm
should be preferably used.
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