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Reliability of Erasure-Coded Storage Systems with
Latent Errors

Ilias Iliadis
IBM Research Europe – Zurich
8803 Rüschlikon, Switzerland

email: ili@zurich.ibm.com

Abstract—Large-scale storage systems employ erasure-coding re-
dundancy schemes to protect against device failures. The adverse
effect of latent sector errors on the Mean Time to Data Loss
(MTTDL) and the Expected Annual Fraction of Data Loss
(EAFDL) reliability metrics is evaluated. A theoretical model
capturing the effect of latent errors and device failures is
developed, and closed-form expressions for the metrics of interest
are derived. The MTTDL and EAFDL of erasure-coded systems
are obtained analytically for (i) the entire range of bit error rates,
(ii) the symmetric, clustered, and declustered data placement
schemes, and (iii) arbitrary device failure and rebuild time
distributions under network rebuild bandwidth constraints. For
realistic values of sector error rates, the results obtained demon-
strate that MTTDL degrades whereas, for moderate erasure codes,
EAFDL remains practically unaffected. It is demonstrated that,
in the range of typical sector error rates and for very powerful
erasure codes, EAFDL degrades as well. It is also shown that the
declustered data placement scheme offers superior reliability.

Keywords–Storage; Unrecoverable or latent sector errors; Reli-
ability analysis; MTTDL; EAFDL; RAID; MDS codes; stochastic
modeling.

I. INTRODUCTION

Today’s large-scale data storage systems and most cloud
offerings recover data lost due to device and component
failures by deploying efficient erasure coding schemes that
provide high data reliability [1]. The replication schemes and
the Redundant Arrays of Inexpensive Disks (RAID) schemes,
such as RAID-5 and RAID-6, which have been deployed
extensively in the past thirty years [2-5] are special cases of
erasure codes. Modern storage systems though use advanced,
more powerful erasure coding schemes. The effectiveness of
these schemes has been evaluated based on the Mean Time to
Data Loss (MTTDL) [2-11] and, more recently, the Expected
Annual Fraction of Data Loss (EAFDL) reliability metrics [12-
16]. The latter metric was introduced, because Amazon S3
[17], Facebook [18], LinkedIn [19] and Yahoo! [20] consider
the amount of lost data measured in time.

The reliability level achieved depends not only on the
particular choice of the erasure coding scheme, but also on
the way data is placed on storage devices. The reliability
assessment presented in [4] demonstrated that, for a replication
factor of three, a declustered data placement scheme achieves a
superior reliability than other placement schemes. The declus-
tered placement scheme ensures that codewords are spread
equally across devices. This is the scheme that was originally

used by Google [21], Facebook [22], and Microsoft® Azure1

[23], but, to improve data reliability and storage efficiency
further, today they use erasure coding schemes that offer higher
efficiency [24-26].

The reliability of storage systems is further degraded by
the occurrence of unrecoverable sector errors, that is, errors
that can be corrected neither by the standard sector-associated
error correction code (ECC) nor by the re-read mechanism
of hard-disk drives (HDDs). These sector errors are latent,
because their existence is only discovered when there is an
attempt to access them. Once an unrecoverable or latent
sector error is detected, it can usually be corrected by the
erasure coding capability. However, if this is not feasible,
it is permanently lost, leading to an unrecoverable failure.
Consequently, unrecoverable errors do not necessarily lead
to unrecoverable failures. Permanent losses of data due to
latent errors are quite pronounced in higher-capacity HDDs
and storage nodes, because of the higher frequency of their
occurrence [27-30]. The risk of permanent loss of data rises
in the presence of latent errors.

Previous works have shown that actual latent-error rates
degrade MTTDL by orders of magnitude [8][11][28][30]. Does
this also apply to the case of the EAFDL metric given that,
when a data loss occurs, the amount of sectors lost due to
latent errors is much smaller than the amount of data lost due
to a device failure? What is the range of error rates that cause
EAFDL to deteriorate? This article addresses these critical
questions.

Analytical results for the MTTDL and EAFDL metrics in
the context of general erasure-coded storage systems, but in
the absence of latent errors, were obtained in [12-14]. The
first analytical assessment of EAFDL in the presence of latent
errors was presented in [15] for the case of RAID-5 systems by
presenting a comprehensive theoretical stochastic model that
captures all the details of the rebuild process. This model was
subsequently extended to a significantly more complex one for
the case of RAID-6 systems [16]. Clearly, extending this model
further to assess EAFDL in the presence of latent errors for
arbitrary erasure coding schemes seems to be a daunting task
because of its state explosion. The state of the model developed
in this article does not explode, because it takes into account
only the most significant details of the rebuild process.

To assess the reliability of erasure-coded systems, we adopt
the non-Markovian methodology developed in prior work [12-

1Microsoft is a trademark of Microsoft Corporation in the United States,
other countries, or both.
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14] to evaluate MTTDL and EAFDL of storage systems and
extending it to assess the effect of latent errors. The validity
of this methodology for accurately assessing the reliability
of storage systems has been confirmed by simulations in
several contexts [4][9][12][31]. It has been demonstrated that
theoretical predictions of the reliability of systems comprising
highly reliable storage devices are in good agreement with
simulation results. Consequently, the emphasis of the present
work is on theoretically evaluating the reliability of storage
systems with latent errors.

The reliability results obtained by the model developed here
are shown to be in agreement with previous specific theoretical
and simulation results presented in the literature. We verify
its validity by comparing the results obtained for the cases
of RAID-5 and RAID-6 systems and showing that they match
with those derived by the detailed models in [16]. Furthermore,
we demonstrate that the model developed yields theoretical
reliability results that match well with the simulation results
obtained in [32], which studies the effect of erasure codes
deployed in a realistic distributed storage configuration. This
establishes a confidence for the model presented, the results
obtained, and the conclusions drawn. The model developed is
a practical one that takes into account the characteristics of
latent errors observed in real systems. It is realistic, because
it considers general device failure distributions including real-
world ones, such as Weibull and gamma. It can also be used
to assess system reliability when scrubbing is employed by
applying the methodology described in [8]. This is the first
work to study the effect of latent errors on EAFDL for general
erasure-coded storage systems.

Note that the storage model considered in this work is
relevant and realistic, because it properly captures the charac-
teristics of erasure coding and of the rebuild process associated
with the declustered data placement scheme currently used
by Google [24], Microsoft® Azure [26], Facebook [33], and
DELL/EMC [34]. Consequently, the theoretical results derived
here are important, because they can be used to assess the reli-
ability of the above schemes and also determine the parameter
values that ensure a desired level of reliability. It can also be
used to assess system reliability when scrubbing is employed
by applying the methodology described in [8].

The key contributions of this article are the following. We
consider the reliability of erasure-coded storage systems with
latent errors that was derived analytically for the MTTDL
and EAFDL reliability metrics for the entire range of sector
error rates, and for the symmetric, clustered, and declustered
data placement schemes [1]. In this article, we extend our
previous work by also presenting results for the additional
reliability metric of interest E(H), namely, the conditional
expected amount of lost user data, given that data loss has
occurred. We subsequently demonstrate that, in the range of
typical sector-error rates, unrecoverable failures are frequent,
which degrades MTTDL. However, in [1], it was shown that
the relative increase of the amount of data loss is negligible,
which leaves EAFDL practically unaffected in this range. In
the present work, we demonstrate that this result holds for
moderate erasure codes, but for very powerful erasure codes,
it may not be the case. We have confirmed that reliability
results obtained by the model developed here are in agree-
ment with previous specific theoretical and simulation results

TABLE I. NOTATION OF SYSTEM PARAMETERS

Parameter Definition
n number of storage devices
c amount of data stored on each device
l number of user-data symbols per codeword (l ≥ 1)
m total number of symbols per codeword (m > l)
(m, l) MDS-code structure
s symbol size
k spread factor of the data placement scheme, or

group size (number of devices in a group) (m ≤ k ≤ n)
b average reserved rebuild bandwidth per device
Bmax upper limitation of the average network rebuild bandwidth
X time required to read (or write) an amount c of data at an average

rate b from (or to) a device
FX(.) cumulative distribution function of X
Fλ(.) cumulative distribution function of device lifetimes
Pbit probability of an unrecoverable bit error
seff storage efficiency of redundancy scheme (seff = l/m)
U amount of user data stored in the system (U = seff n c)
r̃ MDS-code distance: minimum number of codeword symbols lost

that lead to permanent data loss
(r̃ = m − l + 1 and 2 ≤ r̃ ≤ m)

fX(.) probability density function of X (fX(.) = F ′
X(.))

C number of symbols stored in a device (C = c/s)

µ−1 mean time to read (or write) an amount c of data at an average rate
b from (or to) a device (µ−1 = E(X) = c/b)

λ−1 mean time to failure of a storage device
(λ−1 =

∫ ∞
0

[1 − Fλ(t)]dt)
Ps probability of an unrecoverable sector (symbol) error
PDL probability of data loss during rebuild
PUF probability of data loss due to unrecoverable failures during rebuild
PDF probability of data loss due to a disk failure during rebuild
Q amount of lost user data during rebuild
H amount of lost user data, given that data loss has occurred during

rebuild
S number of lost symbols during rebuild

presented in the literature. We also assess the reliability of real-
world erasure coding schemes employed by enterprises. The
model developed provides useful insights into the benefits of
the erasure coding schemes and yields results for the entire
parameter space, which allows a better understanding of the
design tradeoffs.

The remainder of the article is organized as follows.
Section II reviews prior relevant work and analytical models
presented in the literature for assessing the effect of latent
errors on the reliability of erasure-coded systems. Section III
describes the storage system model and the corresponding
parameters considered. Section IV presents the general frame-
work and methodology for deriving the MTTDL and EAFDL
metrics analytically for the case of erasure-coded systems
and in the presence of latent errors. Closed-form expressions
for relevant reliability metrics are derived for the symmetric,
clustered, and declustered data placement schemes. Section V
presents numerical results demonstrating the adverse effect of
unrecoverable or latent errors and the effectiveness of these
schemes for improving system reliability. The reliability of
real-world erasure coding schemes employed by enterprises to
protect their stored data is assessed in Section VI. Finally, we
conclude in Section VII.

II. RELATED WORK

The adverse effect of latent errors on the MTTDL reliability
metric of RAID-5, RAID-6, replication, and erasure-coded
systems has been demonstrated in [8][11][27-30]. Analytical
reliability expressions for MTTDL that take into account the
effect of latent errors have been obtained predominately using
Markovian models, which assume that component failure and
rebuild times are independent and exponentially distributed
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[8][11][28][29]. The effect of latent errors on MTTDL of
erasure-coded storage systems for the realistic case of non-
exponential failure and rebuild time distributions was assessed
in [30][35] for a limited range of error rates. In this article,
we consider the entire range of sector error rates and assess
the effect of latent errors not only on MTTDL, but also on the
amount of lost data for the realistic case of non-exponential
failure and rebuild time distributions.

Disk scrubbing has been used to mitigate the adverse
effect of latent errors on system reliability [8][36][37][38].
The scrubbing process identifies latent errors at an early stage
and attempts to correct them before disk failures occur. This
in effect reduces the probability of encountering a latent
error during the rebuild process. The resulting latent-error
probability was derived in [8] as a function of the scrubbing
and workload parameters. Subsequently, it was shown that
the reliability level achieved when scrubbing is used can be
obtained from the reliability level of a system that does not
use scrubbing by adjusting the probability of encountering a
latent error accordingly. The methodology presented in [8] for
deriving the adjusted latent error probability when scrubbing is
employed is also applicable for assessing the efficiency of other
scrubbing schemes, such as the adaptive scrubbing schemes
proposed in [37][38]. Moreover, this methodology can also be
applied in conjunction with the reliability results presented in
this article to assess the reliability of erasure-coded systems
when scrubbing is used.

A simulation analysis of reliability aspects of erasure-coded
data centers was presented in [39]. Various configurations were
considered and it was shown that erasure codes and redundancy
placement affect system reliability. In [32] it was recognized
that it is hard to get statistically meaningful experimental
reliability results using prototypes, because this would require
a large number of machines to run for years. This underscores
the usefulness of the analytical reliability results derived in
this article.

III. STORAGE SYSTEM MODEL

To assess the reliability of erasure-coded storage systems,
we adopt the model used in [14] and extend it to cover the
case of latent errors. The storage system comprises n storage
devices (nodes or disks), where each device stores an amount
c of data such that the total storage capacity of the system
is n c. This does not account for the spare space used by the
rebuild process.

A. Redundancy

User data is divided into blocks (or symbols) of a fixed size
s (e.g., sector size of 512 bytes) and complemented with parity
symbols to form codewords. We consider (m, l) maximum
distance separable (MDS) erasure codes, which map l user-
data symbols to a set of m (> l) symbols, called a codeword,
having the property that any subset containing l of the m
symbols can be used to reconstruct (recover) the codeword.
The corresponding storage efficiency seff and amount U of
user data stored in the system is

seff = l/m and U = seff n c = l n c/m . (1)

Figure 1. Clustered and declustered placement of codewords of length m = 3
on n = 6 devices. X1, X2, X3 represent a codeword (X = A, B, C, . . . , L).

Also, the number C of symbols stored in a device is

C = c/s . (2)

Our notation is summarized in Table I. The derived param-
eters are listed in the lower part of the table. To minimize the
risk of permanent data loss, the m symbols of each codeword
are spread and stored on m distinct devices. This way, the
system can tolerate any r̃ − 1 device failures, but r̃ device
failures may lead to data loss, with

r̃ = m− l + 1 , 1 ≤ l < m and 2 ≤ r̃ ≤ m . (3)

Examples of MDS erasure codes are the replication, RAID-5,
RAID-6, and Reed–Solomon schemes.

B. Symmetric Codeword Placement

In a symmetric placement scheme, the system effectively
comprises n/k disjoint groups of k devices, and each codeword
is placed entirely in one of these groups. Within each group,
all
(
k
m

)
possible ways of placing m symbols across k devices

are used equally to store all the codewords in that group
[40]. In particular, we consider the clustered and declustered
placement schemes, as shown in Figure 1, which are special
cases of symmetric placement schemes with k being equal to
m and n, respectively. In the case of clustered placement, the
storage system comprises n/m independent groups, referred
to as clusters. Each codeword is stored across the devices of
a particular cluster. In the case of declustered placement, all(
n
m

)
possible ways of placing m symbols across n devices are

used equally to store all the codewords in the system.

C. Codeword Reconstruction and Rebuild Process

When storage devices fail, codewords lose some of their
symbols, which immediately triggers the rebuild process.

1) Exposure Levels: The system is at exposure level u (0 ≤
u ≤ r̃) when there are codewords that have lost u symbols
owing to device failures, but there are no codewords that have
lost more symbols. These codewords are referred to as the
most-exposed codewords. Transitions to higher exposure levels
are caused by device failures, whereas transitions to lower ones
are caused by successful rebuilds. We denote by Cu the number
of most-exposed codewords upon entering exposure level u,
(u ≥ 1). Upon the first device failure it holds that

C1 = C , (4)

where C is determined by (2). In Section IV, we will de-
rive the reliability metrics of interest using the direct path
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Figure 2. Rebuild under declustered placement.

Figure 3. Rebuild under clustered placement.

approximation, which considers only transitions from lower
to higher exposure levels [4][9][12][31][40]. This implies that
each exposure level is entered only once.

2) Prioritized Rebuild: When a symmetric or declustered
placement scheme is used, as shown in Figure 2, spare
space is reserved on each device for temporarily storing the
reconstructed codeword symbols before they are transferred to
a new replacement device. The rebuild process to restore the
data lost by failed devices is assumed to be both prioritized and
distributed. A prioritized (or intelligent) rebuild process always
attempts first to rebuild the most-exposed codewords, namely,
the codewords that have lost the largest number of symbols
[4][9][14][26][32]. At each exposure level u, it attempts to
bring the system back to exposure level u−1 by recovering one
of the u symbols that each of the Cu most-exposed codewords
has lost by reading l of the remaining symbols. In a distributed
rebuild process, the codewords are reconstructed by reading
symbols from an appropriate set of surviving devices and
storing the recovered symbols in the reserved spare space of
these devices. During this process, it is desirable to reconstruct
the lost codeword symbols on devices in which another symbol
of the same codeword is not already present.

In the case of clustered placement, the codeword symbols
are spread across all k (= m) devices in each group (cluster).
Therefore, reconstructing the lost symbols on the surviving
devices of a group would result in more than one symbol of
the same codeword on the same device. To avoid this, the lost
symbols are reconstructed directly in spare devices as shown
in Figure 3 and described in [14].

TABLE II. NOTATION OF SYSTEM PARAMETERS AT EXPOSURE LEVELS

Parameter Definition
u exposure level
Cu number of most-exposed codewords upon entering exposure level u
ñu number of devices at exposure level u whose failure causes an

exposure level transition to level u + 1
Vu fraction of the most-exposed codewords that have symbols stored

on any given device from the ñu devices
Ru rebuild time at exposure level u
αu fraction of the rebuild time Ru still left when another device fails,

causing the exposure level transition u → u + 1
Pu→u+1 transition probability from exposure level u to u + 1
bu average rate at which recovered data is written at exposure level u

3) Rebuild Process: A certain portion of the device band-
width is reserved for read/write data recovery during the
rebuild process, and the remaining bandwidth is used to serve
user requests. Let b denote the actual average reserved rebuild
bandwidth per device. The lost symbols are rebuilt in parallel
using the rebuild bandwidth available on each surviving device.
Let us denote by bu (≤ b) the average rate at which the
amount of data corresponding to the number Cu of symbols to
be rebuilt at exposure level u is written to selected device(s).
This rate depends on Bmax, the upper limitation of the average
network rebuild bandwidth [14]. Also, let 1/µ, fX(.), and
FX(.) denote the mean, the probability density function, and
the cumulative distribution function of the time X required
to read (or write) an amount c of data from (or to) a device,
respectively. The kth moment of X , E(Xk), and its mean
E(X) are then given by

E(Xk) =

∫ ∞

0

tkfX(t)dt , for k = 1, 2, . . . , (5)

µ−1 ≜ E(X) = c/b . (6)

4) Failure and Rebuild Time Distributions: The lifetimes
of the n devices are assumed to be independent and identically
distributed, with a cumulative distribution function Fλ(.) and
a mean of 1/λ. We consider real-world distributions, such as
Weibull and gamma, as well as exponential distributions that
belong to the large class defined in [31]. Note that, although
the model considered here does not account for correlated
device failures, their effect can be assessed by enhancing the
model according to the approach presented in [8]. This issue,
however, is beyond the scope of this article. The results in this
article hold for highly reliable storage devices, which satisfy
the condition [14][31]

µ

∫ ∞

0

Fλ(t)[1− FX(t)]dt ≪ 1, with
λ

µ
≪ 1 . (7)

This condition expresses the fact that the ratio of the mean time
1/µ to read all contents of a device (which typically is on the
order of tens of hours) to the mean time to failure of a device
1/λ (which is typically at least on the order of thousands of
hours) is very small, and in particular the fact that it is very
unlikely that a given device fails during a rebuild period.

When the devices are highly reliable, the MTTDL and
EAFDL reliability metrics of erasure-coded storage systems
tend to be insensitive to the device failure distribution, that
is, they depend only on its mean 1/λ, but not on its density
Fλ(.). They are, however, sensitive to the distribution FX(.)
of the device rebuild times [14].
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5) Amount of Data to Rebuild and Rebuild Times at Each
Exposure Level: We denote by ñu the number of devices
at exposure level u whose failure causes an exposure level
transition to level u + 1 and Vu the fraction of the Cu most-
exposed codewords that have a symbol stored on any given
such device. Note that ñu depends on the codeword placement
scheme. The notation used here is summarized in Table II. Let
Ru denote the rebuild time of the most-exposed codewords at
exposure level u. At exposure level 1, the amount of data to
be recovered is equal to c. Given that this data is recovered
at an average rate of b1 and that the time required to write
an amount c of data at an average rate of b is equal to X , it
follows that the rebuild time R1 is given by

R1 = (b/b1)X . (8)

Let αu be the fraction of the rebuild time Ru still left when
another device fails, causing the exposure level transition u →
u+1. In [41, Lemma 2], it was shown that, for highly reliable
devices satisfying condition (7), αu is approximately uniformly
distributed in (0, 1), that is

αu ∼ U(0, 1), u = 1, . . . , r̃ − 1 . (9)

We proceed by considering that the rebuild time Ru+1 is
determined completely by Ru and αu in the same manner
as in [13][14][40]. For the rebuild schemes considered, the
fraction of the Cu most-exposed codewords that were not yet
considered by the rebuild process upon the next device failure
is roughly equal to the fraction αu of the rebuild time Ru still
left. Therefore, upon the next device failure, an approximate
number αu Cu of the Cu codewords were not yet considered by
the rebuild process. Clearly, the fraction Vu of these codewords
that have symbols stored on the newly failed device depends
only on the codeword placement scheme. Consequently, the
number Cu+1 of the most-exposed codewords upon entering
exposure level u+ 1 is

Cu+1 ≈ Vu αu Cu , for u = 1, . . . , r̃ − 1 . (10)

Repeatedly applying (10) and using (4) and the convention that
for any sequence δi,

∏0
i=1 δi ≜ 1, yields

Cu ≈ C

u−1∏
i=1

Vi αi , for u = 1, . . . , r̃ . (11)

Unconditioning (11) on α1, . . . , αu−1 yields

E(Cu) = C

u−1∏
j=1

Vj

E

u−1∏
j=1

αj

∣∣∣∣ level u was entered

 ,

for u = 1, . . . , r̃ . (12)

6) Unrecoverable Errors: The reliability of storage systems
is affected by the occurrence of unrecoverable or latent errors.
Let Pbit denote the unrecoverable bit-error probability. Accord-
ing to the specifications, Pbit is equal to 10−15 for SCSI drives
and 10−14 for SATA drives [8]. Assuming that bit errors occur
independently over successive bits, the unrecoverable sector
(symbol) error probability Ps is

Ps = 1− (1− Pbit)
s , (13)

with s expressed in bits. Assuming a sector size of 512 bytes,
the equivalent unrecoverable sector error probability is Ps ≈

Pbit × 4096, which is 4.096× 10−12 in the case of SCSI and
4.096×10−11 in the case of SATA drives. In practice, however,
and also owing to the accumulation of latent errors over
time, these probability values are higher. Indeed, empirical
field results suggest that the actual values can be orders of
magnitude higher, reaching Ps ≈ 5× 10−9 [42].

IV. DERIVATION OF MTTDL AND EAFDL

The MTTDL metric assesses the expected time until some
data can no longer be recovered and therefore is lost forever,
whereas the EAFDL assesses the fraction of stored data that is
expected to be lost by the system annually. The reliability met-
rics are derived using the methodology presented in [12][13]
[14] and extending it to assess the effect of latent errors. This
methodology uses the direct path approximation [11], does not
involve Markovian analysis [4][9][12][31][40], and holds for
general failure time distributions, which can be exponential or
non-exponential, such as the Weibull and gamma distributions
that satisfy condition (7).

At any point in time, the system can be thought to be in one
of two modes: normal or rebuild mode. During normal mode,
all devices are operational and all data in the system has the
original amount of redundancy. A first device failure causes
a transition from normal to rebuild mode. A rebuild process
attempts to restore the lost data, which eventually leads the
system either to a data loss (DL) with probability PDL or back
to the original normal mode by restoring initial redundancy,
with probability 1 − PDL. Any symbols encountered with
unrecoverable or latent errors are usually corrected by the
erasure coding capability. However, it may not be possible
to recover multiple unrecoverable errors in a codeword, which
therefore leads to data loss.

Let T be a typical interval of a fully operational period,
that is, the interval from the time t that the system is brought to
its original state until a subsequent first device failure occurs.
For a system comprising n devices with a mean time to failure
of a device 1/λ, the expected duration of T is [12]

E(T ) =
1

nλ
, (14)

and MTTDL is

MTTDL ≈ E(T )

PDL
=

1

nλPDL
. (15)

The EAFDL is obtained as the ratio of the expected amount
E(Q) of lost user data, normalized to the amount U of user
data, to the expected duration of T [12, Eq. (9)]:

EAFDL ≈ E(Q)

E(T ) · U
(14)
=

nλE(Q)

U

(1)
=

mλE(Q)

l c
, (16)

with E(T ) and 1/λ expressed in years.

The expected conditional amount E(H) of lost user data,
given that data loss has occurred, is determined by [12, Eq.
(8)]:

E(H) =
E(Q)

PDL
. (17)

It follows from (15), (16), and (17) that

EAFDL =
E(H)

MTTDL · U
, (18)

with the MTTDL expressed in years.
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TABLE III. NOTATION OF RELIABILITY METRICS AT EXPOSURE
LEVELS

Parameter Definition
u exposure level
Pu probability of entering exposure level u
PUFu probability of data loss due to unrecoverable symbol errors at

exposure level u
PUF probability of data loss due to unrecoverable symbol errors
PDF probability of data loss due to r̃ successive device failures
PDL probability of data loss
qu probability that, at exposure level u, a codeword that has lost u

symbols can be restored
q̂u probability that, under instantaneous transitions from exposure level

1 to exposure level u, all of the Cu most-exposed codewords, which
have lost u symbols, can be restored

A. Reliability Analysis

At any exposure level u (u = 1, . . . , r̃ − 1), data loss
may occur during rebuild owing to one or more unrecoverable
failures, which is denoted by the transition u → UF. Moreover,
at exposure level r̃−1, data loss occurs owing to a subsequent
device failure, which leads to the transition to exposure level
r̃. Consequently, the direct paths that lead to data loss are the
following:

−−→
UFu : the direct path of successive transitions 1 → 2 →

· · · → u → UF, for u = 1, . . . , r̃ − 1, and
−−→
DF : the direct path of successive transitions 1 → 2 →

· · · → r̃ − 1 → r̃,

with corresponding probabilities PUFu
and PDF, respectively.

The notation for the probabilities of the events that lead to data
loss is summarized in Table III.

1) Data Loss: The probability PUF of data loss owing to
unrecoverable failures is

PUF ≈
r̃−1∑
u=1

PUFu , (19)

where PUFu denotes the probability of data loss associated with
the direct path

−−→
UFu. Also, it holds that

PUFu = Pu Pu→UF , for u = 1, . . . , r̃ − 1 , (20)

where Pu is the probability of entering exposure level u, which
is derived in Appendix A as follows:

Pu ≈ (λ c)u−1 1

(u− 1)!

E(Xu−1)

[E(X)]u−1

u−1∏
i=1

ñi

bi
V u−1−i
i , (21)

and Pu→UF is the probability of encountering an unrecoverable
failure during the rebuild process at this exposure level.

In [11], it was shown that PDL is accurately approximated
by the probability of all direct paths to data loss. Therefore,

PDL ≈ PDF +

r̃−1∑
u=1

PUFu

(19)
≈ PDF + PUF . (22)

Approximate expressions for the probabilities of data loss
PUFu

and PDF are subsequently obtained by the following
proposition.

Proposition 1: For u = 1, . . . , r̃ − 1, it holds that

PUFu
≈ − (λ c)u−1 E(Xu−1)

[E(X)]u−1

(
u−1∏
i=1

ñi

bi
V u−1−i
i

)

· log(q̂u)−(u−1)

(
q̂u −

u−1∑
i=0

log(q̂u)
i

i!

)
, (23)

where q̂u ≜ q
C

∏u−1
j=1 Vj

u , (24)

qu = 1−
m−u∑
j=r̃−u

(
m− u

j

)
P j
s (1− Ps)

m−u−j , (25)

PDF ≈ (λ c)r̃−1 1

(r̃ − 1)!

E(X r̃−1)

[E(X)]r̃−1

r̃−1∏
i=1

ñi

bi
V r̃−1−i
i , (26)

where E(X r̃−1) is obtained from (5).

Proof: Equation (23) is obtained in Appendix A. Equation
(26) is obtained from the fact that PDF = Pr̃ and, subsequently,
from (21) by setting u = r̃.

The MTTDL metric is obtained by substituting (22) into
(15) as follows:

MTTDL ≈ 1

nλ (PDF +
∑r̃−1

u=1 PUFu
)
, (27)

where PUFu
and PDF are determined by (23) and (26), respec-

tively.

2) Amount of Data Loss: We proceed to derive the amount
of data loss during rebuild. Let Q, H , and S be the amount of
lost user data, the conditional amount of lost user data, given
that data loss has occurred, and the number of lost symbols,
respectively. Let also QDF and QUFu

denote the amount of
lost user data associated with the direct paths

−−→
DF and

−−→
UFu,

respectively. Similarly, we consider the variables HDF, HUFu ,
SDF, and SUFu . Then, the amount Q of lost user data is
obtained by

Q ≈


HDF , if

−−→
DF

HUFu
, if

−−→
UFu , for u = 1, . . . , r̃ − 1

0 , otherwise .

(28)

Therefore,

E(Q) ≈ PDF E(HDF) +

r̃−1∑
u=1

PUFu E(HUFu) (29)

= E(QDF) +

r̃−1∑
u=1

E(QUFu
) (30)

≈ E(QDF) + E(QUF) , (31)

where

E(QDF) = PDF E(HDF) , (32)
E(QUFu

) = PUFu
E(HUFu

) , for u = 1, . . . , r̃ − 1 (33)

E(QUF) = PUF E(HUF) ≈
r̃−1∑
u=1

E(QUFu
) , (34)

where QUF denotes the amount of lost user data due to
unrecoverable failures and HUF the conditional amount of lost
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user data, given that data loss due to unrecoverable failures
has occurred.

Note that the expected amount E(Q) of lost user data is
equal to the product of the storage efficiency and the expected
amount of lost data, where the latter is equal to the product
of the expected number of lost symbols E(S) and the symbol
size s. Consequently, it follows from (1) that

E(Q) =
l

m
E(S) s

(2)
=

l

m

E(S)

C
c . (35)

Similarly,

E(QDF) =
l

m
E(SDF) s

(2)
=

l

m

E(SDF)

C
c , (36)

E(QUFu
) =

l

m
E(SUFu

) s
(2)
=

l

m

E(SUFu
)

C
c . (37)

Approximate expressions for the expected amounts
E(QUFu) and E(QDF) of lost user data are subsequently
obtained by the following proposition.

Proposition 2: For u = 1, . . . , r̃ − 1, it holds that

E(QUFu
) ≈ c

l r̃

m
(λ c)u−1 1

u!

E(Xu−1)

[E(X)]u−1

(
u−1∏
i=1

ñi

bi
V u−i
i

)

·
(
m− u

r̃ − u

)
P r̃−u
s , for Ps ≪

1

m− r̃
, (38)

E(QDF) ≈ c
l

m
(λ c)r̃−1 1

(r̃ − 1) !

E(X r̃−1)

[E(X)]r̃−1

r̃−1∏
i=1

ñi

bi
V r̃−i
i ,

(39)

where E(Xu−1) and E(X r̃−1) are obtained from (5).

Proof: Equations (38) and (39) are obtained in Appendix
B. Note that (39) can also be obtained from (38) by setting
u = r̃, which is the same result as Eq. (25) of [14].

The EAFDL metric is obtained by substituting (30) into
(16) as follows:

EAFDL ≈
mλ [E(QDF) +

∑r̃−1
u=1 E(QUFu)]

l c
, (40)

where E(QUFu
) and E(QDF) are determined by (38) and (39),

respectively.

The conditional amounts E(H), E(HDF), E(HUFu
), and

E(HUF) of lost user data, given that data loss has occurred,
are obtained from (17), (32), (33), and (34), respectively.

Remark 1: From (26), (32), and (39), it follows that

E(HDF) ≈

(
l

m

r̃−1∏
i=1

Vi

)
c . (41)

Note that when entering exposure level r̃, for each of the
Cr̃ most-exposed codewords there are r̃ symbols permanently
lost. Consequently, the expected number of user-data symbols
permanently lost is Cr̃ (l/m) r̃, which implies that, for a
symbol size of s, the expected amount E(HDF |Cr̃) of user
data lost is

E(HDF |Cr̃) = Cr̃
l

m
r̃ s . (42)

Unconditioning (42) on Cr̃ yields

E(HDF) = E(Cr̃)
l

m
r̃ s . (43)

Combining (41), (43), and using (2), yields

E(Cr̃) ≈

(
r̃−1∏
i=1

Vi

)
C

r̃
. (44)

From (12) and (44), it follows that

E

r̃−1∏
j=1

αj

∣∣∣∣ level r̃ was entered

 ≈ 1

r̃
. (45)

Remark 2: It turns out that when a data loss has occurred,
the variables α1, . . . , αr̃−1 are not distributed identically. More
specifically, for a rebuild time Ru, the uniform distribution of
αu in the interval (0, 1), given by (9), holds under the assump-
tion that there is a failure during this rebuild period, that is, an
exposure level transition u → u+1. However, conditioning on
the exposure level transitions u → u+1 → · · · → u′ → u′+1
(u′ > u), αu is no longer uniformly distributed in (0, 1). This
is due to the fact that, conditioning on the fact that additional
failures occur during the rebuild times Ru+1, . . . , Ru′ , it is
more likely that the Ru+1 period is long rather than short. In
this case, only α′

u is uniformly distributed in (0, 1). Assuming
that the system has entered exposure level u, we deduce from
(45) that

E

u−1∏
j=1

αj

∣∣∣∣ level u was entered

 ≈ 1

u
, for u = 2, . . . , r̃ .

(46)

Substituting (46) into (12) and using (4) yields

E(Cu) ≈

(
u−1∏
i=1

Vi

)
C

u
, for u = 1, . . . , r̃ . (47)

Remark 3: For small values of Ps, it holds that PUF → 0
and E(QUF) → 0. Therefore, from (22) and (31), for small
values of Ps, it holds that PDL → PDF and E(Q) → E(QDF).
Consequently, from (17), (32), and (41), it follows that

E(H) ≈ E(HDF) ≈

(
l

m

r̃−1∏
i=1

Vi

)
c , for Ps → 0 . (48)

When Ps is extremely small and an unrecoverable failure
occurs, this failure most likely occurs when rebuilding a
codeword after it has lost r̃− 1 of its symbols owing to r̃− 1
device failures and an unrecoverable error is encountered. In
this case, r̃ of its symbols are lost and therefore the expected
number of lost user symbols is equal to the product of the
storage efficiency l/m and r̃, which implies that

E(HUF) ≈
l

m
r̃ s

(2)
=

1

C

l

m
r̃ c , for Ps → 0 . (49)

Remark 4: For large values of Ps, it holds that

PDL ≈ PUF ≈ PUF1 ≈ 1 , for Ps → 1 , (50)

which, by virtue of (15), implies that

MTTDL ≈ 1

nλ
, for Ps → 1 . (51)
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It also holds that

E(Q) ≈ E(H) ≈ l c , for Ps → 1 . (52)

From (18), and using (51) and (52), it follows that

EAFDL ≈ mλ , for Ps → 1 . (53)

B. Symmetric and Declustered Placement

We consider the case m < k ≤ n. The special case k =
m corresponding to the clustered placement scheme has to
be considered separately for the reasons discussed in Section
III-C2. At each exposure level u, for u = 1, · · · , r̃−1, it holds
that [13][14]

ñsym
u = k − u , (54)

bsym
u =

min((k − u) b, Bmax)

l + 1
, (55)

V sym
u =

m− u

k − u
. (56)

The corresponding parameters ñdeclus
u , bdeclus

u , and V declus
u for the

declustered placement are derived from (54), (55), and (56) by
setting k = n. which yields

ñdeclus
u = n− u , (57)

bdeclus
u =

min((n− u) b, Bmax)

l + 1
, (58)

V declus
u =

m− u

n− u
. (59)

C. Clustered Placement

At any exposure level u (u = 1, . . . , r̃ − 1), it holds that
[13][14]

ñclus
u = m− u , bclus

u = min( b ,Bmax/l ) , V clus
u = 1 . (60)

Remark 5: It follows from (60) that a system is not
bandwidth-constrained when Bmax ≥ l b. Then, bclus

u =
min(b, Bmax/l) = b. In the case of RAID-5 and RAID-6, it
holds that m − l = 1 and m − l = 2 or, equivalently, r̃ = 2
and r̃ = 3, respectively, such that (22), (23), and (26) yield

PRAID-5
DL ≈ (m− 1)

λ c

b
+ 1− (1− Ps)

(m−1)C , (61)

which is the same result as Eq. (85) of [16] (with c
b = 1

µ ), and

PRAID-6
DL ≈ 1− qC1 +

[
1 +

1− qC2
log(qC2 )

]
(m− 1)

λ c

b

+
(m− 1)(m− 2)

2

(
λ c

b

)2
E(X2)

[E(X)]2
, (62)

where q1, q2 are determined by (25). This result is in agreement
with Eq. (243) of [16] (with c

b = 1
µ ). Also, (30), (38), and (39)

yield

E(QRAID-5) ≈ l

m
(m− 1)

(
λ c

b
+ 2Ps

)
c , (63)

TABLE IV. TYPICAL VALUES OF DIFFERENT PARAMETERS

Parameter Definition Values
n number of storage devices 64
c amount of data stored on each device 20 TB
s symbol (sector) size 512 B
λ−1 mean time to failure of a storage device 876,000 h
b rebuild bandwidth per device 100 MB/s
m symbols per codeword 16
l user-data symbols per codeword 13, 14, 15
U amount of user data stored in the system 1.04 to 1.2 PB
µ−1 time to read an amount c of data at a rate

b from a storage device
55.5 h

which is the same result as Eq. (105) of [16] (with c
b = 1

µ ),
and

E(QRAID-6) ≈ l

m

(m− 1)(m− 2)

2

·

[(
λ c

b

)2
E(X2)

[E(X)]2
+ 3

λ c

b
Ps + 3P 2

s

]
c . (64)

This result is in agreement with Eq. (264) of [16] (with c
b = 1

µ ).

V. NUMERICAL RESULTS

Here we assess the reliability of the clustered and declus-
tered schemes for a system comprised of n = 64 devices
(disks) and protected by an erasure coding scheme with m =
16, which is the codeword length used by Microsoft® Azure
[26], and l = 13, 14, and 15. Each device stores an amount
of c = 20 TB, which is the capacity of the latest generation
of Seagate drives, and the symbol size s is equal to a sector
size of 512 bytes [43].

Typical parameter values are listed in Table IV. The an-
nualized failure rate (AFR) of HDDs for the year 2021 is in
the range of 0.11% to 4.79% [44], which corresponds to a
mean time to failure in the range of 180, 000 h to 8, 000, 000
h. The parameter λ−1 is chosen to be equal to 876, 000 h (100
years) that corresponds to an AFR of 1%, which is the average
AFR across all drive models [44]. Considering that 35% of
the maximum transfer rate of 285 MB/s [43] is allocated for
recovery operations, the reserved rebuild bandwidth b is then
equal to 100 MB/s, which yields a rebuild time of a device
µ−1 = c/b = 55.5 h. Also, it is assumed that the maximum
network rebuild bandwidth is sufficiently large (Bmax ≥ n b =
6.4 GB/s), that the rebuild time distribution is deterministic,
such that E(Xk) = [E(X)]k. The obtained results are accu-
rate, because (7) is satisfied, given that λ/µ = 6.3×10−5 ≪ 1.

First, we assess the reliability for the declustered placement
scheme (k = n = 64). The probability of data loss PDL is
determined by (22) as a function of Ps and shown in Figure
4. The probabilities PUFu and PDF are also shown, as obtained
from (23) and (26), respectively. We observe that PDL increases
monotonically with Ps and exhibits a number of r̃ plateaus. In
the interval [4.096× 10−12, 5× 10−9] of practical importance
for Ps, which is indicated between the two vertical dashed
lines, the probability of data loss PDL and, by virtue of (15), the
MTTDL are degraded by orders of magnitude. The normalized
λMTTDL measure is obtained from (15) and shown in Figure
5. Increasing the number of parities (reducing l) improves
reliability by orders of magnitude.

The normalized expected amount E(Q)/c of lost user
data relative to the amount of data stored in a device is
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(a) l = 13 (r̃ = 4) (b) l = 14 (r̃ = 3) (c) l = 15 (r̃ = 2)

Figure 4. Probability of data loss PDL vs. Ps for l = 13, 14, 15; m = 16, n = k = 64 (declustered scheme).

(a) l = 13 (r̃ = 4) (b) l = 14 (r̃ = 3) (c) l = 15 (r̃ = 2)

Figure 5. Normalized MTTDL vs. Ps for l = 13, 14, and 15; m = 16, n = k = 64 (declustered scheme).

(a) l = 13 (r̃ = 4) (b) l = 14 (r̃ = 3) (c) l = 15 (r̃ = 2)

Figure 6. Normalized amount of data loss E(Q) vs. Ps for l = 13, 14, 15; m = 16, n = k = 64 (declustered scheme).

obtained from (30) and shown in Figure 6. The normalized
expected amounts E(QUFu)/c and E(QDF)/c are also shown
as determined by (38) and (39), respectively. The normalized
EAFDL/λ measure is obtained from (16) and shown in Figure
7. We observe that E(Q) and EAFDL increase monotonically,
but they are practically unaffected in the interval of interest,
because they degrade only when Ps is much larger than the
typical sector error probabilities. For the EAFDL metric too,
increasing the number of parities (reducing l) results in a
reliability improvement by orders of magnitude.

The normalized expected amount E(H)/c of lost user data,
given that a data loss has occurred, relative to the amount
of data stored in a device is obtained from (17) and shown
in Figure 8. The conditional amounts E(HDF) and E(HUF)
obtained from (32) and (34), respectively, are also shown. In

contrast to the PDL, EAFDL, and E(Q) metrics that increase
monotonically with Ps, we observe that E(H) does not do
so. The reason for that is the following. As shown in Figure
4, for Ps ≫ 10−14, data loss is more likely to be due to
sector errors than to device failures. Given that sector errors
result in a negligible amount of data loss compared with the
substantial data losses caused by device failures, when Ps

increases over the value of 10−14, the conditional amount of
lost data decreases. Clearly, this is reversed for high values of
Ps, and the conditional amount of lost data increases.

The expected amount E(HUF) of user data lost due to
unrecoverable failures, given that such failures have occurred,
is shown in Figure 8 by the dotted green line. For extremely
small values of Ps, and according to Remark 3, the value of
E(HUF) corresponds to a single corrupted codeword that loses
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(a) l = 13 (r̃ = 4) (b) l = 14 (r̃ = 3) (c) l = 15 (r̃ = 2)

Figure 7. Normalized EAFDL vs. Ps for l = 13, 14, and 15; m = 16, n = k = 64 (declustered scheme).

(a) l = 13 (r̃ = 4) (b) l = 14 (r̃ = 3) (c) l = 15 (r̃ = 2)

Figure 8. Normalized E(H) vs. Ps for l = 13, 14, and 15; m = 16, n = k = 64 (declustered scheme).

r̃ of its symbols of which r̃−1 are lost owing to device failures
and one is lost owing to an unrecoverable error. Consequently,
E(HUF) is independent of Ps, as indicated by the horizontal
part of the dotted green line. Let us now consider Figure
8(a). When Ps ≫ 10−10, E(HUF) increases, because there
are multiple such codewords, each of which loses r̃ symbols.
Subsequently, for r̃ ≥ 3 and when Ps ≫ 10−8, unrecoverable
failures may also be caused by a single corrupted codeword
that loses r̃ of its symbols, r̃ − 2 of which are lost owing
to device failures and two are lost owing to unrecoverable
errors. This in turn reduces the amount of lost data in the
interval (10−10, 10−8), as shown in Figure 8(a). Note that this
interval corresponds to that of the second plateau, as shown
in Figure 4(a). When Ps ≫ 10−6, E(HUF) increases again
owing to the occurrence of multiple such corrupted codewords.
Eventually, when Ps ≫ 10−5, unrecoverable failures are
encountered during rebuild prior to a second device failure
and are caused by corrupted codewords that lose r̃ of their
symbols, one of which is lost owing to the first device failure
and r̃ − 1 are lost owing to unrecoverable errors. This in
turn increases E(HUF), which eventually dominates E(HDF).
Similar observations apply in the cases of Figures 8(b) and
8(c).

The reliability metrics corresponding to the clustered place-
ment scheme (k = m = 16) are plotted in Figures 9, 10, 11,
12, and 13. We observe that the reliability achieved by the
clustered data placement scheme does not reach the reliability
level achieved by the declustered one.

In the cases considered, EAFDL is practically unaffected
by the presence of latent errors, as shown in Figures 7 and

12. Note, however, that for larger values of r̃, EAFDL may be
affected by the presence of latent errors. For example, when
m = 24 and l = 12, which yields r̃ = 13, and for the case
of declustered placement scheme, not only MTTDL, but also
EAFDL is affected, as shown in Figure 14.

The performance of certain erasure coding schemes was
assessed in [32] by obtaining the probability of data loss
PDL using a detailed distributed storage simulator. The PDL
values corresponding to Ps = 4.096 × 10−12 (Pbit = 10−15)
for two of the configurations considered are indicated by the
squares in Figure 15. This figure also shows the probabilities
of data loss PDL that correspond to these two configurations
and obtained from (22) as a function of Ps. We observe that the
theoretical results are in agreement with the simulation results,
which confirms the validity of the model and the analytical
expressions derived.

VI. REAL-WORLD ERASURE CODING SCHEMES

Here we assess the reliability of various practical systems
that store an amount of U = 1.2 PB user data on devices
(disks) whose capacity is c = 20 TB. This amount of user
data can therefore be stored on U/c = 60 devices. The system
comprises n devices, where n is determined using (1) as
follows:

n =
U

c

m

l
= 60

m

l
. (65)

Subsequently, we consider the following real-world erasure
coding schemes:
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(a) l = 13 (r̃ = 4) (b) l = 14 (r̃ = 3), RAID-6 (c) l = 15 (r̃ = 2), RAID-5

Figure 9. Probability of data loss PDL vs. Ps for l = 13, 14, 15; n = 64, k = m = 16 (clustered scheme).

(a) l = 13 (r̃ = 4) (b) l = 14 (r̃ = 3), RAID-6 (c) l = 15 (r̃ = 2), RAID-5

Figure 10. Normalized MTTDL vs. Ps for l = 13, 14, and 15; n = 64, k = m = 16 (clustered scheme).

(a) l = 13 (r̃ = 4) (b) l = 14 (r̃ = 3), RAID-6 (c) l = 15 (r̃ = 2), RAID-5

Figure 11. Normalized amount of data loss E(Q) vs. Ps for l = 13, 14, 15; n = 64, k = m = 16 (clustered scheme).

(a) l = 13 (r̃ = 4) (b) l = 14 (r̃ = 3), RAID-6 (c) l = 15 (r̃ = 2), RAID-5

Figure 12. Normalized EAFDL vs. Ps for l = 13, 14, and 15; n = 64, k = m = 16 (clustered scheme).
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(a) l = 13 (r̃ = 4) (b) l = 14 (r̃ = 3), RAID-6 (c) l = 15 (r̃ = 2), RAID-5

Figure 13. Normalized E(H) vs. Ps for l = 13, 14, and 15; n = 64, k = m = 16 (clustered scheme).

(a) Normalized MTTDL (b) Normalized EAFDL (c) Normalized E(H)

Figure 14. Reliability metrics vs. Ps for n = k = 64 (declustered scheme), m = 24, l = 12.

Figure 15. PDL vs. Ps for n = k = 210, λ−1 = 3 years, µ−1 = 34 hours,
λ/µ = 0.0013, c = 15 TB, and s = 512 B. Reliability schemes: 3-way
replication and MDS(14,10).

1) the 3-way replication (triplication) scheme that was ini-
tially used by Google’s GFS, Microsoft® Azure, and
Facebook. In this case, m = 3, l = 1, with a corre-
sponding storage efficiency of seff = 33%. According to
(65), this scheme requires the employment of n = 180
devices.

2) the RS(9,6) erasure coding scheme employed by Google’s
GFS as well as QFS [24, 45], which for m = 9 and l = 6
achieves a storage efficiency of seff = 66% and requires
a number of n = 90 devices.

3) the MDS(16,12) erasure coding scheme akin to the
LRC(16,12) code used by Microsoft® Azure [26], which
for m = 16 and l = 12 achieves a storage efficiency of

seff = 75% and requires a number of n = 80 devices.
4) the RS(14,10) erasure coding scheme employed by Face-

book [25], which for m = 14 and l = 10 achieves a
storage efficiency of seff = 71% and requires a number
of n = 84 devices.

We proceed to assess the reliability of the four erasure
coding schemes for two data placement configurations: a
symmetric one where the system comprises 2 disjoint groups of
k devices, such that k = n/2, and a declustered one, such that
k = n. As we will see next, a superior reliability is achieved
by employing the declustered data placement scheme.

A. Symmetric Data Placement

First, we assess the reliability of the 3-way replication
(triplication) scheme that requires the employment of n = 180
devices, which in turn implies that each of the two groups
comprises k = 90 devices. The reliability measures are
obtained for the parameter values listed in Table IV and shown
in Figures 16(a) through 20(a). We observe that MTTDL is
significantly degraded by the presence of latent errors. In the
interval [4.096× 10−12, 5× 10−9] of practical importance for
Ps, which is indicated between the two vertical dashed lines,
Figure 17(a) shows that MTTDL is degraded by three to six
orders of magnitude, whereas Figure 19(a) reveals that EAFDL
is practically unaffected in this range.

Second, we consider the MDS(9,6) erasure coding scheme
that requires a number of n = 90 devices, which in turn
implies that each of the two groups comprises k = 45 devices.
The corresponding reliability measures are shown in Figures
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16(b) through 20(b). Figure 17(b) shows that, in the region of
interest for Ps, MTTDL is degraded by three to five orders
of magnitude, whereas Figure 19(a) reveals that EAFDL is
practically unaffected in this range.

Subsequently, we consider the MDS(16,12) erasure coding
scheme that requires a number of n = 80 devices, which in
turn implies that each of the two groups comprises k = 40
devices. The corresponding reliability measures are shown in
Figures 16(c) through 20(c). Figure 17(c) shows that, in the
interval of practical importance for Ps, MTTDL is degraded
by three to five orders of magnitude, whereas Figure 19(c)
reveals that EAFDL is practically unaffected in this range.

Finally, we consider the RS(14,10) erasure coding scheme
that requires n = 84 devices, which in turn implies that each of
the two groups comprises k = 42 devices. The corresponding
reliability measures are shown in Figures 16(d) through 20(d).
Figure 17(d) shows that, in the interval of interest, MTTDL
is degraded by three to five orders of magnitude, whereas
Figure 19(d) reveals that EAFDL is practically unaffected in
this range.

From the above, it follows that erasure coding schemes
corresponding to higher values of r̃ offer a higher level of
reliability. Thus, the MDS(16,12) and MDS(14,10) erasure
coding schemes, for which r̃ = 5, offer higher levels of
reliability compared with the MDS(9,6) and 3-way replication
schemes, for which r̃ < 5. In particular, MDS(14,10) achieves
a higher reliability than that of MDS(16,10), albeit at a lower
storage efficiency (71% vs. 75%).

B. Declustered Data Placement

Here, we assess the reliability achieved by the erasure cod-
ing schemes considered when the declustered data placement
scheme is used, such that k = n. The reliability results are
shown in Figures 21(a) through 25(a).

First, we assess the reliability of the 3-way replication
(triplication) scheme. Comparing Figure 22(a) with Figure
17(a), we deduce that MTTDL is roughly the same. However,
comparing Figure 24(a) with Figure 19(a), we deduce that
EAFDL improves by one order of magnitude.

Regarding, the reliability of the MDS(9,6) coding scheme,
comparing Figure 22(b) with Figure 17(b), we deduce that
MTTDL improves slightly by one order of magnitude, espe-
cially at smaller values of Ps. However, Figures 24(b) and
19(b) demonstrate that EAFDL improves by two orders of
magnitude.

For the MDS(16,12) coding scheme, Figures 22(c) and
17(c) show that MTTDL improves by two orders of magnitude
for values around the left vertical dotted line and by one order
of magnitude for values around the right vertical dotted line.
Also, from Figures 24(c) and 19(c), we observe that EAFDL
improves by three orders of magnitude.

Finally, the reliability improvement regarding the
MDS(14,10) coding scheme is similar to that of the
MDS(16,12) coding scheme. Figures 22(d) and 17(d) show
that MTTDL improves by two orders of magnitude for values
around the left vertical dotted line and by one order of
magnitude for values around the right vertical dotted line.

Also, Figures 24(d) and 19(d) show that EAFDL improves by
three orders of magnitude.

C. Reliability Improvement

The reliability improvement of the erasure coding schemes
considered over the initial 3-way replication is shown in
Figures 26 and 27 for the two data placements, respectively.
Clearly, in the interval of practical importance for Ps, the
MDS(14,10) erasure coding scheme achieves superior reli-
ability for both symmetric and declustered data placement
schemes.

In particular, for the symmetric data placement, Fig-
ure 26(a) demonstrates that in the interval of interest, the
MDS(9,6) erasure coding scheme improves MTTDL by three
orders of magnitude for Ps values around the left vertical dot-
ted line and by four orders of magnitude for Ps values around
the right vertical dotted line. The MDS(16,12) erasure coding
scheme improves MTTDL by six orders of magnitude for Ps

values around the left vertical dotted line and by seven orders
of magnitude for Ps values around the right vertical dotted
line. Also, the MDS(14,10) erasure coding scheme improves
MTTDL by seven orders of magnitude for Ps values around
the left vertical dotted line and by eight orders of magnitude
for Ps values around the right vertical dotted line. On the
other hand, Figure 26(b) demonstrates that in the interval of
practical importance for Ps, the MDS(9,6), MDS(16,12), and
MDS(14,10) erasure coding schemes improve EAFDL by two,
five, and six orders of magnitude, respectively.

For the declustered data placement, Figure 27(a) demon-
strates that in the interval of interest, the MDS(9,6) erasure
coding scheme improves MTTDL by four orders of magnitude,
the MDS(16,12) erasure coding scheme improves MTTDL by
eight orders of magnitude, whereas the MDS(14,10) erasure
coding scheme improves MTTDL by nine orders of magnitude.
On the other hand, Figure 27(b) demonstrates that in the inter-
val of practical importance for Ps, the MDS(9,6), MDS(16,12),
and MDS(14,10) erasure coding schemes improve EAFDL by
three, seven, and eight orders of magnitude, respectively.

Figures 26(c) and 27(c) show the ratios of the E(H) met-
rics for the MDS(9,6), MDS(16,12), and MDS(14,10) erasure
coding schemes to the E(H) metric for the 3-way replication
scheme. In the region of interest for Ps, all three erasure coding
schemes result in greater amounts of lost user data, given that
data loss has occurred, compared to the conditional amount of
lost user data in the case of a 3-way replication. In particular,
for the symmetric data placement, the MDS(9,6), MDS(16,12),
and MDS(14,10) erasure coding schemes result in about 20,
82, and 33 times greater conditional amounts of lost user data
for Ps values around the left vertical dotted line and in about
58, 550, and 110 times greater conditional amounts of lost
user data for Ps values around the right vertical dotted line,
respectively. This is due to the fact that, for small values of
Ps and according to Remark 3, E(H) depends not only on the
values of the m and l parameters, but also on the number n
of devices in the system, which also varies. Accordingly, for
the declustered data placement, Figure 27(c) demonstrates that
the MDS(9,6), MDS(16,12), and MDS(14,10) erasure coding
schemes result in about 9, 18, and 7 times greater conditional
amounts of lost user data, respectively.
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(a) MDS(3,1) (r̃=3) (b) MDS(9,6) (r̃=4) (c) MDS(16,12) (r̃=5) (d) MDS(14,10) (r̃=5)

Figure 16. Probability of data loss PDL vs. Ps for various MDS coding schemes; symmetric data placement with k = n/2.

(a) MDS(3,1) (b) MDS(9,6) (c) MDS(16,12) (d) MDS(14,10)

Figure 17. MTTDL vs. Ps for various MDS coding schemes; symmetric data placement with k = n/2.

Figure 18. Normalized amount of data loss E(Q) vs. Ps for various MDS coding schemes; symmetric data placement with k = n/2.

(a) MDS(3,1) (b) MDS(9,6) (c) MDS(16,12) (d) MDS(14,10)

Figure 19. EAFDL vs. Ps for various MDS coding schemes; symmetric data placement with k = n/2.

(a) MDS(3,1) (b) MDS(9,6) (c) MDS(16,12) (d) MDS(14,10)

Figure 20. Normalized E(H) vs. Ps for various MDS coding schemes; symmetric data placement with k = n/2.
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(a) MDS(3,1) (r̃=3) (b) MDS(9,6) (r̃=4) (c) MDS(16,12) (r̃=5) (d) MDS(14,10) (r̃=5)

Figure 21. Probability of data loss PDL vs. Ps for various MDS coding schemes; declustered data placement (k = n).

(a) MDS(3,1) (b) MDS(9,6) (c) MDS(16,12) (d) MDS(14,10)

Figure 22. MTTDL vs. Ps for various MDS coding schemes; declustered data placement (k = n).

Figure 23. Normalized amount of data loss E(Q) vs. Ps for various MDS coding schemes; declustered data placement (k = n).

(a) MDS(3,1) (b) MDS(9,6) (c) MDS(16,12) (d) MDS(14,10)

Figure 24. EAFDL vs. Ps for various MDS coding schemes; declustered data placement (k = n).

(a) MDS(3,1) (b) MDS(9,6) (c) MDS(16,12) (d) MDS(14,10)

Figure 25. Normalized E(H) vs. Ps for various MDS coding schemes; declustered data placement (k = n).
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(a) MTTDL ratios (b) EAFDL ratios (c) E(H) ratios

Figure 26. Ratios of the MTTDL, EAFDL, and E(H) metrics for the MDS(9,6), MDS(16,12), and MDS(14,10) schemes to those corresponding to the 3-way
replication scheme; symmetric data placement with k = n/2.

(a) MTTDL ratios (b) EAFDL ratios (c) E(H) ratios

Figure 27. Ratios of the MTTDL, EAFDL, and E(H) metrics for the MDS(9,6), MDS(16,12), and MDS(14,10) schemes to those corresponding to the 3-way
replication scheme; declustered data placement (k = n).

VII. CONCLUSIONS

The effect of latent sector errors on the reliability
of erasure-coded data storage systems was investigated. A
methodology was developed for deriving the Mean Time to
Data Loss (MTTDL) and the Expected Annual Fraction of
Data Loss (EAFDL) reliability metrics analytically. Closed-
form expressions capturing the effect of unrecoverable la-
tent errors were obtained for the symmetric, clustered and
declustered data placement schemes. We demonstrated that
the declustered placement scheme offers superior reliability
in terms of both metrics. We established that, for realistic
unrecoverable sector error rates, MTTDL is adversely affected
by the presence of latent errors, whereas EAFDL is not.
We considered several real-world erasure coding schemes and
demonstrated their efficiency. The analytical reliability expres-
sions derived enable the identification of storage-efficient data
placement configurations that yield high reliability.

Applying these results to assess the effect of network
rebuild bandwidth constraints is a subject of further inves-
tigation. The reliability evaluation of erasure-coded systems
when device failures, as well as unrecoverable latent errors
are correlated is also part of future work.

APPENDIX A

We consider the direct path
−−→
UFu = 1 → 2 → · · · →

u → UF and proceed to evaluate PUFu
(R1, α⃗u−1), the prob-

ability of entering exposure level u through vector α⃗u−1 ≜
(α1, . . . , αu−1) and given a rebuild time R1, and then en-
countering an unrecoverable failure during the rebuild process
at this exposure level. It follows from (20) that

PUFu
(R1, α⃗u−1) = Pu(R1, α⃗u−2) · Pu→UF(R1, α⃗u−1) . (66)

It follows from Eq.(111) of [13] by setting r̃ = u that

Pu(R1, α⃗u−2) ≈ (λb1R1)
u−1

u−1∏
i=1

ñi

bi
(Vi αi)

u−1−i . (67)

Given that the elements of α⃗u−2 are independent random
variables approximately distributed according to (9), such that
E(αk

i ) ≈ 1/(k + 1), we have

E

(
u−1∏
i=1

αu−1−i
i

)
=

u−1∏
i=1

E(αu−1−i
i ) ≈

u−1∏
i=1

1

u− i
=

1

(u− 1)!
.

(68)
Unconditioning (67) on α⃗u−2 using (68) yields

Pu(R1) ≈ (λb1R1)
u−1 1

(u− 1)!

u−1∏
i=1

ñi

bi
V u−1−i
i . (69)

Unconditioning (69) on R1 and using (6) and (8) yields (21).

We now proceed to calculate Pu→UF(R1, α⃗u−1). Upon
entering exposure level u, the rebuild process attempts to
restore the Cu most-exposed codewords, each of which has
m − u remaining symbols. Let us consider such a codeword,
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and let Lu be the number of symbols permanently lost and Iu
be the number of symbols in the codeword with unrecoverable
errors. Owing to the independence of symbol errors, Iu follows
a binomial distribution with parameter Ps, the probability that
a symbol has a unrecoverable error. Thus, for i = 0, . . . ,m−u,

P (Iu = j) =

(
m− u

j

)
P j
s (1− Ps)

m−u−j , (70)

≈
(
m− u

j

)
P j
s , for Ps ≪

1

m− u− j
, (71)

such that

E(Iu) =

m−u∑
j=1

j P (Iu = j) = (m− u)Ps . (72)

Clearly, the symbols lost due to the device failures can be
corrected by the erasure coding capability only if at least l of
the remaining m − u symbols can be read. Thus, Lu = 0 if
and only if Iu ≤ m−u− l or, by virtue of (3), Iu ≤ r̃−1−u.
Thus, the probability qu that a codeword can be restored is

qu = P (Lu = 0) = 1− P (Iu > r̃ − u) , (73)

which, using (70), yields (25).

Note that if a codeword is corrupted, then at least one of
its l user-data symbols is lost. Owing to the independence of
symbol errors, codewords are independently corrupted. Con-
sequently, the conditional probability PUF|Cu

of encountering
an unrecoverable failure during the rebuild process of the Cu

codewords is

PUF|Cu
= 1− qCu

u , for u = 1, . . . , r̃ . (74)

Substituting (11) into (74) and using (24) yields

Pu→UF(R1, α⃗u−1) ≈ 1−q
C

∏u−1
j=1 Vj αj

u = 1−q̂
∏u−1

j=1 αj

u . (75)

Substituting (75) into (66) yields

PUFu(R1, α⃗u−1) ≈ Pu(R1, α⃗u−2)

[
1− q̂

∏u−1
j=1 αj

u

]
. (76)

Unconditioning (76) on α⃗u−1 and using (67) yields

PUFu
(R1) ≈ Pu(R1)− (λb1R1)

u−1

(
u−1∏
i=1

ñi

bi
V u−1−i
i

)

· Eα⃗u−1

[(
u−1∏
i=1

αu−1−i
i

)
q̂

∏u−1
j=1 αj

u

]
. (77)

LEMMA 1: For αi ∼ U(0, 1) and for all q ∈ R, it holds
that

E

[(
u−1∏
i=1

αu−1−i
i

)
q

∏u−1
i=1 αi

]

=
1

(u− 1)!
+ log(q)−(u−1)

(
q −

u−1∑
i=0

log(q)i

i!

)
. (78)

Proof: It holds that

q
∏u−1

i=1 αi = e log(q)
∏u−1

i=1 αi =

∞∑
j=0

log(q)j (
∏u−1

i=1 αi)
j

j!
,

(79)

which implies that(
u−1∏
i=1

αu−1−i
i

)
q

∏u−1
i=1 αi

=

(
u−1∏
i=1

αu−1−i
i

) ∞∑
j=0

log(q)j (
∏u−1

i=1 αi)
j

j!


=

∞∑
j=0

log(q)j
∏u−1

i=1 αu−1−i+j
i

j!
. (80)

Consequently,

E

[(
u−1∏
i=1

αu−1−i
i

)
q

∏u−1
i=1 αi

]

=

∞∑
j=0

log(q)j
∏u−1

i=1 E(αu−1−i+j
i )

j!

≈
∞∑
j=0

log(q)j
∏u−1

i=1
1

u−i+j

j!

=

∞∑
j=0

log(q)j

(u− 1 + j)!
=

1

(u− 1)!
+

∞∑
j=1

log(q)j

(u− 1 + j)!
(81)

=
1

(u− 1)!
+ log(q)−(u−1)

∞∑
i=u

log(q)i

i!

=
1

(u− 1)!
+ log(q)−(u−1)

( ∞∑
i=0

log(q)i

i!
−

u−1∑
i=0

log(q)i

i!

)

=
1

(u− 1)!
+ log(q)−(u−1)

(
elog(q) −

u−1∑
i=0

log(q)i

i!

)

From (69) and (78), (77) yields

PUFu
(R1) ≈ − (λb1R1)

u−1

(
u−1∏
i=1

ñi

bi
V u−1−i
i

)

· log(q̂u)−(u−1)

(
q̂u −

u−1∑
i=0

log(q̂u)
i

i!

)
. (82)

Unconditioning (82) on R1, and using (6) and (8), yields (23).

APPENDIX B

At exposure level u, when Iu ≥ m − u − l + 1 = r̃ − u,
the number Lu of lost symbols is Iu + u. Consequently, the
expected number E(Lu) of lost symbols is

E(Lu) =

m−u∑
i=r̃−u

(i+ u)P (Iu = i) , (83)

where P (Iu = i) is given by (70). Considering approximation
(71), it follows that

E(Lu) ≈ r̃

(
m− u

r̃ − u

)
P r̃−u
s , for Ps ≪

1

m− r̃
. (84)
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The expected number E(SU|Cu) of symbols lost due to
unrecoverable failures during the rebuild of the Cu codewords
at exposure level u is equal to Cu E(Lu), which yields

E(SU|Cu)
(84)
≈ Cu r̃

(
m− u

r̃ − u

)
P r̃−u
s , Ps ≪

1

m− r̃
. (85)

Substituting (11) into (85) yields

E(SU|α⃗u−1) ≈ C

u−1∏
j=1

Vj αj

 r̃

(
m− u

r̃ − u

)
P r̃−u
s . (86)

Subsequently, the expected number E(SUFu |R1, α⃗u−1) of
symbols lost due to unrecoverable failures encountered during
rebuild in conjunction with entering exposure level u through
vector α⃗u−1, and given a rebuild time R1, is determined as
follows:

E(SUFu
|R1, α⃗u−1) = Pu(R1, α⃗u−1)E(SU|α⃗u−1) . (87)

Substituting (67) and (86) into (87) yields

E(SUFu |R1, α⃗u−1) ≈ (λb1R1)
u−1

[
u−1∏
i=1

ñi

bi
(Vi αi)

u−i

]

· C r̃

(
m− u

r̃ − u

)
P r̃−u
s , Ps ≪

1

m− r̃
. (88)

From (68), we have that E(
∏u−1

i=1 αu−i
i ) = E(

∏u
i=1 α

u−i
i ) ≈

1/u!. Thus, unconditioning (88) on α⃗u−1 yields

E(SUFu
|R1) ≈ (λb1R1)

u−1

(
u−1∏
i=1

ñi

bi
V u−i
i

)
1

u!
C r̃

·
(
m− u

r̃ − u

)
P r̃−u
s , Ps ≪

1

m− r̃
. (89)

Unconditioning (89) on R1, and using (6) and (8), yields

E(SUFu) ≈ (λ c)u−1 E(Xu−1)

[E(X)]u−1

(
u−1∏
i=1

ñi

bi
V u−i
i

)
1

u!
C r̃

·
(
m− u

r̃ − u

)
P r̃−u
s , Ps ≪

1

m− r̃
. (90)

Substituting (90) into (37) yields (38).

Remark 6: From (21), (47), (84), and (90), it follows that

E(SUFu
) ≈ Pu E(Cu) E(Lu) . (91)

Upon entering exposure level u, the expected number
E(SU|Cu) of symbols lost due to unrecoverable failures during
the rebuild of the Cu codewords is equal to Cu E(Lu), as
determined by (85). Consequently, upon entering exposure
level u, the expected number E(SU) of symbols lost due to
unrecoverable failures during the rebuild of the most-exposed
codewords is E(Cu)E(Lu). Therefore, the expected number
E(SUFu

) of symbols lost due to unrecoverable failures at
exposure level u is obtained by also considering the probability
Pu of entering exposure level u, as determined by (91).

Note that when entering exposure level r̃, for each of the
Cr̃ most-exposed codewords there are r̃ symbols permanently

lost. Therefore, the number of data symbols permanently lost
is Cr̃ r̃. Consequently,

E(SDF) ≈ PDF E(Cr̃) r̃ . (92)

Substituting (92) into (36), and using (44), yields (39).
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Abstract - The author is conducting research and development 
of different types of sensor systems for the maintenance of civil 
infrastructures, such as aging bridges and highways, and 
buildings. Highly accurate time information is added to 
measurement data, and a set of sensing data that ensures time 
synchronization is acquired and used for multimodal analysis of 
risk. In research so far, as a first step, a sensor device was 
developed that uses a digital high-precision accelerometer to 
perform highly-accurate time-synchronized sensing of civil 
infrastructures and buildings. A vibration table test was 
performed on the sensor device, and its time synchronization 
performance was verified. In this paper, a different type of 
digital sensing platform has been developed that allows a 
camera sensor to be connected in addition to a digital 
accelerometer. By adding a unified time stamp synchronized 
with the absolute time to data from the digital accelerometer 
and the image from the camera sensor when data is acquired, 
the vibration and the image can be measured synchronously. 
First, a Chip-Scale Atomic Clock (CSAC), which is an ultra-
high-precision clock, is mounted on the sensor device, and a 
mechanism is implemented whereby a time stamp is added to 
the outputs of the digital accelerometer and the camera sensor 
with timekeeping precision. A Field-Programmable Gate Array 
(FPGA) dedicated to adding time stamps is prepared. Tests were 
performed on the developed sensor device using a shaking table, 
and the time synchronization performance was checked by 
comparing the measurement results of multiple sensor devices 
and a servo type acceleration sensor. Next, the results of a 
performance verification experiment on a camera sensor 
mounted on the platform, are described.  

Keywords-Time Synchronization; Chip Scale Atomic Clock; 
Earthquake Observation; Structural Health Monitoring; Micro 
Electro Mechanical Systems; Camera Sensor 

I.  INTRODUCTION 
As civil infrastructure, such as bridges and highways, and 

buildings deteriorate over time, it has become important to 
automate inspections for maintenance of these structures. In 
addition, since there are many disasters, such as earthquakes 
and typhoons in Japan, it is necessary to detect damage to 
structures immediately after a disaster, and to estimate the 
damage situation. Data collection and analysis by sensor 
groups is effective for automating the detection of such 
abnormalities, but to analyze data sets measured by multiple 
sensors and evaluate structural safety, time synchronization 
between sensors is required [1].  

The authors applied wireless sensor network technology 
to develop sensors for seismic observation and structural 
health monitoring, and demonstrated their performance in 
skyscrapers [2][3]. In this system, time synchronization was 
achieved by sending and receiving wireless packets between 
sensors [2]. However, it is impossible to target multiple 
buildings, long structures, such as bridges, and wide-area 
urban spaces with wireless sensor network technology. On the 
other hand, if sensors installed in various places can 
autonomously retain accurate time information, this problem 
can be resolved. The method of using GPS signals is effective 
outdoors, but it cannot be used inside buildings, underground, 
under bridges, or in tunnels, etc.  

Therefore, the author developed a sensor device that 
autonomously retains accurate time information using a Chip-
Scale Atomic Clock (CSAC) [4]-[6], which is an ultra-high-
precision clock [7]-[9]. In order to apply the developed sensor 
device to earthquake observation, a logic was implemented 
that detects the occurrence of an earthquake and saves data on 
earthquake events, and its function was verified in a vibration 
table experiment [10]. The developed sensor device was also 
installed in an actual building and on an actual bridge, and 
used for seismic observation and evaluation of structural 
health [11]. However, as the developed sensor device had an 
analog MEMS accelerometer, it was difficult to measure 
minute vibrations accurately, and there was a risk of noise 
being mixed with the analog signal. The risk of noise was 
therefore eliminated by making the accelerometer mounted on 
the sensor device a digital type [1]. In this paper, a different 
type of digital sensor platform is further developed wherein a 
camera sensor can be connected to the sensor device. The 
details of the digital sensing platform and a mechanism 
whereby ultra-high-accuracy time information is added to 
sensor data by the CSAC, are described. The results of 
experiments performed to verify the time synchronization 
performance of the camera sensor are also reported. 

In this paper, Section II shows the existing time 
synchronization methods and describes their problems and 
achievement of the development of digital sensing platform 
proposed in this research. Section III describes the mechanism 
for providing ultra-high accurate time information to digital 
sensor data by the CSAC, and explains the configuration of 
digital sensing platform and the development of the actual 
sensor device. Section IV describes the configuration of 
digital sensing platform and the development of the actual 
sensor device. Further, Sections V and VI describe the 
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performance verification tests on the time synchronization of 
developed sensor device and camera sensor device, and it is 
confirmed that time synchronization among the developed 
digital sensor devices with camera is achieved. 

II. STATE OF THE ART 
A time synchronization function is indispensable for 

sensor devices used to monitor structural health and make 
seismic observations of civil infrastructure, such as bridges 
and highways, and buildings. This is because time series 
analysis using phase information cannot be performed unless 
a data set is obtained in which time synchronization is 
achieved. Regarding time synchronization of sensing, many 
studies have already been performed, such as the use of GNSS 
signals from artificial satellites and the Network Time 
Protocol (NTP) for time synchronization on the Internet [12]. 
There are also studies where time synchronization is achieved 
by utilizing the characteristic of wireless sensor networks that 
propagation delay is small. For example, time synchronization 
protocols, such as Reference Broadcast Synchronization 
(RBS), Timing-sync Protocol for Sensor Networks (TPSN), 
and Flooding Time Synchronization Protocol (FTSP) are 
being studied [13]-[17].  

However, although time synchronization using wireless 
technology is convenient, wireless communication may not 
always be possible. Particularly, if wireless communication is 
interrupted during an earthquake, it will not be possible to 
perform sensing where time synchronization is guaranteed. A 
technology that realizes highly accurate time synchronization 
in a room includes IEEE1588 Precision Time Protocol (PTP). 
PTP uses an Ethernet cable in a general Local Area Network 
(LAN) as a transmission line, and achieves accurate 
synchronization within one microsecond using time packets. 
However, it has many problems. For example, it is difficult to 
achieve stable synchronization accuracy due to packet delay 
fluctuation and packet loss due to congestion in the LAN. 
Moreover, since the delay is corrected by packet switching, 
the PTP devices that can be connected to the master device are 
limited, and it cannot be deployed in a Wide Area Network 
(WAN) environment where the delay amount varies 
drastically.  

To obtain a set of sensor data that guarantees long-term, 
stable time synchronization even when GPS signals are not 
available, wireless transmission/reception is unstable, and 
wired network connection is not possible, it would be ideal if 
different sensors autonomously retain accurate time 
information. If accurate time information could be added to 
the data measured by each sensor, a sensor data set that 
guarantees time synchronization would be obtained. It was 
therefore decided to develop a sensing system that 
autonomously retains accurate time information by employing 
a CSAC [5]-[7], which is a clock with high timekeeping 
accuracy. The CSAC is a clock that achieves ultra-high-
accuracy time measurement to several tens of picoseconds (5 
x 10-11 seconds), while having an ultra-small external shape 
that can be mounted on a board. Development began in 2001 
with the support of the US Defense Advanced Research 
Projects Agency (DARPA), and consumer products were 
launched in 2011.  

Applications include measures against GPS positioning 
interference by jamming signals, high-precision positioning 
by installing on smartphones, etc., and high-level assessment 
of disaster situations, and further price reduction is expected 
as it becomes more widespread. CSAC has a small error of 
about 4 to 8 orders of magnitude less than that of timekeeping 
by a crystal oscillator, and time synchronization by NTP or 
GPS signals. If this CSAC is installed in each sensor device 
and a mechanism is implemented that gives a highly accurate 
time stamp to sampling of the data to be measured, sensor data 
sets that guarantee time synchronization can be collected even 
if GPS signals cannot be used, wireless transmission/reception 
is unstable, and wired network connection is unavailable. In 
development so far, the sensor device had a MEMS 
accelerometer, and the system configuration allowed for any 
analog sensor to be connected via an external input interface.  

However, as the accuracy of the analog MEMS 
accelerometer is not high, noise might still be mixed with the 
analog signal, and it was desired to be able to connect a camera 
sensor, which is a type of digital sensor, it was decided to 
develop a new platform with full digital sensing. Specifically, 
a technology was developed to mount a digital accelerometer 
on the sensor device to enable high-precision acceleration 
measurement without the risk of noise contamination, connect 
a camera sensor, and assign accurate time stamps by CSAC to 
both digital outputs. Data sets obtained by the sensor device 
described in this paper, where time synchronization is 
guaranteed, can be used to analyze the structural health of civil 
infrastructure and buildings, and understand seismic 
phenomena. In addition, although research has been 
conducted on the application of camera sensors to structural 
health monitoring [18][19], time synchronization between 
sensors has not been rigorously studied. 

III. TIME STAMPING MECHANISM USING CHIP SCALE 
ATOMIC CLOCK 

A CSAC, shown in Figure 1, has time accuracy equivalent 
to that of a rubidium atomic clock and is very accurate 
compared with crystal resonators [6][8]. The CSAC can 
achieve ultra-precision time measurement at a level of some 
ten picoseconds, consumes low power and is small enough to 
be mounted on a circuit board (Table Ⅰ). The development of 
the CSAC started with the support of Defense Advanced 
Research Projects Agency, and the commercial product was 
released by an American company in 2011 and is still 
available for purchase. Recently, ultra-small atomic clock 
systems, which can be mounted on general communication 
terminals, such as smart phones, have been proposed, and 
further downsizing and price reduction are expected. If the 
sensor device is equipped with a CSAC and a mechanism that 
adds time stamping for every sample of measured data, the 
sensor device can create data having high-accuracy time 
information. Each sensor device autonomously keeps highly 
accurate time information even if the GPS signals and network 
communication are unavailable. Therefore, by collecting the 
measured data by means, such as 3G, Wi-Fi, Ethernet, etc., a 
data group ensuring time synchronization can be obtained. 
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Figure 1.  Chip Scale Atomic Clock (CSAC). 

TABLE I.  SPECIFICATIONS OF CSAC 

Model SA.45s 

RF output 10 MHz 

1 PPS output Rise/fall time: < 10 ns 
Pulse width: 100 µs 

Power consumption < 120 mW 

Outside dimensions (mm) 40 × 35 × 12 

Frequency accuracy ± 5 × 10-11 

Aging < 9 × 10-10/month 

 
To configure a sensing system composed of multiple 

sensor devices equipped with a CSAC, one device is set as a 
master device and other devices as slave devices must be 
synchronized by defining absolute time information. The 
main controller of each sensor device is equipped with an 
input/output connector for 1 Pulse Per Second (PPS) of the 
CSAC. Using this connector, the master device outputs 1 PPS 
signal, and each slave device inputs it to synchronize and 
match the phase of the CSAC in each slave device. The CSAC 
keeps accurate time, but it does not have absolute time 
information. Therefore, it must be defined separately. At 
initial settings, the GPS module installed in the main 
controller is used. Absolute time information is transmitted 
from the master device to the slave device by the IEEE 1588 
standard. Once all the sensor devices are synchronized at the 
beginning, they continue keeping highly accurate time 
information autonomously. It is only necessary to install the 
sensor device in an arbitrary place and collect data. As 
mentioned above, any means of data collection, such as 
Ethernet, Wi-Fi, or 3G, are available as the measured data 
records accurate time stamping. 

IV. DIGITAL SENSING PLATFORM AND CIRCUIT 
CONFIGURATION  

An ordinary sensor device consists of a CPU, a sensor, a 
memory and a network interface, and a crystal oscillator is 
used for the CPU. If a CSAC is mounted on such a sensor 
device to correct the time information of the CPU and perform 

measurement, a delay will occur because the timing accuracy 
of the CSAC is too high. Therefore, in order to directly add 
time information by the CSAC to the measurement data of the 
sensor in terms of hardware, a mechanism utilizing a Field-
Programmable Gate Array (FPGA), which is a dedicated 
integrated circuit, was contrived. As a result, the CPU of the 
sensor device is not overloaded, and it became possible to save 
measurement data to which time information is added by the 
FPGA in a memory, and to collect the data via a network. 
Moreover, since the FPGA is programmable, it can not only 
handle CSAC time information, but also incorporate logic, for 
example to detect abnormalities, etc., using the measurement 
data. In this paper, a mechanism is developed whereby 
accurate time stamps by the CSAC are added to the outputs of 
the digital accelerometer and camera sensor. 

 
4.1 System Configuration 

As shown in Figures 2 and 3, the sensor device in this 
research consists of an oscillator board that synchronizes GPS 
Time (GPST) with the CSAC and supplies a stable reference 
signal, a sensor board on which a digital accelerometer and 
external analog sensor input interface are mounted, a signal 
processing board on which a CPU and FPGA are mounted, 
and a camera that captures images. A high-precision 10 MHz 
reference clock and one PPS signal are supplied by the 
oscillator board, and a time stamp and trigger signal for 
acquiring data are generated by the FPGA. The sensor board 
is provided with the digital accelerometer and external analog 
sensor input interface. Any analog sensor can be connected to 
the external analog sensor input interface. The sensor devices, 
which are individually equipped with the sensor board 
containing the digital accelerometer, can be freely combined 
with the other sensor devices having displacement sensors or 
strain sensors via external analog sensor input interface. 

 
 

 

Figure 2.  System configuration. 
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Figure 3.  Oscillator board configuration. 

The digital accelerometer outputs data according to the 
trigger signal via a Universal Asynchronous Receiver 
/Transmitter (UART). The data of the sensor connected to the 
external analog sensor input interface is converted by an A/D 
converter according to the trigger signal, and output as a 16-
bit serial value. The camera sensor can release the shutter 
according to the trigger signal, and outputs it as an RGB value. 
The data thus acquired is saved in a connected storage (SSD). 
The sensor device is operated via a wired LAN, Wi-Fi, or USB. 

 
4.2 Oscillator board 

The configuration and external appearance of the 
oscillator board are shown in Figures 4 and 5. The oscillator 
board has a function to synchronize the CSAC with 1 PPS 
output by the GPS module or 1 PPS input from outside. When 
time synchronization is required between multiple sensor 
devices, all the sensor devices are designated as "master", or 
one sensor device is designated as a "master" and the other 
sensor devices are designated as "slave".  

 
 

 
Figure 4.  Oscillator board configuration. 

 
Figure 5.  External appearance of the oscillator board. 

When the sensor device is a master, GPS and the CSAC 
are synchronized by receiving GPS signals, and inputting 1 
PPS obtained from the GPS module to the CSAC. When the 
sensor device is a slave, the master and slave are synchronized 
by inputting 1 PPS output by the master. In addition, 
commands for setting the CSAC synchronization cycle or 
resetting the phase value, as well as signal selection 
commands, are executed by the signal processing board 
through the connector. The 10MHz and 1 PPS output by this 
board are clock sources for this system. 

 
4.3 Sensor board 

The configuration and external appearance of the sensor 
board are shown in Figures 6 and 7. The sensor board is 
provided with a digital accelerometer and an external analog 
sensor input interface. The data obtained by the digital 
accelerometer can be sampled at the timing of the trigger. For 
the external analog sensor input interface, three channels are 
provided assuming that a servo-type analog accelerometer is 
connected for comparison with the digital accelerometer. 
Depending on the measurement purpose, any analog sensor, 
such as a displacement sensor, strain sensor or crack detection 
sensor, can be connected in addition to a servo-type analog 
accelerometer. 
 

 
Figure 6.  Sensor board configuration. 

Oscillator Board Signal Processing Board 
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Figure 7.  Sensor board. 

The signal input from the external analog sensor interface 
is converted by the A/D converter to output as a 16-bit serial 
value. Note that the signal is split into two paths, and one of 
them is amplified 64 times. Therefore, even with an A/D 
converter having a resolution of 16 bits, a resolution 
equivalent to 22 bits can be obtained. The data obtained by the 
digital accelerometer is output by the UART, and the data 
obtained by the sensor connected to the external analog sensor 
input interface is output by a Serial Peripheral Interface (SPI), 
both to the signal processing board. 

 
4.4 Signal processing board 

The configuration and external appearance of the signal 
processing board are shown in Figures 8 and 9. The FPGA 
shown in Table 2 is mounted on the signal processing board. 
As shown in Table 1, Ubuntu is installed as the OS of the CPU 
and Cyclone V is installed in the FPGA, enabling the use of 1 
GB of SDRAM. Also installed is a USB On-The-Go (USB 
OTG), and it is possible to be connected to an SSD and a Wi-
Fi antenna, which are extension devices. The Samba function 
can be used to acquire and browse built-in data via a LAN, 
and Secure Shell (SSH) allows to perform operations, such as 
settings and starting measurement. In addition, since it has a 
USB slave function, it can be operated via USB even when a 
LAN cannot be used. In addition to the above functions, the 
CPU mainly performs time setting, sorting of acquired data, 
format conversion, and filing. The FPGA adjusts the internal 
RTC (real-time clock), and generates the trigger signal based 
on the clock obtained from the oscillator. It also constitutes a 
data acquisition block for the various sensors and camera. 
 
4.5 Digital accelerometer 

The external appearance and specifications of the digital 
accelerometer mounted on the sensor board are shown in 
Figure 10 and Table 3, respectively. The on-board digital 
MEMS has a built-in 3-axis crystal accelerometer with high 
precision and stable performance manufactured by finely 
processing a crystalline material with superior precision and 
stability. As shown in Table 3, high-resolution vibration 
measurement with low noise (0.5 μG/√Hz) and low power 
(66 mW), is possible. It enables measurement bandwidths  of  
up  to  100 Hz,  and  an  increased  data  output  rate  of  up  to  
1000 Sps. 

 
Figure 8.  Signal processing board configuration. 

 
Figure 9.  Signal processing board. 

TABLE II.  SPECIFICATIONS OF MAIN FPGA AND DE10-NANO(CPU) 

Model DE10-NANO 

OS Ubuntu 16.04.6 LTS 
(GNU/Linux 4.5.0-00185-g3bb556b armv7l) 

CPU 800MHz Dual-core ARM Cortex-A9 

Memory 1GB DDR3 SDRAM 

LAN 1 Gigabit Ethernet PHY with RJ45 connector 

USB USBOTG×1, USBUART×1 

UART UART×2 

FPGA CYCLONE V 

FPGAROM EPCS64 

Storage 16GB (MicroSD) 

 
 

 
Figure 10.  Digital Accelerometer. 
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TABLE III.  SPECIFICATIONS OF DIGITAL ACCELEROMETER 

Model EPSON M-A351AS 

Range ±5 G 

Noise Density 0.5 μG/√Hz (Average) 

Resolution 0.06 μG/LSB 

Bandwidth 100 Hz (selectable) 

Output Range 1000 sps (selectable) 

Digital Serial Interface SPI 

Outside Dimensions (mm) 24 × 24 × 18 

Weight 12 grams 

Operating Temperature -20 ℃ to +85 ℃ 

Power Consumption 3.3 V, 66 mW 

Output Mode Selection Acceleration, Tilt Angle, or Tilt 
Angle Speed 

 
 
4.6 Camera sensor 

The external appearance and specifications of the camera 
sensor are shown in Figure 11 and Table 4, respectively.  

 

 
Figure 11.  Camera sensor. 

TABLE IV.  SPECIFICATIONS OF CAMERA SENSOR 

Model OmniVision OV5642 

Active Array Size 2592 x 1944 

Power Supply core: 1.5VDC±5%, analog: 2.6-
3.0 V, I/O: 1.7-3.0 V 

Temperature Range operating: -30 ℃ to +70 ℃ 
stable image: 0 ℃ to +50 ℃ 

Output Formats (8-bit) 
YUV(422/420)/YCbCr422, 

RGB565/555/444, CCIR656,    
8-bit compression data,         
8/10-bit raw RGB data 

Lenz Size 1/4” 

Input Clock Frequency 6-27 MHz 

Shutter rolling shutter 

Maximum Image Transfer 
Rate 

5 megapixel (2592x1944): 15 fps 
1080p (1920x1080): 30 fps 

720p (1280x720):60fps 
VGA (640x480): 60 fps 

QVGA (320x240): 120 fps 
Scan mode progressive 

Maximum Exposure Interval 1968 x tROW 

Pixel Size 1.4 μm x 1.4 μm 

Image Area 3673.6μm x 2738.4 μm 

OmniVision OV5642, which is a CMOS camera module, 
is used as the camera sensor. It is compact, has low power 
consumption, supports digital data (YUV422) output, 
performs very well in poorly lite environments, and can 
acquire images at the timing of a trigger by inputting an 
external trigger. 

V. PERFORMANCE CONFIRMATION TESTS ON THE TIME 
SYNCHRONIZATION FUNCTION OF SENSOR DEVICES WITH 

DIGITAL ACCELEROMETER 
Tests were performed using a shaking table to confirm the 

performance of the developed digital sensor device. The 
objective was to confirm the measurement performance and 
time synchronization performance of the digital sensor 
device. Three sensor devices and a servo acceleration sensor 
for comparison were fixed on a shaking table as shown in 
Figures 12 and 13, the same vibrations were applied in one 
horizontal direction, and the results were compared. The 
analog output of the comparative servo acceleration sensor 
was input to the sensor devices via the external input interface. 
In the test, a sweep wave of 2 to 20 Hz as shown in Figures 
14 and 15 was applied to excite the shaking table as an input 
wave, and the measurement sampling frequency of the sensor 
devices was set to 1,000 Hz. 

 

 
Figure 12.  Experimental setup. 

 
Figure 13.  Sensor boards on shaking table. 

Shaking Table 

X direction 

Servo Acceleration 
Sensor 
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Figure 14.  Input swept sine wave (2 to 20 Hz). 

 
Figure 15.  Power spectrum of input swept sine wave 

 
Figure 16.  Spectrum ratios of Fourier amplitudes of three sensor modules 

to servo-type acceleration sensor (X direction). 

 
Figure 17.  Spectrum ratios of Fourier amplitude of two slave modules to 

master module (X direction). 

 
Figure 18.  Spectrum ratios of Fourier phase of two slave modules to master 

module (X direction). 

Excitation was applied in the X-direction of the sensor 
devices, and measurement was performed by the sensor 
devices and the comparative servo acceleration sensor. 
Figure 16 shows the results of calculation of the Fourier 
amplitude spectrum ratios of the acceleration time history 
measured by the three sensor devices and the comparative 
servo acceleration sensor. The amplitude of the former three 
devices relative to the latter reflected the low pass filter 
characteristics of the digital sensors, so it can be seen that the 
digital acceleration sensor mounted on the sensor boards have 
good performance. 

Next, Figure 17 shows the results of obtaining the Fourier 
amplitude spectrum ratios for the measured acceleration data 
from two sensor devices (slaves) on the shaking table when 
the other sensor device was used as the master. The amplitude 
of the former two devices relative to the latter was perfectly 
flat over the frequency band 2 to 20 Hz, despite the measured 
results. In addition, Figure 18 shows the results of obtaining 
the Fourier phase spectrum ratios for the measured 
acceleration data from two sensor devices (slaves) on the 
shaking table when the other sensor device was used as the 
master. There is no phase delay between the sensor devices, 
and if the time synchronization was maintained it would be 
expected that it should be about zero over the frequency band 
2 to 20 Hz. From the figure, it can be seen that time 
synchronization has been achieved between the sensor 
devices. 

VI. PERFORMANCE VERIFICATION EXPERIMENT ON THE 
TIME SYNCHRONIZATION FUNCTION OF CAMERA SENSOR 

A performance verification experiment was carried out on 
the time synchronization function of the camera sensor. The 
experimental system configuration is shown in Figure 19. 
The trigger signal generated by the signal processing board is 
transmitted to the camera sensor and the FPGA of the LED 
control simultaneously. Since the shutter of the camera sensor 
and the lighting of the LEDs are synchronized, if the image 
can be acquired when the LEDs light up, it is considered that 
the image acquired is synchronized with the trigger. The 
FPGA for LED control shown in Figure 20 is configured to 
control the lighting of the LEDs at the clock timing of the 
trigger signal. As shown in Figure 12, 5×5 matrix LEDs light 

(s) 
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up one by one from upper left to lower right according to the 
rise of the trigger signal. As shown in Figure 21, the matrix 
LEDs are photographed with the camera sensor fixed.  

Figure 22 shows the result of imaging by the camera 
sensor. Time elapses from the upper left to the lower right. 
Since the LEDs in the image light up one by one, images can 
be acquired according to the signal input to the FPGA for 
LED control. In the images, the LEDs light up two at a time, 
and it can be seen that the camera sensor has a certain delay 
with respect to the trigger. As shown in Figure 23, it was 
verified that images could be continuously acquired in 
synchronization with the trigger. 
 

 
Figure 19.  Camera data measurement system. 

 
Figure 20.  FPGA for LED control. 

 
Figure 21.  Matrix LEDs. 

 
Figure 22.  Imaging arrangement. 

The performance verification experiment on the time 
synchronization of developed camera sensor device was 
carried out as shown above. It is confirmed that time 
synchronization among the developed digital sensor devices 
with camera is achieved. The development of this digital 
sensing platform has enabled time-synchronized 
measurements between digital accelerometers, camera 
sensors, and many types of external input analog sensors, as 
well as multimodal analysis between measurement data. 
 

VII. CONCLUSION 
In this paper, research and development relating to a 

digital sensing platform that autonomously retains highly 
accurate time information by applying a CSAC, was reported. 
First, a system based on a digital sensor and autonomous time 
synchronization by a CSAC was described, in which the 
development of a mechanism and a sensor device that add 
ultra-high-accuracy time information to sensor data using the 
CSAC were explained in detail. A function was added to 
assign the same time stamp as that of the output of the built-
in digital accelerometer, to the output of the camera sensor. 

Next, the results of tests performed to confirm the time 
synchronization performance of the sensor device were 
reported. Three sensor devices were mounted on a shaking 
table and tests were performed by applying vibrations 
simultaneously, and by checking the phase properties of the 
measurement results it was confirmed that time 
synchronization was achieved for sampling at 1,000 Hz. 

The results of an experiment carried out to verify the time 
synchronization performance of the camera sensor were also 
reported. In the future, the author plan to apply this new, 
different type of digital sensing platform to actual structures 
to acquire acceleration and video data that retain accurate time 
information. One possible problem is that although the timing 
accuracy of the CSAC is high, aging will occur in the long 
term, so it may be necessary to consider how to operate the 
sensing system according to the purpose and object of 
measurement. Further, as CSAC are currently expensive, it is 
hoped that they will be used more extensively in many fields. 
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Figure 23.  Continuous images from the experimental result. 
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Abstract—Standard Voronoi diagram decomposes a plane into
cells with a common closest site. This structure is widely used in
computational geometry in application to the nearest neighbor
problem. Using Euclidean metric is the most straightforward
solution, however, in urban environment it may lead to insuf-
ficient accuracy that is crucial in such applications as dynamic
ride sharing. Deviations in determining the nearest meeting point
are especially significant under the presence of obstacles: water
reservoirs, railway tracks, highways, industrial zones as well
as hilly terrain. Here, we propose a combined approach for
city Voronoi diagram construction in general metric space. A
transportation network is modelled as weighted graph, so that
the route consists of a foot-walking part and shortest path
in graph. Presented algorithm constructs continuous Voronoi
diagram for a plane using the individual graph Voronoi cells
as generator objects. Evaluation for the specific city topography
shows that the described algorithm provides more accurate
results in comparasion with the standart Voronoi diagram.

Index Terms—Voronoi diagram; dynamic ride sharing.

I. INTRODUCTION

Ride sharing applications are aimed at connecting drivers
and passengers in an optimal way. What this optimal way
means depends a lot on the specific mobility solution phi-
losophy and its target audience. Nevertheless, most of them
face such optimization problem as the nearest neighbor search:
identifying the point from a set of points which is the closest
to a given point according to some measure. The mobility
application Instaride [3] developed for the spontaneous shared
trips is driven by an instant matching algorithm. It connects
drivers and passengers in real time based on the user’s mobile
device positioning (satellite navigation data, triangulation in
mobile network) [2]. In order to minimize the driver’s efforts
and his route detour, the finite set of preselected fixed points
is used for passengers’ pick-up and drop-off (named meeting
points, in general). Preselection of the meeting points is
determined by the environmental conditions and is based on
criteria such as parking opportunity, presence of pedestrian
zones and easily recognizable landmarks. Such an approach
leads to the problem of finding the nearest meeting point
for users (both drivers and passengers) based on their real-
time positions. The paper structure is the following. The
Introduction explains the problem’s origin. In Section II, we
describe the concept of the presented approach and introduce
the terms and notation. Sections III and IV describe two parts

of the algorithm: discrete and continuous. In Section V, the
algorithm steps are given in detail. Section VI presents the
algorithm efficiency evaluation for the specific city topography.
Section VII concludes our work.

II. VORONOI DIAGRAM IN A GENERALIZED METRIC SPACE

One of the most effective ways to solve problems related
to the nearest neighbor search is to use the Voronoi diagram.
We introduce the following notation here: Lρ is a metric space
with the corresponding function ρ : L×L → R+ that satisfies
metric axioms. Then, Or(x) = {z : ρ(x, z) < r} is the open
metric ball with radius r ∈ R+, Sr(x) = Or(x) \ Or(x)
is the metric sphere and Λ(x, y) = {z : ρ(x, z) = ρ(y, z)}
is the bisector of x and y. It splits Lρ into the half-spaces
D(x, y) = {z : ρ(x, z) < ρ(y, z)} and, lying on the other
bisector side D(y, x) = {z : ρ(y, z) = ρ(x, z)}. For a given
finite set of seeds S = {s1, ..., sk} ∈ Lρ, the Voronoi cell
related to si is expressed as

V R(si, S) =
⋂
i ̸=j

D(si, sj) (1)

and the Voronoi diagram of S:

V (S) =
⋃
i ̸=j

V R(si, S) ∩ V R(sj , S). (2)

Being the most straightforward solution, a Voronoi diagram
based on the Euclidean distance provides tolerable approxima-
tion in the urban environment if the points are located quite far
apart within the uniform transportation network. In other cases,
the results are significantly worse: for short distances, for a
sparse roads network, in areas with irregular topography, under
the presence of one way roads, or in application to suburbs
stretched along the roads forming axon-like structures. Natural
obstacles such as rivers, lakes, vegetation zones, ravines and
mountains as well as urban (railways, highway, industrial zone,
pipelines) play a particularly important role in complicating
the route of movement between two points. The use of other
metric functions may improve the accuracy; however, another
problem arises: in some cases, the bisector dimension may
be more than 1 (this is true even for the Manhattan distance
ρ(x, y) =

∑
|x1 − y1| + |x2 − y2|) applicable to the regular

rectangular streets network.

52

International Journal on Advances in Telecommunications, vol 15 no 3 & 4, year 2022, http://www.iariajournals.org/telecommunications/

2022, © Copyright by authors, Published under agreement with IARIA - www.iaria.org



In a number of works, the graph represents the streets
network. The discrete network Voronoi diagram is then con-
structed while the metric used is the link between nodes (e.g.,
Yomono [6]). However, such models do not allow shortcuts,
which are often used by pedestrians to shorten the routes.
Aichholzer et al. [4] consider a plane with Manhattan distance
and isothetic transportation network. There are also several
works that use the generalized concept of Voronoi region
(needle) proposed by Bae and Chwa [7].

The approach presented in this work is aimed at being
applicable for the non-orthogonal street structure with curvi-
linear street segments. At the same time, as the ride sharing is
spontaneous, we strive to avoid excessive model complexity;
only walking to/from meeting points is assumed for the pas-
senger. In addition, being flexible to the possibility of using the
available network bandwidth data, the model should also work
with the minimum information of this kind. Thus, we believe,
the task of developing an optimal method for constructing a
Voronoi diagram for a similar class of problems is to find a
balance between complexity, accuracy and flexibility in using
available data, as the latter may vary a lot in different regions.

The main idea of the approach presented below is to
construct a discrete Voronoi diagram on a graph and then
transform the obtained cells into the seeds or generator objects
for the continuous Voronoi diagram on the plane. The latter
represents the partition of the plane with a transportation
network into proximity regions for the set of the given meeting
points. The algorithm overview is presented below while
individual steps are discussed in detail in sections III-IV.

1. Geospatial data preprocessing. The necessary information
is: land use, coordinates of the roads.

2. Voronoi diagram construction on the graph representing
transportation network.

3. Cell of the constructed discrete diagram with their co-
ordinates are used as the seeds for continuous Voronoi
diagram on a plane.

As a result, continuous combined Voronoi diagram for the
meeting points is constructed. This algorithm had been tested
for Oldenburg city centre [1] and then applied for pedestrians
on the area with radius 7 km around the city centre containing
79 meeting points (Fig. 1).

III. VORONOI DIAGRAM ON THE GRAPH

We consider the area of interest as a rectangular domain
Ω ⊂ R2 containing the city transportation network, providing
fixed routes. This network is modelled as a weighted graph
G(V,E), where E = {ei} is the set of edges, representing
roads and streets and V = {vk} are the graph vertices,
corresponding to the intersections and the deadlocks. Non-
negative edge weights w(ei) determine some proximity mea-
sure between the vertices connected by the edge ei.

Depending on data availability, it can be, e.g., edge length or
edge travel time. The latter depends on the segment’s capacity,
inclination, or traffic. Setting ρG(vi, vj) in an ordinary way
as the weights sum of the shortest path between vi and vj ,
one can consider VρG

as a metric space. Without additional

Fig. 1. Oldenburg with the suburbs (OpenStreetMap [5]).

Fig. 2. Graph representing transportation network with the meeting points.

constraints, it is true for the undirected graph as ρG always
satisfies the symmetry axiom. It is not so in the directed graph
case, nevertheless inward and outward Voronoi diagrams with
corresponding asymmetric metric function can be considered
instead. In application to the present nearest neighbor search
inward diagram is a general approach that represents both
types of movement: driving by car and walking. Taking
into account that there are no one-way pedestrian roads and
omitting the height difference for simplicity, one can assume
that the undirected graph provides good representation for
walking on foot in the mild regions.

Hence, we can build a Voronoi diagram on the graph
G(V,E) with respect to the meeting points S = {s1, .., sk} ⊂
V (Fig. 2).
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The Voronoi diagram brakes up the set of vertices into the
direct sum of the Voronoi cells V = V1 ⊕ ... ⊕ Vk, where
Vi = V R(si, S). Let Ei(si) be a set of edges connecting
vertices within Vi. Then E = E1 ⊕ ... ⊕ Ek + E0, where
E0 is the set of ”border” edges whose vertices belong to the
different cells.

The following steps describe a computational algorithm
for constructing a Voronoi diagram on a graph. The city
transportation network representation as a graph G(V,E) is
obtained from the OpenStreetMap (OSM) project geodata [5].
The project provides free editable geographic database of
the world. In this work we use Python package Osmnx to
download, model and project geospatial OSM data. The rest
of the code is also written in Python using such packages
as NumPy, Shapely, Matplotlib, Networkx, GeoPandas and
others.

At the first step geospatial data of this region is downloaded
and projected to Gauss-Krüger projection in which all further
computations take place. Thus, current data structure appears
as a weighted graph with the certain geometrical coordinates
for nodes and edges. Second, locations of the meeting points
are added to the set of graph vertices (Fig. 2). Since graph
order for the individual town lets allows it, brute-force can be
used for the Voronoi diagram construction: ∀v ∈ V find the
distance on the graph ρG(v, si), i = 1, k using the Dijkstra
algorithm. If sj satisfies ρG(v, sj) = min

i
ρG(v, si), then

v ∈ V R(sj). This computaion can be easily and effectively
parallelized as long as there is no need for data transfer
between the threads. Set V is split up into disjoint subsets
by the processor cores number. Then nodes of each subset
are divided into the groups according to their proximity to
a certain seed. Finally, the results are combined together.
Finding terms Vk for direct sum decomposition of V allows
to determine corresponding graph edges subsets Ek belonging
to which clearly indicates the nearest seed – meeting point for
each e ∈ E \ E0.

IV. PLANAR VORONOI DIAGRAM

Constructed according to the previous section, the Voronoi
diagram on the graph does not indicate the nearest meeting
point for the surface points lying outside the graph edges. As
graph V (G,E) can be considered not only as a topological
structure but set of geometrical objects: points and lines with
the certain coordinates, each subset Em corresponds to the
lines set E′

m on R2. It should be noted that in general
two seeds may intersect (Fig. 4). Normally it happens un-
der presence of the multi-level roads interchanges, tunnels,
crossroads with the prohibition for movement in the certain
direction but, in general, may have a connection with the roads
congestion and bandwidth. Although such cases represent
a small proportion of the total number of cases, the need
to process them significantly complicates the procedure for
bisector construction (section IV-C).

Fig. 3. Voronoi diagram on the graph.

A. Planar metric function

As long as there is no exact information about travel
routes outside the transportation lines, it is natural to assume
movement along a straight line in the direction of the nearest
transportation network segment. However, this simplification
does not take into consideration the presence of natural
and man-made obstacles: buildings, fences, water reservoirs,
ravines, vegetation and industrial zones, farmland as well
as private and restricted access areas. In suburbs and rural
surroundings such objects can occupy a large area, therefore
bypassing them significantly complicates the route. On the one
hand, it is possible here to consider a geometrical problem of
building an optimal curvilinear route between a given point
and a transportation network that does not intersect impassable
regions. The length of such a route is then used as a metric
function.

On the other hand, the problem of identifying impassable
regions from generally available geospatial data can be more
difficult than it seems. Although some obstacles can confi-
dently be considered as impassible, for others it is hard to
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Fig. 4. Geometrically overlapping cells of Voronoi diagram on the graph.

determine their real degree of obstruction. This applies to a
lesser extent to movement by car, but is relevant enough for
pedestrians who tend to take shortcuts. For example, taking
a shorter route by moving through a vegetation zone may
depend on vegetation type, density, soil type, time of year,
weather, time of day (due to the illumination factor). Thereby,
not only spatial, but short- and long- term time variation of
site passability occurs. Even the water reservoirs can freeze
in winter and become passable. Additional socio-behavioral
aspects play a role in relation to the zones forming artificial
obstacles. For them obstruction may depend on such factors:
if they are actively used or abandoned; if there security guards
and/or CCTV; the kind of fence around the perimeter; legal
consequences of a violation. The same applies to the crossing
the railways and highways outside the permitted spots.

It should be noted that there is likely a connection between
shortcut usage and benefits of route reduction. In contrast,
a high local crime rate can drastically reduce pedestrians’
willingness to walk outside of the streets. Moreover, tendency
to follow formal prohibitions varies in different cultures and
regions [9]: while in some cases a prohibition sign is enough,
in others even concrete fence is useless. It seems that up-
to-date information regarding the passibility of shortened or
alternative routes should come via some pedestrians’ feedback
system. Satellite imagery can help with the determining of
vegetation properties and recognition of footpaths. Neverthe-
less, leaving this approach for the future stage of work, we
currently use the Euclidean distance as a metric function.

B. Search for the equidistant points

Considering {E′
1, ..., E

′
k} as seeds in (2) and Euclidean

metric ρ2 as ρ, Voronoi diagram V (E′) can be constructed.
Obviously, ρ2(M,E′

m) is the distance between M ∈ R2 and
the nearest to M point of E′

m.
The first step is to find the metric sphere Sr(E

′
m) for

E′
m with the given radius r. The metric sphere analytically

obtained for the straight line segment consists of two cou-
ples of straight line segments and circular arcs. As far as
even curvilinear roads are represented in E′

m as polygonal
chains, Sr(E

′
m) is expressed as the individual spheres union’s

perimeter. By the definition, for two seeds and any point
M ∈ Ω : M ∈ Sr(E

′
m) ∩ Sr(E

′
n) ⇒ M ∈ Λ(E′

m, E′
n).

Therefore, finding sufficient number of such equidistant points
as equal radius spheres intersection, allows to determine with
some precision the bisector within the domain through further
interpolation. Let B′

r denote the set Sr(E
′
m)∩Sr(E

′
n). Giving

to the radius r variation with some step: rk+1 = rk + ∆r
(k = 0, 1, ...) we compute all coresponding metric spheres
intersections B′

r. Here rk ∈ [rmin, rmax], where rmin =
1
2ρ2(E

′
m, E′

n) and rmax is the minimum radius rk that satisfies
the condition B′

rk
̸⊂ Ω. Choice for the ∆r depends on two

aspects. First, the set of obtained equidistant points should be
adequate for the proper bisector line representation. Second,
the excessive precision should be avoided to reduce computa-
tional complexity at this algorithm stage. For this reason, the
variable radius increment step is chosen: ∆r(k) = ∆rk:

∆rk =

f ·∆rk−1 if E′
m ∪ E′

n ⊂
⋃

l=m,n

Or(E
′
l),

∆r0 otherwise
(3)

The radius increment step remains constant unless both
seeds are located within the open balls union, hereafter it
grows geometrically. Fig. 6 (top) illustrates how it affects com-
puted points distribution. In the computations below ∆r0 = 6
meters and f = 1.25. As a result, for each pair E′

m, E′
n we

obtain a set of equidistant points as combination:

B′(E′
m, E′

n) =
⋃
∀rk

B′
rk
(E′

m, E′
n) (4)

C. Bisector construction

A goal of the current step is to construct a continuous bisec-
tor from the set of equidistant points B′

mn = B′(E′
m, E′

n) =
{Qi}NB

i=0, Qi ∈ R2. Bisector Λ = Λmn constructed from
B′ = B′

mn should satisfy the following conditions:
1. Λ is a finite set of simple curves without self-

intersections.
2. Λ contains maximum number of points from B′.
3. Each curve in Λ intersects Ω in two points making the

domain partition possible.
4. Λ does not intersect with E′

m and E′
n.

The problem of such line set construction is to separate
points into groups (if necessary) and arrange them in each
group in a correct order for interpolation.
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Fig. 5. Equidistant points as equal radius metric spheres intersection.

Assuming E′
m

⋂
E′

n = Ø, Λ = Λmn will consist of one
line L that can be obtained with the following procedure. Let
denote Lω as a tuple of points.

1. Select arbitrary the initial point Q0 ∈ B′ : Q0 ∈ Ω.
Assign Lω = (Q0); B′ = B′ \ {Q0}.

2. Find Q1 ∈ B′ : Q1 ∈ Ω that is the nearest to Q0 point
in B′.
Set Lω = (Q0, Q1), B′ = B′ \ {Q1}, n = 2.

3. For Lw = (Qj0 , ..., Qjn−1) find Qα
n, Q

β
n ∈ B′ such that:

a) ρ2(Q
α
n, Qj0) = min

Q∈B′
ρ2(Q,Qj0).

If ρ2(Qα
n, Qj0) < ρ2(Q

α
n, Qjn−1) then place Qα

n as the
first element in Lω and set B′ = B′ \ {Qα

n}.
b) ρ2(Q

β
n, Qjn−1

) = min
Q∈B′

ρ2(Q,Qjn−1
).

If ρ2(Qβ
n, Qjn−1

) < ρ2(Q
β
n, Qj0) then place Qβ

n as the
last element in Lω and set B′ = B′ \ {Qβ

n}.
4. Assign n = n+1; repeat step [3.] until B′ is not empty
5. Compute L as the linear interpolation of Lω .
In other words, the process of points arrangement is the

sequential increment of the polygonal chain from the two
ends. Testing shows that this approach, which is based on
simple proximity, provides sufficient accuracy in the vast
majority of cases. However, for some closely located seeds
with irregular outlines containing combinations of convex and
concave elongated segments it may lead to: skipping some
of B′ points. Also obtained with interpolation line L can: a)
contain loops; b) intersect with the seeds. Thus, this resulting
L requires examination and, if necessary, must be rebuilt. In
exeptional cases in order to enhance the algorithm robustness,
a simplified bisector can be constructed. A possible option in
such a case is an analytically obtained straight line – bisector

Fig. 6. Computed equidistant points.

of the seeds centroids.

D. Overlapping seeds processing

In this section case E′
m

⋂
E′

n ̸= Ø will be covered
(Fig. 7, 8). The above described procedure for the bisector
construction does not work correctly under this condition.
In the test performed for Oldenburg this was observed 9
times among 3081 pairs. The approach is the following: the
procedure [1] – [5] from the previous section is performed
recursively with the additional constraints for Λ = {Lj}pj=1:

Lj

⋂
j ̸=i

Li = Ø and Lj

⋂
E′

l = Ø. (5)

Here choice l = m or l = n is voluntary. The process
of bisector construction for the intersected seeds is presented
below. Numbers in square brackets refer to the algorithm steps
for the individual line from section IV-C.

I. Assign a value to l; Set j = 0.
II. Set B′ = B′

j .
1. Perform step [1.].
2. Find Q1 as in [2.]. Set B′ = B′ \ {Q1}.

If Q0Q1 intersects E′
l then repeat the current step.

Otherwise set Lω = (Q0, Q1).
3. Let ξ ∈ {α, β}. If Qj0Q

ξ
n does not intersect E′

l then
perform for Qξ

n steps [3.a] or [3.b].
4. Perform step [4.].
5. Perform step [5.].

III. Add L into Λ.
Set B′

j+1 = B′
j \ Lω , j = j + 1.
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Fig. 7. Equidistant points for the overlapping seeds: single intersection.

Fig. 8. Equidistant points for the overlapping seeds: multiple intersections.

IV. Repeat steps II, III until card(B′
j

⋂
Ω) < K∗.

Using K∗ = 0 is possible although it reduces algorithm
robustness. In certain cases, a few equidistant points may be
left unused due to the algorithm simplifications. As a result of
steps I-III, we obtain lines set Λ.

It is worth to mention that computations on the step of
bisesector construction as well as on the step of searching
for the equidistant points allows effective parallelization: one
thread is allocated for each seeds pair.

E. Voronoi cells construction
For the certain seed E′

m each computed bisector
Λmn splits the domain in two parts: Ω = Ω

+

n ⊕ Ω
−

n :
E′

m ⊂ Ω
+

n , E′
m ̸⊂ Ω

−

n . If the bisector consists of a single line
then it cuts the domain in two polygons. Otherwise multiple
bisectors divide the domain into one simply connected region
and one multiply connected region consisted of two or more
subregions (Fig. 9). According to the Voronoi cell definition:

V R(E′
m, E′) =

⋂
i=1,k

Ω
+

i . (6)

Making a reverse substitution E′
m → Em → sm we get

V R(sm, S) as the cells of the combined continuous Voronoi
diagram based on metric functions ρ2 and ρG. In practice,
due to the limited accuracy for bisector computation Ω =⋃
V R(sm, S)

⋃
R. While cells overlay is not possible, the

voids R = {Rj} between cells may occur. Simple procedure
is used here to dispose of this areas of uncertainty: each void
is merged with the cell that has the largest common border
with it.

Fig. 9. Domain partition. Overlapping seeds case.
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V. EVALUATION

As mentioned above, test computations were performed for
the area with radius 7 km around Oldenburg city centre. The
selected region consists of urban, suburban and rural areas. It
also includes a variety of natural and man-made obstacles:
highways, railways, water reservoirs, industrial and vegetation
zones. For a given region with 79 selected meeting points,
we construct analytically the standard Voronoi diagram based
on the Euclidean distance (diagram I) and the combined
one in a way described above (diagram II). After the cells
construction through half-spaces intersection, 151 void region
remained within the domain. Their total area ≈ 0.1 km2 that
is 0.05% of domain area. The area of the two largest voids
is approx. 99% of total void area while 131 are smaller than
1 m2. After merging the voids with the computed cells the
final diagram is obtained (Fig. 11).
For comparison of Voronoi diagrams of types I and II, the
following value is used as measure of difference:

∆S =
1

S(Ω)

∑
i

S(C1
i \ C2

i ) =
1

S(Ω)

∑
i

S(C2
i \ C1

i ), (7)

where C1
i and C2

i are the cells for the same seed in dia-
grams I and II correspondingly. For the considered example
∆S ≈ 18%. One can expect the bigger difference for higher
number of meeting points and, consequently, smaller cells.
Also, for 3501 random locations uniformly distributed within
the domain, we determine the nearest meeting point in three
ways: a) from diagram I; b) from diagram II; c) by computing
the routes to all the meeting points with the Openrouteservice
engine [10] and detecting the meeting point corresponding to
the minimum route length. The results are the following. The
nearest meeting points obtained from diagrams I and II are
not equal in 18% what is consistent with ∆S value. Meeting
points are different from the obtained with Openrouteservice
for 17% (diagram I) and 10% (diagram II).

VI. CONCLUSION

There are several steps to be performed next in the context
of this work. First, the potential of using additional bandwidth
data must be analyzed. Second, impassable region processing
must be implemented in planar Voronoi diagram construc-
tion. Third, the presented approach must be tested for the
different regions and other methods of travelling, e.g., cars
and bicycles. Nevertheless, at this stage, one can conclude
that, despite the number of simplifications, the described
algorithm provides more accurate results in comparison with a
standard Voronoi diagram. At the same time, the processing of
complex topography features requires further study since they
are probably the main reason for the remaining imprecision.
These include multi-level road crossings, tunnels, elongated
geometric objects and natural obstacles.

Fig. 10. Classic Voronoi diagram.

Fig. 11. Combined Voronoi diagram.
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Abstract— Device-to-Device (D2D) enabled cellular networks 

are a promising solution for Ultra-Reliable Low-Latency 

Communication (URLLC) systems. Integrating D2D into 

future wireless industrial networks and next-generation 

manufacturing can support the creation of massive machine-

type wireless connections. In this paper, we present a Base 

Station Assisted (BSA) reinforcement learning approach for 

resource allocation in a D2D-enabled cellular network 

targeting smart manufacturing and Industry 4.0 applications. 

A distributed local Q-table is used for the D2D agents to 

prevent global information gathering and a stateless Q-

learning approach is adopted to reduce the complexity of 

learning and the dimension of the Q-table. The Q-tables of the 

D2D agents are then uploaded to the Base Station (BS) for the 

resource allocation to be implemented centrally. Simulation 

case studies show that the presented semi distributed BSA 

technique results in reduced signalling overheads and a good 

Quality of Service (QoS) across the network compared to other 
conventional schemes. 

 

Keywords—Fifth Generation (5G) and beyond networks; 

Radio Resource Management (RRM); Distributed Algorithms; 

Device-to-Device Communication (D2D); Reinforcement 

Learning. 

I.  INTRODUCTION  

    The increasing growth in the number of wireless smart 

devices and applications necessitates novel and efficient 

Radio Resource Management (RRM) schemes to address 

the different challenges faced. Device to Device (D2D) 

communication is considered one of the key technologies 

for 5G and beyond networks aiming to provide 

improvements in performance metrics such as throughput, 

spectrum, and energy efficiency especially for new verticals 

such as smart manufacturing and Ultra Reliable Low 

Latency Communication (URLLC) use cases, e.g., in 

wireless industrial applications [1]. Machine learning and 

artificial intelligence techniques are some of the main 

techniques currently gaining increased interest to realise the 

expectations of future generation wireless systems [2]-[3]. 

    Spectrum access where a cellular and D2D users share the 

same resources can potentially result in improved spectrum 

efficiency. However, if shared resource allocation is not 

properly coordinated, mutual interference between cellular 

and D2D links may degrade the Quality of Service/Quality 

of Experience (QoS/QoE) of end-users. 

    Future wireless networks are characterised by a high 

density of devices and dynamic environments with rapidly 

changing Channel State Information (CSI). Centralised and 

distributed schemes are two RRM approaches used to 

allocate resources to users. In a centralised scheme, the 

global acquisition of CSI by a centralised controller (e.g., a 

Base Station (BS)) often incurs high signaling overheads 

and computation complexity which, tend to increase with 

the number of users, therefore making it impractical to 

deploy. Furthermore, RRM problems are often formulated 

as optimisation problems where the QoS requirements are 

modelled as the constraints. These optimisation problems 

are often complex and difficult to solve directly. A 

distributed approach does not need a central entity. 

Resource allocation is executed by users, therefore reducing 

the amount of information exchange, computations, and 

processing by the base station, and resulting in improved 

QoS across the network.  

    Game theory and machine learning are important 

techniques that can be used to realise a distributed RRM 

scheme. Matching theory, which, has been used to solve 

assignment or pairing problems between two distinct sets of 

players with diverse QoS objectives [4], may get complex in 

a multiuser scenario with rapidly changing channel 

conditions using full CSI, as in [5].  

    Reinforcement Learning (RL) has been explored to 

address RRM problems in dynamic environments [6]-[7].    

RL is a machine learning approach, well-suited to support 

decision making in 5G-and-beyond networks with 

uncertainties, for example, in distributed resource allocation 

with unknown or partial information of network conditions. 

Q-learning is a reinforcement learning technique that uses a 

look-up table, known as Q-table, to determine an optimal 

strategy to adopt, by storing the values used to compute the 

maximum expected future rewards for actions taken at each 

state.  A large number of agents, states and actions can lead 

to a high-dimension Q-table which, may result in slow 

convergence and limit the practical applications due to the 

high memory requirements [8]. These challenges can be 

addressed by using Deep Reinforcement Learning (DRL) 

which, uses deep neural networks to approximate the tables 

[9]. However, DRL is associated with high complexity and 

large learning data [10]-[11]. 
    RL has been widely investigated to study intelligent 

power level and spectrum channel allocations for D2D-

enabled cellular networks in a multi-agent environment. The 

work in [12] formulated the resource allocation problem as a 

stochastic non-cooperative game among D2D users. 

However, the QoS requirements of cellular users sharing the 

same frequency bands with D2D users were not considered 
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in the reward model. In [13], a multi-agent actor-critic 

framework was proposed which, involves cooperation 

between users and sharing of all historical information 

(states, actions, and policies) in a centralised training 

scheme to ensure stability. This will consequently increase 

the amount of signalling overheads and information 

exchange. In [12]-[15], the reward function captured the 

QoS metric of cellular users in a centralised Q-learning 

approach, which, also leads to increased signalling 

overheads.  

    In this paper, we present a semi-distributed reinforcement 

learning scheme for spectrum resource sharing of D2D 

Users (DUEs) and Cellular Users (CUEs) targeting smart 

manufacturing environments and URLLC networks. This 

semi distributed approach relies on two phases. First, a 

decentralised training of agents is implemented. This is 

followed by Q-tables being uploaded to the base station for 

final resource allocation.  The reward function is modeled in 

such a way that there is no information exchange related to 

other agents’ actions or rewards. To address the problem of 

the ‘curse of dimensionality’ associated with Q-learning, a 

stateless Q-learning approach is adopted to reduce the 

dimension of the Q-table, nonetheless capturing the QoS 

demands of the D2D users. The main contributions of this 

work are summarised below: 

 

• A hybrid RRM scheme with distributed D2D training 

and a centralised channel allocation is presented with an 

advantage of reduced signalling overheads compared 

with conventional centralised approaches. This hybrid 

RRM scheme relies on stateless reinforcement learning 

algorithm is presented, where there is no state 

transition, to ensure a reduced dimension of the state-

action mapping, nevertheless capturing the key 

performance metrics of the DUEs. With this technique, 

there is a decrease in complexity and signalling 

overheads making scheme adaptable to high-density 

networks. 

• In previous works [16]-[18], the QoS of cellular users is 

captured by integrating it in the state space or reward 

function of the D2D users. Rather than the BS exchange 

the QoS estimation of the CUE with the DUE at each 

time slot, a Q-table for the CUEs is maintained and 

updated. 

• Numerical simulations are used verify the performance 

of the presented algorithm in comparison to other 

approaches in terms of achieved throughput, signalling 

overheads and complexity. 

 

    The paper is organised as follows: The system model and 

problem formulation are presented in Section II. In Section 

III, a stateless reinforcement learning algorithm for base 

station-assisted resource allocation is presented. Section IV 

presents simulation case studies and results.  The main 

conclusions and directions for future work are summarised 

in Section V. 

II. SYSTEM MODEL AND PROBLEM FORMULATION 

         We consider D2D and cellular users coexisting within 

a cellular network for uplink spectrum-sharing as illustrated 

in Fig. 1. There are � Cellular Users (CUEs) represented by 

a set � = ���, … , �	 , … �
� and � D2D Users (DUEs) 

denoted by a set 
 = ���, … , �� , … ��� deployed randomly 

within the coverage of the base station in a single cell 

system. 

 

 

 

 

 

 

 

 
Figure 1.  An illustration of a D2D enabled cellular network 

    The DUEs can autonomously select a Resource Block 

(RB) denoted by a set � = ���, … , �	 , … �
�, from a pool of 

radio resources [18]19, which, can overlap with that of the 

CUEs for the benefit of reuse gain. The cellular users have 

strict performance requirements in the form of minimum 

Signal-to-Interference Plus-Noise-Ratio (SINR) values to 

guarantee their throughput. The D2D links also have 

minimum SINR thresholds to guarantee their throughput 

demands, in addition, to the reliability and delay 

requirements. 

    We assume that each CUE has been pre-allocated a 

resource block. The transmit power of the CUEs and DUEs 

are denoted by ���  and ��� respectively. ��,�, 	���,�, 	���,��  

and ��,�� are the channel gains of cellular communication 

from the CUE �	 to the BS, the interference link from the 

DUE transmitter �� to the BS, the D2D communication link 
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from the DUE transmitter  �� to the receiver �  and the 

interference link form the CUE transmitter to the DUE 

receiver � , respectively. The channel gain comprises 

small-scale fading which, is assumed to be exponentially 

distributed with a unit mean and large-scale fading which, 

includes pathloss and shadowing with log-normal 

distribution.  

    The instantaneous received SINR at the BS from !th CUE 

and "th DUE over !th sub-channel at time slot # is given as 

[1]: 

 																Γ��(#) = '(�)(,*(+),-	.	∑ 0�� (+)'1�)1�,*(+)1�∈3                          (1)

                                                                                                 																Γ��(#) = '1�)1�,1�(+),-	.	∑ 0�� (+)'(�)(,1�(+)(�∈4                           (2) 

 

 λ�	 ∈ �0,1� denotes the binary resource reuse indicator, λ�	 = 1	implying that the  "th DUE selects !th CUE sub-

channel at time slot # and λ�	(#) = 0 otherwise. We assume 

that each DUE can access only one CUE sub-channel i.e., ∑ λ�	
 ≤ 1 and each CUE sub-channel is accessed by only 

one DUE i.e., ∑ λ�	� ≤ 1.    The data rates of the !th CUE 

and "th DUE is at time slot # given by: 

 

           	T��(#) = :	 log>?1 + Γ��(#)A,                                        (3) 

 														T��(#) = :! log2C1 + Γ�"(#)D,                                    (4) 

 

where :	 is the bandwidth of each resource block. The 

variance of the Additive White Gaussian Noise (AWGN) is 

denoted by σ>. 

    The channel gains for the different links (F, G) be 

expressed as follows: 

 

					
HIJ
IK ��,�LM�γ�,�O�,�P�,�QRS ≜ U�,�P�,�QRS���,�LM>γ��,�O��,�P��,�QR- ≜ U��,�P��,�QR-���,��LMVγ��,��O��,��P��,��QRW ≜ U��,��P��,��QRW��,��LMXγ�,��O�,��P�,��QRY ≜ U�,��P�,��QRY

Z            (5) 

 

where M[  is the pathloss constant,	\],[  is the small-scale 

fading gain due to multipath propagation and assumed to 

have an exponential distribution with unit mean. The large-

scale fading comprises pathloss with exponent ^[ and 

shadowing which, has a slow fading gain O],[ with a log-

normal distribution. P],[ is the distance from terminal F to 

terminal G [20].  

    The channel gain	���,��  and ��,��  can be estimated at the 

DUE receiver, � 	and made available at its transmitter, �� 

instantaneously [19]. Similarly, ��,� and 	���,�  can be 

obtained at BS through local information since uplink 

transmission is considered.  

   The reliability of the DUE �� ∈ 
,  _��(#), is defined as 

the probability of packet delay exceeding a predefined delay 

bound,	`��,abc, on channel ! at slot # is less than a threshold 

[21]. The objective of the system is to maximise the total 

throughput, d , of paired CUEs and DUEs while satisfying 

the QoS demands. The optimisation problem and constraints 

are described in (6). 

 efg0�� 	 	d = :	(	λ�	(∑ log>?1 + Γ��A��	∈h + ∑ log>(1 + Γ��)��	∈i ))                            
                                                                                                       (6)             

subject to 

   λ�	Γ�� − Γ��,akl ≥ 0                     ∀�	 ∈ �                        (6a)  

 P r C`�� > `��,abcD < 1 − _��∗       ⩝ �� ∈ 
         (6b) 

      ∑ λ�	��∈h ≤ 1                           ⩝ �� 	 ∈ 
                      (6c)                                                

       ∑ λ�	��∈i ≤ 1                           ⩝ �	 	 ∈ �                     (6d) 

                                      

   The minimum SINR, Γ��,akl, to guarantee the throughput 

requirement of the CUEs is defined in constraint (6a). 

Constraint (6b) takes into account reliability and delay, 

where `�� is the packet delay constraint for packet 

transmission of DUE ��. The expression captures the fact 

that the end-to-end delay should be less than `��,abc with a 

probability of at least 1 − _��∗ . Constraints (6c) and (6d) are 

channel association criteria. The reliability of the DUE links 

in (6c) is evaluated using an empirical estimation of number 

of packets transmitted similar to [21], from �� to �  whose 

delay is within the budget `��,abc over the total number of 

packets sent to �  at time slot # i.e., 

  _��(#) = 1 − Pr C`�� > `��,abcD ≈ 1 − v1�(+)�1�(+) ≅ P�"′ (#)�1�(+),   (7) 

 

where P��(#) is the number of packets for which, `�� >`��,abc and P��y (#) is the number of packets transmitted with `�� ≤ `��,abc (or number of packets delivered within the 

delay bound). z��(#) is total packet transmitted by DUE �� 
at time slot #. Reliability can also be measured in terms of 

the outage probability, which, is the probability that the 

measured SINR is lower than a minimum is less than a 

predefined threshold. The expression of the outage 

probability of "th DUE conditioned on the selected !th 

channel at time slot #  is given below [22]. 

 { (#) = Pr CΓ�� ≤ Γ��,aklD 

                  = 1 − |1�)1�,1�}c~	(Q�1�,����-�1��1�,1�)|1�)1�,1� 	.�1�,���|(�)(,,1� ≤ { � ,            (8) 
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where { (#) is the measured outage probability of DUE �� 
at time slot # and { �  is the maximum tolerable outage 

probability of ��.  
     

    The reliability of the DUE in terms of outage probability 

is expressed as [21]: 

 

                                _��(#) = 1 − { (#).                            (9) 

 

    Transmission delay is given as the ratio of packet size 

transmitted within delay bound to the transmission rate [23].  

From (7), (8) and (9) the transmission delay of "th DUE 

using the !th RB is formulated as: 

 

                         `��(#) = v1�� (+)
:!���-(�	.	Γ�") .                 (10) 

   At each time slot #, the resource allocation system 

implements two functions, namely:  

i) determining the SINR, Γ��  for the !th CUE and the SINR Γ�� that the "th DUE to ensure that the minimum SINR and 

target reliability _��∗ 	 thresholds are achieved and  

ii) allocating RBs to "th DUE so that d  is maximised. 

     

   The resource allocation optimisation problem for D2D 

communication in a cellular network is NP hard and a direct 

solution is not feasible. We present a base station-assisted 

resource allocation scheme which, adopts a semi-

distributive RRM approach. 

 

III. STATELESS REINFORCEMENT LEARNING FOR BASE 

STATION-ASSISTED  RESOURCE ALLOCATION  

      The goal of the agents is to maximise throughput in a 

D2D-enabled cellular network. At each time slot #, a DUE 

observes a state	�+  and takes an action �+ from the action 

space (i.e., select an RB �	), according to a policy π. Q-

learning enables an agent to determine the optimal strategy 

that maximises its long term expected cumulative reward. 

The Q-value is updated as follows [23]: 

 �+.� 	
= ��+(�+ , �+) + � �G+ + �max�′ �+(�+.�, �+.�) −�+(�+ , �+)�		if		� = �+ ,			� = �+�+(�+ , �+)	, otherwise Z, 
                                                                                         (11) 

 

where � ∈ [0,1] is the learning rate. With � = 0,  the Q-

values are never updated, hence no learning has taken place; 

setting � to a high value such as means that learning can 

occur quickly and 0 ≤ � ≤ 1 is the discount factor used to 

balance immediate and future reward [24]. 

    The state space, action space and rewards function in the 

learning environment are defined as follows: 

 

1) State Space: The state observed by DUE �� ∈ 
, ¡��	 (#), 
using resource block RB �	 at time slot # is defined by three 

variables, resulting in eight possible states as defined in 

Table I. 

 

                          ¡��	 (#) = ¢¡�1�	 , ¡£1�	 , ¡¤1�	 ¥,                      (12) 

   

where ¡ ∈ ¡��	 = �0,1�. ¡�1�	 (#) indicates the interference 

level and is defined as: 

 

              ¡�1�	 (#) 	= ¢1														Γ��(#) ≥ Γ��,akl0																							otherwise Z,              (12a) 

 ¡£1�	 (#) indicates the level of reliability and is defined as:  

                 ¡£1�	 (#) 	= ¢1																				_��(#) ≥ _��∗0																							otherwise Z ,          (12b) 

 ¡¤1�	 (#) indicates the packet transmission time and is defined 

as: 

 

             ¡¤1�	 (#) 	= ¢1														`��(#) ≤ `��,abc0																							otherwiseZ ,               (12c) 

 

 

TABLE I. State Space for DUEs 

 ¦§̈ ©ª  ¦«¨©ª  ¦¬¨©ª  ¦¨©ª  

0 0 0 0 

0 0 1 0 

0 1 0 0 

0 1 1 0 

1 0 0 0 

1 0 1 0 

1 1 0 0 

1 1 1 1 

    

 

    The state-action dimension is reduced by adopting a 

stateless learning approach. For the considered scenario, an 

action �	 ∈ ­ taken by an agent will result in the end of an 

episode i.e., states 0 and 1 are terminal states, where ¡��	 (#) 	= 1 is the goal state of the DUEs. Therefore, the 

learning environment can be modelled entirely using a 

stateless Q-learning i.e., action-reward only since the state 

transition is not required. An agent can choose its action 

based solely on its Q-value. The updated Q-value of the 

chosen action is based on the current Q-value and the 
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immediate reward from selecting that action. The update 

function in (11) is re-formulated as follows: 

 �+.�(�+) = ¢�+(�+) + �[G(�+) − �+(�+)], if		� = �+�+(�+),										otherwise Z     (13) 

 

where G(�+) is the immediate reward of selecting �. 

    In contrast to the standard Q-value update function in 

(11), it can be seen in (13) that not only the state-action 

formation (�, �) is not necessary, but also the information of 

the next state �+.� is not required because the actions lead to 

a terminal state. Therefore, the Q-table is defined in terms of 

the actions only and updated using the immediate reward. 

This results in 1 × |�|	dimension Q-table for "th DUE. This 

method reduces the learning complexity and the Q-table 

dimension.  

    The traditional cellular users in the network need to be 

protected from the interference caused by the DUEs for their 

minimum SINR to be satisfied. This may be achieved by 

integrating the SINR of the CUE, Γ��  in the state space or by 

reward function modelling. This way, the DUEs can obtain 

the information from the BS at time slot # as in [17]-[18], 

[25]; hence, the DUEs get a reward if the CUE SINR Γ�� ≥ Γ��,akl	, and a penalty otherwise. Rather than the BS 

exchange the measured CUE SINR, Γ�� , with the DUEs for 

every action �+ taken at each time slot, we adopt a scheme 

in which, the BS keeps a look-up table of the !th CUE based 

on the actions on the DUEs. Therefore, the Q-table for the !th CUE is  1 × |�|	 considering a stateless Q-learning 

structure.     

2) Action Space: The action space of DUE �� ∈ 
 is a set of 

all actions denoted by ­ = ���,+ , … , �	+ , … �,
+ �, where  �	+ is 

the action taken by �� ∈ 
 at time slot # and defined as the 

selection of an RB �	. 
3) Action-Selection Strategy: There are methods to select an 

action based on the current evaluation of the Q-value at 

every time slot # using a policy denoted by {��+ . These 

methods are used to balance the exploration and exploitation 

of actions taken by the agents [26]. Epsilon greedy (°-

greedy) is one of the methods of choosing an optimal Q-

value and described as follows: 

 {¨©± = ²argmax�∈³ �(�) 									probability	1 − °		(exploitation)Random	action														probability	°	(exploration) Z 
                                                                                          (14) 

 

where ° is the exploration rate with 0 ≤ ° ≤ 1. The 

exploration rate is the probability that the agents will 

explore the environment rather than exploit it. ° → 1 results 

in greater exploration whereas ° → 0 means greater 

exploitation. 

 

4) Reward Function: The reward function is modelled such 

that it relies only on local observations and can be 

implemented in a distributive manner. The rewards of the "th DUE and !th CUE for taking an action �	+ is expressed in 

terms of the achievable throughput using the Shannon 

capacity formula. Thus, the reward is directly related to the 

objective function of the optimisation problem. 

    Equation (15) shows that "th DUE only gets a reward 

when all the state variables are 1 (i.e., the minimum QoS 

demands are met), while !th CUE gets a reward if its 

minimum SINR is satisfied at each time slot for the action 

taken by "th DUE. From the reward function defined above, 

learning can be implemented independently in a 

decentralised manner such that each agent maintains a local 

Q-table. There is no information exchange relating to other 

agents’ actions or rewards and no cooperation is needed 

between the agents, which, results in reduced signalling 

overheads and reduced complexity compared with a 

centralised Q-learning approach.  

 

G��(�+) = ¼d��½ (#)						¡��	 (#) = 1	0, 												¡��	 (#) = 0 Z ,                   (15a)  

 

               G��(�+) = ¢d��½(#)							Γ�� ≥ Γ��,akl	0,																			otherwiseZ.                 (15b) 

 

   The Q-value of the "th DUE for selecting  !th RB at time 

slot # is updated as follows: 

 

���	 (�+) = ¼���	 (�+) + � �G��(�+) − ���	 (�+)� , if		� = �+���	 (�+),										otherwise Z. 
                                                                                        (16a) 

 

Similarly, the Q-value of the !th CUE for action taken by 

the "th DUE is updated as follows: 

 

���� (�+) = ¼���� (�+) + �¾G��(�+) − ���� (�+)¿, if		� = �+���� (�+),										otherwise Z. 
                                                                                      (16b) 

 

   From (16), it can be seen that after the training, the Q-

table of the "th DUE, 	���(�), will return ���	 (�) = 0 for its 

action on  !th RB that do not meet its QoS requirements. 

Similarly, the Q-table of the !th CUE, 	���(�), will return ���� (�) = 0 for the action of ©th DUE on ªth RB that do not 

meet its QoS requirements.  

   The BSA algorithm summarised in Algorithm I, aims to 

optimise the achieved system throughput. After the training 

phase, each DUE loads its Q-value table, ���(�),  to the BS 

for centralised matching. The BS will then allocate cellular 

resource blocks to D2D links in such a way that spectrum 

sharing is optimised, network throughput is maximised	and 

there is no need for information exchange between the UEs 

to find a suitable candidate. 

64

International Journal on Advances in Telecommunications, vol 15 no 3 & 4, year 2022, http://www.iariajournals.org/telecommunications/

2022, © Copyright by authors, Published under agreement with IARIA - www.iaria.org



Algorithm I: The BSA Reinforcement Learning Algorithm 
  

   1: Initialise the action-value function for the DUEs 

      ���(�) = 0|���(�) ≡ ���	 (�+)	, ! = 1,2, … , �    ⩝ �� ∈ 
 

   

   2: Initialise the action-value function for the BS for the actions of     

      the "th DUE on the !th RB   

     ¾���(�) = 0|���(�) ≡ ���� (�+), " = 1,2, … ,�	¿    ⩝ �	 ∈�                 
  3:    for �� ∈ 
  1 ≤ " ≤ �  do 

  4:        while not converge do  

  5:  generate a random number Á ∈ �0,1� 
  6:            if Á < ° then 

  7:                  Select action �	+ randomly 

  8:            else 

  9:                   Select action �	+=argmax�∈³��"(�#) 
10:            end 

 

11:            Evaluate _�� , Γ�� and `��  of �� ∈ 
 for the action �+ 
 

12:            Measure the SINR, _�� , of CUE �	 ∈ � for the 

action   �+ taken by �� ∈ 
 

13:  Observe immediate reward of �� ∈ 
 and �	 ∈ �,   

                  

14:            Update action-value for action of  �� ∈ 
 on the !th   RB ���	 (�) = ���	 (�) + � �G��(�+) + ���	 (�)� 
 

15:            Update action-value for �	 ∈ � for action �+ of "th  

                 DUE  ���� (�) = ���� (�) + �¾G��(�+) + ���� (�)¿  
 

16:          end while 

17:    end for 

 

18: Load ���(�) to the BS          ⩝ �� ∈ 
 

 

19: for �� ∈ 
  1 ≤ " ≤ �  do 

20:      Obtain �(�) = Â���	 (�), ���� (�)Ã 		! = 1,2, … , � 

21:     	�Ä(�) ⊆ �(�)| Â��"! (�), ��!" (�)Ã ∈ ℝ+
, where ℝ.   

            positive real number 

22:       �ÇÈÇ = ���	 (�) + ���� (�)         ⩝ F ∈ �É(�) 
23: end for 

 

24: Set up a list for unmatched DUE 
Ê = 	��� :	⩝ �� ∈ 
Ê� 
25: while 
Ê ≠ ∅ do 

26:       Rank 
Ê in increasing order of |0 �É(�)| 
27:       Start DUE �� ∈ 
Ê: �É(�) ≠ ∅ with the least | �É(�)| 
28:        �	∗ = max[�	∈ �TOT 

29:        
Ê = 
Ê − ��  
30:        �É(�) = �É(�)\�!∗       ⩝ ��� ∈ 
Ê|	"y ≠ " 
31: end while 

 

 

 

IV. SIMULATION CASE STUDY AND PERFORMANCE 

EVALUATION 

   The performance of the BSA approach described in 

Section III, is verified by considering a single-cell network 

in an industrial scenario. The simulation set-up and channel 

models are as described in [1] and summarised in Tables II 

and III. The network dynamics is captured by generating the 

channel fading effects randomly. The throughput is the main 

metric used to evaluate the performances of the algorithms. 

The performance of BSA is compared with centralised 

optimisation and the game theoretic Deferred Acceptance 

(DA) techniques [1][20]. 

A. Throughput Performance  

   The throughput performance of matched DUEs as a 

function of the number of DUEs in the system �, is shown 

in Fig. 2. It can be concluded that the sum throughput of the 

DUEs increases with the number of cellular users � for all 

the considered algorithms. As expected, the number of 

admitted DUEs increases with the introduction of new 

DUEs to the system, but unchanged if a valid cellular 

resource-sharing partner cannot be found because the 

minimum QoS requirements are not satisfied. The 

performances of centralised and BSA approaches are 

comparable, while the DA method shows the least 

performance. The BSA algorithm outperforms the DA 

algorithm by up to 9.69% increase in the DUE throughput 

performance. However, it is semi-distributive as the final 

resource allocation is implemented by the BS whereas the 

DA approach is decentralised (the channel selection is user-

centric, and no BS intervention is necessary to achieve 

autonomy). Players can make their resource allocations 

choices to maximise their individual throughput and 

ultimately achieve system stability.  The performance of the 

sum throughput of the matched UEs (that is valid pairings 

between CUEs and DUEs) with respect to the number of 

cellular users �	is shown in Fig. 3. The sum throughput 

increases with �. The BSA approach indicates better 

performance at � ≤ 35 with up to 12.05% increase in sum 

throughput compared to the centralised approach, while the 

centralised approach performed better at � > 35	with up to 

9.39% increase in throughput. The DA algorithm again 

shows the least performance compared to the BSA 

technique. 

    The effects of the outage probability of the DUE, { � , and 

delay threshold of the DUEs, `��,abc  on the sum rate of the 

matched UEs for all algorithms are shown in Fig. 4 and Fig. 

5, respectively. The sum throughput of the matched UEs 

increases with { �  and `��,abc. This is because higher { �  

causes the interference from the CUEs to be more tolerable 

by the DUEs, therefore making potential CUE-DUE pairing 

possible. Similarly, higher `��,abc increases the sum 

throughput at fixed outage probability and payload since the 

delay requirement is less stringent. More DUEs are able to 
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satisfy the delay constraint and the number of admitted 

DUEs is increased.  

 
 

TABLE II. MAIN SIMULATION PARAMETERS [1][20][27] 

 

Parameter Value 

Carrier frequency, Ò� 2GHz 
System bandwidth 10MHz 

Number of resource blocks (RB), � 50 

RB bandwidth 180	kHz 
Maximum CUE transmit power, P��,abc 23dBm 

Maximum DUE transmit power, P��,abc 13dBm 

D2D distance, P��,�� 10m ≤ P��,�� ≤ 20m 

CUE SINR Threshold, Γ��,akl 7 dB 

DUE SINR Threshold, Γ��,akl 3 dB 

Noise power density −174	dBm/Hz 
Number of CUEs, � 50 

Number of DUEs, � 50 

Reliability for DUE, { � 10QÝ 

Exploration rate, ° 0.7 

Learning rate, � 0.9 

DUE Maximum Delay,	`��,abc 50ms 
DUE Message Size,	z�� 15kB 

 
 

TABLE III. CHANNEL MODEL FOR LINKS [28]-[30] 

 

Parameter In-factory         

DUE link 

UE-UE link BS-UE link 

Pathloss 

model 
36.8 log�à(�[m]+ 35.8 

	40 log�à(�[m])+ 28 

37.6 log�à(�[m])+ 15.3 

Shadowing 4dB 6dB 8dB 

Fast fading Rayleigh  Rayleigh  Rayleigh  

     

 

 
 

Figure 2.  Sum-rate of matched DUEs with varying number of DUEs, � in the System, for � = 50 

  

 
Figure 3.  Sum Throughput of matched UEs as a function of the number of 

DUEs  �, in the system, for � = 50   

 
Figure 4.  Effect of the DUE outage ratio { �, on the sum throughput of 

matched CUE-DUE pair for � = � = 50, `��,abc = 50ms 

 
 

Figure 5.   Effect of the delay bound, `��,abc on the sum throughput of 

matched CUE-DUE pair for � = � = 50, { � = 10QÝ 
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B. Signalling Overheads and Complexity Analysis 

    We now evaluate and compare the signalling overheads 

and computation complexity of the investigated algorithms. 

Signalling overheads are evaluated in terms of the level of 

involvement of the BS and User Equipment (UE), i.e., BS-

UE communication. The signalling overhead evaluated is an 

aggregation of contributions of channel information 

acquisition and information exchange by the BS-UE links.      

The number of iterations d depends on the network 

dynamics. A summary of the signalling overhead estimation 

is presented in Table IV. The different approaches are also 

evaluated in terms of their computation complexity. The run 

time for the algorithm also depends on the number of 

iterations and on the number of users. It can be concluded 

that the centralised algorithm has the highest complexity, 

while the DA scheme has the least complexity, with a 

10.38% reduction in processing time compared with the 

centralised approach for the studied scenario. 

    An overall comparison for the studied techniques based 

on throughput, signalling and complexity metrics is shown 

in Fig. 6 for different numbers of users. It can be seen that 

the centralised approach has the best throughput 

performance, however it has higher signalling overheads 

and computation complexity in comparison to the other 

approaches. DA has the lowest throughput performance and 

complexity, while BSA achieves the lowest signalling 

overheads. BSA achieves a 49.81% reduction in signalling 

overheads and 0.94% reduction in complexity with less than 

9% lower throughput performance compared to the 

centralised approach which, is a good tradeoff of throughput 

and signalling overheads.  

 
 

 
 

Figure 6a.  Use-case 1:  � = 30,� = 50 

 

 
Figure 6b.  Use-case 2:  � = 40, � = 50 

 

 
Figure 6c.  Use-case 3:  � = 	� = 50 

 

Figure 6. Overall performance comparison with the centralised approach as 

a reference 

 

    

TABLE IV. SIGNALLING OVERHEAD ESTIMATION 

 

Estimation of the Signalling 

Overhead by the BS 

Centralised M(1+4T) 

DA 2M(N+T) 

BS-A 2M(1+T) 
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In summary, the results indicate that for throughput 

maximisation in a low-density network in which, self-

organisation is not important, the centralised scheme is the 

best to adopt at the cost of signalling overheads. The DA is 

a promising technique to achieve good throughput 

performance at lower signalling overheads and complexity 

if device autonomy and network stability are essential. On 

the other hand, BSA is a semi-distributive approach which, 

offers a good trade-off of throughput, complexity and 

signalling overheads trade-off compared to DA and 

centralised optimisation schemes. 

    Regardless of the limitations of the investigated and 

developed RRM techniques presented in this paper, the 

results from adopting these methodologies, suggest the 

possibility of developing a conceptual qualitative  

evaluation framework to assist in the selection of an 

appropriate scheme to achieve specific priorities for the 

target industrial scenarios, as presented in Table V.  

TABLE V. QUALITATIVE COMPARISON OF THE DIFFERENT 

METHODOLOGIES 

Scheme BSA Centralised 

Optimisation 

DA 

RRM 

Approach 

Semi 

distributed 

Centralised Distributed 

RRM 

Technique 

Reinforcement 

learning 

Mathematical 

optimisation 

Matching 

theory 

Throughput Average Best Worst 

Complexity Average Worst Best 

Signalling 

Overheads 

Best Worst Average 

 

V. CONCLUSIONS 

    

   We presented a semi-distributed BSA scheme for RRM of 

a D2D enabled cellular network targeting wireless industrial 

applications. The BSA scheme is an RL based approach 

which relies on distributed training of the D2D agents. 

Subsequently, the look-up tables for the D2D agents are 

loaded to the BS for centralised channel allocation. 

   The performance of the BSA scheme was compared with 

centralised optimisation and the game theoretic DA 

approaches in terms of throughput, signalling overheads and 

computation complexity. It is concluded that BSA offers a 

good trade-off of throughput, complexity and signalling 

overheads compared to DA and the centralised optimisation 

schemes. However, the BSA scheme is semi distributed. 

The future work aims at exploring optimised fully 

distributed techniques with the aim of  facilitating an 

increased DUE autonomy through the combination of game 

theory and machine learning techniques. 
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Abstract—The evaluation of user satisfaction is an essential
performance indicator for network operators. It can be impacted
by several causes, including causes linked to the network.
However, linking the subjective comments of a customer with
an objective behavior of the network is an issue. Experience
shows that an indicator taken from customer complaints gives
a good trend on the level of network quality perceived by
customers, but it is difficult to transpose into concrete actions
because it is often unrelated to the key performance indicators
on which engineers base their action plans. The objective of
this work is to learn a model that links the complaint rate,
expressed by the Customer Satisfaction Rate indicator, with a
set of key performance indicators so that performance engineers
better understand customer expectations and act foremost on
the indicators that give the most dissatisfaction. To this end,
this paper takes advantage of ensemble learning applied to
multiple regression, focusing the ensemble strategy on variable
selection. The model hence makes it possible to link Quality of
Experience and Quality of Service, which is demonstrated by
nice interpretable results obtained from applying the method to
data from a French telecom case study.

Index Terms—Ensemble learning; Regression models; Data
analysis; Knowledge extraction; Radio access networks; QoS/QoE
relationship; Quality via QoE and customer reports.

I. INTRODUCTION

In the space of a few years, the telecom market has under-
gone numerous technological and regulatory transformations
that have engendered a price war from which operators are
now trying to get out. They try to better differentiate them-
selves by moving towards a better customer experience and
better support. The evaluation criteria most often adopted to
establish a comparison of mobile networks are field measure-
ment campaigns or user satisfaction surveys. User satisfaction
surveys are expressed by the number of complaints received,
the presence or absence of unfair terms in contracts, the
commercial network and telephone assistance, connection time
as well as call drop rate and their management noted by a
supervisory authority, such as ARCEP (Regulatory Authority
for Electronic Communications and Posts) in France or FCC
(Federal Communications Commission) in United States.

The Customer Satisfaction Rate (CSR) is a good perfor-
mance indicator that helps operators to effectively manage and

control their business and decision making. The CSR provides
the number of complaints relative to the number of customers
for a given area. However, predicting customer behavior, their
level of satisfaction (or dissatisfaction) has always been a
challenge for operators. It is therefore important to link the
CSR to a set of Key Performance Indicators (KPI) that can
easily be interpreted by performance engineers to act on the
relevant causes of dissatisfaction.

This paper, whose beginnings can be found in [1], presents
how to learn a model that links the CSR to a set of KPIs
from data while selecting a set of explanatory KPIs from an
oversized, but yet relevant, set. Compared to [1], the problem
is cast into an ensemble learning framework. Adopting an
original point of view, model prediction and variable selection
are optimized in an interlinked way by an ensemble multiple
regression process. This process considers a set of base models
whose results are then combined. Unlike standard approaches,
ensemble integration is focused on combining the variable
selection results issued from the base models rather than
directly the predictions. The final regression model captures
the relationship between Quality of Experience (QoE) and
Quality of Service (QoS).

The contents of the paper are organized as follows. Sec-
tion II analyzes related work and positions the method of this
paper with respect to the state of the art. Section III formu-
lates the problem as a regression problem and provides the
identified issues. Section IV presents two regression methods,
Ordinary Least Squares (OLS) and Least Absolute Shrinkage
and Selection Operator (LASSO), that are later used in the
three base methods for ensemble generation in Section VI.
Section V describes the application that aims at explaining the
customer complaint indicator CSR that has been driving the
design of the method. It also presents the data that has been
used and the KPIs that have been considered as candidate
explanatory variables. Section VII explains the steps of the
ensemble integration method. The results of applying the
ensemble integration method to the CSR problem are then
interpreted in Section VIII. Finally, Section IX concludes the
paper.
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II. RELATED WORK

Much research investigated about customer complaint be-
havior since long [2] [3]. The idea of using complaint data
to solve problems in design, marketing, installation, distri-
bution and after sale use and maintenance, is quite natural.
Understanding of customer complaint and market behavior
has also been investigated so as to provide a framework for
interpreting the data and extrapolating it to an entire customer
base [4]. Especially in the mobile telecom industry, studies
on customer complaint behaviour are numerous and continue
today, significantly accentuated by the emphasis on machine
learning techniques.

Given the increased competitiveness in this field, many stud-
ies have focused on a problem related to customer complaints,
which is customer churn. Due to the direct effect on the
revenues of the companies, especially in the telecom field,
companies are seeking to develop means to predict potential
customer to churn. Over the years, many machine learning
algorithms have been used to produce churn prediction mod-
els and building feature’s engineering and selection methods
[5] [6] [7]. In the churn problem, not only complaint data
but Henley segmentation, call details, line information, bill
and payment information, account information, demographic
profiles, service orders, etc. are potentially important. In
this huge set of features, [8] identifies a subset of relevant
features and applies several prediction techniques including
Logistic Regressions, Multilayer Perceptron Neural Networks,
Support Vector Machines and the Evolutionary Data Mining
Algorithm in customer churn as predictors, based on the subset
of features. [9] uses classification like the Random Forest
algorithm, as well as, clustering techniques to identify the
churn customers and provide the factors behind the churning
of customers by categorizing the churn customers in groups.

In this paper, the focus is put on using solely complaint
data to solve problems in maintenance. To do so, this work
aims at linking the complaint rate with a set of technical
KPIs that point at the cause of the complaints and suggest
reconfiguration or repair actions on the network. This prob-
lem is much less explored in the literature than that of the
churn. Literature can be exemplified by [10] that achieves
correlation analysis and prediction between mobile phone
users complaints and telecom equipment failures in three steps
involving hierarchical clustering, pattern mining, and decision
trees. On the other hand, [11] uses four machine learning
algorithms, Artificial Neural Network (ANN), Support Vector
Machine (SVM), K-Nearest Neighbors (KNN) and Decision
Tree (DT) experimented on a database of 10,000 Korean
mobile market subscribers and the variables of gender, age,
device manufacturer, service quality, and complaint status. It
found that ANN’s prediction performance outperformed other
algorithms. This last work takes into account much more data
than those fixed by the objective of this paper. In addition, the
first focuses on equipment failure while we want to handle
the KPIs that are the data used on a daily basis by network
monitoring operators. Last but not least, the algorithms used

in [11] are certainly good for prediction, but they are limited
in their ability to explain predictions. The relation between the
prediction and the inputs of the model remains implicit. On
the contrary, the objective of this work is to clearly explain
this link so that it provides useful information. This is why,
the approach has been based on simple regression models
while the complexity of the problem is tackled with ensemble
learning.

Ensemble learning is an active research topic in different
communities, including pattern recognition, machine learning,
statistics and neural networks [12]. Ensemble learning [13]
relies on combining several learning algorithms to obtain better
predictive performance, in particular in terms of robustness
and accuracy [14]. Most works on ensemble learning focus on
classification problems, however this approach can as well be
interesting for regression problems. It is for this latter purpose
that we are concerned with it.

In this paper, we adopt the general definition of ensemble
learning proposed in [15]:

Definition 1 (Ensemble learning): Ensemble learning is a
process that uses a set of models, each of them obtained by
applying a learning process to a given problem. This set of
models (ensemble) is integrated in some way to obtain the
final prediction.

The direct approach to ensemble learning is managed in two
steps: ensemble generation that generates a set of models and
ensemble integration that implements a strategy for combining
the prediction results of the base models [16]. This paper
adopts an original point of view in considering two tasks
at once: prediction and variable selection. Unlike standard
approaches, ensemble integration is focused on combining the
variable selection results issued from the base models rather
than directly the predictions.

III. PROBLEM FORMULATION

In our approach, the problem of explaining the level of
customer satisfaction (or dissatisfaction), i.e., the QoE, is
formulated as the one of obtaining a model linking the CSR to
a set of KPIs that can be interpreted by performance engineers
in terms of operational actions, i.e., improving QoS. To obtain
this model, we rely on multiple linear regression theory and
cope with the complexity of the problem through ensemble
learning.

Multiple linear regression [17] is a classic family of learning
algorithms that postulates that a variable is expressed as the
weighted sum of other variables. Multiple linear regression
defines the conditions and the model according to which a
quantitative variable y is explained by several other quantita-
tive variables xj , j = 1, . . . , p. y is considered dependent or
endogenous and the variables xj , j = 1, . . . , p are said to be
explanatory or predictor variables. Multiple linear regression
assumes that the variation of each explanatory variable has
an influence, with not necessarily equal proportions, on the
behavior of the dependent variable. The function that relates
the dependent variable to the explanatory variables is linear.

71

International Journal on Advances in Telecommunications, vol 15 no 3 & 4, year 2022, http://www.iariajournals.org/telecommunications/

2022, © Copyright by authors, Published under agreement with IARIA - www.iaria.org



Summarizing, multiple linear regression is a learning
method that postulates that a variable y (in our problem
y=CSR) is expressed as the weighted sum of other variables.
In our problem, we want to learn the relationship between
some KPIs and the CSR, so that performance engineers better
identify the causes of customer dissatisfaction and act first and
foremost on the indicators that most influence. Formally, for a
number p of explanatory KPIs named xj , j = 1, . . . , p, which
are instanciated in Section V, and the dependent variable
y = CSR, the goal is to learn weights β0, β1, ..., βp such
as:

y = β0 + β1x1 + ...βpxp (1)

For this, we have a dataset gathering n observed samples,
n > p + 1, each of dimension (p + 1) and identified by the
index i:

(xi
1, x

i
2, . . . , x

i
p, y

i), i = 1, . . . , n. (2)

Observed samples are used to estimate the parameters
βk, k = 0, . . . , p, that are assumed to be constant. Each sample
is assumed to satisfy relation (1) with an error ϵi:

yi = β0 + β1x
i
1 + ...βpx

i
p + ϵi, i = 1, . . . , n. (3)

Under some statistical assumptions on the error terms ϵi, in
particular independence and identical distribution, the vector
of parameters β = (β1, . . . , βp)

T and the nuisance parameter
σ2 defining the variance of the error ϵ = (ϵ1, . . . , ϵn)

T , i.e.,
var(ϵ) = σ2I , can be estimated by classical methods like least
squares minimization [18] or, assuming that the error terms
follow a centered normal distribution, likelihood maximization
[19].

The model obtained after estimation of the parameters can
be evaluated by the coefficient of determination R2.

R2 =
SSR

SST
=

∑n
i (ŷ

i − ȳ)2∑n
i (y

i − ȳ)2
(4)

where ŷi is the prediction for the i-th sample, ȳ is the
mean, SSR is the sum of squares due to regression, i.e.,
the variability from the mean ȳ that the regression manages
to explain, and SST is the sum of squares total, i.e., the
variability of the observed variables around the mean.
R2 represents the proportion of variance for the dependent

variable that is explained by explanatory variables in the
regression model. The closer the value of R2 is to 1, the better
the regression. However, in practice, the threshold value for
R2 for considering a good regression is highly dependent on
the problem.

In our problem, the goal of the ensemble integrated re-
gression model is to extract knowledge, i.e., to determine the
KPIs that influence the CSR and to use the coefficients of the
regression to quantify their influence on the CSR.

In practice, the issues to be faced are the following :
• Business experience tells us that each of the explanatory

KPIs can only worsen the condition of the telecom

network and therefore should increase the CSR (e.g.,
an increase in the call drop rate, in the expert’s mind,
naturally increases the CSR). It is hence important to
take care of the signs of the coefficients obtained by the
regression.

• The number of candidate KPIs for explanation is high
and can lead to irrelevant models.

The last issue defines one of the main objectives of this
work. Indeed, there are two important elements in a model to
highlight the relationship between explanatory KPIs and the
dependent variable CSR:

1) Which are the relevant explanatory KPIs ?
2) How strong is their influence ?

These two elements will come as the result of the ensemble
regression method that we propose in Sections VI and VII.

IV. TWO CLASSICAL LINEAR REGRESSION METHODS

This section presents the principles of two classical multiple
regression methods that are used to obtain base models as pre-
sented in Section VI. These are then leveraged in the proposed
ensemble integration method presented in Section VII.

A. Ordinary Least Squares

When trained with data, the Ordinary Least Squares (OLS)
method [20] selects parameter values βj , j = 1, . . . , p of
the linear expression (1) by the principle of least squares. It
minimizes the sum of the squares of the differences between
the observed dependent variable value in the observed data
yi, i = 1, . . . , n, and the value predicted by the linear function
of the explanatory variables ŷi, i = 1, . . . , n. The optimization
criterion, or loss function, is thus given by:

L = min
β0,β1,...,βp

1

2

n∑
i=1

(yi − ŷi)2

= min
β0,β1,...,βn

1

2

n∑
i=1

(yi − β0 −
p∑

j=1

βjx
i
j)

2

(5)

In geometrical terms, this can be seen as the sum of the
squared distances, parallel to the axis of the dependent vari-
able, between each data point in the set and the corresponding
point on the regression surface. The smaller the differences,
the better the model fits the data.

The OLS estimator is consistent, i.e., has convergence to
the real parameters values as the training data is increased,
when the regressors are exogenous. It is optimal in the class of
linear unbiased estimators when the errors are homoscedastic,
i.e., they have the same variance, and are serially uncorrelated.
Under these conditions, the OLS method provides minimum-
variance mean-unbiased estimation when the errors have finite
variances. Under the additional assumption that the errors
are normally distributed, OLS is the maximum likelihood
estimator.

In this work, the function ols of the Python module
statsmodels has been used to implement OLS.
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Figure 1. Extract of the training data for four KPIs (in red) over one year. Units of ordinates are pourcentage for top graphs and erlangs for bottom graphs;
unit of abscissa is time for all graphs.

Figure 2. Training data for the voice CSR over one year. Unit of the ordinate
is a rate between 0 and 1; unit of the abscissa is time.

B. Least Absolute Shrinkage and Selection Operator

Least Absolute Shrinkage and Selection Operator (LASSO)
is a regression method that performs both variable selection
and regularization in order to enhance the prediction accuracy
and interpretability of the resulting model [21]. In other words,
the LASSO method handles the complexity of the model
with L1 regularization [22], so that the variables not having
a contribution to the model are automatically removed from
the regression. This means that it adds the “absolute value of
magnitude” of coefficients as penalty term to the loss function
as shown in Equation 6. LASSO shrinks the less important
explanatory variable’s weights to zero thus removing some
explanatory variables altogether. This method works well for
explanatory variable selection, particularly in case of a huge
number of explanatory variables.

L = min
β0,β1,...,βp

1

2

n∑
i=1

(yi − ŷi)2 + λ

p∑
j=1

| βj |

= min
β0,β1,...,βn

1

2

n∑
i=1

(yi − β0 −
p∑

j=1

βjx
i
j)

2 + λ

p∑
j=1

| βj |

(6)
If λ is set to zero, then LASSO gets back OLS whereas a

very large value increases zero coefficients hence it under-fits.
In this work, the fonction lassocv of the Python module

statsmodels has been used to implement LASSO.

V. DATA AND PRE-PROCESSING

The goal is to predict the CSR and the influencing factors
on a global scale, and not on each specific site, so that per-
formance engineers retrieve aggregated information useful for
decision making. The project was hence conducted using data
at the level of French departments (France has 93 departments
that define as many territorial communities) by setting as many
regression problems as French departments.

As for the explanatory variables used, the advice of telecom
experts led to a mixture of KPIs for both 2G, 3G, and 4G
for six classes: traffic (like downlink data traffic),
availability (like signaling failure rate), drop rates,
accessibility, performance (like data_failure rate), and
mobility (like handover_drop_rate). In total, 50 KPIs
were in the list of explanatory variables, to divide between
Data and Voice. Data and Voice are indeed considered to
be truly independent from a customer perspective. However,
the technical KPIs used by experts to explain voice and data
performance have an important common basement. Among the
35 KPIs of the voice list and the 30 KPIs of the data list, 15
KPIs were common to the two lists.
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Figure 3. Steps of the fusion regression method

The available data for each department covered a full year.
While both daily and weekly values were considered, it was
eventually decided to stick with daily ones, to retain a bigger
dataset in the training and avoid losing information by averag-
ing over 7 days. An extract of the training data corresponding
to four voice KPIs for a specific French department, 2G
availability, 3G signaling failure rate, 3G
voice traffic, and 4G voice traffic is shown in
Figure 1 on the preceding page. The graph of the correspond-
ing CSR is given in Figure 2 on the previous page.

In a context where the number of explanatory variables
is high, it is quite often the case that several variables
provide the same information or that some variables remain
almost constant, or also that some variables have been poorly
sensored. To remedy these common problems, classic data
pre-processing solutions were applied in a first step, which
consisted in:

• Removing strongly correlated variables, more precisely
those with correlation coefficient higher or equal to 0.8;

• Removing variables of low variance through the dataset,
more precisely those whose relative standard deviation
was lower or equal to 10% of the highest;

• Removing variables with more than 10% missing values.
Interpolation was used to fill the gaps for the remaining
variables.

In addition, all variables were scaled so that they could
be ranked according to the magnitude of their corresponding
weights in the regressions.

VI. ENSEMBLE GENERATION

Despite the pre-processing carried out and the elimination
of a subset of the KPIs proposed by experts in the field,
the number of KPIs remains high, which suggests that still
several of them have no direct impact on the CSR. The idea
to tackle this problem is to apply an ensemble learning method
leveraging the following three base regression approaches, all
including a variable selection mechanisms:

• Multicollinearity analysis with OLS (M-COL),
• Backward Stepwise Regression with OLS (B-STEP),
• Structure learning with LASSO (LASSO).

Learning three base regression models with the three meth-
ods above constitutes Step 1 of our ensemble regression
method.

Each of the base methods has its own way to tackle the
problem of selecting the most relevant explanatory variables,
as explained in Sections VI-A, VI-B, and VI-C. To obtain the
benefits of the three methods and smooth out the inconsis-
tencies, the three methods are then integrated as explained in
Section VII and illustrated in Figure 3. The originality of the
proposed ensemble regression integration is that it integrates
variable selection instead of directly integrating predictions.
This ensemble strategy follows the analysis of [23] whose
results suggest the need to examine models using multiple
variable selection methods, because when they do not agree,
they each may expose different aspects of the complicated
theoretical relationships among predictors.

Methods M-COL and B-STEP rely on the classical Ordi-
nary Least Squares method (OLS) presented in Section IV-A
whereas LASSO, Least Absolute Shrinkage and Selection
Operator, uses the method of the same name in its original
version of linear regression as presented in Section IV-B.

A. Multicollinearity analysis with OLS

The M-COL method builds on OLS adding an additional
preprocessing step that selects a subset of features based on
multicollinearity analysis.

In a regression, multicollinearity is a problem that arises
when some explanatory variables in the model measure the
same phenomenon. Strong multicollinearity is problematic be-
cause it can increase the variance of the regression coefficients
and make them unstable and difficult to interpret. Strongly
correlated predictor coefficients will vary considerably from
sample to sample. They may even present the wrong sign.

74

International Journal on Advances in Telecommunications, vol 15 no 3 & 4, year 2022, http://www.iariajournals.org/telecommunications/

2022, © Copyright by authors, Published under agreement with IARIA - www.iaria.org



Multicollinearity does not affect the goodness of the fit or
the quality of the forecast. However, the individual coefficients
associated with each explanatory variable cannot be interpreted
reliably whereas this interpretation is exactly what we are
looking for in this work.

Multicollinearity and correlation should not be confused. If
collinear variables are de facto strongly correlated with each
other, two correlated variables are not necessarily collinear.
There is collinearity when two or more variables measure the
”same thing”.

Classically, in case of quantitative explanatory variables,
multicollinearity can be assessed by the variance inflation
factor (VIF) [24]. The VIF for an explanatory variable is equal
to the ratio of the overall model variance to the variance of
a model that includes only that single explanatory variable.
This ratio is calculated for each explanatory variable. The VIF
estimates how much the variance of a coefficient is ”increased”
due to a linear relationship with other predictors. Thus, a VIF
of 1.7 tells us that the variance of this particular coefficient is
70% greater than the variance that should be observed if this
factor was absolutely not correlated with the other predictors.
The ideal case is obviously when all VIFs are equal to 1,
indicating that there is no multicollinearity.

In the case study, multicollinearity analysis was performed
considering the 35 and 30 KPIs indicated by the experts in
the Voice and Data lists respectively. The VIF threshold was
chosen to be 5, beyond which the corresponding KPI was
eliminated. Figure 4 shows the results obtained on a specific
cell.

B. Backward stepwise regression with OLS

After training a regression model, a p-value for each KPI
can be obtained: it tests the null hypothesis that the coefficient
is equal to zero, in other words, whatever its value, the KPI
brings no information whatsoever to the model. A low p-value
(typically 0.05 or less) indicates that one can reject the null
hypothesis: a predictor that has a low p-value is probably a
meaningful addition to the model as it changes the model
prediction. Conversely, a larger p-value implies that changes
in the predictor do not bring changes in the response.

Backward stepwise selection (or backward elimination) is
a variable selection method that begins with a model that
contains all variables under consideration (called the Full
Model), then removes the least significant variable one after
the other based on the p-value until a given stopping condition
is satisfied. In our case, the stopping condition states that all
remaining variables have a p-value smaller than some pre-
specified threshold.

Summarizing, the algorithm is as follows:
• train a model with all KPIs,
• remove the KPI with the highest p-value if it is not lower

than a theshold,
• otherwise, stop.
Stepwise regression methods are known to have some draw-

backs like instability in the variable selection and biased re-

Figure 4. KPI selection and relevancy on a scale from 0 to 1 for a specific
cell: grey KPIs are those discarded by pre-processing and multicollinearity
analysis, green KPIs are those of minor impact on the CSR, magenta KPIs
are those that are preponderant according to the obtained regression model.
KPI names have been deliberately blurred.

gression coefficients [25]. However, they may provide efficient
means to examine multiple models for further investigation.

Note that the problem of biased regression coefficients can
be fixed by running a model with the selected variables on a
different data set.

C. Structure learning with LASSO

The LASSO method is well known in the literature and
has already proved itself in numerous regressions. Here is a
quick reminder of the presentation of Section IV-B : in the
standard regression like OLS, coefficients are obtained through
minimization of the residual squared sum. The LASSO method
is similar but adds a penalization term to reduce the number
of KPIs kept during the regression. The penalization takes
the form of an L1 norm of the coefficients that reduces the
available domain of values, allowing some coefficients to be
precisely zero, thus letting one remove the matching KPIs.

An advantage of LASSO is that it can be used in high-
dimensional problems where the number of observed samples
is much smaller than the number of explanatory variables, a
case where more classical methods, like OLS, do not work.
However, in this very case, if the true vector β is not hollow
enough (too many variables of interest), the lasso will not be
able to find all these variables of interest. Another limitation
is in case of strong correlations, in particular if variables are
highly correlated with each other and are important for the
prediction, the lasso will favor one of them over the others.
Another case, where correlations are a problem, is when the
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Figure 5. Steps 1-2 of the ensemble integration method for the Voice performance problem: count of the number of times an explanatory KPI is ranked 1,
2, or 3 in the base models from M-COL (blue), B-STEP (orange), and LASSO (grey).

Figure 6. Step 3 of the ensemble integration method for the Voice performance problem: sum of the counts of the number of times an explanatory KPI is
ranked 1, 2, or 3 by M-COL, B-STEP, LASSO. KPIs framed in red count above the threshold.

variables of interest are correlated with other variables. In this
case, the consistency of the variable selection by LASSO is
no longer guaranteed.

VII. ENSEMBLE INTEGRATION

The principle of ensemble learning is to integrate several
learning algorithms to obtain better performance. In this work,
ensemble integration is not directly performed on the base
model predictions, but on variable selection, for which three
base algorithms have been proposed in Section VI. The
integrated variable selection is used to learn the final models,
hence resulting in indirect regression prediction, as illustrated
in Figure 3 on page 5.

Each of the base methods has its own way to tackle the
problem of selecting the most relevant explanatory variables,
as explained in Sections VI-A, VI-B, and VI-C. Each also
comes with a set of advantages and drawbacks.

Ensemble integration aims at obtaining the benefits of the
three base algorithms and smooth out their drawbacks, in
particular the fact that the base algorithms do not always select
the best possible combination of variables.

In the regression model given by (1), explanatory variables
xj , j = 1, . . . , p, can be ranked according to the magnitude of
their corresponding weight β1, . . . , βp. The idea developed in
this work uses this ranking and includes four steps for the

whole ensemble regression method and three steps for the
ensemble integration phase:

• Ensemble generation (as presented in Section VI)
– Step 1 – For every regression problem (correspond-

ing to a French department), learn three base re-
gression models with the three selected methods
involving explanatory variable selection, namely M-
COL, B-STEP, and LASSO;

• Ensemble integration
– Step 2 – For M-COL, B-STEP, and LASSO, count

the number of times a given explanatory variable
(KPI) has rank 1, 2, or 3 over the corresponding
base regression models;

– Step 3 – Sum up the counts over the three sets of base
models and select the explanatory variables whose
count exceeds a threshold T ;

– Step 4 – For every regression problem, learn (on
different training data) two integrated regression
models with OLS and LASSO considering only the
explanatory variables selected at the previous step
and deduce the final models and the most impacting
variables.

The steps of the ensemble regression method are illustrated
in Figure 3 on page 5. The output of the method takes the form
of two sets of models called MODELS I and MODELS II,
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Figure 7. Examples of final models: on training data (top), on test data with larger time scale (bottom).

from which knowledge about most influencing explanatory
variables can be extracted as explained in Section VIII.

The ensemble integration method is exemplified with the
CSR prediction problems set at the level of French depart-
ments.

Steps 1-2 are illustrated in Figure 5 on the preceding page
that gives the results for the Voice performance problem. For
each explanatory KPI, the blue, orange, and grey bars provide
the number of times the KPI is ranked 1, 2 or 3 in the
base models obtained by the M-COL, B-STEP, and LASSO
method, respectively. Let us note a good convergence of the
count referring to B-STEP and LASSO.

Step 3 is illustrated in Figure 6 on the previous page. It
aggregates the counts for the base models of each method and
sums them up. It hence represents the sum of the counts of
the number of times an explanatory KPI is ranked 1, 2, or 3
in the base models obtained by one of the methods M-COL,
B-STEP, and LASSO indifferently. A threshold is chosen, here
at 45, and the explanatory KPIs that count above this threshold
are selected. There are 7 KPIs that count above the threshold,
framed in red.

Step 4 considers the 7 ”survivor” KPIs as the most relevant
for the prediction of the CSR. This is why step 4 reconsiders

every regression problem by restricting explanatory variables
to these 7 KPIs. OLS and LASSO methods are run with these
explanatory variables alone on another set of training data.
Figure 7 shows some examples of the obtained final models
on training and test data.

VIII. MAKING SENSE OF THE PREDICTIONS

Let us recall that the objective of this work is to design a
model that makes it possible to link the CSR indicator with
a set of objective performance indicators so that performance
engineers better understand customer expectations and act first
and foremost on the indicators that give the most dissatisfac-
tion. The results of the prediction problems can be analyzed
in two ways: at the level of each French department, and
aggregated for the whole France.

A. Interpretation at the level of each French department

An interpretation at the level of each French department
is done by associating a profile to each department. For this
purpose, the results of the final B-STEP models (B-STEP
method applied to the 7 survivor KPIs) have been used and
the department profiles have been obtained by clustering the
coefficients of the obtained models. The clustering was carried
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Figure 8. Map of French departments colored by profiles given by the weight of top KPIs influencing the CSR. Departements are identified by their name,
number and main city in italics. Overseas departments appear in gray and framed and are not included in the analysis.

out using the classical K-means algorithm that consists in iter-
atively grouping the individuals (here the models) that are the
most similar until stability is reached. Thus, 5 groups emerge
whose coefficients associated with each KPI are similar. This
leads to the map in Figure 8 where the departments that have
similar profile are depicted with the same color. A similar
profile indicates that the KPIs that must be mainly incriminated
are the same, and so are the reasons explaining customer
complaints.

B. Aggregated interpretation

The aggregated interpretation is at the level of the whole
France. It requires an additional analysis based on the final
models obtained at step 4 of the ensemble integration method.
To complete this analysis, KPIs ranked 1, 2, and 3 over
OLS and LASSO final models and all the French departments
are determined. These KPIs are shown in Figure 9 on the
following page, where the three top KPIs (among the 7
survivors) appear in red, namely: 3G voice traffic, 2G
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Figure 9. KPIs ranked 1, 2, and 3 over OLS and LASSO final models and over all the French departments.

availability, 3G voice drop rate. These are the
most significant KPIs to explain customer dissatisfaction and
they indicate that complaints are highly related to network
behavior, which is intuitively understandable.

Among the various metrics used to measure network behav-
ior:

• 3G voice traffic reports about the amount of traf-
fic,

• 2G availability indicates loss of network coverage,
• 3G voice drop rate indicates the rate of call

drops.
The KPI 3G voice traffic comes to the first rank.

The amount of traffic represented by 3G voice traffic
can be related to network unavailability and network engineer-
ing issues. It is easy to understand why these problems may
be the main cause of the dissatisfaction of customers.

The KPI 2G availability comes to the sec-
ond rank. Loss of network coverage represented by 2G
availability can be associated to network maintenance
processes. The fact that this strongly impacts customer dissat-
isfaction makes sense.

The KPI 3G voice drop rate comes to the third rank,
which is not surprising either.

Let us notice that other metrics like accessibility failure rate
or mobility issues appear to be less significant than call drops
or traffic issues.

To improve client experience, the network operators should
therefore prioritize to base their action plans on:

• reducing unavailability periods by, for instance, optimiz-
ing the maintenance process,

• improving the call drop rate by modifying network pa-
rameter settings, optimizing site engineering, or building
new sites.

IX. CONCLUSION AND PERSPECTIVES

This paper proposes an ensemble learning method to obtain
a regression model with explanatory power. In many appli-
cations, the number of variables that could be thought to be
explanatory for a given dependent variable is huge. However,
many of them are correlated or collinear and others do not

really impact the predicted variable. The method presented in
this paper leverages the benefits of three methods to select
relevant explanatory variables and deduce a robust regression
model. The originality of the ensemble regression integration
phase is to focus the integration on variable selection instead
of directly on the prediction of the base models.

The method has been tested on telecom data to obtain a
model that indicates the impact of a set of objective perfor-
mance indicators on the customer complaint rate so that per-
formance engineers better understand customer expectations
and act first and foremost on the indicators that give the most
dissatisfaction. The final results can be used to cluster French
departments according to their profile as a function of the top
influencing KPIs. Similar profiles indicate that the reasons to
be incriminated to explain customer complaints are close, and
so are the actions that should be taken. The final results can
also be used on a global scale to exhibit the top KPIs at country
level and the high level management strategy to be applied.

Future work will consider mapping the top KPIs returned by
the model to actual actions to be performed on the network so
that customer satisfaction is increased, i.e., CSR is decreased.
This mapping could benefit from ideas coming from the
combination of the theories of prospect theory and satisfaction
games found in the literature, such as [26].
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