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∗SCEE/IETR UMR CNRS 6164, CentraleSupélec
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Email: jacques.weiss@centralesupelec.fr

Abstract—This paper develops a new paradigm for the multi-
input multi-output detection problem with bit interleaved coded
modulation (MIMO-BICM). This new paradigm is based on a
geometric method rather than the traditional interference cancel-
lation or tree search. It describes in greater detail the soft-output
detector called list exploration and exploitation (L2E), which
builds a list of candidates from a geometrical interpretation of a
given objective function. It then computes the log-likelihood ratios
(LLRs) using the max-log approximation. A comparative study
between L2E and a classical tree-based algorithm is carried out in
both computational complexity and detection performance. This
study highlights that although the framework is entirely different,
the complexity and performance are comparable with the state
of the art tree-based paradigm. Finally, the proposed algorithm
is implemented on a field-programmable gate array (FPGA)
device. Simulations carried out with Xilinx Vivado tools and
measurements are provided to analyze the resource utilization,
power consumption, and timing metrics. We further estimate
these metrics for an application-specific integrated circuit (ASIC)
implementation based on multiplicative factors from literature.
This projection demonstrates that our implementation yields
results of the same magnitude as the well-known detectors.

Keywords–Geometrical algorithm; MIMO detection; Complexity
analysis; BER performance; FPGA; Max-log approximation

I. INTRODUCTION

This paper carries on the work initiated in [1], where we
described the interest of geometric detectors. It takes place
in the context of MIMO systems that have been integrated
into many standards, such as IEEE 802.11n [2] or long-term
evolution (LTE). It is well known that increasing the number
of antennas improves the data rate and the link reliability [3],
but at the same time increases the complexity of detection at
the receiver side. Detection problems can be classified into
three types: over-determined MIMO, iso-determined MIMO,
and under-determined MIMO.

Over-determined problems occur in particular in the mas-
sive MIMO uplink case, where a base station is equipped with
a very large number of receiving antennas to detect messages
from a small number of users. Under the hypothesis of a
perfectly-known channel, the problem is very easily solved
with linear detectors such as zero-forcing (ZF) or minimum

mean square error (MMSE). Linear detectors require the
inversion of the channel matrix, which is the most complex
step. Current research offers binary error rate (BER) efficient
detectors with even less algorithmic complexity. These detec-
tors approximate the MMSE criteria or the channel matrix
inversion by conjugate gradient least square [4], symmetric
successive over relaxation [5], Neumann series expansion [6]
or using the Jacobi method [7].

For iso-determined systems, linear detectors cannot provide
acceptable BER performance because there is just enough in-
formation available to retrieve the transmitted signal. In this sit-
uation, the maximum likelihood (ML) detector offers an opti-
mal result at the cost of very high complexity. This complexity
prevents its use for real-time hardware implementations, which
is why simpler sub-optimal detectors are required. The earliest
proposals were based on iterative detection using successive
suppression of interference between antennas [8]. They led
to the successive interference cancellation (SIC) and ordered
successive interference cancellation (OSIC) detectors [9], [10]
that are used nowadays. Parallel interference cancellation (PIC)
is another variant of this paradigm [11], [12]. Subsequently,
detectors based on tree-search became the reference with three
variations: the breadth-first tree-search [13]–[16], the depth-
first tree-search as the sphere decoding (SD) [17], [18] and
the best-first or metric-first [19]. More exotic approaches have
also been proposed, such as geometric detection [20], deep
neural network detection [21] or bio-inspired algorithms [22].

Soft-output detectors are known to be more efficient than
hard-output ones [23] because they exploit the uncertainty
that a ’0’ or a ’1’ is being received to provide an LLR on
the received bits. This probability is then used in conjunction
with an error-correcting code to improve BER performance.
Finding exactly the a-posterior probabilities is known to be
exponentially complex with respect to the number of trans-
mitting antennas [24]. That is why the reference algorithms
approximate the LLRs using the max-log approximation [23],
[25], [26]. Thus,the large majority of soft-output MIMO de-
tectors construct a list of possible candidates and then use
this approximation to produce approached values of LLRs.
Examples include the list sphere decoding [23] or the soft
version of the breadth-first M-algorithm [13], [15].
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In the last years, efforts have been made to propose very
large scale integration (VLSI) implementations aiming for
high throughput, low energy consumption, and high flexibility.
Different architectures have been explored: arrays of recon-
figurable units [5], [27]; pipelines with parallel units [16],
[28]; systolic arrays [6] and multiple cores managed by a task
scheduler [18].

In this paper, we detail more precisely the L2E algo-
rithm [1], which builds a list from geometric considerations
rather than from tree paths. In particular, we present some
algorithmic improvements and compare the complexity to the
one of tree-based detectors (i.e., detectors with quasi-optimal
performance). We also present initial investigations on the
hardware implementability of geometric algorithms. To do
so, we provide the architecture of the corresponding hard-
output detector and highlight the intrinsic parallel structure of
this algorithm. Finally, we present Monte-Carlo simulations to
compare L2E performance with the best-known detectors.

In Section II, we present the mathematical system model.
Then we describe the L2E and K-best Schnorr-Euchner (KSE)
algorithms in Section III. Subsequently, Section IV compares
the two algorithms and Section V presents an FPGA-based
hardware implementation. Finally, Section VI concludes this
paper.

II. MATHEMATICAL MODEL

In this paper, bold lower cases (resp. capital letters) denote
vectors (resp. matrices) and other characters refer to scalars.
We call v(i) the ith coefficient of the vector v and A(i, j) the
coefficient on the ith row and the jth column of A. In this
section, we present the modeling of the MIMO-BICM system,
detail the LLRs calculations and discuss on the advantages of
the QR decomposition.

A. MIMO-BICM system model
We consider a quadrature phase-shift keying (QPSK), and

we note φ the set of possible symbols. Let yc ∈ CM be
the vector containing the signal received on the M reception
antennas. These signals are the result of the N transmitted
symbols xc ∈ φN after passing through the channel described
by the matrix Hc ∈ CM×N and after adding a Gaussian noise
wc ∈ CM . With these notations, the transmission system is
modeled by

yc = Hcxc + wc. (1)

For the sake of implementation, we propose a real-valued
version of the previous model using < (resp. =) the real
(resp. imaginary) part operator. We introduce the real-valued
equivalent of the previous vectors, matrix and set:

y ,

[
<(yc)
=(yc)

]
(2)

H ,

[
<(Hc) −=(Hc)
=(Hc) <(Hc)

]
(3)

x ,

[
<(xc)
=(xc)

]
(4)

w ,

[
<(wc)
=(wc)

]
(5)

ξ , <(φ) (6)

The MIMO-BICM model can now be expressed as

y = Hx + w. (7)

This real-model representation of (1) has exactly the same
amount of information as the complex-valued version and we
define n , 2N , m , 2M . Indeed, it is like treating the
real and imaginary axis independently. In the remainder, we
assume n ≤ m: we have at least as many receiving antennas
as transmitting one.

This model can be used to describe any iso-determined or
over-determined MIMO-BICM system. On transmission, the
message is coded by an encoder, interleaved with an assumed
perfect interleaver, and then mapped to symbols. On reception,
the data flow is processed in the opposite way: it goes through a
detector, a de-interleaver, and then a decoder. A perfect channel
state information is assumed only at the reception, and no
information at all is known at the transmitter.

B. LLRs generation
Let us consider bij the ith bit of information coded in the

jth component of x. To minimize the BER, a soft detector must
maximize the a posteriori probability that is calculated from
the probability mass function P (bij |(H, y)) of the bit bij given
the state of the channel H and the received vector y. The LLR
is defined as

Lij = ln
P (bij = 1|(H, y))

P (bij = 0|(H, y))
. (8)

The closed-form evaluation is known to be exponentially
complex with respect to the dimensions of the MIMO sys-
tem [24]. This is why we use the classic max-log approxima-
tion [23], [25], [26]

Lij ≈
1

2σ2

(
min
x∈χ0

ij

‖y−Hx‖22 − min
x∈χ1

ij

‖y−Hx‖22

)
(9)

where χkij = {x ∈ ξn : bij = k} is the set of all symbols with
bij equals to k, and σ2 is the noise variance. Although simpler,
this new expression remains exponentially complex since we
have card(χkij) = 2n−1 where card() denotes the cardinality
of a set. therefore,we introduce a new subset Γ ⊂ ξn

representing a list of candidates and we compute LLRs only
from this subset:

Lij ≈
1

2σ2

(
min

x∈Γ∩χ0
ij

‖y−Hx‖22 − min
x∈Γ∩χ1

ij

‖y−Hx‖22

)
.

(10)
If Γ ∩ χkij = ∅, we consider that bij is different from k for
sure and set Lij to its maximum or minimum value in order
to reflect this certainty.

The algorithmic cost to approximate LLRs is now fully
controlled by card(Γ): the more points in Γ, the better the
approximation, but at the same time the more difficult the
computation becomes. The L2E algorithm constructs a set
Γ whose cardinal grows linearly with n and is independent
with respect to the signal-to-noise ratio (SNR) values. In the
remainder of this paper, we refer to ‖y−Hx‖22 as the objective
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function and the best points of a set refer to the points that
minimize this `2-norm.

C. QR decomposition
QR decomposition is a well-known technique to simplify

the norm evaluation. Let be H = QR the QR decomposition
of the channel matrix with Q an orthogonal matrix and R an
upper triangular matrix. Then we have:

‖y−Hx‖2 = ‖y−QRx‖2 = ‖QT y−QTQRx‖2 (11)

as orthogonal matrices act as isometries. Thus, by exploiting
the property of orthogonal matrices QT = Q−1 this norm can
be rewritten as

‖y−Hx‖2 = ‖ỹ− Rx‖2 (12)

with ỹ , QT y.
We recognize the same pattern so that an algorithm able to

solve the full matrix version can solve the QR-based version
in a similar way. Because of this mathematical similarity, we
will continue in the following to use the full-matrix notation.
All the results obtained for the full-matrix version are directly
applicable in the triangular case. Thus, unless otherwise stated,
the following developments are valid in both cases, even if only
the full-matrix case is described.

III. ALGORITHMIC INTERPRETATION

In this section, we present an algorithm to obtain a set
with a reduced cardinality without compromising decoding
properties. The L2E detector is based on two steps: exploration
and exploitation, which will be detailed in the first two sub-
sections. Next, we will present a classical tree-based algorithm
that will be used as a reference in the following.

A. Exploration step
The exploration phase has two main objectives: to begin to

create the Γ set for the LLRs’ evaluations and to build a set of
promising points Γb that will be processed by the exploitation
step.

To achieve these objectives, we first rewrite the objec-
tive function by introducing the singular value decomposition
(SVD) of H = UDVT with U and V two orthogonal matrices
and D the diagonal matrix containing the singular values
{λi : 1 6 i 6 n}. The order of these values being arbitrary,
we choose to number them in ascending order.

We introduce the starting point define by x0 = H−L y
where H−L denotes the left Moore-Penrose inverse of H.
Consequently, the objective function can be rewritten as

‖y−Hx‖22 =
(
VT (x− x0)

)T
DUTUD

(
VT (x− x0)

)
. (13)

As the vectors of V, named {vi : 1 6 i 6 n}, constitute a
basis, we can define {αi : 1 6 i 6 n} the coordinates of
x− x0 on this basis. Using the orthogonality of U and V and
the diagonality of D, equation (13) leads to

‖y−Hx‖22 =

n∑
i=1

α2
iλ

2
i . (14)

Let ∆i be the straight line passing through x0 and directed
by vi. One can note that (14) highlights that the objective
function grows more slowly along the first ∆i rather than

along the last ones. Thus, promising points are more likely to
be found around these first straight lines. Figure 1 illustrates
the previous reasoning in the simplified case of a space of
dimension n = m = 2. The black ellipses represent the
evolution of the objective function along the two positions of
x. The objective function minimum is reached in x0. The two
singular vectors vi and the corresponding lines ∆i are also
plotted. We can see that the objective function grows more
slowly along ∆1 than along ∆2. In this example, the solution
that minimize the objective function is the point x = (−1, 1).
It is confirmed that this solution is located close to the line
∆1.
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Figure 1. Link between the objective function and the SVD of H

There are several methods for choosing points near a
line. To reduce the complexity, we choose to compute the
intersection of the first straight lines with each hyperplane
defined by Hi = {x ∈ Rn : x(i) = 0} and then to search in ξn
for the nearest point to each intersections. Figure 2 illustrates,
in the same situation as for Figure 1, the process of obtaining
points from intersections. The points are obtained by a two-
step process. First, the algorithm computes all the intersections
between the line ∆1 with the brown hyperplanes Hi. Then, it
searches for the nearest point in the constellation. When two
points are equidistant, we take the closest to x0.
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Figure 2. Getting promising points from a line ∆i

3

International Journal on Advances in Telecommunications, vol 13 no 1 & 2, year 2020, http://www.iariajournals.org/telecommunications/

2020, © Copyright by authors, Published under agreement with IARIA - www.iaria.org



The set Γb is obtained by picking the best C points obtained
for each line ∆ considered. Thus,we have by construction
card(Γb) = CD. Besides, all the points that have been com-
puted are included to start building the set Γ. This operation
does not cost anything since the points, and their objective
function have already been calculated to obtain Γb. As better
results are observed with x0 being the MMSE estimator, we
use it in the following.

B. Exploitation step
Exploitation step aims to enrich the already computed Γ set

without increasing too much its size (i.e., the upper-bound of
the number of added points is nCD per exploitation iteration).
Let Bx,r be the closed Hamming ball of radius r and centered
at a point x. To increase card(Γ), we add each points in Bx,r
for all x ∈ Γb. This process can be seen as flipping at most r
bits of each procpoints in Γb. As there are

(
n
i

)
ways to change

i bits among n, the exploitation of a point requires
∑r
i=0

(
n
i

)
evaluations of the objective function. essIn order to reduce the
computational complexity of the L2E detector, we fixed the
value of r to 1. After one iteration, L2E makes a new one if
it finds a better point in Bx,r than the center of the ball (i.e.,
L2E iterates until it reaches a stable point).

After this second step, we obtain a set Γ such that

card(Γ) ≤ (ni + n)CD (15)

where ni is the number of exploitation iterations. This result
is consistent with both the linear growth in the number of
antennas and the independence from the SNR. Figure 3 gives
an overview of the whole L2E algorithm where we recognize
the pre-processing from instruction 1 to instruction 5, the
exploration phase in the first for-loop, the exploitation phase in
the last for-loop and eventually the soft-output computations
to obtain LLRs at instruction 18. If the QR decomposition
representation is adopted, its computation should be added in
the pre-processing, and ỹ should be processed before the first
for-loop.

C. A tree-based reference: K-best Schnorr-Euchner (KSE)
In this section, we will briefly describe a tree-based algo-

rithm that will serve as a reference later on. We select the
breadth-first algorithm KSE mode 1 without maximal radius
as described in [14] since it is a well-known algorithm with a
very acceptable complexity and performance. This algorithm
also uses the max-log approximation and QR decomposition
of the channel matrix and additionally requires that diagonal
coefficients of R to be in ascending order.

KSE first completes the QR decomposition transformation
as described in Section II-C and then uses the triangularity
of R to compute the objective function iteratively. Thus, we
can introduce d(k) = ỹ(k) − (Rx)(k) such that the objective
function is written as

‖ỹ− Rx‖22 =

n∑
k=1

d(k)2. (16)

Moreover, triangularity gives for all k ∈ {1, . . . , n}

(Rx)(k) =

n∑
j=1

R(k, j)x(j) =

n∑
j=k

R(k, j)x(j) (17)

1 Extract the first D right singular vectors vi from H
2 Compute left pseudo-inverse H−L
3 while H does not change do
4 Compute starting point x0

5 Initialize Γ with the projection of x0 on ξn
6 foreach ∆ in {∆1, . . . ,∆D} do
7 foreach H in {H1, . . . ,Hn} do
8 Find the intersection of ∆ with H
9 Project the intersection on ξn

10 Evaluate objective function
11 Add the point to Γ and save its cost
12 Add C best points to Γb

13 foreach x in Γb do
14 Add the points in Bx,1 to Γ
15 if there is a better point in Bx,1 than x then
16 Center a new ball at this best point
17 Make a new iteration starting at line 13

18 Compute LLRs using (10)
19 return LLRs

Figure 3. L2E algorithm

that leads to

d(k) = ỹ(k)−
n∑
j=k

R(k, j)x(j). (18)

The basic idea underlying the KSE algorithm is to compute
partial estimations of the objective function and d(k) coeffi-
cients as the solution vector is built. Indeed, starting from the
last component, it is possible to add a new operand in (16)
as soon as a hypothesis is made on x(j) since (18) is fully
evaluated for this position. Figure 4 gives a brief overview of
the KSE decoding process with X being the set of partially
constructed solutions. For the sake of readability, the indexes
of the d(k) and the objective function relating to each partially
constructed vector are omitted, but there is one vector d and
one partial norm per solution in X .

IV. COMPARING THE TWO STRATEGIES

In this section, we provide a full analysis of the above al-
gorithms in terms of hardware complexity (number of products
and number of additions) and BER performance.

A. Computational complexity
The complexity analysis should be done distinguishing

between the pre-processing, which is performed once per
coherence block and the decoding itself. Indeed, during a
coherence block, several hundred symbol vectors can be sent
[29]. That is why pre-processing does not profoundly impact
the total complexity.

Concerning pre-processing, KSE requires a QR decompo-
sition when L2E requires an SVD and the computation of a
Moore-Penrose inverse. These two decompositions are known
to have a cubic complexity in the largest size of the channel
matrix [30]. It is noteworthy that the Moore-Penrose inverse
can be obtained far more quickly based on an SVD of the
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1 Compute QR-decomposition QR = H
2 while H does not change do
3 Compute ỹ = QT y
4 Initialize the partial objective function at 0
5 Initialize d = ỹ
6 for k = n to 1 do
7 foreach x in X do
8 foreach s in ξ do
9 Evaluate sR(k, k)

10 Update the partial d(k)
11 Update the partial objective function

12 Update X by keeping the best K partial vectors
13 Update d(j) for j ∈ {1, . . . , k − 1}
14 Compute LLRs using (18)
15 return LLRs

Figure 4. KSE algorithm

matrix. Thus, the pre-processing of L2E is faster than if the
decomposition and inversion were performed independently.
Finally, it should also be noted that a QR decomposition may
be added to this pre-processing if this approach is adopted. To
sum up, KSE has a slightly lighter pre-processing than L2E,
but both have complexity in O(m3) products.

Table I details the complexity of each step of the L2E
decoder for a QPSK depending on the parameters C and D
and using the tricks presented in Section V-B. The addition of
the calculation of ỹ in the QR-based setup would, in practice,
reduce the number of operations required due to the triangular-
ity of the channel matrix that speeds up the objective function
evaluation. The experimental results presented in Section V-D2
support this point. As a comparison, we also evaluate KSE
using a QPSK denoting by K the maximum number of paths
kept at each step. KSE required 4K additions and 4K products
per position to compute d(k) and to update the partial objective
function. Moreover, it also required some operations to update
d(k), the amount depending on the processed coordinate.
Indeed, (18) highlights that the fewer coordinates are left to
process, and the fewer calculations are required.

TABLE I. Complexity of L2E assuming one exploitation iteration and KSE

Step Additions Multiplications

Compute x0 nm nm

Intersections & Projections Dn2 Dn2

Evaluate objective function Dn2(m+ 1) Dn2m

Exploitation step CDn(m+ n+ 1) CDn(m+ n)

Compute LLRs 1 0

Asymptotic complexity L2E O(Dn2m) O(Dn2m)

In total, the KSE algorithm has a lighter asymptotic com-
plexity in O(n(m+nK/2)). However, the number of antennas
in a MIMO system is not always large enough to match the
asymptotic behavior. For this reason, Figure 5 shows the exact
number of operations depending on the number of antennas of
a square MIMO (n = m). We compare the two detectors on
both the number of additions and products. These two numbers

are very close, given that the most significant operation is
the norm computations. One can note that both algorithms
have an effective operating range with a cross-point around
16 antennas.
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Figure 5. Number of operation of L2E (C = 4, D = 3) with soft KSE
mode 1 (K = 252) from [14] using a QPSK.

B. BER performance
In this section, we propose Monte-Carlo simulations to

evaluate the BER for different SNR = nEs/N0 with Es the
average energy symbol and N0 the noise variance per entry
[4]. We consider a MIMO-BICM system as modeled in Section
II-A transmitting over an uncorrelated Rayleigh fading chan-
nel. The associate matrix H is constructed as independent and
identically distributed (i.i.d.) variables following a circularly-
symmetric normal distribution and then transformed to its real-
valued equivalent. Similarly, w is elaborated with i.i.d. zero
mean Gaussian noise with a variable variance to match the
required SNR.

We assume a perfect interleaver so that all transmitted
symbols are independent of one another. The binary data are
mapped to a QPSK and encoded using a simple convolutional
code of rate 1/2 generated by the polynomials (5, 7). The
decoder uses the Viterbi algorithm with a traceback depth
of 10. Figure 6 compares the performance of L2E using 3
singular directions and 4 candidates per directions (C = 4 and
D = 3) with KSE using 252 paths in the case of a 4x4 MIMO
(n = m = 8). One can note that the performance is strictly
equivalent up to 13 dB and that L2E loses only 2 dB for a BER
of 10−5 while requiring roughly six times fewer operations.
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Figure 6. Performance comparison of L2E (C = 4, D = 3) with soft KSE
mode 1 (K = 252) from [14] on a 4x4 MIMO channel using a QPSK.
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V. FPGA IMPLEMENTATION

In this section, we present an exploratory work on the
implementation of geometrical algorithms on FPGA hardware
platforms. Given the exploratory nature of this work, we focus
our description and implementation efforts on the most specific
part of the L2E detector. The hardware platform selected is the
Xilinx Zynq-7000 SoC that contains a 28nm programmable
logic (PL) and an ARM processing system (PS). We choose
to study only the hard algorithm [20] since it involves all steps
but the LLRs computation. Moving from the hard version to
the soft version only requires having a minimum search and a
subtraction since all the norms required to calculate (10) are
already provided by the hard part of the algorithm. This part
is implemented using the PL.

The calculations that are well documented in the literature
are performed upstream by the PS: SVD and QR decompo-
sitions and the x0 calculation. The hardware architecture in
PL described includes all the other stages, namely exploration
and exploitation. Since this is an exploratory work, we have
chosen to place parameterization and reusability before the
performance, which is why we present an implementation
using a data-driven pipeline where each module is independent
of the others.

In the sequel, we set the n-dimension and the m-dimension
to 10. We denote a fixed point quantization using the following
notation: total word length is i+ f , where i is the number of
integer bits, f is the number of fractional bits. We summarize
the fixed point design parameters for the reference solution
x0, the directing vectors {vi}Di=1, the received vector y and
the entries of channel matrix R in Table II.

TABLE II. Quantization of the fixed point parameters.

Integer length Fractionnal length Total length
x0 3 bits 3 bits 6 bits

{vi}Di=1 1 bit 5 bits 6 bits
y 6 bits 2 bits 8 bits
R 6 bits 2 bits 8 bits

In this section, we will present the chosen FPGA archi-
tecture and detail the content of each module as well as the
global structure based on a data-driven pipeline. Then, we
give the results and compare them with the simulation and
the current state-of-the-art literature. It is not straightforward
to compare these results from a small FPGA with those from
optimized ASICs. Some studies evaluated the performance gap
between FPGAs and ASICs on general-purpose projects [31]
and for convolutional neural networks (CNN) [32]. It is
noteworthy that even if MIMO detection and CNN are two
different problems, they are both mainly based on sum-product
operations. These two studies draw similar factors on the
performance gap on three quantities: clock frequency (which
is comparable to throughput, resource use, and dynamic power
consumption. Moreover, it is a common practice to scale up
ASICs performance to 65nm CMOS. Table III details the
mapping factors to be used to convert the results from a
28nm FPGA to a 28nm ASIC based on the performance gap
highlighted earlier and then to a 65nm ASIC based on the
same method as [16].

A. FPGA architecture
Figure 7 shows the architecture considered as a simplified

data flow and as a layout on the PL after the place and root

TABLE III. Multiplicative factor to approximate ASICs results

28nm FPGA 28nm ASIC 65nm ASIC
Throughput (∼ fclk) 1 3 to 6 1.3 to 2.6

Resource use / Area 1 1/30 to 1/13 1/5.6 to 1/2.4
Dynamic power consumption 1 1/14 to 1/12 1/6 to 1/5

optimizations. On the layout, we notice that the exploration
modules noted D-1 and D-2 (for diversification) represent the
most significant part of the area used. The four exploitation
modules marked I (for intensification) are the second most
important module in the resource use. The other slices relate
to the interfaces and the final sorting.

The data flow diagram (Figure 7a) highlights the previously
underlined parallelization, which is carried out at three levels.
The D explorations are performed at the same time as the CD
exploitations. Within these modules, the sub-modules are also
executed in parallel: see, for example, the intersections and
the computation of their norm. Finally, the internal operations
within each sub-module can be parallelized using classical
methods. It is evident, for example, that the contribution of
each component of a vector can be treated independently
when processing its norm. This data flow omits the data-driven
synchronization modules for the sake of simplicity.

Two versions have been developed to check the decoding
correctness and to measure the throughput. For the correctness
verification, the PL is interfaced with the PS using AXI
interfaces. The PS supplies the PL on request with the channel
data (y,H), the starting point x0, and the first singular vectors.
The result is then returned to the PS that compares the
solution to the one provided by the simulation. The throughput
measurement is performed on PL without interaction with the
PS to reduce its impact. The FPGA decodes 6365 datasets
while counting the number of clock periods and then transmits
this counter to the PL. The results of these tests are described
in Section V-D.

B. Module description
Exploration structure is straightforward as it is the direct

transcription of the algorithm in Figure 3: xZF and all ∆∩H are
processed and projected on ξn, the objective function (see (16))
is computed and then the C best points per direction are kept
for the second step.

The exploitation module introduces the intermediate vari-
able

Ω = y−Hx (19)

to reduce the complexity of this step. Thus, once Ω is calcu-
lated, flipping the ith components of x only requires updating
the preliminary result with

Ωi = Ω−Hz (20)

where all the components of z but the ith are null. In addition,
as we use a QPSK, the non-zero component is zi = −2xi and
the update of the result can be reduced to n additions.

The two selection modules cannot use the same principle
since one seeks a minimum norm while the other searches for
several ones. The selection of the best point is made using
a reduction tree in which each level contains a flip-flop. In
contrast, the selection of the best C points is based on C
registers containing the best norms encountered so far. These
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Figure 7. FPGA architecture implementing exploration and exploitation steps: (a) simplified data flow, (b) layout of main modules for C = D = 2 where
D-i refer to the ith exploration module and I to the exploitation modules

registers are initialized with the highest possible norm. Then
each candidate is inserted to maintain an increasing order
among the registers. Thus, for each norm, C comparisons and
at most C shifts are required. Table IV gives an example of
the selection process.

TABLE IV. Example of selecting C = 3 best points from 5 candidates

Input norm Inserted in Reg 0 Reg 1 Reg 2
26 Reg 0 max max max
15 Reg 0 26 max max
25 Reg 1 15 26 max
19 Reg 1 15 25 26
34 Discarded 15 19 26

Result 15 19 26

C. Data-driven pipeline
Data-driven pipeline is an approach adapted to prospective

work since it divides the global system into small indepen-
dent elements. Then, each sub-module can be developed and
studied independently. This type of pipeline is close to the
globally asynchronous locally synchronous (GALS) paradigm.
Indeed, it requires an interface with a handshake protocol to
control the data flow. Thus, each sub-module represented in
Figure 7a is implemented as a GALS element, but the entire
FPGA is clocked by the same signal, avoiding the potential
metastabilities at the interfaces.

Regarding the interface, we use a single-rail 2-phase pro-
tocol as described in [33]: a request and acknowledgment
signals are added to the data bus to control the propagation
between the different stages. Each GALS interface is then
equipped with a request port R driven by the sending module,
an acknowledgment port A driven by the receiving module,
and a data bus D driven by the sending one. Communications
follow the given protocol with X̄ being the negation of X and
⊕ the exclusive or:

1) Initially, R = A and the data bus state is unspecified.
2) When the sending module has some data to transmit,

it sets D to the according value and sets R = Ā.
From this point, the data bus must keep its state.

3) The receiving module notices the event by testing
R⊕A, saves the data from D, and sets A = R. This
module can start its computations.

4) The sending module takes note of the acknowledg-
ment by processing R ⊕ A and starts to process the
next data, potentially changing the data bus state.

However, additional caution must be taken when there is
more than one sender or receiver since there is no guarantee
that the processing time is the same for all modules. Muller
C-elements are therefore inserted on the A or R ports to
transmit requests and acknowledgments only when all modules
are ready. A Muller C-element is a gate that replicates the state
of its inputs at its output if they are all identical and keeps its
previous state otherwise [34].

D. Result evaluation
As mentioned earlier, the evaluation of the results is done

using two variants: one using the PL to check the decoding
and one without to evaluate the throughput and resource use.

1) Correctness test: The correctness setup involves the PL
and the PS and a computer that runs the equivalent decoding.
The PS and the computer use a serial port to communicate.
The computer starts by generating 500 datasets in the worst
condition (SNR = 0dB) that contains a quantized version of a
channel matrix, a received vector, the corresponding starting
point, and two singular vectors. These values are then export
as C files and fed to the PL by the PS. After decoding, the PS
read the value from the PL and send it back to the computer
through the serial port to be compared with the simulation
results.

The PL decoding is compared with a double-valued simula-
tion (i.e., the simulation with the best precision available used
in Section IV-B) and a simulation with the same quantization
as the hardware to check that it behaves as expected. Figure 8
represents the relative error on the final objective function as
a histogram after 500 tests.

The right figure corresponding to the quantized simulation
shows that the FPGA produces a solution with the same objec-
tive function as the simulation in the vast majority of tests and
that the error is always lower than 15%. A closer look during
the execution reveals that the errors are due to tricky situations
where two choices are equivalent because of the quantization at
one stage but do not produce an equivalent final solution. For
example, two intersections with identical objective functions
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Figure 8. Histogram of the relative error between the simulation and the
FPGA implementation over 500 tests

can be selected but do not give the same final point after the
exploitation process. The left figure compares the hardware
implementation with the perfect unquantized simulation. It
indicates that quantization is not too damaging and validates
the proof of concept, but a real system would require a better
accuracy to obtain a valid BER.

2) Throughput and resource use test: The second test is
performed without interacting with the PL to investigate the
decoder without interference. Measurements are carried out
after synthesis, placement, and routing in Vivado using the
default settings. Results for the full channel matrix and the QR
decomposition setup are compared on Table V when using the
same frequency.

TABLE V. Implementation metrics (full matrix & QR-based matrix)

Channel matrix Full QR-based Change
Clock frequency (MHz) 140 140 0

Look Up Tables (LUT) used 38 758 29 811 - 23 %
Flip-Flops (FF) used 40 708 37 630 - 7.56 %

Digital Signal Processors (DSP) used 110 70 - 36.4 %
Throughput (Mb/s) 7,88 26,9 + 241 %

Dynamic power consumption (mW) 955 642 - 32.8 %

The first observation to be drawn from these results is that
the QR decomposition greatly reduces the use of resources
while increasing the throughput recorded. This is due to the
reduction by a factor of almost two in the number of channel
matrix coefficients that represent the largest part of the data.
For example, in the case of n = m = 10, storing the full
matrix requires n2 = 100 coefficients, however, the QR-based
requires to store only n(n+1)

2 = 55 coefficients. For the rest of
the processing, memory usage is shallow. Hence, the channel
matrix entries storage has the most significant impact on block
memory usage. Thus, by reducing the number of coefficients,
we can significantly decrease the number of slices used to store
the matrix in the pipeline and reduce the complexity during
the placement and routing phase. Besides, the triangularity
exploitation reduces the number of computations required for
the norms evaluation, which represents the most complex step,
as pointed out in Table I.

As stated earlier, it is unclear how these results can be
compared with state of the art ASICs optimized implementa-
tions with whom the throughput spans from a dozen Mb/s
to a few Gb/s [16]. However, we can get an insight into

the ASICs results based on the prediction factor described in
Table III. Thus, we measured the throughput, and the dynamic
power consumption of our 28nm FPGA implementation then
multiplied with the projection factor to get the estimation of
Table VI. One can notes that the proposed implementation
would be in the lower range but would not be far behind. More-
over, we believe that switching from a data-driven pipeline to a
fully synchronous implementation would significantly increase
the performance leading to an even better result.

TABLE VI. Estimated performance on 65nm ASIC

Actual 28nm FPGA Prediction for 65nm ASIC
Throughput (Mb/s) 26.9 35 to 70

Dynamic power (mW) 642 107 to 129

VI. CONCLUSION

In contrast to the main-stream detection paradigm, which
is based on tree-search algorithms, this paper study a new
paradigm, namely the geometrical algorithm. This paper high-
lights that geometrical detection can produce soft outputs
using a list and the well-known max-log approximation. After
describing the algorithm, we compared the complexity as well
as the BER performance of these two approaches. We show
that L2E is equivalent or only slightly inferior to the common
KSE. Moreover, an implementability study is carried out on
a Xilinx Zynq-7000 SoC using a data-driven pipeline. The
results are validated by comparison to the simulation, and the
resource use and the throughput are evaluated. This throughput
is in the lower bound of the state-of-the-art, but it is important
to note that references work on ASICs while we use an FPGA.

In light of these results, we think that even if the geo-
metrical paradigm currently shows slightly inferior results that
the tree-based one, it could lead to very efficient detectors in
the future. Indeed, the tree-based paradigm is matured and
has been developed for years, while geometrical detectors
are instead on their beginning, and many improvements are
still possible. For instance, we highlight that the hardware
implementation throughput can be significantly increased by
upgrading from FPGA to ASIC and from a data-driven pipeline
to synchronous design. In the same way, BER performance
could be easily improved by using an iterative detector-decoder
framework as already done by the tree-based algorithms.
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Abstract—Fast and accurate beam shaping mechanism is the
key enabler in the use of millimeter-wave in the 5th Generation
cellular systems in order to achieve low latency and high data
rate requirements. Recent advances in Deep Learning (DL) has
shown that Deep Learning (DL) based techniques can play a
significant role in efficient beam shaping. For effective operation,
it is essential that the ML based beam management algorithm
should be deployed at the place in network where all the relevant
input parameters needed for beam management are available
continuously as well as the output of the beam management
can be applied instantly. In this paper, we shall demonstrate
how an edge-based Deep Learning program can be used to
implement adaptive mm-wave beam-shaping, so as to optimally
use millimeter wave channels.

Keywords—mmWave; beam shaping; machine learning; double
directional channel ; wireless edge.

I. INTRODUCTION

The millimeter wave (mmWave) frequencies offer the

availability of huge bandwidths to provide unprecedented

data rates demand for Fifth Generation (5G) applications.

However, mmWave links are highly directional and are

susceptible to severe free space pathloss and atmospheric

absorption. To address these challenges, the base stations

and the mobile terminals use directional antenna arrays and

dynamic phase shifting to achieve sufficient link budget in

wide area networks. Directional links, however, require fine

alignment of the transmitter and receiver beams, achieved

through a set of operations known as beam shaping. These

operations are fundamental to the performance of a variety of

control tasks . For example, one of these tasks is the Initial

Access (IA) for idle-mode users, which allows a mobile

User Equipment (UE) to initiate and establish a physical link

connection with a gNB (5G base station). A second operation

is Beam tracking, which enable beam adaptation schemes,

or handover, path selection and radio link failure recovery

procedures for connected millimeter wave user terminals

[1,2].

In figure 1, we show a few steps in the beam management

procedure for 5G Stand Alone (SA) scheme. In existing

Long-Term Evolution (LTE) systems (using spectrum in 3-

5 GHz), these control procedures are performed using om-

nidirectional signals, and beamforming or other directional

transmissions can only be performed after a physical link

is established, for data plane transmissions. However, in

mm-wave access, due to the extreme directionality of the

channels, it is essential to exploit the antenna gains even

during initial access and for all control operations, even

though they require a very small amount of data exchange.

(a) Standalone beam-management procedure

(b) Sequential Beam Sweeping

Fig. 1. Beam Management options in 5G networks

Hence, there is a need for precise alignment of the transmitter

and the receiver beams while minimizing the time taken

in beam acquisition and training. The initial access in 5G

millimeter wave is a time-consuming search to determine

suitable directions of transmission and reception. For exam-

ple, in the cell discovery phase, one approach is sequential

beam sweeping by the base station that requires a brute force

search through many beam-pair combinations between UE

and gNB to find the optimum beam-pair i.e., the one with

the highest reference received signal power (RSRP) level,

as shown in Figure 1b. The sequential search may result

in a large access delay and low initial access efficiency. It

also consumes a fair amount of energy in the receiver, which

makes it unsuitable for energy constrained receivers, such as

Internet of Things (IoT) endpoints.

Even if we use the existing LTE techniques of having a

wide area beam for initial attachment and then data connec-

tion on the mm-wave beams, the beam shaping problem is

only deferred to the PDSCH selection phase. Additionally,

the PDSCH requires far better alignment than the PDCCH,

because of the higher datarates required.

In existing LTE systems, DL channel quality is estimated

from an omnidirectional signal called the Cell Reference Sig-
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nal (CRS) [3] for beam alignment and selection in connected

state. CRS is regularly monitored by each UE in connected

state to create a wideband channel estimate that can be

used both for demodulating downlink transmissions and for

estimating the channel quality [4]. In 5G mmWave networks

CRS-based estimation is challenging due to the directional

nature of the communication, thus requiring the network and

the UE to constantly monitor the direction of transmission

of each potential link. Tracking changing directions can

decrease the rate at which the network can adapt and can be

a major obstacle in providing robust and ubiquitous service

in the face of variable link quality. In addition, UE and gNB

may only be able to listen to one direction at a time, thus

making it hard to receive the control signaling necessary to

switch paths. Recent studies by [5] and others establish that

the typical millimeter wave channel has multiple rays, but

each ray has a very narrow boresight, hence offering very

small degrees of error tolerance. From the above description,

it is apparent 5G networks should support a mechanism by

which the users and the infrastructure can quickly determine

the best directions to establish the mmWave links. These are

particularly important issues in 5G networks and motivate

the need to extend current LTE control procedures with in-

novative mmWave-aware beam management algorithms and

methods. In this paper, we have proposed a Deep Learning

based algorithm for predicting channel parameters based on

user location. Combined with a simple offset based precoder,

we have shown how our Deep Learning algorithm allows us

to acquire optimal channels relatively quickly as compared to

conventional search based techniques. We have justified this,

using simulation results using real-life data from a ray-tracing

model developed by [30], It has been observed that the online

DL based techniques gives superior performance than offline

DL based techniques. Online DL techniques efficiently adapt

themselves to support high mobility in mmWave systems.

Deployment strategy for the training of these deep learning

algorithm has been explored in this paper. and it has been

proposed that wireless edge is the appropriate place for the

deployment of these DL based algorithm for beam manage-

ment. Since our proposed algorithm runs in realtime, we shall

show that is suitable for deployment in a hybrid form, with

the training being done in the cloud and the actual prediction

taking place in the wireless edge. The remainder of this paper

is organized as follows. Section II discusses the literature

survey of traditional (non- ML/DL) as well as ML/DL based

beam management techniques which have been proposed in

recent years. In Section III we introduce the formal model

of the mm-wave channel and propose a simple offset based

algorithm which can be used for beam-shaping, once the

channel parameters have been estimated. In Section IV we

discuss the design of the deep learning algorithm, the data

set used for training and testing the associated challenges

of implementation. Finally, in Section V we provide our

simulation results, discuss the deployment considerations at

the edge and finish with our the conclusions.

II. LITERATURE SURVEY

In the following section, work related to traditional (Non-

ML/DL) and ML/DL based beam management has been

captured.

A. Traditional (Non-ML/DL) based beam management

Several approaches for directional based schemes has

been proposed in the literature, to enable efficient control

procedures for both the idle and the connected mobile ter-

minals. Most literature on Initial Access and tracking refers

to challenges that have been analyzed in the past at lower

frequencies in ad hoc wireless network scenarios or, more

recently, referred to the 60 GHz IEEE 802.11ad WLAN

and WPAN scenarios (e.g., [6,7,8]). However, most of the

proposed solutions are unsuitable for next-generation cellular

network requirements and present many limitations (e.g., they

are appropriate for short range, static and indoor scenarios,

which do not match well the requirements of 5G systems).

In [9,10], the authors propose an exhaustive method that

performs directional communication over mmWave frequen-

cies by periodically transmitting synchronization signals to

scan the angular space. The result of this approach is that

the growth of the number of antenna elements at either

the transmitter or the receiver provides a large performance

gain compared to the case of an omnidirectional antenna.

However, this solution leads to a long duration of the Initial

access with respect to LTE, and poorly reactive tracking.

Similarly, in [11], measurement reporting design options

are compared, considering different scanning and signaling

procedures, to evaluate access delay and system overhead.

The channel structure and multiple access issues are also

considered. The analysis demonstrates significant benefits

of low-resolution fully digital architectures in comparison

to single stream analog beamforming. More sophisticated

discovery techniques are reported in [12,13] to alleviate

the exhaustive search delay through the implementation of

a multi-phase hierarchical procedure based on the access

signals being initially sent in few directions over wide

beams, which are iteratively refined until the communication

is sufficiently directional. In [14], a low-complexity beam

selection method by low-cost analog beamforming is derived

by exploiting a certain sparsity of mmWave channels. It is

shown that beam selection can be carried out without explicit

channel estimation, using the notion of compressive sensing.

The issue of designing efficient beam management solutions

for mmWave networks is addressed in [15], in which the

author designs a mobility-aware user association strategy to

overcome the limitations of the conventional power-based

association schemes in a mobile 5G scenario.

Other relevant papers on this topic include [16], in which

the authors propose smart beam tracking strategies for fast

mmWave link establishment the algorithm proposed in [17]

takes into account the spatial distribution of nodes to allocate

the beam width of each antenna pattern in an adaptive fashion

and satisfy the required link budget criterion. Since the pro-

posed algorithm minimizes the collisions, it also minimizes

the average time required to transmit a data packet from the
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Fig. 2. Beam Sweeping in sparsely distributed UE Scenario

source to the destination through a specific direction. In 5G

scenarios, some papers [9,10,11] give some insights on trade-

offs among different beamforming architectures in terms of

user communication quality. Finally, in [18,19], the authors

evaluate the mmWave cellular network performance while

accounting for the beam training, association overhead and

beamforming architecture. The results show that, although

employing wide beams, initial beam training with full pilot

reuse is nearly as good as perfect beam alignment.

B. ML/DL based beam management

The recent progress in Machine learning and Deep Learn-

ing has raised interest in applying these techniques to com-

munication system related problem [20,21,22,23,24,25,26].

On the same lines compared to the traditional beam manage-

ment approaches data-driven Deep learning-based approaches

has been used for efficient beam management. The key idea is

that ML/DL is used to make recommendations of promising

beam pairs based on the various system parameters as well

as past beam measurements. Within the mm-wave systems,

ML/DL have been discussed for three specific functions.

The first is beam-sweeping (Figure 2), which refers to the

generic problem of determining how the coverage area is to

be swept by the pilot beam(s), so as to optimize coverage and

capacity. There are various papers which focus on predicting

the proposed Beam sweeping pattern based on the dynamic

distribution of user traffic. In [27], a form of recurrent neural

networks (RNNs) called a Gated Recurrent Unit (GRU) has

been proposed. In this paper, the spatial distribution of users

is inferred from data in Call Detail Records (CDRs) of the

cellular network. Results show that the spatial distribution of

the user population and their approximate location (direction)

can be accurately predicted based on CDRs data using

GRU, which is then used to calculate the sweeping pattern

in the angular domain during cell search. In [28] beam

sweeping pattern based on Gated Recurrent Unit (GRU) is

compared with random starting point sweeping to measure

the synchronization delay distribution. Results shows that this

deep learning beam sweeping pattern prediction enable the

UE to initially assess the gNB in approximately 0.41 of a

complete scanning cycle with probability 0.9 in a sparsely

distributed UE scenario. In Figure 2 it has been demonstrated

that in case of sparsely distributed UE scenario, DL based

techniques can help to reduce the number of beams to be

traversed during beam sweeping. As a result, it will reduce

the sweeping time drastically.

A second area of usage is in fast-beam alignment (Figure

3) for which the position information may be leveraged.

Fig. 3. Beam Management based on Position Information

Inverse fingerprinting is one approach to exploit position

information [29], which works in Non-Line-of Sight (NLOS)

channels. There are multiple research papers [30,31,32]

which focus on using machine learning to make recom-

mendations of promising beam pairs based on the location

of the UE position relative to the gNB and past beam

measurements. The UE location and past beam measurements

can be input into a learning algorithm that learns to rank

promising beam directions. By prioritizing beam training in

top-ranked directions, the training overhead can be reduced.

Figure 3 shows the steps of beam management based on

Position Information.

In [31], the author proposes UE position-based beam

alignment in the context of vehicular communication. that

this inverse fingerprinting method is efficient. However, the

proposed approaches have some limitations. First, the ap-

proach is offline, which means its use is delayed until the

database is collected. Second, also due to being offline, its

performance depends entirely on the accuracy of the collected

database, which may become stale over time. To overcome

these shortcoming Online approaches have been proposed. In

the online approach it has been proposed to keep collecting

new observations during operation, making it possible to

improve the database. Machine learning tools combined with

awareness of the proximity situation has been proposed in

[33] to learn the beam information (power, optimal beam

index, etc.) from past observations. In this paper, situational

awareness that are specific to the vehicular setting including

the locations of the receiver and the surrounding vehicles has

been considered. The result shows that situational awareness

along with machine learning can largely improve the pre-

diction accuracy and the model can achieve throughput with

little performance loss with almost zero overhead.

Finally, we have coordinated beamforming, where multiple

base-stations or radio-heads simultaneously try to optimize

their beams so as to target a user or a population of users.

A coordinated beamforming solution using deep learning

was proposed in [34]. In this paper, the received training

signals via omni-reception at a set of coordinating Base

Stations (BSs) are used as the input to a deep learning

model that predicts the beamforming vectors at those BSs

to serve a single user. These coordinated beamforming

deep learning techniques are based on supervised learning

techniques, which assume an offline learning setting and

require a separate training data collection phase. However,

there are papers which focus on online learning algorithms

using the Multi Armed Bandit (MAB) framework, which

is a special class of Reinforcement Learning (RL). Further,

the work in [32,35,36] propose beam alignment techniques

using Machine Learning. Position-aided beam prediction was

proposed in [32,35]. Decision tree learning was used in [35],
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and a learning-to rank method was used in [32]. The work

in [32,35,36] shows that machine learning is valuable for

mmWave beam prediction.

III. THE PROBLEM OF CHANNEL ESTIMATION

In order to implement any kind of beam-shaping, we must

first understand the relevant channel characteristics. In this

section, we consider the specifics of the mm-wave channel

in more detail. On the basis of multiple empirical studies

[5,37] the currently most widely accepted channel model for

mm-wave systems is the clustering model proposed by ITU-

T. Here, the signal is assumed to be received in K clusters;

each cluster is modelled in terms of a power fraction, an

angle of arrival/departure, the beamspread (which measures

the dispersion of the AoA/AoD) and a delay spread. In [38],

the authors make an empirical measurements based on this

cluster model for the 28Ghz and 73Ghz channels. The data

shows that a typical channel has 1 ≤ K ≤ 4 clusters, where

the strongest cluster component contains approximately 60%
of the total power. The horizontal angular spread was of the

order of 1◦. In other words, the clusters have highly specific

beam directions, with relatively tight angular dispersion.

A. DFT based beam-shaping for directional channels

In this section, we introduce the a mathematical model of

the multi-antenna transceiver for the mm-wave channel. We

consider a linear array of receivers with inter-receiver spacing

d, receiving a signal of wavelength λ. The receive signal has

wavelength λ. The transmit signal has a spatial amplitude

distribution given by s(θ), −π/2 ≤ θ ≤ π/2, where θ is an

angle of arrival (with respect to the normal of the antenna

array) in the plane of the array. The corresponding intensity

of the recieved signal as a function of any arbitrary direction

θ in (1) of (1).

G(θ) = s(θ)

M−1∑

m=0

ejkωwk (1)

ω = 2π
d

λ
sin(θ) (2)

I(θ) = [s(θ)G(θ)]2 = s2(θ)

(
1− ejMω

1− ejω

)2

(3)

Typically, d/λ is standardized to a fraction df which is

usually set to 0.5 or 0.25, tuned for the particular spec-

trum we are interested in. The maximum intensity is at

Mω = −π/2 ⇒ θ = sin−1
(

1
2Mdf

)
. In most cases, the

transmit signal comes from a specific direction θd, which

means that the function s() can be represented as a Dirac

delta function s(θ) = δ(θ − θd) or possibly a sharp pulse

function like a root raised cosine function s(θ) = rrc(θd, β).
The receiver needs to ensure that the equation (3) has a

maximum at θ = θd, so as to gather the signal from the

optimal direction. In that case, we add a artificial phase shift

Ψ =
[
1 eψ e2ψ . . . e(M−1)ψ

]
between successive

elements of the array. The equation (3) gets converted to (4),

by introduction of the phase shift vector.

ω= πdf sin(θd) + ψ = −
π

2M

ψ= −
π

2M
− πdf sin(θd)

≈ −πdf sin(θd),M →∞ (4)

The double-directional channel is a straightforward exten-

sion of this, except that each of the transmitter and the re-

ceiver have to independently choose their optimal phase shifts

tuned to their specific directions. The mm-wave channel is a

combination of L > 1 double directional channels or paths,

each path associated with a delay τl, complex attenuation

βl and a specific pair of AoD/AoA angles φl,t, φl,r, where

1 ≤ l ≤ L. As stated above, we need to beamshape

the transmit/receive arrays independently so as to achieve

the optimum directional tuning; because we have L paths

and not just one, the optimization is a more challenging

problem. To this end, we introduce the beamshaping vector in

each direction as Bt =
[
b1,t b2,t/r . . . BN,t

]
and the

equivalent for the receive side, where ‖Bt‖ = 1 to maintain

the power transmission constraint. The transmit signal can

now be written as in (5)

Gt(θt) =

N∑

k=1

bk,te
ωt,k (5)

B. Beamshaping by choosing an appropriate offset angle

In this section, we shall outline a simple beamshaping

algorithm which can be implemented in real-time for a

multiple-cluster channel, based on the beam-directions (an-

gles of arrival and departure). It has much lower computation

load than the traditional optimization algorithms and its

performance improves as the number of transmit/receive

antenna (the size of the MIMO) increases. We first define the

function g(θ) = exp{−j2πθ} and note that by our definition

that g() has the following properties.

g∗(θ)= g(−θ)

g(θ1).g(θ2)= g(θ1 + θ2)

g(θ).g∗(θ)= 1 (6)

We then define the column vector αN (θ) as in (7)

α(θ) =




1
g(θ)
g(2θ)
. . .

g((N − 1)θ)




(7)

We note that the transmit channel α(θt) and the beamforming

matrix M =
[
α(θ1) α(θ2) . . . αN (θM )

]
should be

such that the vector product of the two has just one of the

entries to be non-zero; in [39], the authors introduce a metric

of dispersion which measures precisely this. We can achieve

this if M is orthonormal and α(θ) is aligned to one of the

columns in M. Orthonormality for M is equivalent to the
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condition α(θi)
H .α(θj) = 0 for i 6= j. From (7), we get the

expression for the vector product as in (8)

α(θi)
Hα(θj)=

N−1∑

k=0

g(−kθi)g(kθj)

=

N−1∑

k=0

g(k(−θi + θj))

=
1− g(N(−θi + θj)

1− g(−θi + θj)
(8)

=
1− ej2π(θi−θj).N

1− ej2π(θi−θj)
(9)

Setting the last expression of (8) to 0, we get that the condi-

tion is effectively that θi−θj = l/N for any non-zero integer

l. A suitable choice for θi =
k
N + φ,−N/2+ 1 ≤ k ≤ N/2.

We note that this is equivalent to the product of the N
point DFT matrix W and a diagonal phase-rotation matrix

Dφ = diag
[
g(φ) g(φ) . . .

]
.

We now consider a single ray defined by the 3-tuple

〈β, θt, θr〉 corresponding to the fading, the angle of departure

from the transmitter and the angle of arrival to the receiver

respectively. The corresponding channel matrix is defined

in terms of the matrix product H = β
(
α(θr)α(θt)

H
)
. We

assume that the transmitter has P antennae and the receiver

Q antennae.

We now show a simple technique by which to beam-

shape the transmission, so that the virtual channel matrix

Hv has minimum dispersion of channel energy. To imple-

ment this, we find, for each of the transmitter and receiver,

0 ≤ p, q ≤ N − 1 , so that p/P ,q/Q are the closest to θt, θr
amongst all possible values of p, q. We then choose phase

angles φr, φt such that q/N + φr = θr, p/N + φt = θt.
If we then construct transmit and receive precoding matrices

Vt =WPDφt
,Vr =WQDφr

, we can show that the resultant

virtual channel matrix has non-zero entries only on the p and

q diagonal entries. Because the phase angle shift is constant,

the orthonormality of the DFT matrix is retained due to the

nature of (9). We note that p does not necessarily have to

be the smallest value; any value of p, q is adequate provided

that |θt − p/P | ≤ 1/P and equivalently for θr, q, Q.

1) The effect of error: We consider the scenario where the

estimated transmit angle θ̂t = θt+ δt. The corresponding ψ̂t
will also change; the change is not linear in the error term,

because of the implicit modulus over 1/P .

α[θt]α
∗[θt + δt] =

∑

k

g(kθt)g
∗(kθt).g(kδt)

=
∑

k

g(kδt) =
1− g(Pδt)

1− g(δt)

A similar equation holds for the orthonormal columns in

the DFT matrix, except that for them, there is an additional

integer multiple of 2π, as shown in (11).

α[θt]α
∗[θt + (l/P ) + δt] =

∑

k

g(kθt)g
∗(kθt).g(kδt)

=
∑

k

g(kδt) =
1− g(l+ Pδt)

1− g(δt)
(11)

Fig. 4. Variation of SINR with the error term

Fig. 5. Optimal Offset Calculation

1: procedure FINDBESTPHASE(L, β[], a[], P ) ⊲ Cluster

size, β values, angles, number of antenna

2: Sort a[] in decreasing order of β
3: Ψ← 0
4: for each angle in the cluster j do ψ∗ ← 100 ;

5: r ← β[j]
Σmβm

6: for each antenna slot 0 ≤ k < P do

7: φ← |a[]− k/P |
8: if φ < ψ∗ then

9: ψ∗ ← ψ
10: end if

11: end forΨ← Ψ ∗ (1− r) + ψ∗ ∗ r
12: end for

13: end procedure

The chart in Figure 4 shows the impact of the error on the

SINR. As is expected, the chart is asymptotic with a cutoff

at approximately 1% of error.

2) Handling multiple clusters: We now consider the prob-

lem of handling multiple cluster elements, each having an

individual pair of arrival and departure angles 〈θit, θ
i
r, β

i
r〉. We

wish to continue to use the offseting approach from III-B.To

do this, we need to find a single common pair of shifts ψr, ψt
which works for all L clusters. Assuming that all the cluster

angles fall within the range [2π−N/2−1
N , 2π−N/2+1

N ], this can

be done by find pl, ql for each pair, so that the corresponding

residual is mapped into a common ’slot’ and then choosing a

phase shift for that slot applicable to all the pairs. How this

works is shown in the procedure given in Figure 5.

IV. ESTIMATING CHANNEL DIRECTIONS USING MACHINE

LEARNING

From the discussion in Section III, we have established

that given a good estimate of the angles of arrival and

departure of the mm-wave channel, it is possible to construct

beam-shaping precoders/decoders for the mm-wave channel.

However, the challenges of doing blind estimation of these

parameters using conventional search techniques is well-

established [39,40]. Because the boresight is very tight, a
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detailed search (typically heirarchical) is required to get a

good first fix, after which iterative improvement is possible.

This requires multiple sweeps of the channel using by both

transmitter and receiver and can considerably delay the chan-

nel lock time. Of course, if one of the two are mobile, then

the problem is even more challenging, because the channel

angles change rapidly with the environment.

Machine learning has been suggested in a multitude of

works [28,30,31] as a suitable technique by which to get a

quick estimate of the 〈AoA,AoD〉 pairs for a cluster of mm-

wave double-directional paths. As has been identified in the

literature, the key to the successful use of ML is to find the

optimal fingerprint to use as the input to the ML algorithm.

Since ML algorithms operate on the basis of training, we

have to find some parameter which has a constant mapping

to the AoA/AoD pairs, within the highly variable mm-wave

environment; if we can’t, then the entire basis for an ML

based algorithm is moot.

A. Applicability of Machine-Learning techniques to the prob-

lem of beam selection

Machine learning techniques operate in two stages [41].

The first learning phase, the ML engine is fed a sequence of

training data; each data-set consists of a two parts; the data

domain identifier (also called the finger print), the action and

the outcome. The task of the ML-engine is to develop an

association between the fingerprint, the set of actions and

the outcome, which is implicitly stored in its model. In the

second application phase, the ML-engine is fed a real set of

data, consisting of the identifiers; for each such identifier, it

uses its internal model to suggest the action which will give

a good outcome.

We can write this as a formal model, where the identifier

i is taken from a space I, the action a is from the set A and

the outcome o is from the space O. The physical process is

represented as a function f given by f() : I × A −→ O.

We assume that the outcome space O consists of a small

number outcomes {o1, o2, . . . , oK}, where each ok is an

open ball in O. If f() is an onto-map, we can then as-

sume that the domain I × A is a union of individual sets

Γ1 = f−1(o1),Γ2 = f−1(o2), . . .. The purpose of Machine

Learning, is to determine the structure of sets Γk, based on a

certain number of observations or training inputs vtj = f(itj),
without explicitly knowing the structure of f(). We further

assume that f() changes slowly enough with time, so that for

any given period |t · · · t+∆|, the change in f() due to time

is either negligible or can be linearly interpolated. We recall

that this is one of the reasons why ML cannot be used in the

standard sub-6Ghz MIMO case, since the channel changes

rapidly on a frame-to-frame basis.

Even with the above quasi-stationarity condition, there are

three possible structures for
⋃
k Γk, of which only one is

amenable to the Machine Learning space. In the first case,

each Γk is an open ball in I × A and fk : Γk → ok the

restriction of f() to the kth set in I×O is a continuous map.

This is the simplest case to consider, and does not typically

require an ML based solution. The second case is when

the sets Γk are ǫ-dense in each other i.e. ∀x ∈ Γk, δ∃y ∈
Γj 6=ksuch that|y − x| ≤ δ. As ǫ → 0, the function f()
becomes chaotic, because of the impossibility of measuring x
finely enough in the training period. The case where Machine

Learning works is when Γk is suitably complex, but has some

kind of internal structure which can be determined as the

outcome of the training process.

B. Fingerprinting the mm-wave channel

Choosing the domain I of the ML algorithm is equiv-

alent to the choice of the fingerprint and it is crucial to

our approach. In signal-processing literature, research has

focussed on two or three categories of fingerprints for the

mm-wave channel. The first is RSSI fingerprinting, typically

measured simultaneously by multiple receivers or radio-

heads. The second is multi-path fingerprinting, where the

focus is on multi-path characteristics (such as Power Delay

Profile (PDP)) rather than signal strength. The last is the

respective positions of the transmitter and receiver . Other

innovative techniques utilize metrics such as the channel

covariance metric or other measures which attempt to capture

some aspect of the channel multipath profile.

In this paper, we use the location of the UE with respect

to the gNodeB as the fingerprint. We argue that this choice

meets our criteria as listed previously. It is well known that

the relation between location and beam-angles is extremely

non-linear because of the nature of the mm-wave propaga-

tion path; detailed simulation models based on ray tracing

techniques and empirical validation thereof seem to confirm

this [5,42]. The validity of the second criterion is possible to

demonstrate by considering the extreme linearity of the mm-

wave channel and the tight angular spread; it is very likely

that the signal quality at a particular location and direction

are very tightly correlated, since a small change in angular

spread would give rise to a very large variation in the RSSI

readings.

However there are some associated issues with the choice

of location as the input parameter. The UE location is not

directly observable by the gNodeB, but has to be reported

by the UE (unlike, for example, RSSI, which is directly

measured at the gNodeB). This implies that there has to

be a separately established channel for communicating the

location-beam mapping between the UE and gNodeB. For

example, assuming that the UE knows its own position,

the gNodeB can broadcast the table of optimal beams with

respect to the different locations within the coverage area

separately and allow the UE to select the ones that match

its own current location. Further, directly using location as a

finger-printing technique means that the input domain is very

large. We would like to decrease the granularity of location,

without choosing arbitrary boundaries. We shall subsequently

demonstrate this in our simulation results in section V-A

below.

C. Choice and design of the Machine Learning Algorithm

In this paper, we have chosen a deep learning based model

based on supervisory learning. Supervised learning-based
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Fig. 6. Deep Neural Network for beam prediction

model is used which take ray tracing related information as

input and labeled optimal beam pair indices as output. For

solving optimal beam pair as a classification problem, we

can quantize the angles using vector or scalar quantization.

If the latter is used, the angles can be quantized into four

indices according to their dynamic ranges in the training set.

These indices can be eventually converted to a single label

for traditional classification. The quantized values are then

mapped into the range [1 . . .M ], where M is the number of

known beams.

A deep neural network (DNN) with L layers describes a

mapping of an input vector to an output vector through L
iterative processing steps. This mapping depends not only on

the output vector from the previous layer but also on a set of

parameters (i.e., weights and biases). In a DNN, many units

are deployed in each hidden layer, and the output can be

generated based on the output of these units with the aids

of activation functions. The activation function introduces

a non-linearity which gives advantage of stacking multiple

layers on top of each other. In this paper we have used a

Convolutional DNN framework as shown in Fig. 6. Here, in

the input layer will take the training data.

As can be seen from Figure 6, our DNN has 11 hidden

layers between the input and the two output layers. As is well

known in the literature [43], the presence of the convolutional

and pooling layers helps the CNN focus on local correlations

between the inputs avoiding, among other issues, the over-

training problem. [44] provides an excellent introduction to

the theory of convolutional deep neural networks for the

interested reader.

The neural network that we use is trained using supervisory

learning, using a labeled training data set i.e., a set of input-

Parameter Name Parameter Value

batch size 32

epochs 100

validation
fraction

1

learning rate 0.0001

optimizer SGD (lr=learning rate, momen-
tum=0.9)

regression loss mean squared error

regression metric mse

classification loss categorical cross entropy

classification
metric

accuracy

TABLE I: DNN Hyper-parameters

output vector pairs. A certain loss function, such as square

error or cross entropy, must be established for the network

to produce a value that is close to the expected one as much

as possible. The goal of the training process is to minimize

the loss with respect to the parameters. The number of

samples of training data taken for computing this loss at each

time interval is called as batch size. The back-propagation

algorithm has been proposed as an efficient method for

training the network with optimization algorithms such as

Stochastic Gradient Descent. Although the trained network

performs well in the training data, this network may perform

poorly in the testing process because of over-fitting. To avoid

overfitting and to achieve favorable results in training and

testing data schemes such as early stopping, regularization,

and dropout have been used. The table I shows the top-level

parameters of the D-CNN we have used.

D. Simulating against real-life data

There is a lack of authentic set of data from real communi-

cation systems or prototype platforms in actual physical en-

vironments. So far, simulations results [30,32,34] prove that

the recently proposed DL-based communication algorithms

demonstrate a competitive performance. However due to the

lack of standardized data, benchmarking of the performance

is a real challenge.

For the purpose of this work, we took input data as

generated using ray-tracing based on a scenario based on

region of Rosslyn, Virginia, from the authors of [30] 1. The

method used by the authors is as follows. The Ray tracing

(RT) area of study is a rectangle of approximately 337×202,

with a road on the north side and a second road perpendicular

to it from the south, intersecting it at the top. A transmitter

is located at the RSU on Kent Street, approximately at

the middle of the area and receivers are placed on top of

10 receivers. The ray-tracing outputs are periodically stored

as snapshots (or scenes) with a sampling interval Tsam.

A total of N scenes are combined to form an episode.

After this processing, we obtain a dataset, containing 116

episodes, with each episode having 50 scenes per episode.

The episodes are sliced into Nsce individual scenes of a

fixed duration τepi, to improve the scene diversity and reduce

computational load. Within each episode, we store informa-

tion based on the transmitters, receivers and Mobile Object

1We acknowledge the help given us by the authors in this regard
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Fig. 7. Grid of positions

(MOBJs). This includes dimensions of all MOBJs, mappings

between transmitters/receivers and MOBJs, coordinates of

the RT study area and number L of rays per transmitter

/ receiver pair. After the ray-tracing, the scene is updated

with the information related to each transmitter/receiver pair

(m,n). These are the average time of arrival τm,n, total

transmitted and received powers P tm,n, P
r
m,n, and for the lth

ray 1 ≤ l ≤ M , the channel Γl,m,n characteristic associated

with that ray, comprising of the complex channel gain, time

of arrival and AoD,AoA angles respectively.

Γl,m,n =

〈βl,m,n, τ l,m,n, φDl,m,n, φ
A
l,m,n, θ

D
l,m,n, θ

A
l,m,n〉

(12)

In the equation (12) φ and θ correspond to the azimuth and

elevation for departure and arrival respectively. As shown in

the section III-B, we are at this point only interested in the

azimuth angles θA, θD.

E. Preparation of the data-set

To test out our ML algorithm, we use the individual data

sets as described above, along with the location fingerprint to

train the model for prediction the channel parameters for each

new input fingerprint. The data-generation model assumes

that the communication channel between the transmitter

and receiver for sharing location/beam-parameters is pre-

established. The position and identity information is then

represented as a matrix. In order to quantize the location data,

the coverage area with area 23×250 sq.m, broken into a grid

with resolution of 1× 1 sq.m. . This can be represented by a

matrix Qs of dimension 23×250 grid points for each scene s.
The training data baseline is generated by ray-tracing. Each

grid point is occupied by either a receiver or an interferor

of known height. This is represented in the matrix by a

negative or positive value at each grid point. A negative

element in Qs indicates that the corresponding location is

occupied (even partially) by an obstruction. The magnitude

of this negative value indicates the obstructor’s height. A

positive integer value r at a given position indicates that the

rth receiver is in that position in Qs. 0 denotes the position

is not occupied. Figure 7 illustrates an example where the

receiver is blue and the surrounding obstructions are yellow.

When training classifiers, one can then conveniently represent

the labels with one-hot encoding to facilitate training neural

networks. We pose the beam-selection as a classification task

in which the target output is the best beam pair index î. The

input features correspond to the matrix described as Qs,r, a

modified version of Qs for each receiver r, assuming a value

+1 for all Qs elements corresponding to the target receiver r,
while all other receivers in the given scene s are represented

with -1 (instead of their original positive values in Qs). For

our particular case, we have a total of 5300 entries, out of

which a third are used for testing. For each receiver that is

part of a given data-set a classification example is obtained,

leading to a total of 41,023 examples for training and test.

Among the examples, there is LOS in 25, 174 cases and

NLOS in 15,849. Transmitter and receivers had 4×4 uniform

planar antenna arrays (UPA), such that Nt = Nr = 16. From

all the possible beams the authors have identified M = 61
classes (optimum beam pairs)s, within which the search is to

take place.

V. SIMULATION RESULTS AND CONCLUSION

Using the dataset generated as described in IV-D and

IV-E, we have tested out our deep-learning algorithm. The

algorithm was used to predict appropriate beams for a total

of 13000 random sample-points. For each sample-points, we

took the top N << M best beams as predicted by the Deep

Learning algorithm and compared it with the results of the ray

tracing exercise for the associated location. It should be noted

that the total number of mapped beams M = 61 are based

on a clustering exercise and hence, not tuned to the model.

By reducing these, we may get better prediction results, but

then the relative coarseness of beam selection will give rise

to higher deviation between the predicted beam parameters

and the actual parameters based on ray-tracing. These issues

will be considered in more detail in a subsequent paper.

A. Simulation results

The Figure 8 captures the beam prediction accuracy based

on the N best beams predicted. If we take only the best

beam i.e. N = 1, then the accuracy of prediction is of

the order of 64%. But if we consider the top N = 3
beams in terms of accuracy then the chances of prediction

is approx. 85%. Hence, instead of best prediction if we can

have top 3 prediction than it will help use in improving the

beam prediction capability. The search space is significantly

reduced in this manner. Clearly, even choosing the topM = 5
beams offers a vast performance improvement over a brute-

force search for each location over the full search space

of 61 possible beams. As discussed above, the selection of

the beam dictionary and broadcasting this dictionary (and

associated location mapping) is an area of open research.

B. Does diversity improve performance?

A strong reason to go to the edge would be if using multi-

ple transmitters instead of one improve per-location beam

prediction accuracy. Given that the cumulative prediction

accuracy for a given transmitter seems to saturate after 3 best

beams, it may make more sense to take, say the top 2 beams

from 4 sites, rather than using more beams from a given
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Fig. 8. Success of predicting beam-sets

Fig. 9. Error rate over different beams

site. However, this only works if the prediction accuracy

of a given location with respect to different transmitters is

uncorrelated with each other. There is not much information

or study on the nature of the error in DNN type of models;

i.e. whether the error is truly random or whether there is

correlation between errors. Obviously, if there is correlation

between the different sites in a multi-site gNodeB, then our

diversity gains will be limited. To study this, we looked at

the prediction error of a given DNN indexed across locations

for within a single data-set (Figure 9). Since the beams are

mapped onto locations, we can use the beam-index as a proxy

for location data. The preliminary investigation shows that

prediction accuracy varies as a function of beam index (and

hence location) for the same training data. In future work, we

shall analyze the source of this error, given that the training

data was more or less evenly distributed over all locations

and the terrain chosen was uniform. Prima facie, we can say

that using multiple transmitters from different sites should

give us a diversity gain, as opposed to the idea of running a

single transmitter.

C. Machine Learning at the edge - Deployment considera-

tions

The majority of the existing literature focus on centralized

ML/DL (as shown in Figure 10a) whose goal is to improve

the communication performance assuming a well-trained ML

model as well as full access to a global dataset. It also

assumes massive amount of storage and computing power

is available. However, the development of the 5G network

and the new model for RAN development, provides the

possibility of implementing the beamforming algorithm, both

the training and the application part right at the edge. The

new generation of mobile platforms shall offer the possibility

of executing these algorithms in a containerized environment

on a general purpose (GPU equipped) hardware platform on

the same platform in which the physical layer is running.

The advantages are clearly, manifold. The algorithm has

immediate access to all the measurements available to the

gNB and can provide near instantaneous feedback to the

beam-former in terms of the optimal beam-shaping matrices.

On the other hand, the availability of processing power at the

edge is limited and thus, we need to come up with a way to

fit our ML (especially the training part of it) into the limited

resources available. The DNN that we have implemented for

our beam prediction algorithm has a total of 934235 separate

parameters and consumes a fair amount of processing power

during the training phase. Being able to fit it into the

restricted resources available would be a challenge. In our

simulations, we have plotted the GPU loading and memory

utilization for the training algorithm, as shown in Figure 11.

The data has been generated by Google Collab. As can be

seen, each run of the training algorithm consumes nearly the

full available GPU and associated memory resources.

The third and possibly most practical architecture is a

hybrid model, whereby the training is implemented in a

centralized location (with access to large computing power)

and the actual inference engines are present on the wireless

edge. This is the model we have used in this paper, leveraging

the Mobile Edge architecture proposed in the latest O-

RAN specifications [45] (Figure 10b). In this model, the

computational load problem is replaced by the problem of

communicating large amounts of data. It is notable that

the training models have to be seperate for each edge site,

since the fingerprint is highly site specific; hence the training

outcome has to be individual in nature.

D. Conclusions

In this paper, we have studied the mm-wave beamforming

problem and implemented a simple solution using super-

visory learning. We have verified our algorithm against a

ray-tracing implementation and seen that we get about 90%

accuracy in predicting appropriate beam parameters. We have

shown how we can use multiple RRHs working in tandem to

increase the prediction accuracy and how a hybrid edge-cloud

model can be used to implement this scheme. Machine Learn-

ing is a fairly young discipline, with very recent applications

to the field of wireless channel management. In terms of the

mm-wave channel, the literature is very new. There is a lack
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(a) ML Centralized deployment (b) ML Edge deployment

Fig. 10. Deployment strategies for ML based beam forming algorithms

(a) GPU utilization

(b) Memory utilization during
training

Fig. 11. GPU computing and resource utilization during training

of simulation data, especially given that ML is a very data-

hungry discipline and the testing of new ML models require

lots of observations. Further, there are practical challenges

in ML deployment; ML algorithms use a lot of processing

power, especially during training and this is constrained in

a wireless network, where digital processing consumes the

maximum amount of CPU. Hence, we believe that the focus

should be on using simple ML algorithms in an inventive

manner.
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