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Abstract - Active tags and sensor nodes are an important part 
of the devices involved in the Internet of Things and in some 
cases it is impossible to power them using standard power 
supply or even battery. In such a case, battery-less smart 
sensors are needed. Design this kind of smart system is not an 
easy task and many different considerations must be taken into 
account. To face autonomy problems, battery-less sensor is a 
serious alternative. Energy harvesting is one of the main issue 
and it is mandatory to simulate the behavior of the system 
before designing and manufacturing it. In this article, we 
present ContactLess Simulator (CLS). It is developed in order 
to simulate contactless powered smart systems such as Near 
Field Communication (NFC) devices. CLS has been written 
using visual C# and is thus very flexible and easily portable. 
More precisely, this article focusses on a battery-less electronic 
systems: an autonomous NFC smart sensor. To design such a 
system, the energy budget has to be explored as the central 
point. CLS was developed exactly for this goal and this article 
describes a realistic test case to demonstrate it. The test case 
corresponds to a battery-less sensor node. It is composed of a 
microcontroller unit, a temperature sensor and a NFC circuit 
for communication and energy harvesting.  

 
 
Keywords-Simulation; Modelling; NFC; Sensor node; 
Microcontroller; MCU; Energy harvesting. 

I. INTRODUCTION 

This paper is an extended work of [1], about autonomous 
Wireless Sensor Networks energy study. 

 The Internet of Things (IoT) is now a well-known 
ecosystem, continuously growing (five times more are 
expected be connected in the next few years), where small 
and smart objects interact trough communicating networks. 
Even if these networks can be wired or wireless, the trend is 
to choose wireless communication in most cases. This is 
explained since small devices using wireless 
communications gives faster and easier installation and 
deployment. Among these objects, sensor nodes sense 
physical data in order to send information or actuate.  

As shown in Fig. 1, they are usually composed of a 
microcontroller, a sensor, a communication device and a 
battery or an energy harvesting system. 

 
 

 
Figure 1.   Typical Architecture of a smart object. 

Concerning wireless communications, different solutions 
exist depending on the size of the network and on the 
communication range. Local Area Networks (LAN) are 
small networks whith small number of connected objects 
(up to few hundreds), they use short range communications 
(up to 300m). In this scope of networks, Bluetooth, Zigbee 
or Wifi are used for communication. At the contrary, Wide 
Area Networks are considered for big networks where more 
than 1000 objects are involved and where long range 
communication such as LoRa or mobile communications 
(3G, LTE, etc.) are used. Energy consumption consideration 
divides all these strategies of communication in two groups. 
The first one correspond to WAN which are often plugged 
with powerful supply, AC power supply or heavy acid-like 
battery. At the contrary, LAN and LoRa (based on the Low 
Power WAN) can be powered with small batteries and their 
autonomy can go up to years with lithium batteries and a 
smart usage. 

It is even possible to design battery-less sensor node 
(energy-constrained electronic systems) in LAN and new 
trends target energy harvesting in the environment and 
smart management of this precious energy to create 
completely autonomous systems. We consider 2 kinds of 
harvesting: natural and artificial energy sources. Natural 
sources are directly given by the Nature, such as seismic 
vibrations, temperature, or solar rays. Many electronic 
systems are developed to consider these energy sources, 
such as for example Seebeck-effect systems or mini-
photovoltaic panels [14]. Non-natural sources include for 
example machine vibrations (often coupled with 
piezoelectric elements [18]), ambient radiofrequency waves 
(through radiofrequency to continuous power converters), or 
magnetic fields such as wireless powering systems. 
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Wireless powering systems exist since several years, and 
are nowadays widespread in powering systems, such as 
inductive charging stations for smartphones [10] or vehicles  
wireless chargers [16]. Moreover, certain lightweight 
systems communicate at the same time they power the 
object. It is the case in RadioFrequency IDentification 
systems (RFID). They are composed of an emitter and a 
receiver, called tag. The emitter sends radiofrequency waves 
in order to power a tag and communicate at the same time. 
A classical tag answers its identification number. Near Field 
Communication (NFC) is based on RFID. It permits very 
short communications at a high frequency, in a full peer to 
peer mode. NFC inherits characteristics from RFID, 
network and smart card. It is suitable for secure 
communications; as an example, smartphone payment is 
possible with NFC. 

This paper focuses on NFC battery-less objects. As 
Energy is the major constraint of these systems, a deep 
study has to be led at every stage. To achieve this goal, it is 
an absolute necessity to simulate the system before design 
and production. As these systems are electronic and 
communicating objects, they can be studied at different 
levels: low-level (hardware, software) or high-level 
(protocol, network). Many studies involve hardware 
platforms, like [3]. Low-level simulations focus on 
hardware or radiofrequency aspects. For example, [2] 
describes a MATLAB-Simulink model of a radiofrequency 
transceiver in order to provide a quick evaluation of the 
performances according to noise and non-linearity of each 
individual block in the transceiver. [6] and [17] present 
studies on the physical link (emitter, air, receiver) and 
radiofrequency propagation aspects. [8] gives a MATLAB 
Simulink NFC model for radiofrequency modulation study. 

High-level simulations consider protocols, network and 
communication performance. RFIDSIM [9] is a more 
complete simulator that considers physical link and 
protocol. It provides a realistic physical layer and permits a 
multi-interface and multi-channel analysis. Others higher-
level simulators focus on communication protocol and 
communication performance, such as the well-known NS-3 
simulator. NFC models and protocol study have been 
developed over NS-3 [5].  

However, no simulator takes the energy as the central 
point. A new system-level simulator, called Contact-Less 
Simulator [1], has been developed in order to precisely 
study these electronic systems from the energy point of 
view. This paper details this new simulator, presents new 
features and a real test case. CLS simulator considers energy 
harvesting from NFC emitter and energy balance according 
to the tag electrical consumption. The wireless-supplied tag 
is not only composed of a classical NFC circuit, but of a 
more complex smart system. It is possible to configure a 
sensor node and an application, the simulation then gives 
the answer if the node is well designed or not. 

 

The rest of this article is organized as follow: Section II 
describes the NFC system considered in this study and 
details its signal transmission and typical architecture. 
Section III presents the simulator interface, the different 
possible configurations and details implemented models. 
Section IV describes the NFC hardware used as test case 
and shows simulation results. Finally, Section V concludes 
the paper and gives future improvement that will be 
included inside de simulator. 

II. CONSIDERED NFC SYSTEM 

A. Electronic system 

A typical NFC system is composed of an emitter and a 
tag. It is shown in Fig. 2. 

 

 
Figure 2.  Typical Architecture of NFC system [13]. 

A tag is often composed of a NFC circuit that comprises 2 
main sub-systems: energy harvesting part (for supply) and 
data decoding part (for communication). The energy 
harvesting block converts the received electromagnetic field 
into usable energy in order to supply the circuit. The data 
decoding block demodulates the signal in order to recover 
the bit-stream. As Energy is self-powered in passive tags, 
communication has to be initiated so that they are supplied 
in order to answer. 

 

 
Figure 3.  Classical NFC Tags 

Fig. 3 shows the architecture of a classical tag composed 
of a microcontroller unit (MCU). When the tag is powered, 
the microcontroller executes the program as shown in Fig. 4. 

 

 
Figure 4.  Classical use of NFC Tags 
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In this study, we consider a smarter tag comprising a 
microcontroller unit, a temperature sensor and a smart 
energy management block. Thus, this tag is called sensor 
node or wireless sensor node because of NFC (wireless) 
communications. Furthermore, we focus on a complete 
battery-less smart system where the only energy source 
comes from electromagnetic field during NFC 
communications between emitter and tag. We choose the 
ST-Microelectronics M24LR04E NFC chip for our test 
case. This chip is compatible with 13.56 MHz NFC ISO 
15693 and ISO 18000-3 mode 1. In addition, it has an 
energy harvesting analog output, which makes it possible to 
supply other circuits on the board (i.e., microcontroller, 
sensor). The global considered system is shown in Fig. 2 
and the tag architecture is detailed in Fig. 5. 

 

 

Figure 5.  Considered battery-less smart tag. 

The energy storage block is composed of two switches and 
storage capacitor as can be seen in Fig. 6. According to 
switches states, capacitor can charge (S1 closed, S2 opened) 
or discharge and supply circuits (S1 opened, S2 closed). 

 

 

Figure 6.  Energy storage block 

This energy buffer offers new functionality: MCU and 
sensor can operate independently of NFC communications. 
We also target the energy use illustrated in Fig. 7. The 
electromagnetic field charges an energy tank, then this 
amount of energy is used along time by tag. Simulator will 
help us to check if it is possible. 

Now the electronic system considered in this study has 
been described, the next section will provide the analysis of 
the signal propagation involved in such system. This will 
help to understand how the simulator can take into account 
the energy budget as the main constraint to validate a 
design. 

 

 

Figure 7.  Targeted use of smart NFC Tag 

B. Signal propagation 

NFC systems use Low frequency (LF) from 125 KHz to 
134 KHz, high Frequency (HF) at 13.56 MHz, or ultra-high 
frequency (UHF) at 860 or 960 MHz. We consider the 13.56 
MHz frequency communication that is mostly used in NFC 
systems [13]. 

The emitter outputs a powerful signal in a coil (also called 
"antenna") at a specific -resonant- frequency. The 
electromagnetic field carries power and data with the help 
from an Amplitude Shift Keying (ASK) modulated signal 
[12]. 

Input power at receiver (tag) depends on signal strength at 
emitter, antennas gains, and distance between antennas. No 
simple exact equation exists since communication is near 
field and the Friis equation, which is used in classical long-
range radiofrequency communications, is not valid. Indeed, 
Maxwell equations have to consider electric (E) and 
magnetic (H) fields. In our case, we use electrically small 
antennas. This implies that the near field limit distance r 
depends only on wavelength λ. This distance is given by the 
following equation [4], [7]: 

                         r =  
 
As shown in Fig. 8, several kinds of radiofrequency signal 

propagation are observed according to the distance between 
emitter (represented as RFID reader and its antenna on the 
left) and the receiver (along the horizontal axis). 
 
 

 
Figure 8.  Radiofrequency signal propagation [14]. 

 
More precisely, the NFC system considered has frequency 

of 13.56 MHz and a distance between emitter and tag of few 
centimeters.  
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Thus, the tag is placed in reactive near field region leading 
to use simpler equations to model signal attenuation due to 
distance. Received power formulas are [12]: 
 

PRX(E) = 

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Attenuation is also linked to pow of sixth, pow of four and 
pow of two of distance d; k1 to k5 are constants. Sometimes, 
simpler models are used, for example, [15] approximates 
power decay to be proportional to 1/d6. 

III. CLS INTERFACE, MODELS AND SIMULATION 

As it is shown in previous section, several electronic 
circuits compose the system. In order to provide a precise 
estimation of the energy consumption, it is necessary to 
model them separately. Models are high-level (electronic 
system level), they ar e written with C language. 

Emitting power and antenna gain make it possible to 
calculate radiofrequency output power, in other terms the 
magnetic field H in mA/m. Frequency and distance between 
antennas lead to radiofrequency signal attenuation. 

ContactLess Simulator (CLS) is organized as a set of 
configuration windows allowing the user to easily set up its 
system in order to launch the simulation. It has been 
developed in Visual C# in order to be easily portable on 
Microsoft 64-bit Windows operating systems. It is part of 
the Visual Studio Community, a free tool for academic 
research [11].  

 

Graphical user interface is drawn in a horizontal way, 
from Emitter on the left towards Load (Electronic system) 
on the right. Fig. 9 shows the main windows of CLS where 
it is possible to recognize the global hardware architecture 
presented in Fig. 2. In this section, each part of CLS is 
described along with the model associated to each of the 
components of the electronic system.  

A. Emitter model 

The first menu in CLS (from the left) corresponds to the 
Field Generator (Emitter). It is modeled according to: 

 Emitting power 
 Frequency of the radiofrequency carrier 
 Distance between emitter and tag antennas 
 Emitter antenna gain 

When the user enters in the Setup window of this part, a 
new window appears where all default meaningful values 
are prefilled, as shown in Fig. 10. Emitted electromagnetic 
field at emitter antenna and propagated electromagnetic 
field towards distance are calculated. 

B. Tag antenna model 

The emitter and tag antennas are PCB coil antennas in our 
prototype. Antenna gain is used to calculate propagation 
losses. According to above calculations, radiofrequency 
signal strength is known at tag antenna input. Tag antenna 
gain attenuation thus gives the signal after antenna. In CLS, 
Antenna setting, presented in Fig. 11, the tag antenna 
parameter is the gain (dBi). Magnetic field at tag antenna 
input is known from previous block. Tag antenna 
attenuation also decreases the signal. 

 

 

Figure 9. CLS Simulator graphical user interface 
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Figure 10. Electromagnetic field parameters at Emitter 
 

 
Figure 11. Tag antenna parameters 

C. NFC circuit model  

NFC circuit has the task to demodulate the radiofrequency 
signal. Principle is to extract the low frequency information 
carried in the high frequency: the carrier. High frequency 
permits propagation in the medium (air, plastic packages, 
...). Once the information is decoded, an answer can be send 
toward he emitter. Network-like communications occur in 
NFC. As this functionality is not the key point of this study, 
only the electrical consumption of this block is considered. 
To do this, this part is divided in two part in CLS: self-
power and energy storage blocks. 

D. Self-power and energy storage blocks  

Several blocks in NFC circuit are considered. For a better 
understanding of these blocks, RF2DC and DC2DC are 
illustrated separately in Fig. 5. They are also modelled 
separately. RF2DC block receives the radiofrequency signal 
and converts it to a DC (voltage and current) signal. The 

aim is to create a power supply. Conversion goal is to 
extract the maximum electrical power. DC2DC block 
converts the RF2DC output, in order to create a usable 
voltage for electronic devices. Electrical power is given 
according to efficiency of blocks. As power is set, a good 
balance between voltage and current has to been chosen. 
Performances are based on ST-Microelectronics M24LR04E 
circuit characteristics. This communicating and harvesting 
circuit permits self-powering and provides an analog output 
to power other circuits in the system. Moreover, it permits 
data exchange between NFC circuit and microcontroller. If 
another circuit is to be used, global parameters, like 
efficiency, can be set. 

 
1. RF2DC converter 
The RF2DC part of the self-power block is shown in 

Fig 12. It calculates electrical power from the 
radiofrequency signal carrier. M24LR04E circuit has been 
modelled for this power conversion task. The datasheet of 
this circuit gives H field from radiofrequency strength and 
output power from H field. 
 

 
 

Figure 12. Radio to DC converter parameters 

 
Then, the required current at output has to be known in 

order to calculate the output voltage Vout. According to the 
output current Isink: curves in datasheet give the output 
voltage the circuit can provide. For simpler use, a global 
parameter can be used for other circuits: the overall power 
efficiency (output versus input). 

 
2. DC2DC converter 

This block is presented in Fig. 13. Models have been 
separated because RF2DC and DC2DC blocks could be 
designed in separate circuits. Thus, in order to best 
distinguish individual performances in the system and to 
define parameters if they have to be designed, they are 
modelled in two separate blocks. DC2DC converter 
efficiency is expressed in percentage between output and 
input. 
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Figure 13. DC to DC converter parameters 
 

3. Energy storage block 
The energy storage parameters window presented in Fig. 

14 are used to calculate the amount of energy that can be 
saved in an energy tank. We will later detail the novel 
switched capacitor architecture that is used. In Fig. 14, 
parameters are capacitance value (nF) and total leakages 
(fA) of switches and capacitor. The role of this module is to 
simulate the energy that can be stored (according to the 
power input from DC2DC bloc) and the energy that can be 
used (according to the supplied load and leakages). It will 
lead to an energy budget analysis. 

 

 

Figure 14. Load (electronic system) parameters 
 

E. Microcontroller circuit model and sensor 

For this release, microcontroller and sensor are simply 
modeled as an electrical load according to their activity.  
 
 

Microcontroller and sensor require a minimal voltage and 
consume a nominal current. In model, electrical power of 
microcontroller is calculated according to: 

 Microcontroller brand and model, 
 Oscillator type, 
 Operating frequency. 

 
At this stage, Microchip PIC18LF2525 is modeled. Table 

I shows all targeted microcontrollers that will be 
implemented in simulator. 

TABLE I.  TARGETTED MCUS MODELS 

Microcontroller brand Microcontroller model 

ATMEL ATMega-328 

Microchip PIC18LF2525 

ST-Microelectronics ST-8ML 

ST-Microelectronics STM-32 

Texas Instruments MSP-430 

 
ATMEL, ST-Microelectronics and Texas Instruments 

models are under development and will be released soon. 
Sensor is a Maxim MAX6613 temperature sensor. Its 
analog output is connected to an ADC input of 
microcontroller. The MAX6613 is supplied with an output 
pin of microcontroller. Supply voltage is also the same for 
both components. 

In this release, the load is a microcontroller unit (MCU) 
and a temperature sensor. When a microcontroller is chosen 
in the list-box, the "Configure MCU" button opens a new 
window. Oscillator type, operating frequency, desired 
supply voltage, active and sleep time of microcontroller are 
entered as shown in Fig. 15. 

For this example, Microchip PIC18LF2525, oscillator type 
can be external RC (up to 4 MHz), external XTAL (crystal 
oscillator, up to 40 MHz), or internal oscillator. For internal 
oscillator, the example presented at the bottom of Fig. 15, 
user can select from the internal 8MHz source down to the 
31KHz source. 

Several frequencies are available according to frequency 
post-scaler in the microcontroller. Frequency (KHz) is the 
primary oscillator frequency that must match one possible 
configuration according to the oscillator type. Supply 
voltage of the microcontroller is then entered. All the 
parameters are taken from Microchip PIC18LF2525 
datasheet; from current voltage versus frequency, current 
versus voltage and current versus frequency curves. 
Parameters for sensor are taken from Maxim MAX6613 
datasheets.  
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Figure 15. Load (electronic system) parameters 
 

F. Simulation setup 

 
The simulation setup window (Fig. 16) permits to 

configure the simulation. The duration parameter will be 
used in future release in transient simulations. For the 
moment only static simulations are run. Design goal 
specifies which value is to maximize: voltage or current. 
Indeed, RF2DC and DC2DC blocks output a given power, 
and the couple voltage and current can vary. This option 
also configures the simulation in order to search the 
maximum current point or the maximum voltage point. The 
other parameter (for example, voltage if current is the 
design goal) is displayed as a result. Designer has to take it 
into account in design as a constraint. If the value of this 
other parameter is unreal, parameters concerning the 
hardware have to be changed, for example the 
microcontroller speed. 
 

 
 

Figure 16. Simulation Setup window. 
 

IV. TESTCASE AND RESULTS 

  
To illustrate how the simulation behaves, a test case has 

been simulated. All parameters used in setup windows are 
summarized in Table II. Simulation time for a static analysis 
is configured to few milliseconds. Results are presented in 
Fig. 17. The left part shows results on tag side where the 
magnetic field H is calculated. It depends on emitter power, 
distance, and antennas gains. Then the harvesting part gives 
output of RF2DC and DC2DC parts in the M24LR04E. 

 

TABLE II.  PARAMETERS USED FOR TESTCASE SIMULATION 

Emitting power 50 mW 

Frequency of carrier for NFC 
communication 

13560 MHz 

Distance emitter / tag 5 mm 

Duration of NFC 
communication 

5 s 

Antennas gain (emitter & tag) -3 dBi 

RF2DC & DC2DC converters Equations from M24LR04E 

Energy storage capacitance 1000 nA 

Switches leakages (energy 
storage) 

100 fA 

Microcontroller brand/model Microchip / PIC18LF2525 

Microcontroller Oscillator / 
Operating voltage range 

Internal oscillator, 31KHz / 2V to 
5.5V 

Sensor / Operating voltage 
range 

Maxim MAX6613 / 1.8V to 5.5V 

Duration of node sensing and 
MCU processing and storage 

100 ms 

Simulation setup Design goal = current 
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As design goal of the example is the output current, the 
simulator calculates the nominal current to retrieve from 
harvesting part. Nominal current is fixed by the required 
current from the electrical load (MCU and sensor). This 
current is calculated from MCU and sensor parameters: 
PIC18LF2525 requires 15.05µA when running from internal 
oscillator at 31KHz. MAX6613 consumes 7.5µA. Simulator 
then calculates the harvesting possible voltage output for a 
sink current of 22.55µA. From datasheet curves in the 
model, simulation gives 2.67V. Fig. 17 shows that the 
required power for load is 67.64µW but the harvester can 
only provide 60.2µW. As a result, the required voltage 3V is 
not reached. Designer will have to deal with a 2.67V supply, 
or decrease load current consumption in order to increase 
supply voltage. 

Energy calculations are also implemented in the simulator. 
It considers electrical power consumption and active time. 
Active time for the emitter correspond to the duration of the 
electromagnetic field. Result window thus displays 301µJ 
for 5s duration. Active time for the MCU is time while 
MCU is running (time running parameter in Fig. 15). Its 
energy is then 6.76µJ for 100ms. This result allows the 
designer to plan how many cycles the MCU could run with 
a single electromagnetic charge. It is 44 cycles for this 
example. 

Battery-less system is also possible: for example, an 
application in industry where a sensor network is deployed 
in the aim of measuring a temperature on several machines. 
Each evening, a person will read the data on each sensor 
node with a 5 seconds NFC communication. While 

downloading data from node to phone (or tablet), the node is 
being charged for the next day: it is able to make a 
measurement every 33 minutes for the next 24 hours. 

V. CONCLUSIONS AND FUTURE WORKS 

In this article, a concrete energy analysis of novel 
electronics architecture and ContactLess Simulator was 
presented. CLS is a simulator dedicated to energy efficiency 
in battery-less sensor node. Its interface is based on setting 
windows to graphically configure a NFC system composed 
of an emitter and a smart tag. As targeted tags are battery-
less (self-supplied), it comprises an energy harvesting 
module with a RF2DC and DC2DC converter, a 
microcontroller unit (MCU) and a sensor. Each hardware 
block is configured by a setup window form. Simulation can 
be tuned for one design goal: search maximal voltage or 
maximal current. This choice depends on designer priority. 
A launch button runs the simulation and displays a result 
window. Several electrical outputs are calculated: 
electromagnetic field at tag input, harvested power (voltage 
and current), harvested energy for a single contactless 
energy intake, required power (voltage and current) for the 
microcontroller and sensor, required energy for a main 
program loop. Result analysis on a realistic testcase shows 
that the harvested power is a bit weak (60.2µW) compared 
to the required power (67.64µW). According to the design 
goal, fixed to prioritize current, harvested voltage is 2.67v 
instead of 3v. Meanwhile, the sensing node is supplied with 
the required current (22.55µA). Energy calculation makes it 
possible to think about a better use of the energy. Indeed, 

 

 
 

Figure 17. Result window 
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harvested power is weak but harvested energy (301µJ) is 
much bigger that required energy (6.76µJ). Feasibility is 
also proven: it is possible to charge the energy buffer during 
a 5 seconds NFC communication (while previous data are 
retrieved) then to use the battery-less system for 44 data 
recording (temperature measurements). 

ContactLess Simulator can be improved to support 
transient analysis and to propose devices according to 
design constraints for example. Other microcontroller and 
sensor will be added and the global interface will be 
changed to be closer to Fig. 5. Another possible 
improvement will be to add curves in the results window in 
order to helps the designer to know understand where the 
sensor node can be modified to meet the constraint. Finally, 
it may be interesting to implement realtime static analysis to 
the simulator to provide an efficient support during the 
design phase and dedicate the simulation to transient 
analysis. 
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Abstract— In IEEE 802.11 wireless LAN, there is a problem 

that the access point scanning at stations which uses the power 

management function gives impacts on the performance of 

TCP communication.  This paper is an extension of our 

previous paper that showed the result of experiments on this 

problem for uploading and downloading TCP data transfer 

over 802.11n wireless LAN.  For the uploading transfer, we 

analyze the influence to TCP throughput focusing on the TCP 

small queues that limit the amount of data in wireless LAN's 

sending queue.  We add some new results and discussions to 

the previous paper.  As for the downloading transfer, we 

discuss the influence by the TCP congestion control algorithm 

at TCP senders and A-MPDU transmission rate at the access 

point.    We also propose a method to stop access point 

scanning while data transfer is being performed, and show the 

results of the performance evaluation of the proposed method 

implemented on the Linux operating system.   

Keywords- WLAN; IEEE802.11n; Access Point Scanning; 

Power Management; TCP Small Queues; TCP Congestion 

Window Validation; NetworkManager; Linux Kernel Module. 

I.  INTRODUCTION 

This paper is an extension of our previous paper [1] 
presented in an IARIA conference.   

Nowadays, 802.11n [2] is one of most widely adopted 
IEEE wireless LAN (WLAN) standards.  It establishes high 
speed data transfer using the higher data rate support (e.g., 
300 Mbps), the frame aggregation in Aggregation MAC 
Protocol Data Unit (A-MPDU) and the Block 
Acknowledgment mechanism.  On the other hand, TCP 
introduces some new functions to establish high performance 
over high speed WLANs.  CoDel [3] and TCP small queues 
[4] that aim to resolve the Bufferbloat problem [5] are 
examples.   

We reported some performance evaluation results on 
TCP behaviors over 802.11n [6][7].  While we were 
conducting those experiments, we encountered the situation 
that the TCP throughput decreases periodically.  By 
analyzing the captured WLAN frame logs during the 
performance degradation, we confirmed that its reason is the 
periodical transmission of data frames without data (Null 
data frames) with the power management field set to 1 in the 
WLAN header.  These frames are used by WLAN stations to 
inform access points that the stations are going to sleep and 

to ask the associated access point not to send data frames.  It 
is pointed out that WLAN stations use Null data frames to 
scan another available access point periodically [8].   

In our previous paper [1], we conducted detailed 
performance analysis and reported that the impacts of Null 
data frames on TCP data transfer change by the functions of 
TCP used in the communication.  Specifically, the TCP 
sender behaviors and the throughput degradation depend on 
the direction of TCP data transfer (uploading from station to 
access point or downloading in the reverse direction), 
whether the TCP small queues are used or not, and what kind 
of congestion control algorithm is used.  This paper is an 
extension of the previous paper, and shows the results of 
experimental analysis about the impacts on TCP throughput 
given by the access point scanning, by adding new results 
and discussions.  This paper also proposes a method to stop 
access point scanning while data transfer is being performed.  
We implement the proposed method over NetworkManager 
software module running over the Linux operating system.  
This paper describes the implementation and performance 
evaluation of the proposed method.   

The rest of this paper consists the following sections.  
Section II shows the technologies relevant to this paper.  
Section III explains the experimental settings.  Sections IV 
and V give the detailed analysis of uploading TCP data 
transfer and downloading TCP data transfer together with 
access point scanning, respectively.  Section VI proposes a 
method to protect the throughput degradation by the access 
point scanning.  In the end, Section VII gives the conclusions 
of this paper.   

II. RELEVANT TECHNOLOGIES 

A. Power management function and Null data frames 

As described above, IEEE 802.11 standards introduce the 
power management function.  In the WLAN frame format 
depicted in Figure 1(a), bit 12 in the Frame Control field is 
the Power Management field (shown in Figure 1(b)).  By 
setting this bit to 1, a station informs the associated access 
point that it is going to the power save mode, in which the 
station goes to sleep and wakes up only when the access 
point sends beacon frames.  By setting the bit to 0, it informs 
the access point that it goes back to the active mode.   
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This function is used for several purposes.  One example 
is the case that a station is actually going to sleep to save its 
power consumption for a while.  In this case, a station wakes 
up only at the timing of receiving beacon frames from the 
access point.  If the access point has data frames to deliver to 
the sleeping station, it indicates this fact in the Traffic 
Indication Map element in a beacon frame.  In response to 
this information, the station requests the delivery of data 
frames by use of a PS-Poll frame.   

Another example is the access point scanning.  For 
example, a Lunix terminal executing the NetworkManager 
module searches periodically for an access point which 
provides stronger radio signal than the current access point 
with which the terminal is associated [9].  There are two 
schemes for the access point scanning; the passive scanning 
in which a station waits for a beacon frame from another 
access point, and the active scanning in which a station sends 
a probe request frame and waits for a probe response frame 
for the request.  In either scheme, a station needs to ask the 
current access point to stop sending data frames to it.  For 
this purpose, the station sends a frame with the Power 
Management field set to 1.   

Null data frames are used by WLAN stations to inform 
access points of the shift to the power save mode or to the 
active mode [10].  This is a frame that contains no data 
(Frame Body in Fig. 1 (a)).  An ordinary data frame has the 
type of ‘01’ and the subtype of ‘0000’ in the Frame Control 
field.  That is, B3 and B2 in Fig. 1 (b) are 0 and 1, and B7 
through B4 are all 0.  On the other hand, Null data frame has 
the type of ‘01’ and the subtype of ‘0100’.  While an 
ordinary data frame has three Address fields, a Null data 
frame has only two Address fields; the transmitter is a station 
MAC address and the receiver is an access point MAC 
address.  By using Null data frames with the Power 
Management field set to 0 or 1, stations can request the 
power management function for access points.   

B. TCP small queues 

In the Linux operating system with version 3.6 and later, 
a mechanism called TCP small queues [4] is installed in 
order to resolve the Bufferbloat problem.  It keeps watching 
on the queues in Linux schedulers and device drivers in a 
sending terminal.  If the amount of data stored in the queues 
is larger than the predefined queue limit, it suspends the TCP 
module until the amount of stored data becomes smaller than 
the limit.  During this TCP suspension, the data which 
applications transmit is stored in the TCP send socket buffer, 
which may cause the application to be suspended if the TCP 

send socket buffer becomes full.  After the TCP module is 
resumed, it processes the application data stored in the send 
socket buffer.   

The default value of the predefined queue limit is 128 
Kbyte, and it is adjustable by changing the following 
parameter;  

/proc/sys/net/ipv4/tcp_limit_output_bytes. 
This mechanism is different from the other mechanisms 
against the Bufferbloat problem, such as CoDel, in the point 
that no TCP segments are discarded intentionally to reduce 
TCP congestion window size.   

C. Congestion window validation 

The TCP congestion control uses the congestion window 
size (cwnd) maintained in TCP senders.  TCP senders 
transmit TCP data segments under the limitation of cwnd and 
the window size advertised by TCP receivers.  In general, 
cwnd is increased when TCP senders receive TCP 
acknowledgment (ACK) segments and is decreased when 
any data segments are retransmitted.   

This mechanism is considered to work well under the 
assumption that the data transfer throughput is limited by 
cwnd.  But it is possible that the throughput is controlled by 
an application in a TCP sender.  In this case, the amount of 
data segments floating over network without being 
acknowledged (it is called flight size) might be smaller than 
cwnd.  In an application limited case, however, cwnd also 
increases when the sender receives a new ACK segment, and 
the value of cwnd may be much larger than the current flight 
size.  This means that the value of cwnd is invalid stage.  If 
the TCP sender changes its status from application limited to 
cwnd limited suddenly, TCP segments corresponding to an 
invalid i.e. too large cwnd value will rush into a network.   

In order to resolve such a problems, the congestion 
window validation (CWV) mechanism is proposed.  RFC 
2861 [11] proposes the following two rules.  (1) A TCP 
sender halves the value of cwnd if no data segments are 
transmitted during a retransmission timeout period.  (2) 
When a TCP sender does not send data segment more than 
cwnd during a round-trip time (RTT), then it decreases cwnd 
to  

(𝑐𝑤𝑛𝑑 + 𝑠𝑒𝑛𝑡 𝑑𝑎𝑡𝑎 𝑠𝑖𝑧𝑒)
2⁄  

in the next RTT time frame.   
RFC 7661 [12] revises the above rules and defines a new 

rule that, if the data size acknowledged during one RTT is 
smaller than half of cwnd, a TCP sender does not increase 
cwnd in the next RTT time frame.  It defines the procedure 
in the case of congestion separately.   

III. EXPERIMENTAL SETTINGS 

Figure 2 shows the configuration of the performance 
evaluation experiment we conducted.  There are two stations 
conforming to 802.11n with 5GHz band and one access point 
connected to a server through 1Gbps Ethernet.  One station 
called STA1 is associated with the access point, and 
communicates with the server through the access point.  The 
other station called STA2 is used just to monitor WLAN 
frames exchanged between STA1 and the access point.   

 
(a) Structure of WLAN frame.   

 
(b) Structure of Frame Control field.   

Figure 1.  IEEE 802.11 WLAN frame format [2].   
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We use commercially available notebook PCs for the 
stations and the server.  The access point used is also off-the-
shelf product.  The detailed specification of the notebook and 
the access point is shown in Table I.  The access point is able 
to use the 40 MHz channel bandwidth and provides the 
MAC level data rate from 6.5 Mbps to 300 Mbps.   

In the experiment, the data is generated by iperf [13] in 
the upload direction from STA1 to the server and the 
download direction from the server to STA1.  The conditions 
for the experiment are the followings.   

 Use or non-use of the TCP small queues, and  

 use of CUBIC TCP [14] or TCP NewReno [15] as a 
congestion control mechanism.   

When we use the TCP small queues, we installed Ubuntu 
14.04 LTS in the notebook, and in the case not to use it, we 
installed Ubuntu 12.04 LTS.   

During the data transmissions, the following detailed 
performance metrics are collected for the detailed analysis of 
the communication;   

 the packet trace at the server, STA1 and STA2 , by 
use of tcpdump,  

 the TCP throughput for every second, calculated 
from packet trace at TCP sender,  

 the WLAN related metrics, such as the MAC level 
data rate, the number of A-MPDUs sent for a second 
and the number of MPDUs aggregated in an A-
MPDU (an average during one second), from the 
device driver ath9k [16] at the access point and 
STA1, and  

  the TCP congestion window size at the server, by 
use of tcpprobe [17] (an average during one second, 
calculated from the values obtained for every 
segment reception at the server).   

IV. ANALYSIS OF UPLOADING TCP DATA TRANSFER 

In the experiments for uploading TCP data transfer, the 
results were different depending on whether the TCP small 
queues are used or not.  On the other hand, the TCP 
congestion control algorithms did not affect the results so 
much.  This section shows the results for uploading TCP data 
transfer focusing on the use or non-use of TCP small queues 
using CUBIC TCP. 

A. Results when TCP small queues are used 

Figure 3 shows the time variation of TCP throughput and 
cwnd, both of which are average value during one second, in 
the case that the TCP small queues are used in STA1.  From 
this result, we can say that the throughput degradations occur 
periodically.  Specifically, each throughput degraded period 
is around 10 sec. and such a period happens approximately 
once in 120 sec.  In a normal period, the average TCP 
throughput is 136 Mbps, but it decreases to as much as 57 % 
in a throughput degraded period.   

On the other hand, cwnd does not decrease even in a 
throughput degraded period, which means that there are no 
packet losses.  Besides that, the increase of cwnd is 
depressed throughout the TCP communication.  In this result, 
the value of cwnd is limited to around 200 packets.   

Figure 4 shows the time variation of the MAC level data 
rate (average during one second).  From this figure, it can be 
said that the data rate keeps high value.  Figures 5 and 6 give 

 
Figure 3.  TCP throughput and cwnd vs. time in uploading data transfer 

with TCP small queues.   

 
Figure 4.  MAC level data rate vs. time in uploading data transfer  

with TCP small queues.   
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Figure 2.  Network configuration in experiment.   

TABLE I.  SPECIFICATION OF NOTEBOOK AND ACCESS POINT.   
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the time variation of the number of A-MPDUs for one 
second and the number of MPDUs aggregated in an A-
MPDU (an average during one second), respectively.  Here, 
the number of MPDUs degrades during the throughput 
degraded period, while the number of MPDUs per A-MPDU 
keeps the same level.  The decrease of the number of A-
MPDUs is the reason for the periodic throughput degradation.   

Figure 7 shows the packet trace, captured by STA2, of 

WLAN frames without data in the throughput degraded 
period starting at time 25 sec.  This is the result of analysis 
by Wireshark and contains the number of frame, the time of 
packet capture measured from the TCP SYN segment, the 
source and destination MAC address, the protocol type 
(802.11), the frame length, and the information including 
name and parameters.   

The frame whose number is 105,932, shown inverted to 
blue in the figure, is a Null data frame.  For this frame, the 
Info column says that “Flags=. . .P. . .TC.”  This means that 
the Power Management field is set to 1 in this frame.  The 
transmitter of this frame is STA1, whose MAC address is 
“LiteonTe_0b:ce:0c,” and its receiver is the access point 
whose MAC address is “BuffaloI_27:2a:39.”  The sequence 
control (“SN” in the figure) is 1750 in this frame.  In this 
packet trace, this Null data frame is not acknowledged by the 
access point.  Instead, the same Null data frames are 
retransmitted eight times by the frames with numbers 
105,933 through 105,953.  They have the same sequence 
control (1750), and the Retry field in the Frame Control field 
is set to 1, as indicated “Flags=. . .PR. .TC” in the figure.  
From the fourth retransmission, a RTS frame is used before 
sending a Null data frame and the access point responds it by 
returning a CTS frame, which allows STA1 to send a Null 
data frame.  But, from the fourth to the seventh 
retransmissions, the access point does not send any ACK 
frames.  In the end, the access point sends an ACK frame at 
the eighth retransmission (see the frame with number 
105,954).  These frame exchanges takes 1.8 msec.   

Then, the frame with number 105,955 is a beacon frame 
broadcasted by the access point.  The duration between the 
ACK frame (No. 105,954) and this beacon frame is 90 msec 
in the figure.   

24 msec after the beacon frame is transmitted, STA1 

 
Figure 5.  Number of A-MPDUs vs. time in uploading data transfer 

with TCP small queues. 

 
Figure 6.  Number of A-MPDUs vs. time in uploading data transfer 

with TCP small queues. 
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Figure 7.  An example of packet trace during throughput degraded period focusing on WLAN frames without data 
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sends a Null data frame with the Power Management field 
set to 0, whose number and sequence control is 105,956 and 
1751, respectively.  Again, this Null data frame is 
retransmitted four times.  In this case, although STA2 
captures the corresponding ACK frames from the access 
point, STA1 retransmits it, repeatedly.  After this frame is 
acknowledged by the ACK frame with number 105,966, 
STA1 transmit the next Null data frame whose sequence 
control 1752, and it is immediately acknowledged.  These 
frame exchanges take 1.3 msec.   

During this sequence, STA1 and the access point do not 
send any data frames.  This paper refers to the time period as 
a sleeping period.  After the last Null data frame with the 
Power Management field set to 0 is acknowledged, the data 
transfer from STA1 is restarted.  But, several hundred 
milliseconds later, the similar communication sequence 
including the Null data frames and beacon frame occurs, and 
it goes to another sleeping period.  This paper refers to the 
period when data frames are transmitted between sleeping 
periods as an awoken period.  During a performance 
degraded period, there are around 26 pairs of sleeping period 
and awoken period.   

The relationship among those periods are shown in 
Figure 8.  In the evaluation result, the throughput degraded 
periods and the normal periods are repeated as shown at the 
top of this figure.  The average duration for them is around 
10 sec. and 110 sec., respectively.  A throughput degraded 
period consists of sleeping periods and awoken periods.  The 
average duration for them is 110 msec and 320 msec, 
respectively.  As described in Figure 7 before, a sleeping 
period consists of a period sending Null data frames with the 
Power Management field set to 1, a period waiting for a 
beacon frame, and a period sending Null data frames with 
the Power Management field set to 0.  The average durations 
for the individual periods are shown in Figure 8.   

On the other hand, Figure 3 shows that the increase of 
cwnd is suppressed even if there are no packet losses.  The 
reason is considered to be the collaboration of the TCP small 
queues and CWV.  As described before, CWV intends to be 
used when a TCP communication is application limited.  In 
the case the TCP small queues are used, however, it is 
possible that the data transfer stops when the buffered data in 
the sending queue for WLAN device exceeds the predefined 

queue limit, even if the flight size is smaller than cwnd.  In 
this case, the MAC level data rate dominates the throughput 
instead of cwnd in the TCP level, and therefore, the control 
by CWV becomes effective.  Actually, the source program of 
the TCP small queues implements a procedure such that, 
when the unacknowledged data amount is smaller than the 
current value of cwnd in the slow start phase, cwnd is not 
incremented even if a new ACK segment arrives.  Note that 
this procedure itself is not conforming to RFC 2861 strictly 
but similar to RFC 7661, which was not standardized when 
the TCP small queues were introduced.   

B. Results when TCP small queues are not used 

Figure 9 shows the time variation of TCP throughput and 
cwnd in the case that the TCP small queues are not used in 
STA1.  In this case, the throughput degradations also occur 
periodically.  In the normal periods, the average throughput 
is 174 Mbps, which is 38 Mbps higher than the case using 
the TCP small queues.  This result seems to come from the 
fact that the cwnd value goes up to 970 packets.  On the 
other hand, in the throughput degraded periods, the 
throughput decreases as low as 10 % of that in the normal 
period.  The value of cwnd decreases largely in the 
throughput degraded periods.   

Figure 10 shows the time variation of the MAC level data 
rate.  In comparison with Figure 4, there are some drops of 
data rate at the timing of the throughput drop, but the drop is 
from 300 Mbps to around 280 Mbps, so it can be said that 

 
Figure 8.  Detailed analysis of time periods.   

 
Figure 9.  TCP throughput and cwnd vs. time in uploading data transfer 

without TCP small queues.   

 
Figure 10.  MAC level data rate vs. time in uploading data transfer  

without TCP small queues.   
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the drop itself is not large.  Figures 11 and 12 show the time 
variation of the number of A-MPDUs for one second and the 
number of MPDUs aggregated in an A-MPDU, respectively.  
In the case that the TCP small queues are used, only the 
number of MPDUs in an A-MPDU decreases in the 
throughput degraded periods.  However, when the TCP small 
queues are not used, the number of MPDUs also decreases in 
the throughput degraded periods.   

In this case, the reason for the periodic throughput 
degradation is also the periodic access point scanning using 
Null data frames with the power management function.  In 
this case, however, there are some differences compared with 
the case of using the TCP small queues.  At first, in the 
normal periods, the throughput and cwnd have larger values.  
On the other hand, in the throughput degraded periods, the 
drop of throughput is sharp, and cwnd as well as the number 
of MPDUs in one second drop sharply.   

 The reason is that there are some packet losses in the 
throughput degraded periods.  The detailed discussions on 
the difference between the use and non-use of the TCP small 
queues are given in the following subsection.   

C. Discussions  

Figure 13 shows how the internal modules behave during 
a throughput degraded period, when the TCP small queues 
are used.  During a sleeping period within a throughput 
degraded period, the WLAN module (WLAN interface 
hardware and its device driver) stops sending data requested 
from the IP module.  As a result, several data are stored in 
the send queue maintained by the operating system and the 
driver.  If the number of stored data exceeds the threshold, 
the TCP module stops reading data from the APP, which 
means application, module and they are kept in the send 

socket buffer.  This is the function of the TCP small queues.  
If the send socket buffer becomes full, the APP module stops 
sending data.  In this situation, the WLAN module just keeps 
sending data stored in the send queue during the awoken 
periods, which is the same as the normal data transfer 
situation.  If the size of data stored in the send queue is 
smaller the threshold, the TPC module resumes the sending.  
Therefore, only the TCP throughput and the number of A-
MPDUs sent in one second decrease as shown in Figures 3 
through 6.   

Figure 14 shows the behaviors of the internal modules 
during a throughput degraded period, when the TCP small 
queues are not used.  During a sleeping period within a 
throughput degraded period, the WLAN module stops 
sending data requested from the IP module.  As a result, 
several data are stored in the send queue.  This is the same as 
above.  In this case, however, cwnd in the TCP module 
keeps increasing for every ACK segment while data 
segments are not lost.  In the results in Figure 9, cwnd goes 
up to 970 packets as described above.  During a sleeping 
period, the WLAN module stops sending data, but the TCP 
module keeps transmitting data, and so it is possible that the 
send queue overflows and some data segments are discarded.  
The TCP module retransmits lost data and decreases cwnd.  
As a result, the size of data stored in the send queue is also 
reduced.  This means that the traffic load to the WLAN 
module is reduced and, in the awoken periods, the WLAN 
traffic is reduced.  This corresponds to the drop of the TCP 
throughput, the number of A-MPDUs sent, and the number 
of MPDUs aggregated in an A-MPDU, as shown in Figures 
9 through 12.   

 
Figure 11.  Number of A-MPDUs vs. time in uploading data transfer 

without TCP small queues. 

 
Figure 12.  Number of A-MPDUs vs. time in uploading data transfer 

without TCP small queues. 
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Figure 13.  Behaviors when TCP small queues are used. 
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V. ANALYSIS OF DOWNLOADING TCP DATA TRANSFER 

In the experiments for downloading TCP data transfer, 
the results were not different depending on the use or non-
use of TCP small queues.  This is because neither the TCP 
small queues nor CWV are implemented at the access point.  
Instead, the results slightly depended on the TCP congestion 
control algorithms in the server.  This section shows these 
results. 

A. Results when CUBIC TCP is used 

Figure 15 shows the time variation of TCP throughput 
and cwnd in the case that CUBIC TCP is used at the server.  
From this figure, we can say that the periodic throughput 
degradation also occurs at the downloading TCP data 
transfer.  By analyzing the monitoring results of WLAN 
frames captured by STA2, we confirmed that there are 
periodic exchanges of Null data frames and beacon frames 
between STA1 and the access point, which is similar with 
the sequence in the uploading TCP data transfer.  So, in the 
case of downloading TCP data transfer, the access point 
scanning by WLAN stations reduces the throughput.   

As shown in the figure, cwnd at the server takes the value 
between 350 and 500 packets.  The drops of cwnd indicate 
that packet losses occur frequently.  The increase of cwnd 
takes a cubic curve of time, which is characteristic for 
CUBIC TCP.   

Figure 16 shows the time variation of the MAC level data 
rate.  Mostly the MAC data rate of 270 Mbps is kept.  There 
is one drop, but the rate is still as high as 240 Mbps.  It can 
be said that the MAC level data rate maintains a high level.   

In contrary to the upload results, the throughput in a 
throughput degraded period drops sharply, although the 
cwnd value does not decrease largely during this period.  In 
addition, the throughput just after a throughput degraded 
period is rather low.  In order to investigate those results, we 
checked the number of A-MPDUs sent in one second by the 
access point, and the number of MPDUs contained in one A-
MPDU.  The results are given in Figures 17 and 18.  These 
figures show that both A-MPDUs and MPDUs per A-MPDU 
decrease largely in throughput degraded periods.  This result 
accounts for the throughput reduction.  Besides that, the 
number of MPDUs aggregated in an A-MPDU is low just 
after a throughput degraded period.  This is considered the 
reason for low throughput in this time frame.   

B. Results when TCP NewReno is used 

Figure 19 shows the time variation of TCP throughput 
and cwnd in the case that TCP NewReno is used at the server.  
Figure 20 shows the time variation of the MAC level data 
rate.  Figures 21 and 22 show the time variation of the 
number of A-MPDUs sent in one second by the access point, 
and the number of MPDUs contained in one A-MPDU, 
respectively.   

From Figure 19, it is confirmed that the throughput is 
degraded sharply in every 120 sec.  From the monitoring 
results of WLAN frames captured by STA2, we also 
confirmed the periodic exchanges of Null data frames and 
beacon frames between STA1 and the access point.  This is 
an access point scanning by STA1 and the reason for the 

throughput reduction.  This figure also shows that cwnd at 
the server takes the value between 300 and 500 packets, and 
that cwnd drops frequently, similarly with the case of 
CUBIC TCP.  The increase of cwnd takes a linear curve 
along with time, which is characteristic for TCP NewReno.  

 
Figure 15.  TCP throughput and cwnd vs. time in downloading data transfer 

using CUBIC TCP at server.   

 
Figure 16.  MAC level data rate vs. time in downloading data transfer  

using CUBIC TCP at server. 

 

Figure 17.  Number of A-MPTU vs. time in downloading data transfer 
using CUBIC TCP at server. 

 

Figure 18.  Number of MPTUs in A-MPDU vs. time in downloading data 

transfer using CUBIC TCP at server. 
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From Figure 20, it can be said that, although there some 
decreases, the MAC level data rate keeps high value such as 
270 Mbps.   

While the throughput in a throughput degraded period 
drops sharply, the cwnd value does not decrease largely.  The 
throughput just after a throughput degraded period is rather 
low.  These are similar with the case of CUBIC TCP.  As 
Figures 21 and 22 show, the numbers of transmitted A-
MPDUs and MPDUs per A-MPDU decrease largely in 
throughput degraded periods.  Besides that, the number of 
MPDUs aggregated in an A-MPDU is low just after a 
throughput degraded period.  This will be the reason for low 
throughput in this time frame.  These results are similar with 
the case of CUBIC TCP.    

VI. METHOD TO STOP ACCESS POINT SCANNING 

In this section, we present a method to avoid the 
throughput degradation by stopping access point scanning 
while data transfer is being performed.    

A. Implementation 

As we mentioned above, the access point scanning is 
realized by the NetworkManager software module in the 
Linux operating system [18].  It is executed as a daemon to 
support network configuration and operation.  The software 
of NetworkManager is maintained within the Linux package 
management system that maintains binary files of various 
software, configuration files, and the information about their 
dependencies.  Since the Ubuntu distribution we use in this 
paper depends on the Debian package management system, 

based on a tool called dpkg with the apt (advanced 
packaging tool) system.   

Figure 23 shows a Linux script that allows a modified 
NetworkManager source program to be installed within the 
Debian package management system [19].  In the first step, 

the binary NeworkManager is installed using an apt-get 

install command.  Then, some software necessary for 
package building is installed in the second step.  After that, 
the source program of NetworkManager is downloaded 

under the subdirectory net-man using an apt-get 

source command.  By this step, several c/h files are 

expanded under the directory network-manager-

0.9.4.0.  The number 0.9.4.0 indicates the version of 
NetworkManager, which corresponds to Ubuntu 14.04 LTS.  

The source files are expanded in the src directory under 

network-manager-0.9.4.0.  At this timing, the 
downloaded software are modified as described below.  This 
is step 4.  Step 5 is preparing the package building, and the 

debuild command builds the NetworkManager package.  

By these steps, there are several deb files generated.  In the 

end, a dpkg command generates an executable file for 
NetworkManager.   

The access point scanning is realized by the C language 
functions described in Figure 24.   

 In the function schedule_scan(), the function 
request_wireless_scan() is called periodically 

by use of g_timeout_add_seconds().   

 The function g_timeout_add_seconds() is a 
function to make another function called at regular 
intervals, which is defined in the framework of 
GTK+ (the GIMP Toolkit) [20].   

 
Figure 19.  TCP throughput and cwnd vs. time in downloading data 

transfer using TCP NewReno at server.   

 
Figure 20.  MAC level data rate vs. time in downloading data transfer 

using TCP NewReno at server. 

 

Figure 21.  Number of A-MPTU vs. time in downloading data transfer 
using TCP NewReno at server. 

 

Figure 22.  Number of MPTUs in A-MPDU vs. time in downloading data 

transfer using TCP NewReno at server. 
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 The function request_wireless_scan() calls 

nm_suplicant_interface_request_scan(), 
which performs access point scanning actually.   

Based on this consideration, we modified the function 
request_wireless_scan() in the way that, if some data 
transfer has been performed since the last scan request, the 
actual scanning is skipped.   

B. Performance evaluation 

We evaluate the TCP throughput of the proposed method.  
The evaluation is done in the same configuration described 
in Section III.  We use the uploading data transfer with the 
TCP small queues and CUBIC TCP.  Figures 25 and 26 
show the time variation of TCP throughput, which is an 
average during one second, without and with the proposed 
method implemented in a station, respectively.  As shown in 
Figure 25, the TCP throughput is degraded around every 120 
second, when the proposed method is not implemented.  This 
is similar with the result in Figure 3.  On the other hand, 
Figure 26 shows that, when the proposed method is 
implemented in a station, these periodic large drops of TCP 
throughput do not occur.  These results indicate that the 
proposed method can resolve the throughput degradation 
problem caused by the access point scanning.  

VII. CONCLUSIONS 

This paper discussed the results on performance 
evaluation on the periodic TCP throughput degradation in 
IEEE 802.11n WLAN.  The degradation is invoked by the 

periodic access point scanning using Null data frames with 
the Power Management field set to on and off.  We showed 
that the throughput degradation is different depending on 
whether the TCP small queues are used or not in an 
uploading TCP data transfer, and what type of TCP 
congestion control algorithms are used in a downloading 
TCP data transfer.  In the uploading data transfer, the TCP 
small queues and the congestion window validation suppress 
both of the increase of congestion window size in a normal 
period and its decrease in a throughput degradation period.  
So, the throughput degradation invoked by the access point 
scanning is smaller than the case when the TCP small queues 
are not used.  In the downloading data transfer, the 
congestion control algorithms give some impacts on the time 
variation of congestion window size.  However, the actual 
reason for the throughput degradation is the decrease in the 
transmission rate of A-MPDUs and the number of MPDUs 
in one A-MPDU, which are observed at an access point.  
This paper also proposed a method to resolve the 
performance degradation caused by access point scanning by 
stopping scanning while data transfer is being done.  The 
proposed method was implemented in the NetworkManager 
software module running over the Linux operating system, 
and the performance evaluation showed that the performance 
degradation is resolved by the proposed method.   

 

 
Figure 23.  Linux script to build NetworkManager from source program. 

 

 
Figure 24.  Functions for access point scanning. 

# step 1: install binary NetworkManager
sudo apt-get install network-manager
sudo apt-get update

# step 2: prepare package building
sudo apt-get install dpkg-dev devscripts fakeroot

# step 3: get NetworkManager source
mkdir src
cd src
apt-get source network-manager

# step 4: modify NetworkManager source

# step 5: install build package
sudo apt-get build-dep network-manager

# step 6: build NetworkManager
cd network-manager-0.9.4.0
debuild -uc -us -b

# step 7: install modified NetworkManager
sudo dpkg -i ../*.deb

schedule_scan()

g_timeout_add_seconds()

request_wireless_scan()

nm_suplicant_interface_request_scan()

 
Figure 25.  TCP throughput vs. time in uploading data transfer  

without proposed method.   

 

 
Figure 26.  TCP throughput vs. time in uploading data transfer  

with proposed method.   
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Abstract — Enhanced Photonic Integrated Circuits (PIC) are 

required for the current demand of flexibility and 

reconfigurability in telecommunications networks. However, 

the technical and functional requirements of the PIC demand a 

thorough characterization and testing to provide an accurate 

prediction of the PIC performance. In the characterization and 

testing context, the use of Spatial Light Modulator (SLM) can 

be beneficial. SLM is a diffractive device to reconstruct images 

from Computer Generated Holograms (CGH) that allows to 

modulate the wavefront of a light beam. This capability can be 

explored to feed/receive optical signals to the PIC, i.e., as a 

flexible SLM based coupling platform. The feasibility of this 

approach was tested with the generation of a 

multiplexing/demultiplexing CGH to be applied into an optical 

chip for data compression based on Haar wavelet transform. 

Simulation results for building blocks as well as the all-optical 

network for the optical data compression chip are presented, 

supporting their theoretical feasibility. A new concept to use a 

SLM as a flexible coupling platform to complement PIC 

characterization process is proposed and a Haar transform data 

compression PIC described. 

Keywords - photonic integrated circuits (PIC); integrated 

optics; spatial light modulator (SLM); computer generated 

holography (CGH); all-optical devices; Haar transform. 

I. INTRODUCTION 

In the recent years, we have witnessed a significant 
increase in the data traffic, which the traditional copper based 
electronic media fail to carry [1]–[3]. Furthermore, the 
increasing demand for higher image/video storage capacity 
and data transmission rates led to the search of new bandwidth 
optimization solutions. Integrated photonics appears as a 
promising technology to achieve this outcome. Photonic 
Integrated Circuits (PIC) are the equivalent of Electronic 
Integrated Circuits (EIC) in the optical domain. As an 
alternative to transistors and other electronic components, PIC 
contain optical elements, such as modulators, detectors, 
attenuators, multiplexers, optical amplifiers and lasers. PIC 
advantages can be attributed to their lower power 
consumption, smaller volume and weight, higher thermal and 

mechanical stability, and the easier assembly of numerous and 
complex systems. In summary, PIC-based optical 
communication systems offer an efficient and cost-effective 
solution to data transmission driving to a significant boost in 
the segment [2]. An annual growth rate of 25.2% in the PIC 
market during the period of 2015 to 2022 is foreseen [3]. 
There is also an increasing demand for PIC driven by 
innovative applications in biophotonics [2]. 

PIC can be characterized as a multiport device composed 
of an integrated system of optical elements embedded onto a 
single chip using a waveguide architecture [4]. The testing of 
optical components is more difficult than on electrical 
components and for an accurate prediction of the PIC 
performance, an extensive characterization/testing is required 
[5]. Moreover, optical component testing is difficult and time-
consuming, e.g., due to the tight 3D alignment tolerances for 
accurate coupling of light [5]. 

Given increasing demand for data transmission and 
storage, data compression emerges as an important field of 
study with different available techniques explored to release 
additional bandwidth. Specifically, for faster image 
processing, compression methods are fundamental tools to 
decrease redundant data. Different compression 
transformation techniques can be used, with the wavelet-based 
transforms as the most promising ones due to their simplicity 
and fast computation [6]. All-optical network design appears 
as a prominent solution for the application of such 
compression methods. By applying this architecture into a 
PIC, image compression can be attained with lower cost, less 
power consumption and high data rate due to an all-optical 
processing implementation [7]. Among the wavelet-based 
methods, Haar transform (HT) offers a good approach for 
image processing and pattern recognition due to its simple 
design, fast computation power and efficiency, being easily 
implemented by optical planar interferometry [4] [6] [7]. The 
HT implementation can be achieved with a two level network 
of asymmetric coupler devices [4]. 

The capability of a Spatial Light Modulator (SLM) to 
dynamically reconfigure the optical wavefronts makes it an 
attractive technology to excite cores or modes of optical 
waveguides [8] [9], as it allows the arbitrary addition or 
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removal of channels by the software and it is anticipated that 
it can achieve some basic channel equalization. This feature 
can then be explored to feed/receive optical signal from PIC 
[1]. 

SLM is an electronically programmable device that 
modulates light using an array of reconfigurable pixels [10]. 
This device can control incident light in amplitude-only, 
phase-only or a combination of phase-amplitude [10] [11]. 
One of the most commonly used modulation mechanisms is 
the electro-optical SLM containing liquid crystals as the 
modulation material [11] [12]. The liquid crystal spatial light 
modulators have a microdisplay that is used to collect and 
modulate the incident light, in a transmissive (liquid crystal 
display – LCD) or reflective (Liquid Crystal on Silicon – 
LCoS) form. Another distinguishing characteristic of these 
modulators is the alignment of the liquid crystal molecules, 
which is typically either parallel, vertical, or with twisted 
formation. In combination with appropriate polarizing optics, 
this determines which properties of the incident light beam 
can be altered, i.e., phase, amplitude or a combination of the 
two [11] [12]. 

Nonetheless, common hologram generation methods 
cannot arbitrarily modulate the amplitude and phase of a beam 
simultaneously [13] [14]. It is not then possible to simply 
address the inverse Fourier transform of the desired pattern 
into the far-field and replicate the resulting distribution of 
amplitude and phase directly on the SLM [13]. Thus, it is 
necessary to apply optimization algorithms to calculate the 
best hologram possible within the constraints of the device 
[13]. 

The SLM based on nematic LCoS technology is an 
electrically addressed reflection type phase-only SLM in 
which the liquid crystal is controlled by a direct and accurate 
voltage and can modulate the wave front of a light beam [11] 
[15], as shown in Figure 1.  

 

 
Figure 1. LCOS SLM Pluto phase modulator from Holoeye © 2018 

Holoeye Photonics AG. 

 
LCoS SLM is used as a diffractive device to reconstruct 

images from Computer Generated Holography (CGH) [16]. 
Appropriate holograms can be generated using a range of 
different optimization techniques, e.g., linear Fourier 
transform (i.e., linear phase mask) [17][18], Iterative Fourier 
Transform Algorithm (IFTA) [19] [20], Gerchberg-Saxton 
algorithm [21] and simulated annealing [22]. The use of a 
SLM as a diffractive device to reconstruct images from CGH 
allows to modulate the wavefront of a light beam. 

In this study, we proposed the use of the SLM technology 
as a flexible coupling platform for feeding photonic integrated 
processors, i.e., to feed/receive optical signal from a PIC [1]. 
Furthermore, it can be used as a parallel implementation of the 
HT image compression algorithm. Preliminary results were 
obtained to produce an expected CGH to be applied into an 
optical chip for data compression based on Haar wavelet 
transform [1]. 

The paper is organized in four sections. Section II 
describes the methodology applied for the design of the HT 
two level network, building blocks, and PIC; the generation of 
the CGH; and the setup for the flexible SLM coupling 
platform. Subsection II-A presents the all-optical system 
architecture for data compression based in HT; Subsection II-
B presents the design of the PIC for data compression, 
addressing the asymmetric coupler and chip design; 
Subsection II-C presents the generation and optimization of 
the CGH. Sections III and IV present the obtained results and 
its discussion, respectively. Section V concludes the study. 

 

II. METHODOLOGY 

The methodology is divided into three subsections: (A) the 
design of an all-optical system architecture for data 
compression based in Haar wavelet transform; (B) the 
algorithms used for the generation and optimization of the 
CGH; and (C) the implementation of the SLM setup to acquire 
the CGH. 

 

A. All-optical system architecture for data compression 

based in HT 

A digital image can be seen as a group of pixels, where 
neighboring pixels are correlated and usually redundant. 
Through the decreasing of this redundancy (by compression 
techniques) the transmission speed and the bandwidth of the 
system can be optimized. Transforms based on orthogonal 
functions are the most frequently used in signal compression 
techniques. The orthogonality is an important property for 
multi-resolution analysis, where the original signal can be split 
into low and high frequency components without duplicating 
information. These functions only require subtractions and 
additions for their forward and inverse transforms. Examples 
of these transforms are the Discrete Fourier Transform (DFT), 
the Discrete Cosine Transform (DCT), and the Discrete 
Wavelet Transforms (DWT) [23]. DWT have the advantage 
of representing a fundamental tool for local spectral 
decomposition and nonstationary signal analysis, used in the 
JPEG2000 standard as wavelet-based compression algorithms 
[24]. DWT represent an image as a sum of wavelet functions, 
with different location and scale [25], i.e., High-pass (detail) 
and Low-pass (approximate) coefficients. Low-Pass (LP) and 
High-Pass (HP) filters are applied to the input data with a two 
level signal decomposition architecture, as depicted in Figure 
2.  

The Haar wavelet transforms [7] [26] [27] (an example of 
multiresolution analysis) were chosen due to their simplicity 
and fast computation. 

Interface unit

Ribbon cable

Liquid crystal microdisplay
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Figure 2. Two level band decomposition using multi-resolution analysis 
based on wavelet transform. Low-Pass (LP) and High-Pass (HP) filters are 

applied two times to obtain the 1D transform (L and H components) and 

the 2D transform (LL, LH, HL and HH components). 

 
The sub-band decomposition achieved through the 

wavelet transform enables the compression directly on a 
specific portion of the spectrum, through spatial frequency 
characterization. 

 

 
 

 Figure 3.  All-optical scheme of system building blocks for Haar wavelet 

transform processing and compression. 2D transform process schematic 
describes Low-pass (L) and High-pass (H) filtering through sub-band 

decomposition [7]. 

The all-optical system architecture for data compression 
based in the HT can be divided in four main building blocks: 
i) optical sensors array; ii) Haar wavelet transform; iii) 
compression; and iv) data encoding section. 

The scheme for all-optical image acquisition, processing, 
and transmission is depicted in Figure 3.  

The first building block entails the acquisition level with 
optical sensors for light detection and two dimensional (2D) 
data sampling. The HT is implemented in the second building 
block, to extract the image properties by exploiting the energy 
compaction features of the wavelet decomposition.  

The HT block (second building block) includes Low-pass 
(L) and High-pass (H) filters associated with the Haar wavelet, 
applied over one dimension (1D) at time. The filtering 
operation can be simplified as the calculation of the average 
between two neighbors’ pixels values (LP) or the difference 
between them (HP). Equation (1) presents the Haar transform 
scattering matrix for a generic 1D input (ai coefficients), i.e., 
pixel line or column. LP and HP filters are applied two times 
to obtain the 1D transform (L and H component) and the 2D 
transform with the four  LL, LH, HL and HH components, see 
Figure 2 and Figure 3. 

The coefficients on the left side of (1) are the scaling cij 
and detail dij coefficients (where i refers to the transform level 
and j to the coefficient index) obtained from the LP and HP 
filtering, respectively, for each pixel pair, which corresponds 
to the 1D first level of the Haar discrete wavelet transform. In 

a 2D matrix input (NN) this operation is performed twice, 
i.e., horizontally and vertically, for each transformation level, 
to guarantee that image intensity variations are evaluated 
along the two dimensions. 
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The same filtering operation is performed in the LL sub-

band for the next level of the transform, whereas the other sub-
bands (i.e., LH, HL and HH) can be stored, transmitted or 
discarded, being the transform coefficients related to higher-
frequency components. 

The third building block carries out the compression and 
extracts the desirable information from the 2D transform, e.g., 
LL component. The all-optical system ends with the encoding 
building block where the data stream is delivered through the 
optical channel [7]. 

The optical device chosen to implement the HT was a 3 
dB asymmetric coupler, also known as a magic-T, depicted in 
Figure 4. The asymmetric coupler is characterized by having 
different waveguides widths, which can present a wide range 
of coupling ratios and low value of excess loss (0.7 dB), 
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including input and output single-mode fiber coupling losses 
[28]. 

 

 

Figure 4. Scheme of a 3 dB asymmetric optical coupler. 

 
To perform the HT operations the asymmetric coupler 

must be designed in order to perform a 50% coupling ratio. 
 

B. PIC design for data compression  

A data compression chip based on Haar wavelet transform 
was designed in accordance with the rules and using building 
blocks available from “Application Specific Photonic 
Integrated Circuit” (ASPIC) foundries [29], as well as 
proprietary building blocks created and simulated by the 
authors [4].  

The chip was fabricated through a Multi-Project Wafer 
(MPW) offered by the consortium “Joint European Platform 
for Indium Phosphide based Photonic Integration of 
Components and Circuits” (JePPIX) [30].  

This platform allows the development of low-cost ASPIC 
using generic foundry model and it supplies design kits for 
MPW. The fabrication process was achieved under the 
program “Photonic Advanced Research and Development for 
Integrated Generic Manufacturing” (PARADIGM) [31], 
developed to allow Universities to access to foundry 
processes. This program reduces the costs of the design, 
development and manufacture by establishing library-based 
design combined with technology process flows and design 
tools.  

 

1) Asymmetric adiabatic coupler  

An asymmetric adiabatic coupler in Indium Phosphide 
(InP) platform, based on adiabatic coupling arrangement was 
designed using the medium-index-contrast waveguide E600 
structure, provided from Fraunhofer Gesellschaft Heinrich 
Hertz Institute (FhG-HHI) design manual structures [32]. 

 Due to non-disclosure agreement (NDA) of Oclaro and 
HHI generic foundry processes, further details about the 
waveguide structure (e.g., structure dimensions and refractive 
indexes) cannot be provided. The wavelength supported by 
the developed structure is infrared C-band.  

To achieve the phase and coupling ratios necessary for the 
asymmetric coupler requirements, extensive simulations and 
fine tuning of all design parameters were performed to attain 
the right profiles and outputs. Design and propagation analysis 
was conducted under the Beam Propagation Method (BPM) 
in OptoDesigner, a tool provided by Phoenix Software [33] 
[34]. The generic design of the developed InP asymmetric 
coupler is depicted in Figure 5. 

A set of several sections of different sizes was applied in 
the waveguides design to guarantee the expected coupler 
behavior.  

 

 
Figure 5. Diagram of the InP asymmetric adiabatic coupler composed by 

several sections of different sizes. The scheme diagram is not in scale. 

 
A summary of the general dimensions of the coupler is 

presented in Table I. 
 

TABLE I.  GENERAL DIMENSION S OF THE ASYMMETRIC COUPLER  

 Coupler dimensions (m) 

D1 Distance between input WG  40 

D2 Distance between output WG 70 

L1 Length of WG1 2815 

L2 Length of WG2 2264 

WG: Waveguides. WG1: Top waveguide from the coupler (waveguide 1).  

WG2: Bottom waveguide from the coupler (waveguide 2). 

 
The waveguides were composed by a set of different 

sections, such as straight, taper, and bend elements [35], as 
depicted in Figure 6. 

 

 
Figure 6. Diagram of three general elements that compose the different 

sections of the asymmetric coupler waveguide. The taper element is also 

applied in the mirror form, i.e., input as WT2 and output as WT1. The 

scheme diagram is not in scale. 

 
The general dimensions of the elements provided in Figure 

6 are presented in Table II. 
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TABLE II.  GENERAL DIMENSIONS OF THE ELEMENTS THAT COMPOSE 

THE DIFFERENT SECTIONS  OF THE ASYMMETRIC COUPLER  

 Waveguide elements dimensions (m) 

WS1 Width of the straight element 1.15 

WT1 

Input width of the taper element for WG1 1.30 

Input width of the taper element for WG2 1.00 

WT2 
Output width of the taper element for 

WG1 and WG2 
1.15 

WB1 Width of the bend element 1.15 

HB1 

Height of the bend element for WG1 5.00 

Height of the bend element for WG2 3.60 

WG: Waveguides. WG1: Top waveguide from the coupler.  

WG2: Bottom waveguide from the coupler. 

 
To perform the Haar wavelet transform a two levels 

network with three asymmetric couplers was designed, as 
depicted in Figure 7. 

 

2) Chip design 

An InP data compression chip to address the Haar wavelet 
transform was designed [4]. The optical chip is composed by 
four Distributed Feedback (DFB) lasers (L1-L4), three 
asymmetric couplers (C1-C3), six PIN photodiodes for 
network monitoring, two spot size converters, six multimode 

interferometers (MMI) 12 and one MMI 22. The e PIC 
includes one coupler network for compression and another 
one for decompression. The compression network is 
composed by the three asymmetric adiabatic couplers, 
arranged in a two level network, as depicted in Figure 7.  

The inputs of the compression network are fed by four 
DFB lasers. 

 
Figure 8. (A): Microscope image of the optical chip (with objective of 

5). (B): Design architecture of optical chip for data compression based on 

Haar wavelet transform. 
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Figure 7. Diagram of the two level network composed by three InP asymmetric adiabatic couplers to perform the expect operations of the Haar wavelet 

transform. 
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The outputs are connected to two spot size converters 
(providing optical output signal) and PIN photodiodes 
(providing electrical output signal), see Figure 8. 

The decompression network is composed by four MMI 

12 and one MMI 11. Four optical outputs are provided, as 

depicted in the bottom right corner of Figure 8B. The 
complete circuit architecture is presented in Figure 8. 

The HT operations include Low-pass (L) and High-pass 
(H) filters applied over one dimension at a time. This filtering 
operation corresponds to the calculation of the average 
between two neighbors’ pixels values (LP) or the difference 
between them (HP) [7]. The HT is implemented with a two 
level network composed by three asymmetric adiabatic 

couplers (22), reproducing the required operations, i.e., the 
average (sum) and the difference (subtraction) between the 
optical input pair [4].  

The 2D HT can be decomposed in four sub-bands, LL, LH, 
HL and HH [7]. The LL gives the data compressed. In the chip 
these four sub-bands can be extrapolated from the four output 
waveguides (WG) at the end of the three asymmetric couplers 
network, as depicted in Figure 9. 

The measurements of the distance between the four WG at 
the end of the three asymmetric coupler network are 𝑑1 =
241.3 𝜇𝑚, 𝑑2 = 278.6 𝜇𝑚, and 𝑑3 = 248.0 𝜇𝑚, see Figure 9. 
Measurements were performed with a Leica microscope (DM 

750M; 1CC50 HD) and an objective of 20 (HI Plan EPI, 

20/0.40) [36]. 
BPM simulations from OptoDesigner of the asymmetric 

adiabatic coupler and the two level network are provided in 
Results subsection A. 

 

C. Generation of the CGH 

The CGH is a phase mask or diffractive optical element 
that can be displayed on an SLM [17].  

 
 
 
 

The information to be transformed (in the Fourier domain) 
is introduced into the optical system by the SLM, with a phase 
mask that is appropriate to the input function of interest [37].  

The following calculations applied for the generation of 
the CGH were based in the Fourier optical principles 
presented in [37]. 

The CGH was obtained with a linear phase mask 
calculated in the frequency domain (2), where 𝑐𝑥 and 𝑐𝑦 are 

the horizontal and vertical tilt parameters, respectively; and 𝑓𝑥 
and 𝑓𝑦  are the components of the spatial frequency vector 

corresponding to the image to be generated in the 𝑋 and 𝑌 
axis, respectively. 

 

𝑀(𝑓𝑥, 𝑓𝑦) = −2𝜋(𝑐𝑥  𝑓𝑥 + 𝑐𝑦 𝑓𝑦) (2) 

 
The mask transfer function to be sent to the SLM, is given 

by 𝐻𝑚𝑎𝑠𝑘 = 𝑀 (𝑓
𝑥
 , 𝑓

𝑦
)𝑚𝑜𝑑2𝜋, ensuring that the phase values 

are set in the range of [−𝜋, 𝜋].  
A collimated Gaussian beam with transverse profile 𝑆𝑖𝑛 is 

imaged onto the SLM via a lens. Using the Fraunhofer 
approximation this produces the Fourier transform at the SLM 
plane, 𝑓𝑓𝑡(𝑆𝑖𝑛). Next, this illumination profile is multiplied 

with the phase mask, 𝑒𝑖𝐻𝑚𝑎𝑠𝑘.  
Finally, the result is Fourier transformed by a second lens 

through an inverse Fourier transform to give 𝑆𝑜𝑢𝑡, the field at 
the input plane of the PIC. 

 
An estimation of the output signal is given by (3). 
 

𝑆𝑜𝑢𝑡 = 𝑖𝑓𝑓𝑡(𝐻(𝑓𝑓𝑡(𝑆𝑖𝑛)) (3) 

𝑆𝑖𝑛 = exp(−(2
𝑥 − 𝑥0

𝑤𝑥  𝑙𝑜𝑔(√2)
)

2

− (2
𝑦 − 𝑦0

𝑤𝑦  𝑙𝑜𝑔(√2)
)

2

) (4) 

 
 
 
 
 

 

Figure 9. Measurements of the distance between the four waveguides (WG) at the end of the two level compression network. 
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Figure 10. Diagram in Cartesian coordinate system describing the 

parameters (𝑥0, 𝑦0) and (𝑤𝑥, 𝑤𝑦) used for the estimation of the Input beam 

𝑆𝑖𝑛. 

 
𝑆𝑖𝑛  describes the signal of the input beam (4), where 

(𝑥0, 𝑦0)  provides the horizontal and vertical position and 

(𝑤𝑥 , 𝑤𝑦) the width and the height of the beam, respectively, 

as depicted in Figure 10. 
 

1) Optimization of the CGH 

To obtain a hologram that replicates the output of the four 
WG of the optical chip (see Figure 9) was computed a 
composite hologram of four beams by approximate phase-
only superimposition of four independent holograms 
generated by (2). The correspondent linear transformations in 
the Fourier domain presented in (5), (6) were applied [1]. 

 
 
 

𝐻 = ∠(𝑒𝑖𝐻1 + 𝑒𝑖𝐻2 + 𝑒𝑖𝐻3 + 𝑒𝑖𝐻4) (5) 

𝐻1 = exp (𝑖2𝜋(𝑐𝑥1𝑓𝑥 + 𝑐𝑦1𝑓𝑦)) (6) 

 
A phase-only SLM does not allow to simply address the 

inverse Fourier of the desired pattern into the far-field and 
replicate the resulting distribution of amplitude and phase 
directly on the SLM [13], thus it is challenging to spatially 
modulate the light with the expected resolution and accuracy. 

To overcome this difficulty, an iterative algorithm to 
obtain the desired hologram with an error factor 𝛿 ≤ 10% 
was implemented. This threshold was set to avoid an infinite 
loop in the optimization algorithm, while ensuring an 
accuracy ≥ 90% in the output result. 
 
The main steps of the algorithm can be described as: 

i) generate a 1st linear phase mask to produce the 
expected initial field based on (5); 

ii) initially set the four values 𝑎1−4  to 1, from 𝐻 =
∠(𝑎1𝑒

𝑖𝐻1 + 𝑎2𝑒
𝑖𝐻2 + 𝑎3𝑒

𝑖𝐻3 + 𝑎4𝑒
𝑖𝐻4);  

iii) acquire the replay field form the hologram generated 
by SLM (𝐼𝑆𝐿𝑀) with a camera and feed this data to 
the algorithm;  

iv) calculate the difference between the hologram 
generated and the initial field expected, defined as 
error factor: 𝛿 = |𝐼𝑆𝐿𝑀 − 𝐼1| ≤ 0.1;  

v) if the condition 𝛿 ≤ 0.1 is not satisfied repeat steps 
(ii-iv) by iteratively adjusting the values of 𝑎1−4 to 
compensate the error factor. 
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Figure 11. Block diagram of the algorithm applied for the optimization of the CGH. 

Start:
Generate a 1st 

linear phase mask 

to produce an expected 

initial field ( )

End:

Output Hologram

(YES) (NO)

: 

N iterations

Image of the CGH –

acquired by a CCD and 

feeded to the algorithm.

SLM

CCD

SLM

Compare the hologram generated (

with the expected hologram

values iteratively 

adjusted to 

compensate the 

error factor



27

International Journal on Advances in Telecommunications, vol 11 no 1 & 2, year 2018, http://www.iariajournals.org/telecommunications/

2018, © Copyright by authors, Published under agreement with IARIA - www.iaria.org

The algorithm developed in Matlab® [38] was able to 
control both SLM and camera hardware. The block diagram 
of the algorithm is presented in Figure 11. 

The error factor ( 𝛿 ) quantifies the deviation of the 
generated hologram when compared with the expected output 
of the optical chip, i.e., the dimensions of the four WG. 

 

D. Setup to generate the CGH 

A reflective LCoS phase only SLM, model PLUTO-
TELCO-012, with a wavelength range of 1400-1700 nm, an 
active area of 15.36 mm × 8.64 mm, a pixel pitch of 8.0 µm, 
a fill factor of 92% and reflectivity of 80% [11] was used to 
display the hologram. 

To remove the phase distortion and have the full Fourier 
transform scaled by the factor of the focal length (𝑓 ) the 
optical system was design based in the 4𝑓  system 
configuration, i.e., four distances of length 𝑓 separating the 
input plane from the output plane [37]. This forms the basis of 
a low distortion optical system. 

 

 
Figure 12. Top figure: Scheme of the hologram reconstruction system, 

using an infrared (IR) laser of 1550nm, a polarization controller, lens L1, a 

LCoS-SLM, lens L2 and a IR camera. Bottom figure: Photography of the 

setup presented. 

 

The setup was composed of: a laser (1550 nm 
wavelength); a polarization controller; two lenses (AC254-
050-C-ML, AR coating 1050-1620 nm) L1 and L2 with a 
focal length of 75 mm and 250 mm, respectively; a Near-

Infrared (IR) (1460-1600 nm) camera (sensing area: 6.44.8 

mm, resolution: 752582, pixel size: 8.68.3 m) to capture 
the hologram produced; and a neutral density filter to avoid 
saturation in the camera acquisition, see Figure 12. 

 

III. RESULTS 

The results section is divided in two subsections: (A) 2D 
BMP simulation results for the asymmetric adiabatic coupler; 
and (B) experimental CGH results. 

 

A. BPM simulations 

Light propagation simulations of the InP asymmetric 
adiabatic coupler with input signal in the: i) upper waveguide 
(WG1); ii) lower waveguide (WG2); and iii) same input signal 
in both WG1 and WG2; are presented in Figure 13 and Figure 
14. 

 

 
Figure 13. Power propagation in the asymmetric adiabatic coupler when 

fed with signal on: (A) upper waveguide (WG1) and (B) lower waveguide 

(WG2). Output power values are presented in percentage. 

 
The simulation results demonstrate that the coupler is 

behaving as expected. 
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As depicted in Figure 13-A and Figure 13-B, the behavior 
as a 50% splitter is observed, when only one of the input 
waveguides carries an optical signal. 

 

 

Figure 14. Power propagation in the asymmetric adiabatic coupler when 

the same input signal is provided on both WG1 and WG2. Output power 
values are presented in percentage. 

 
When both of the input waveguides carry an optical signal, 

sum and subtraction are achieved at the output waveguides. 
As can be seen by the duplication of power in the WG1 (99% 
of the output signal) and the absence of power in the WG2 
(0.3%), see Figure 14. 

 

 

Figure 15. Power propagation for the two level network composed by three 

asymmetric adiabatic couplers. Output power values are presented in 

percentage. 

 
The power propagation result for the two level network 

composed by three InP asymmetric adiabatic couplers is 
presented in Figure 15. As expected, the HT operations are 
carried out correctly, which can be confirmed by the power at 
the four output waveguide ports, i.e., sum at the output WG2 
(98% of the overlap output signal). 

 

B. Experimental CGH results 

A hologram was generated so as to produce four beam 
profiles in the first order of diffraction when displayed on the 
SLM.  

Figure 16 presents the image acquired from the replay 
field of the hologram generated with the initial ( 𝐼1 ) and 
optimized (𝐼𝑜𝑢𝑡) CGH. 

 

 
Figure 16. Replay field of the hologram acquired by the IR camera using 

an: i) initial hologram (left figure), and ii) optimized hologram (right 

figure). 

 
The analysis of the obtained replay field images can be 

described by the following steps:  
 
(1) calculate the intensity integration of the image 

matrix, i.e. sum of all elements along each line of the 
image matrix, depicted as 𝑆𝑟𝑎𝑤; 

(2) application of the Savitzky-Golay (SG) filter to 
smooth the intensity integration signal obtained in 
step (1), depicted as 𝑆𝑆𝐺 ; 

(3) implementation of a first order Gaussian fit curve to 
the filtered signal, depicted as Gauss fit; 

(4) extraction of Gaussian parameters to calculate the 
distances between the four beams (obtained from the 
CGH) and compare with the expected results (d1, d2 
and d3 from the optical chip). 

 

 

Figure 17. Integrated intensity from the replay field image 𝑆𝑟𝑎𝑤  (red dots), 

and correspondent smoothing with Savitzky-Golay (SG) filter 𝑆𝑆𝐺  (blue 
line). Left: Initial CGH; Right: Optimized CGH. 
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Figure 18. Gaussian fit (Gauss fit – blue line) of smoothed integrated 

intensity signal from the replay field image (𝑆𝑆𝐺  – red dots). Left: Initial 
CGH; Right: Optimized CGH.  

 
The signal smoothing of the intensity integration was 

obtained with the Savitzky-Golay filter, which can be 
characterized by a generalized moving average with filter 
coefficients determined by an unweighted linear least-squares 
regression and a polynomial model of specified degree [38]. 
The parameters applied in the filter were a polynomial order 9 
and a window length 19. 

Results after steps (1) and (2) are depicted in Figure 17, 
and Gaussian curve fitting application are presented in Figure 
18. 

The distance between the four beams was calculated from 
the center position of each beam profile, given by the Gaussian 
fit coefficient corresponding to the position of the center of the 
peak. The coefficients were obtained with 95% confidence 
bounds.  

The deviation values (𝛿) of the generated hologram (i.e., 
initial 𝐼1 and optimized 𝐼𝑜𝑢𝑡  holograms) when compared with 
the expected output of the optical chip (i.e., d1, d2 and d3 from 
Figure 9) are presented in Table III.  

 

TABLE III.   ERROR FACTOR ( ) VALUES FOR 𝑑1, 𝑑2, AND 𝑑3 

 Initial CGH (%) Optimized CGH (%) 

𝛿𝑑1 19.76 7.48 

𝛿𝑑2 1.96 2.90 

𝛿𝑑3 14.31 9.44 

 
An error factor 𝛿 ≤ 20% was obtained for the initial CGH 

and 𝛿 ≤ 9% for the final optimized CGH.  
Power measures of the beams were performed through the 

integration intensity profiles, i.e., the integral of the Gaussian 
fit. Table IV presents the integration of the intensity profiles 
for each beam when applying the initial an optimized CGH. 
Correspondent mean and standard deviation values of the 
beam profile for both cases are also provided. 

 
 
 

TABLE IV.  INTEGRATION OF THE INTENSITY PROFILES FOR THE FOUR 

BEAMS 

Beam 
Initial CGH 

(u.a.) 
Optimized CGH 

(u.a.) 

1 6.30 5.12 

2 8.21 5.78 

3 7.18 6.37 

4 7.69 5.51 

Mean 7.35 ± 0.81 5.69 ± 0.52 

Std (%) 11.17 9.14 

Integration of the normalized Gaussian fits presented in Figure 18. The four beams are 

numbered from 1 to 4 from top to down, as depicted in Figure 16. Std: Standard 

deviation. 

A beam mean power loss of 1.1 dB between the initial and 
the optimized CGH was observed. Nonetheless, a better beam 
equalization was achieved in the optimized CGH with a 
standard deviation reduction of 2%. 

 

IV. DISCUSSION 

The design of the asymmetric adiabatic coupler and the 
all-optical network implemented to perform the Haar wavelet 
transform in InP were demonstrate to operate according to 
predictions as confirmed by the BPM simulations, supporting 
their feasibility for compression purposes. 

An improvement in the generated hologram is achieved 
with CGH optimization, i.e., a major reduction of 11% 
(difference between initial and optimized) in the error factor 
(𝛿) was obtained. Nevertheless, the loss of 1.1 dB identified 
on the mean beam power for the optimized CGH an improved 
equalization between the beams was observed, with a 2% 
reduction in the standard deviation.  

Algorithm improvements will be addressed to mitigate the 
power discrepancies between the four beams and optical 
artefacts associated with the diffraction of light not yet 
completely eliminated, which can cause a reduction of signal 
expected at the four output WG of the optical chip.  

An alternative approach to correct some of this artefacts 
would be the implementation of the Gerchberg-Saxton [21] or 
simulated annealing [22] algorithms, nonetheless due to the 
power-loss (up to 9dB [13]) associated with these approaches 
they were not addressed in this study.  

The phase mask that replicates the expected output of the 
optical chip can be used to multiplex/demultiplex the obtained 
result. Furthermore, a phase mask, which addresses the HT 
operations can also be applied to invert the compression 
induced by the HT (optically implemented in the chip with the 
three asymmetric couplers network).  

The use of the SLM coupling platform will allow to 
provide a proof of concept of the PIC operation. 
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V. CONCLUSION 

An extensive PIC characterization and testing is essential 
to provide an accurate prediction of its performance. In this 
study, we proposed a new concept to use the SLM as a flexible 
platform for feeding photonic integrated processors in order to 
complement the PIC characterization process. The capacity of 
the SLM to dynamically reconfigure light allows to feed 
and/or receive information to the PIC and can be used as a 
parallel implementation of the HT image compression 
algorithm. This data can be used to provide a proof of concept 
of the operation performed by the optical chip, e.g., 2D HT. 
The design of building blocks for the HT implementation as 
well as the all-optical network were proposed and simulated, 
demonstrating their viability for compression. A first result 
was obtained, i.e., a phase mask that can be used to receive the 
output of an optical chip for data compression based in the HT.  

Further developments will be conducted to provide a more 
robust SLM based flexible coupling platform, e.g., by 
improving the optical system components and the 
implemented phase masks. 
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Abstract—Based on the rising numbers of broadband Internet 

users and the resulting higher importance of broadband 

infrastructures, previous analyses often focused on the relation 
between competitive market behaviors and the development of 
customer broadband penetration rates. Additionally, some 
prognoses also consider the relation between the development of 

market concentration and customer prices. In both methods, 
researchers have started to implement some different regulatory 
variables, which measure the difference between the 

competition within an infrastructure and between different 
infrastructures. Here, there is either a simple binary variable 
(regulation implied: yes or no) or the variable expresses how 

many connection lines (in relation to the overall market) are 
affected by regulatory intervention. The target of this and 

further research will be to expand the current status of 

knowledge. Besides the analysis of the influence of regulatory 
frameworks as single (binary) variable on the development of 
market concentrations, penetration rates and customer prices, 

two further approaches will be discussed.  In the first step, the 
regulatory variable is changed so that the duration of the 
implemented regulation is included in this variable. Then, in a 
second step, regression analyses will examine the relationship 

between (a) the market and regulatory variables and (b) the 
broadband connection speed development variables. Chiefly, 
this paper gives insights about the telecommunication market 

developments depending on the degree of regulation. 

 
Keywords—broadband development; market concentration; 

regulatory frameworks; Hirschmann-Herfindahl-Index; Linda-

Index; broadband penetration rates. 

 

I. INTRODUCTION 

Previous researches indicate the rising importance of the 
worldwide Internet and the increased usage of Internet 
services within broadband infrastructures in daily business 
and private life [1]. Here, especially the availability of 
Internet services like (a) cloud computing, (b) video on 
demand, (c) online telephony, (d) social media networks and 
(e) email services describes the importance of the Internet 
nowadays. The availability/implementation of broadband 
infrastructures and high broadband connection speeds are 
becoming increasingly important as location factors to 
guarantee the accessibility of Internet services [2]-[5]. The 
increased usage and rising importance of broadband 
infrastructures/connection speeds underline the significance 
of future communication/data transport for entertainment and 

work. Therefore, broadband access lines are one of the main 
indicators for economic growth [2]. 

In the world and particularly in the following considered 
European and Asian broadband markets, different standards 
for the provision of broadband infrastructures subsist [4], 
which are beside other factors responsible for the various 
broadband developments in the past years. On this account, 
in each regional/national telecommunication market different 
regulatory obligations and technical standards for broadband 
infrastructures can be observed, which result in different 
market situations and broadband penetrations [3]-[5]. These 
differences result by the following reasons: (a) customer 
broadband demand, (b) prices for broadband services, (c) 
quality and technologies providing broadband infrastructures 
(availability of wires and ducts), (d) implementation costs, (e) 
competition policy and regulatory obligations, (f) 
competition, and (g) demography and culture [3]-[6]. 

Most publications on this topic focus on the analysis of 
the relationship between: (a) regulatory and governmental 
frameworks, (b) competition, (c) broadband diffusion and 
adoption, (d) coverage and (e) penetration [7][8]. 
Furthermore, various papers deal with considerations 
regarding (a) the relations between implementation costs and 
customer prices, (b) operators and different broadband 
infrastructures, and (c) demand and supply of broadband 
Internet services [9]-[11]. Yet, the development of broadband 
does not only depend on the customer adoption and diffusion 
of broadband infrastructures. Broadband developments 
include all services and benefits, which are targeted to 
strengthen the following factors: (a) higher broadband 
coverage and penetration, (b) higher broadband connection 
speeds, (c) more services, (d) higher technical standard for 
infrastructures, and (e) measures to create acceptable prices 
for customers and to induce customer broadband demand. 
The following relations have been rarely considered in terms 
of their influence by the competition: (a) the influence of 
competition (market concentration) on the development of 
broadband access speeds, and (b) the influence of 
competition on the development of customer prices for 
broadband services. In addition, the extent to which the 
following regulatory provisions influence market factors will 
be examined: (a) the impact of regulatory obligations and 
regulatory frameworks on the market concentrations in 
broadband networks, (b) the impact of regulatory frameworks 
on the development of broadband penetration rates, and (c) 
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the influence of regulatory behavior on the customer prices 
are not considered in detail until the current point of time. As 
mentioned, the other impacts are not considered. In the past 
research approaches, regulatory obligations and frameworks 
are only estimated as binary variables or by number of 
regulatory used.  It examined the influence of different types 
of competition on the development of broadband penetration 
rates. 

This study will firstly examine the impact of market 
concentrations on the fixed-line broadband development to 
prove if the achieved data could present the past research. 
Next to the consideration of market concentrations, we have 
also measured the disparity in the broadband markets and 
have estimated this disparity in the relation to the named 
broadband developments. Based on this measurement, we 
have analyzed the different types of regulatory obligations for 
fixed-line broadband markets and their influence on 
competition. In the further steps, we have focused on the 
influences of the aforementioned factors with the focus being 
on the implementation of regulatory obligations. For the 
evaluation, we have collected secondary data of fixed-line 
broadband markets in Europe and Asia to conduct a 
combined cross-sectional and longitudinal panel data 
analysis with pooled ordinary least square regressions. The 
chosen time range of said data will include the years between 
2004 and 2015 in order to reflect on the reasons for the 
different country-specific broadband developments, levels of 
competition/market concentration and regulatory behaviors 
over time. Apart from the different regression models, the 
intensity of competition will be – in a first step – measured 
through the usage of different economic concentration 
models. Following this approach, we will discuss how the 
regulatory frameworks can be examined. The major aim of 
this study is the analysis and the determination of the country 
specific different broadband developments. 

The paper proceeds as follows: based on the introduction, 
Section II presents the literature review and the hypotheses. 
Section III includes the research methodology. Section IV 
gives the first results of the investigations regarding the 
development of competition and market penetration. In 
Section V, we discuss first insides of the regression analysis. 
After all, we conclude the paper in Section VI. 

 
 

II. LITERATURE REVIEW 

 

A. Influence of Competition on Market Developments 

Due to the various influence factors described, the term of 
broadband development includes: the development of 
coverage and penetration of the existing broadband 
infrastructures, the expansion of new and upgrade of old 
infrastructures, the customer prices for broadband services 
and the quality of the broadband networks (broadband 
connection speeds). 

Based on liberalizations of the fixed-line broadband 
markets in developed and emerging countries, various 
network operators and service providers compete in the 

provision of broadband Internet accesses and services. In 
order to get a quick return for their investments, operators 
often focus on broadband developments in regions with 
potentially large customer base and, high population densities 
and low implementation costs [10][12], which count as 
economic efficient areas [11]. This approach reduces 
significantly the incentives for investments, implementations 
and upgrades of the existing broadband infrastructures in 
rural regions with lower population density. 

However, when competitors get access to the broadband 
infrastructure of the incumbent or when the competitors have 
their own broadband access infrastructure (cable or fiber), the 
customer prices for broadband services, the broadband 
diffusion and provision respectively are influenced. 
Especially in cases of providing access for new entrants and 
controlled prices, regulatory decisions and behaviors by the 
governmental authorities could strongly influence the 
existing market situations. 

The opening of existing broadband infrastructures creates 
an intense price competition, which strengthens the 
broadband adoption by customers [7][8]. 

In case of competitive situations in broadband markets, 
the prices for broadband services decrease and the broadband 
diffusion and provision increase heavily [7][8]. The 
competition of different network operators and service 
providers exert a positive influence on customer adoption of 
broadband access networks and can be named as one of the 
key drivers to reach high broadband penetration rates [8]. 
Despite the fact that competition induces more broadband 
adoption, Gruber and Koutroumpis (2012) have figured out 
that competition within an infrastructure would be quite more 
effective for the customer broadband adoption than the 
competition between different broadband infrastructures [8]. 
Although the competition between different broadband 
infrastructures can stimulate stronger market behaviors 
because of the increased rivalry for market shares, the 
implementation of further broadband infrastructures is also 
quite more expensive than the wholesale of an existing 
broadband infrastructure. 

To sum up the previous findings, the first hypothesis will 
examine the relationship between broadband diffusion and 
the development of market concentrations. 

 
H1: A stronger competition (higher intensity of 

competition) leads to higher broadband penetration rates. 
 
In consideration of the available data and the status of the 

work in progress, we focus on the further considerations of 
the influences between competition, regulatory frameworks 
and penetration rates. The estimations of customer broadband 
prices and broadband connection speeds will be addressed, 
but not finally concluded. 

As mentioned with the first hypothesis, we assume that an 
existing competitive market structure in broadband markets 
could positively affect broadband penetration. As 
additionally addressed by Distaso et al. [7], Gruber and 
Koutroumpis [8], a higher intensity of competition leads to 
lower prices for the lease of an unbundled line and lower 
customer prices for broadband services in general. The 
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opening of the existing broadband infrastructures by 
regulatory obligations tackles directly the current market 
structure, the new market players have to encounter a price 
competition [9][10][13]. An increased competition with 
reduced prices could lead to a better acceptance of 
(broadband) accesses by the customers, because prices are 
most important driving indicators for the customers  ́decision 
[9][10][13]. Following Distaso et al. and Gruber, there is a 
negative relationship between customer prices and the 
adoption of broadband accesses [7][14].  Moreover, Katz & 
Berry [10] also mention that a weak competition with high 
market concentrations would induce higher customer 
broadband prices. 

On this account, the market entry is quite difficult for new 
market entrants, because a business on the boarder of price 
competition leads to lower sales on the base of constant costs 
for the use of the infrastructure of the incumbent [6]. 
Consequently, the incentives to get into the market, to 
compete with existing market players, and to get only low 
revenues are quite weak. 

However, currently the prices are above the level of 
marginal costs and thus, new market entrants have the 
possibility to achieve revenues to stay successfully in the 
market. The main target is here: Do customer prices have an 
impact on broadband developments in regional markets?  

Nonetheless, a former monopolist with an existing 
infrastructure has the advantage that he gains revenues and 
do not have the same investment costs like the entrants, 
because the network usually is already (mostly) depreciated. 
Therefore, the incumbent in the cases can (a) gain more 
usable resources, (b) react more flexible on market behavior 
and (c) longer survive in a price competition. 

In competitive market situations, provider decrease their 
prices to reach a broader customer base [13]. Therefore, the 
broadband adoption can be positively influenced and will 
increase over time. The influence of competition on customer 
revenues may cause problems if the network operators have 
difficulty to provide the financial resources for new 
investments in broadband infrastructures. Furthermore, 
companies try: (a) to differentiate their products and (b) to 
invest in the broadband infrastructure to get into a better 
market position than competitors [10]. Generally, it can be 
ascertained that prices for broadband services and the 
adoption of accesses are negatively related [7][14]. However, 
the prices also depend on the customer’s willingness to pay 
and the demand for broadband services. Since customers are 
price sensitive and their behavior is very price elastic, a 
declining price induces a higher willingness to adopt and use 
broadband access [15]. Based on the presented literature 
background, the following two hypotheses could be 
developed. 

 
H2: A stronger competition leads to lower monthly 

customer prices for broadband access. 
 
H3: Lower customer prices relates positively to higher 

broadband penetration rates.  
 

The hypotheses H2 and H3 figure out how the behavior 
of the market players regarding the market shares and 
customer prices influence the broadband development and 
the adoption of broadband accesses.  

However, previous studies do not consider the 
relationship between (a) competition, broadband and 
broadband penetration, and (b) available broadband 
connection speeds [9]. So far, researchers have often 
considered the relationships between competition and 
broadband penetration rates and between competition and 
customer prices. Additionally, some studies have focused on 
the influence of broadband prices on the development of 
penetration rates.  

Normally, the assumption would be that more 
competition leads to faster broadband connection speeds, 
lower prices and higher penetration rates. If this expectation 
turns out to be true, it can be concluded that in broadband 
markets with higher concentrations usually strong 
monopolists and/or oligopolists try to hold and increase their 
market shares instead of investing into new infrastructures 
and push further broadband developments. Based on the 
missing pressure (potential market entry of a new 
competitor), the incumbent has no incentive to develop a new 
or better broadband infrastructure. 

Only if the (former) monopolist fears a competitor’s 
market entry or the incumbent is forced to grant the network 
access for new market entrants, it will have an incentive to 
upgrade the current infrastructure in order to improve the 
quality of its broadband networks and services [11][12]. 
Here, with a strong competition it can be assumed that on the 
one hand, the providers try to find new ways to win customers 
from competitors, and therefore, they have incentives to 
invest in new infrastructures [29][30]. On the other hand, if 
competition is not that strong, the (former) monopolist may 
(by owning the sole broadband infrastructure) be able to 
generate better margins and to invest in a better quality of his 
own infrastructure. 

As mentioned before, the focus of this study will be the 
analysis of the relationships between regulatory behaviors 
and the market developments in specific countries. 
Nonetheless, some insides about the relations of broadband 
connection speeds will be given too. 

Since the dependency between (a) market conditions and 
(b) customer pricing and broadband connection speeds has 
not been considered so far, it is considered that competition 
is a key driver for the development of broadband 
infrastructure and broadband services. It can be expected that 
a competitive broadband market structure leads to higher 
connection speeds, since competitors invest financial 
resources in new infrastructures and equipment in order to 
differentiate from existing market players and to get in a 
better market position in comparison to the incumbent.  

 
H4: In regional telecommunication markets with a higher 

level of broadband competition the average connection 
speeds are higher. 

 
H5: Lower customer prices for broadband access lead to 

a faster development of broadband connection speeds. 
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Actually, the customer willingness to pay does not 
increase heavily in terms of a rising broadband connection 
speed [6]. Furthermore, the customer willingness to pay 
determines the demand for broadband accesses. Because 
customers are only willing to pay higher prices if there is a 
substantial improvement of quality and availability of the 
broadband services [11][16][17]. 

New entrants usually have to pay access charges if they 
are willing to use existing infrastructures of other operators 
[6].  

Despite the high significance of the customer part in this 
topic, the focus will be further in the analysis of the regulatory 
impact on market developments. 

 

B. Influence of Regulatory Frameworks on Market 

Developments 

Following the introduction of the presented competitive 
considerations, the relationships of the regulatory 
frameworks on the development of (a) market concentrations, 
(b) customer prices, (c) penetration rates, and (d) broadband 
connection speeds need to be analyzed too. 

It can be almost confirmed that the huge range of 
governmental initiatives, involvements and regulatory 
instruments lead to different market conditions in the 
considered countries [18]-[24]. 

For example, the European Union forced the member 
states to liberalize the fixed telecommunication markets and 
to open up the past monopolistic state-owned infrastructures 
between 1985 and 1998. Liberalization should normally 
strengthen the forces of the market [20][21]. If the market 
forces are not strong enough to develop the 
telecommunication markets, the political and regulatory 
authorities have to intervene [18][19]. Based on the vast 
range of governmental initiatives and regulatory instruments, 
it is normally intended that the market regulates itself [18]-
[21]. 

Kiesewetter et al. [22], and Waverman and Koutroumpis 
[23] found out that regulations (especially access regulations) 
directly influence the market concentration in broadband 
markets. Regulations are able to force the incumbent to open 
the networks for competitors [20]. Which means, the existing 
market structures and especially the market position of the 
incumbent can be influenced by the implementation of 
regulations. In this situation, the regulations shall remove 
burdens and constraints and may overcome the lack of 
competitive behavior [8][20][24]. A possible change of 
market structures allows new entrants to enter the market. 
However, regulations could only determine the competition 
within a network. Here, the access regulations are 
differentiated between regulations for intra-platform 
competition and service-based competition. The competition 
between operators with different broadband infrastructures is 
normally not targeted by regulations [6]. 

Nonetheless, regulations usually prescribe existing and 
dominating network operators to open their networks for new 
entrants [24]. On the one hand, the mandatory access allows 
competitors to join the broadband markets with only few 
investments in the provision of broadband services and 

without any investment in sunk costs assets [6]. On the other 
hand, the regulatory authority can improve the competitive 
situation and help to overcome possible competitive deficits 
[8][24]. Hence, the acceleration of competition should induce 
a stronger competition with a higher rate of broadband 
adoptions [7]. 

 
H6: Regulatory behavior and mandatory access 

regulations will positively enhance competitive market 
behaviors. 

 
Furthermore, regulations also depend on the market 

power of the incumbent and existing network operators, 
because they try to avoid or overcome regulations with own 
behaviors or investments. Incumbents (and big operators) 
generally would not allow that a new provider could use their 
networks (without making investments for own broadband 
infrastructures) [24]. In this case, the regulatory authority has 
to pay attention that an incumbent (or other big/dominant 
operator) would not able to offer higher prices to hold the 
market position, to hinder further market developments and 
to foreclose other companies to join the market. The 
regulatory opening of infrastructures for entrants should (a) 
remove burdens and constraints, (b) allows the creation of 
retail competition, and (c) ensures that the incumbent cannot 
foreclosure (new) competitors [20][24].  

On the other hand, access regulations for existing 
infrastructures allow operators to hold their power with their 
infrastructures and they are able to overview the competitors 
[7]. One intension of the regulatory authority could be that 
entrants get a market access and later, when they have had 
gained enough financial resources, they will invest in own 
infrastructures (so called “Ladder on Investment”). But, in 
several countries a couple of enterprises are quite comfortable 
with the access on an existing network. Consequently, 
regulations can open the market for further competition, but 
an infrastructure competition does not necessarily result. 

Based on the literature regulatory measures influence 
competitive market behaviors. Furthermore, it would be 
necessary to analyze how these regulatory measures affect the 
development of the coverage and adoption of broadband 
infrastructures. 

Besides the opening of accesses for existing broadband 
infrastructures by regulations, the offering of grants and 
subsidies could be regulatory or governmental interventions 
too. These funds should stimulate operators to invest in 
further broadband infrastructures and to enhance the quality 
of existing broadband infrastructures and services. 
Furthermore, the subsidies should support the operators in 
their investments to overcome possible investment gaps and 
to make investments quite reasonable [20][25]. 

Supporting the previous explanations, Gruber and 
Koutroumpis [8], and Wallsten [26] mention the fact that the 
implementation of regulations (especially unbundling) 
stimulate higher broadband penetration rates. However, 
Briglauer and Gugler [6] found that only few regulatory 
decisions influence broadband penetration rates directly. 
Possibly, regulations can also negatively influence the 
development of broadband penetration rates [4]. 
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Nevertheless, the assumption here is that governmental 
interventions want to enhance the broadband penetration and 
therefore, the following hypothesis indicates a positive 
relationship between regulatory behaviors and broadband 
penetration. 

 
H7: Regulatory behavior and mandatory access 

regulations will positively relate to broadband penetration.   
 
Furthermore, regulatory authorities are able to set price 

regulations. Therefore, they have to check if the incumbent is 
trying to misuse his market power to set higher prices than a 
market with competitive structures. If the incumbent cannot 
force higher prices, the gained revenues, financial resources 
and the incentives for further broadband investments will 
decrease. Also, the new entrants are not willing to invest high 
amounts, because they would not be able to set higher prices 
as the incumbent [8][24].  

As introduced, regulations are able to offer the 
opportunity for new market entrants to enter the broadband 
market. However obviously, the entrants have to pay charges 
for the usage of existing infrastructures. These fees represent 
additional costs for the competitors and tend to secure the 
(dominant) position of (incumbent) network operators [6][7]. 
Therefore, regulators need to ensure that network access 
charges are close to marginal costs. 

Nonetheless, the entrance of the new competitors 
normally lead to a stronger competitive market situation 
which results in lower customer prices [6]. Due to the 
induction of competition by regulatory measures, it can be 
hypothesized that regulatory obligations reduces customer 
prices. 

 
H8: Regulatory behavior and mandatory access 

regulations reduce to customer prices. 
 
Regulations are able to change previous market 

structures, especially in the case of non-transitory barriers 
and a non-existent competition. Due to the implementation of 
regulations, incumbent could be limited to set higher prices, 
which normally lead to decreasing revenues. Falling revenues 
discourage the operators to invest in future infrastructures. 
Due to the high implementation costs (which are mainly sunk 
costs), operators and governmental authorities have to take 
into account the high investment risks [6]. Due to high 
investment requirements in network infrastructures, entrants 
have high market entry barriers. In contrast, the resale of 
broadband services (based on existing broadband 
infrastructure) is a relatively risk-free alternative for making 
profits [8][24]. Mandatory access regulations reduce 
incentives to invest in infrastructure; furthermore, strict cost-
based/ex-ante regulatory approaches are suspect and hinder 
further broadband developments [4][24][25]. However, the 
providing operator (usually the incumbent) has to be 
compensated for release of broadband capacities [24].  

The literature review does not provide a clear picture of 
how broadband developments could be supported by 
regulatory intervention with regulatory commitments and 
decisions. On the one hand, regulatory interventions reduce 

investment incentives of companies and operators to develop 
broadband. On the other hand, the regulatory authorities 
enable the possibility to enter the market and to offer several 
funds to support possible new market players that they could 
develop their own broadband services [6]. 

 

H9: Regulatory behavior and mandatory access 
regulations will positively affect stronger broadband 
developments and higher broadband connection speeds. 

 

III. METHODOLOGY 

As the previous explanations indicate, we will analyze 
relationships between broadband developments, the 
respective market concentrations and broadband market 
regulations in particularly Western European and Southeast 
Asian markets.  

The focus lies on countries of the European Union 28 
(EU28) and the Association of Southeast Asian Nations 
(ASEAN), as well as additional countries such as 
Switzerland, Norway, Japan, China, Hong Kong, and the 
Rep. of Korea. The reason why said regions of the world were 
selected are as follows: (1) EU28 and ASEAN are regions 
with (a) multiple countries, (b) a comparable number of 
inhabitants, and (c) national territories. (2) Like the EU28, the 
ASEAN system is also developing to get in the position of a 
central commission for economic, social, regulatory and 
juridical resolutions. The comparison of the countries of the 
two systems and the additional ones will be presented for 
period between the years 2004 and 2015. To limit the scope, 
some of the countries (Laos, Cambodia, Myanmar and 
Indonesia) in the named two analyses are excluded from the 
analysis due to the lack of data. 

The evaluation of the competitive intensities follows 
different concentration models, Hirschmann-Herfindahl-
Index (HHI) and Linda-Index (LI), which measure the 
intensity and disparity of the operators in the specific national 
broadband markets’ competition and compare the market 
shares of the operators [27]-[30]. 

The HHI, as one of the most popular models to evaluate 
market concentrations, will be used to measure the intensity 
of competition based on key figures. In the economic theory, 
the HHI is signified as the total concentration measure, which 
analyzes the share of sales in comparison to the total market 
volume [27][28]. Here, the HHI will be measured with the 
customer share of one provider in relation to the whole 
number of the customers in the market. The collected market 
shares illustrate the number of customers of each of the 
biggest three providers in relation to the total number of 
customers in the specific national broadband market [27][28].  

The possibly non-observance and non-implementation of 
all network operators base on the issue that there are some 
countries with only three network operators, which provide 
broadband accesses. To generate a comparable base over all 
countries, we choose to consider only the three biggest 
network operators for all countries. 

The HHI describes the weighted average of concentration 
and squares the collected market shares (see (1), S describes 
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the market share of each specific network operator, i 
describes the considered operator) [28]-[30]. 

 

HHI = ∑ Si
2
×10.000m

i=1  = ∑ (100 × Si)
2m

i=1      (1) 
 

 
The HHI follows the subsequent classification in Table I 
[28]-[30]. 
 

TABLE I. BOUNDARIES FOR THE ASSESSMENT OF THE HHI 

HHI < 1.000 
 
HHI = 1.000 - 1.800 
 
HHI > 1.800 

non concentrated market 
 
moderately concentrated 
 
highly concentrated 

 
The LI does not reach the same usage and awareness level 

but the results show how much the market varies from perfect 
competition (LI-value of 1). Generally, the LI is used to 
examine the disparity between the biggest and following 
companies. Therefore, the disparity measures an existence of 
market dominance and describes if the inequalities between 
the operators lead to significant changes in the competitive 
behavior [28]. The LI value is based on a two times 
calculation and presents a double average index (see (2) and 
(3), CR stands for the Concentration Ratio, which is the single 
sum of the market shares of the considered number of 
network operators, i describes the considered operator) [26], 
which differentiates companies that are relevant to the market 
because of their size from less relevant companies. In general, 
the index compares the average market shares of the 
dominant enterprises in relation to the market shares of the 
insignificant enterprises.  As mentioned before, only the three 
biggest operators are included in the further competition 
examinations. 

 

Vi,m= 

CRi
i

CRm- CRi
m-i

    (2) 

 

Lm= 
1

m-1
× ∑ Vi,m

m-1
i=1    (3) 

 
Both indicators are good measures to estimate the current 

existing market power situations in respective broadband 
markets. 

Furthermore, we will only examine the developments in 
the fixed-line broadband markets, in which smaller network 
operators is of secondary importance for the competition 
situation. 

As introduced in Section I, more and more people use the 
Internet and especially the mobile Internet, which is not 
considered in this study. Nonetheless, the mobile Internet 
needs also the connection with cable-bound infrastructures 
(mostly fiber) to deliver the high broadband connection 
speeds per mobile transmission. Based on this connection and 
for the reason that the most of the considered countries have 
already strong implemented fixed-line broadband 

infrastructures, the treatment of cable-bound broadband 
infrastructures is further important and present. 

For the cross-sectional and longitudinal panel data 
analysis of the described relationships, we have collected 
secondary data from: (a) the regulatory authorities of the 
considered countries, (b) the International 
Telecommunication Union (ITU), (c) the Organization for 
Economic Cooperation and Development (OECD), (d) the 
European Union, (e) the World Bank, (f) telecommunication 
authorities and ministries, (g) telecommunication providers 
and suppliers, and (h) national institutions and governments. 
Due to the different sources, the elicitation of the data can 
vary. To take all sources into account, average values from 
all available data are used. Moreover, we test the data validity 
and reliability with exploratory factor analysis and 
Cronbach’s Alpha to verify the trust in the collected 
secondary data [32]-[34]. As mentioned in the introduction of 
this section, for some countries, the data do not exist and 
therefore, these countries are not considered in detail. 

Nevertheless, some discrepancies between the collected 
data and the anticipated time trend of the data cannot be 
excluded. It should also be pointed out that the time in the 
presented model is an important variable with a high 
influence. 

The longitudinal analysis, which spans a time range from 
2004 to 2015, will also cover some cross-sectional elements 
to conduct comparisons between the various countries in 
consideration. The needed data is composed of the network 
operators’ market shares, introduction of regulations and 
regulatory frameworks for broadband markets, broadband 
penetration rates, broadband connection speeds, customer 
prices and some basic economic facts like Gross Domestic 
Product (GDP), exchange rates, price parities, households 
and population densities. The hypotheses will be analyzed 
and estimated using various econometric and panel data 
techniques. Generally, each hypothesis will be tested by a 
pooled ordinary least square regression to figure out if the 
results are significantly able to present the named 
relationships. For each hypothesis, we define the following 
regression equations, which can be seen in Table II. The 
different stated equations indicate that we try to differentiate 
the analysis of the equations and the effects between the 
dependent and independent variables. Furthermore, the 
application of the different equations for each hypothesis 
would be necessary to deal with possible autocorrelation and 
endogeneity effects. The approaches will be utilized to get a 
broader understanding of the collected data and the possible 
relationships. 

Regarding the consideration of the regulatory measures, 
the implementation of regulations normally started with the 
conduct of the liberalization processes, which were applied, 
e.g., in the European Union in 1998 (and later). The 
regulations, which are able to limit the market behaviors by 
obligations, are needed to be investigated. Definitely, current 
market structures and concentrations are the result of the 
regulatory decisions of the past. This indicates that further 
regulatory decisions and regimentations will build up the 
future market structures [4][6][35]. 
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Nevertheless, it is necessary to define how the regulatory 
measures will be examined in this study. From the literature, 
we already know that some of the researches have chosen a 
simple binary coding if a regulation is implemented or not 
[7][8][14]. Other approaches have focused on the estimation 
of regulatory measures regarding on the share of the lines, 
which are used through regulations, in comparison to the total 
number of sold lines [4][6][36]. From our point of view, both 
approaches have still weak points in the consideration. 

The binary coding gives a good introduction to deal with, 
because the directly impact of a regulation on market 
behaviors can be analyzed. However, if the period between 
the moment of regulation implementation and the current 
moment becomes longer, the impact of the sole regulation 
introduction gets weaker, because the existing operators can 
estimate quite better the competitors, because the existing 
operators are better able to assess the competitors who use 
regulated access to lines. Therefore, the impact of a 
regulatory action (through the above-mentioned "learning 
effects") is expected to decrease significantly over time. The 
regulated network operators could still estimate very well the 
market and will use their market power. 

The second approach, which covers the implementation 
of the variables, includes the share of the total lines which are 
reached by regulated obligations. Here, the problem arises 
that existing network operators can also stipulate access 
conditions for the access on broadband infrastructures with 
new entrants/competitors without any regulations. As a 
matter of principle, it should be noted in the quantitative 
assessment of regulated access lines that, of course, on a 
contractual basis (for example, unbundling or bitstream) are 
possible. Due to these potential problems, we arrange a 
double analysis approach.  

Generally, the binary coding if a regulation is 
implemented or not is a good introduction, because this 
approach gives an overview about the several national 
markets, which regulations work in the market. As we have 
carried out, the single implementation does not illustrate 
possibly correct the influence of the regulations over time. 
Therefore, we consider how long the regulations are 
implemented in the markets and so, we are able to map, how 
the regulations work over time. Here, we use as variable for 
each regulation, the years since the regulation is 
implemented. However, there is only the problem that in 
specific broadband markets (e.g., in the Netherlands and 
Romania) the regulations were implemented in the past and 
later the regulatory authorities have decided to completely 
deregulate these markets. For this situation, it is quite difficult 
to measure the past impact of implemented regulations and 
therefore, we choose to present the results of the impact of 
the duration of already implemented regulations.  

In this situation, the regulations have no impact in the 
market anymore. Due to the assumption that regulations 
affect the market developments over time, the previously 
implemented regulations continue to have an effect in the 
market behaviors of the operators. However, when the market 
is fully deregulated then the variables will be estimated with 
a zero. Here, we have to acknowledge that this treatment 

could lead to slightly discrepancies in the analysis. Contrary, 
we have to do this estimation in this way, because other 
reflected approaches do not lead to a better result. 

Currently, the most studies just differentiate between 
infrastructure competition (by access regulations) and 
service-based competition [4][6][7]. Here, the researches 
often imply the regulations of unbundling and resale as 
measures. With the considerations of fiber lines, more and 
more studies also implement the kinds of regulations of fiber 
and bitstream [4][6][36]. However, line sharing and the 
virtual unbundled local access (VULA) are not considered in 
detail. Here, we want to consider all of the different kinds of 
access regulations, the previous considered and especially the 
currently unconsidered ones. 

Based on the different approach in the assessment of the 
regulations and the inclusion of different kinds of regulations, 
our approach will deepen the insight of the impact of 
regulatory frameworks on the market developments over 
time. 

Due to the status of the work in progress, the analysis of 
the influences of the regulatory frameworks on the broadband 
market developments is not completed. Here, we do the 
analysis of variances (ANOVA) to figure out, how the 
implementation and non-implementation of regulations affect 
in average (a) the competition between the network operators, 
(b) the adoption of broadband accesses, (c) customer prices, 
and (d) broadband connection speeds. 

 
 

IV. DESCRIPTIVE RESULTS 

A. Competition Analysis 

In order to analyze the relationship between competition, 
broadband connection speeds, customer broadband 
penetration rates and prices, the intensity of competition 
(HHI) and the disparity (LI) between the market players will 
be examined. 

For the analysis of the broadband market concentrations, 
the considered values of the HHI will be separated into the 
three parts: (1) HHI below the value of 2,000 (low 
concentration), (2) HHI between the values of 2,000 and 
4,000 (moderate concentration), and (3) HHI above the value 
of 4,000 (high concentration), based on [27]-[30].  

Ideally, the fixed-line broadband markets should have 
stable HHI market concentration values, which do not exceed 
1,800 overt time. 

Apart from Japan (divided consideration of NTT East and 
West), all countries with low HHI-values below 2,000 are 
European countries situated in the continent’s Northern or 
Eastern parts (Lithuania, Denmark, Sweden, UK) (see 
Figures 1, 3, and 4). These countries are also in the Global 
top ten of highest average broadband connection speeds [37]-
[41].  

In general, most fixed-line broadband markets of the 
EU28 and ASEAN now reach HHI-values between 2,000 and 
4,000 and are moderately concentrated.   
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TABLE II. REGRESSION EQUATIONS 

H1: a) PEt  = α + β
1
CIt  + β

2
TIt  + β

3
PDt +  β

4
GDPCt +  β

5
HHt +  β6DMt +  ε 

       b) TPEt  = α + β
1
CIt  + β

2
PDt +  β

3
GDPCt +  β

4
HHt +  β5DMt +  ε 

       c) PECHRt  = α + β
1
CIt  + β

2
TIt  + β

3
PDt +  β

4
GDPCt +  β

5
HHt +  β6DMt +  ε 

PE – value of the broadband penetration 

TPE – trend based value of the broadband penetration 

PECHR – yearly change rate of broadband penetration 

CI – values of the competition index (HHI, LI ) 

TCI – trend based values of the competition index  

SF – monthly subscription fee 

PD – population density 

BS – broadband connection speeds 

TF – termination fees (regulated) 

GDPC – Gross Domestic Product per Capita 

RI – regulatory index 

DM – years of membership in EU28 or ASEAN 

TI – time variable – capture the influence of time 

HH – number of households 

β – changing variable term 

ε – error term 

α – constant  

t – year of consideration 

 

H2:     SFt  = α + β
1
CIt  + β

2
GDPCt  + β

3
TFt +  β

4
TIt  +  β5DMt + ε 

H3: a) PEt  = α + β
1
CIt  + β

2
TIt  + β

3
PDt +  β

4
GDPCt +  β

5
HHt +  β6DMt +  β

7
SFt +  ε 

       b) TPEt  = α + β
1
CIt  + β

2
PDt +  β

3
GDPCt +  β

4
HHt +  β5DMt +  β

7
SFt + ε 

       c) PECHRt  = α + β
1
CIt  + β

2
TIt  + β

3
PDt +  β

4
GDPCt +  β

5
HHt +  β6DMt +  β

7
SFt + ε 

H4:     BSt  = α + β
1
CIt  + β

2
PEt  +  β

3
TIt  +  β4DMt  +  ε 

H5:     BSt  = α + β
1
SFt  + β

2
GDPCt  +  β

3
TIt  +  β4DMt  + ε 

H6: a) CIt  = α + β
1
RIt  +  β

2
TIt  + β

3
DMt + ε 

       b) TCIt  = α + β
1
RIt  +  β

2
DMt  + ε 

H7: a) PEt  = α + β
1
CIt  + β

2
TIt  + β

3
PDt +  β

4
GDPCt +  β

5
HHt +  β6DMt +  β

7
RIt  +  ε 

       b) TPEt  = α + β
1
CIt  + β

2
PDt +  β

3
GDPCt +  β

4
HHt +  β5DMt +  β

6
RIt + ε 

       c) PECHRt  = α + β
1
CIt  + β

2
TIt  + β

3
PDt +  β

4
GDPCt +  β

5
HHt +  β6DMt +   β

7
RIt + ε 

H8:     SFt  = α + β
1
RIt  + β

2
GDPCt  + β

3
TFt +  β

4
TIt  +  β5DMt + ε 

H9:     BSt  = α + β
1
RIt  + β

2
PEt  +  β

3
TIt  +  β4DMt  + ε 

 

 

Figure 1. Market concentration of the three biggest fixed broadband 

network providers in Northern Europe from 2004 to 2015 (x-axis: years; y-

axis: HHI values) 

When considering the named period, it can be concluded 
that market concentrations in most countries have decreased 
from HHI-values above 4,000 (high concentrated) to 
moderate concentrated market structures. 

This development presents diminished market forces and 
the change of strong monopolistic into rising competitive 
market structures. Generally, the considered broadband 
markets are moderately concentrated (e.g., Ireland, Germany, 
Portugal, South Korea) (see Figures 1, 2, 3, and 4). 
Nevertheless, some countries (Croatia, India, Philippines) 
still have HHI-values above 4,000, which implies that the 
biggest operators were able to hold their market powers and 
avoid strong competitive structures (see Figures 1, 3, and 4). 

Generally, the moderate or high market concentrations in 
the broadband markets suggest that national regulatory 
authorities should review the current market behaviors of the 
existing network operators. To create better competitive and 
network access opportunities, regulatory authorities could 
introduce access regulations, which secure possible market 
entries by competitors. 

 

 
Figure 2. Market concentration of the three biggest fixed broadband 

network providers in the biggest four Western European countries (except 

UK) from 2004 to 2015 (x-axis: years; y-axis: HHI values) 

Nevertheless, there are two main developments. (1) 
During the last ten years, the intensity of competition in the 
most considered broadband markets increased and the 
previous monopolistic structures could be diminished.  
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Figure 3. Market concentration of the three biggest fixed broadband 

network providers of further European countries from 2004 to 2015 (x-axis: 

years; y-axis: HHI values) 

 

 

Figure 4. Market concentration of the three biggest fixed broadband 

network providers of Asian countries from 2004 to 2015 (x-axis: years; y-

axis: HHI values) 

(2) In the developed countries, the reduction of the power 
of the monopolistic incumbent is stronger than in the 
developing countries and the developed countries also have 
stronger competitive broadband market structures. 

The used Linda-Index describes the disparity between the 
biggest three operators. In general, higher market 
concentrations translate into higher disparities between the 
operators. The disparity can be measured in two different 
ways. On the one hand, the LI examines the discrepancy 
between the biggest and second biggest companies in the 

market and on the other hand, the LI can evaluate the 
discrepancy between the biggest, the second biggest and third 
biggest companies in the considered market. Based on the 
evaluation of the three biggest operators in the broadband 
markets, we will consider the second option with the 
inclusion of the second and third biggest companies. 

 
 

 

Figure 5. Market concentration of the three biggest fixed broadband 

network providers in Northern Europe from 2004 to 2015 (x-axis: years; y-

axis: LI values) 

 

 

Figure 6. Market concentration of the three biggest fixed broadband 

network providers in the biggest four Western European countries (except 

UK) from 2004 to 2015 (x-axis: years; y-axis: LI values) 

The consideration of the European and Asian fixed-line 
broadband markets yields LI-values between 2 and 5 for the 
most countries (see Figures 5, 6, and 8), which indicates that 
discrepancies between the operators still exist. Nevertheless, 
the declining trend of the LI-values shows that in most 
countries the differences between the incumbents and the new 
market entrants decrease (e.g., Germany, Italy, Slovenia, see 
Figures 6 and 7). In the future, these broadband markets could 
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reach a nearly equal distributed market power. However, the 
results also show that the disparities between the network 
operators in some markets increase (e.g., Austria, 
Switzerland, see Figure 7). 

 

Figure 7. Market concentration of the three biggest fixed broadband 

network providers of further European countries from 2004 to 2015 (x-axis: 

years; y-axis: LI values) 

 

 

Figure 8. Market concentration of the three biggest fixed broadband 

network providers of Asian countries from 2004 to 2015 (x-axis: years; y-

axis: LI values) 

Only in the British market the LI-value is close to 1 and 
indicates a nearly equal distributed broadband market 
(between the different market operators, see Figure 5). 
Combining this result with the fact that the British market has 
the oldest history of liberalization, it can be concluded that 
longer open access market could lead to more equally 
distributed market shares. This issue needs verification by 
hypothesis testing and we will include this in the evaluations. 
Furthermore, a couple of countries show nearly the same LI-
values over the whole-time frame (e.g., France, South Korea, 

see Figures 6 and 8). The reasons why, on the one hand, the 
disparities are very stable and, on the other hand, they vary, 
will be investigated in the future. 

The variations between European and Asian markets are 
quite low, but nonetheless the LI-values of a couple of 
countries present higher values. These discrepancies are not 
sufficiently to draw conclusions from since the results of the 
LI-values also vary too strongly among network operators in 
a couple of countries. In general, the disparity (difference in 
market power and influence) between the incumbent and the 
competitors cannot be taken as reason for the different 
broadband connection speeds and developments. It can be 
just estimated that a more equal distribution of market power 
could lead to higher broadband connection speeds. 

 

B. Penetration Analysis 

Following the statements to the relations of the intensity 
of competition, we will also consider how the broadband 
penetration rates have been developed between 2004 to 2015. 
For the individual national markets, the data were used to 
provide appropriate average values. Based on these average 
values, a (unweighted) average was calculated and 
agglomerated in the overall considerations. [41]-[47] (and 
several national regulatory authorities).  

In Figure 9, the agglomerated average broadband 
penetration over the considered countries in our model 
demonstrates that within the time period from 2004 to 2015 
the penetration rate increased from 8 to 28 lines/inhabitant. In 
relative numbers, the score of the penetration in 2015 is 3.5 
times higher than the score of the year 2004. The yearly 
growth of the broadband penetration level per inhabitant for 
the considered countries is 12.06%. Based on the 
considerations on the European and Asian countries, the 
reached broadband penetration rates differs quite heavily. On 
the one hand, some developed countries like Switzerland, 
Denmark, the Netherlands and South Korea reach broadband 
penetration rates per inhabitant between 40% and 50%, where 
Switzerland is the world leader with over 50% [49]-[51]. On 
the other hand, for example, the emerging economies of India 
(1%) and the Philippines (5%) have very low broadband 
penetration per capita, although it is not entirely due to the 
poorer economic data compared to the developed economies. 
Rather, the development of broadband penetration depends 
on several factors. Some of them, like competitive behavior, 
regulations and social economic basics (GDPC), we have 
already introduced in Section II. However, not all factors 
relevant to the evolution of broadband penetration rates can 
be fully captured. Also, cultural values and network effects 
influences the growth of broadband penetration. 
Furthermore, in the following regression analyses we also 
find a time effect. The time effect describes the fact that, in 
addition to the innovators, other market participants also 
consider the technology to be useful and adapt over time.  
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Figure 9. Average development of the broadband penetration of the considered broadband markets from 2004 to 2015 (x-axis: years; y-axis: access lines per 

100 inhabitants) 

 
 
Over time more and more people see the usefulness of this 

technology and will adopt this technology (in our case the 
broadband access). Normally, this behavior follows the 
distribution curve of Rogers [48]. We conclude here that 
more and more will adopt broadband accesses because they 
recognize their usefulness. This development we will cover 
with the so named time effect. 

In the following, we will compare the results of the 
broadband penetration values of the considered countries in 
our model. Generally, in all countries the rising adoption of 
broadband accesses per inhabitants can be comprehended. 
However, in the consideration of Figures 10 to 13, the 
regional differences need to be addressed. All of the 
Scandinavian countries and the UK widely reach broadband 
penetration rates over 30% and therefore, all of them are quite 
above the calculated mean, which we have already visualized 
in Figure 9. Therefore, the Scandinavian countries and the 
UK can be seen as pioneers in broadband penetration. As 
mentioned above, Denmark is one of the leading providers, 
with broadband penetration of almost 42% per inhabitant (in 
2015). Figure 10 shows that the United Kingdom and Iceland, 
with a broadband penetration rate of 37% in 2015, are close. 
In Figure 10, it can be followed that the big European 
countries like Germany, France, Spain and Italy reach 
broadband penetration rates between 25% and 40%. In 
average, these four countries present a quite good status of 
broadband penetration. Germany (37%) and France (40%) 
have nearly the same broadband coverage status as seen by 
the above-mentioned broadband frontrunners Denmark, 
South Korea and the Netherlands. However, in Spain (27%) 
and Italy (23%), broadband penetration is below average. For 
further economic development, it would be necessary for 
these countries to improve their broadband coverage.  

 

 

 

Figure 10. Average development of the broadband penetration rates of the 

Northern European countries of 2004 to 2015 (x-axis: years y-axis: 

penetration values per 100 inhabitants) 

 

Figure 11. Average development of the broadband penetration rates of the 

“Big Four” European countries of 2004 to 2015 (x-axis: years y-axis: 

penetration values per 100 inhabitants) 
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Figure 12. Average development of the broadband penetration rates of the 

Western European countries of 2004 to 2015 (x-axis: years y-axis: 

penetration values per 100 inhabitants) 

Figure 13. Average development of the broadband penetration rates of the 

Eastern European countries of 2004 to 2015 (x-axis: years y-axis: 

penetration values per 100 inhabitants) 

 
Figure 12 illustrates that Switzerland and the Netherlands 

reach both broadband penetration rates over 40%. From the 
market review, it can be noted that both countries are counted 
as the world leaders in broadband penetration per inhabitants 
[49]-[51]. In 2015, Austria and Portugal, with 28% 
broadband penetration, have average broadband penetration 
in the range considered. 

The Western and Northern European countries reach at 
least medium broadband penetration rates and some of them 
are the broadband penetration forerunners. 

Regarding the situation in the Eastern European and the 
considered Asian countries, the broadband provision and 
adoption are quite divers. Figure 13 demonstrates that most 
of the Eastern European countries present a huge growth in 
the broadband penetration rates. However, only the Czech 
Republic reach a broadband penetration level quite above the 
average, which we have presented in Figure 9. Poland is one 
of the few considered European countries in the analysis, 
which does not reach a 20% fixed broadband penetration 
level. In average, the Eastern European countries vary in their 
broadband penetration between 21% and 28%, which present 
a lower level of broadband penetration in comparison to the 
Western and Northern European countries. Poland, with a 
penetration rate of only 19% (in 2015), is one of the 
broadband "laggards". Due to the different economic and 
socioeconomic developments, it can be assumed that the 

Eastern European countries do not reach the same broadband 
coverage as the Western and Northern European countries.   

Despite that, all of the considered European countries are 
estimated as developed countries, the differences regarding 
the broadband penetration are the results from the past 
developments. It is necessary to mention that the Western and 
Northern European countries firstly reach the status of 
developed countries. The Eastern European countries reach 
this status in later stage of time. The fundamentals of the 
broadband infrastructure and broadband provision base on 
the developments and the implementation of the 
telecommunication networks in the past. Due to Eastern 
European countries begin on a later stage of the 
implementation of broadband infrastructures, the differences 
between the considered European countries can be 
comprehended. 

The development of the broadband penetration rates and 
broadband networks in the Asian countries depends on the 
status of the whole country. The developed economies of 
Japan, South Korea, Singapore and Hong Kong have fairly 
high broadband penetration rates of between 25% and 40% 
(see Figure 14), with South Korea leading the pack with a 
penetration of 40% (in 2015). Overall, these four countries 
have a broadband penetration similar to Western and 
Northern European countries. 

 

 
Figure 14. Average development of the broadband penetration rates of 

the emerging Asian countries of 2004 to 2015 (x-axis: years y-axis: 
penetration values per 100 inhabitants) 

Figure 15. Average development of the broadband penetration rates of the 

developed Asian countries of 2004 to 2015 (x-axis: years y-axis: 

penetration values per 100 inhabitants) 
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However, the emerging countries in Asia do not reach a 
comparable level of fixed broadband penetration (see Figure 
15). The considered countries Thailand, China and India 
fluctuate between 2% and 15% in terms of their broadband 
penetration. From the literature, it is already known that the 
level of broadband penetration depends on the economic 
situation of the country. We assume that if the named 
emerging countries would increase in their economic 
situation, they will also achieve a better broadband provision 
and better broadband penetration rates. For example, a very 
positive economic development has been observed in China 
over the past 10 years. In the same period, broadband 
penetration in China increased from 2% to nearly 15% (per 
capita). Looking at the other emerging economies in East and 
Southeast Asia, none of the countries considered reach the 
same development as China. At the end of the said 10-year 
period, only clearly low penetration rates were observed in 
India (1%), the Philippines (5%) and Thailand (8%). In 
Thailand, broadband penetration was in part even declining. 
As mentioned above, most of the recently developed and 
emerging countries do not have the same status of fixed 
broadband networks, and therefore supply is lacking. 
However, most countries are addressing this problem by 
introducing large and faster mobile broadband networks. 

 

C. Price Analysis 

Finally, we conclude the descriptive section with the 
consideration of the development of customer prices. Here, 
the data we gain mostly from the ITU [41] and OECD 
(Broadband Portal) [43]. In Figure 16, the development of the 
prices symbolizes that the monthly subscription fees 
decreased from an average fee of 27 Euro per month to nearly 
18 Euro (including value added taxes) per month. This means 
in 2015, the level of the monthly subscription fees was only 
two thirds in comparison to the level of 2004.  

 
 

Figure 16. Average development of the monthly subscription fee in Euros 

from 2004 to 2015 (x-axis: years; y-axis: price values in Euros and price 

parity cleaned) 

 
 

Combining the trends of the three considerations, we can 
conclude that the competition intensified, the penetration 
raised and customer prices decreased over the considered 
period. In addition to the achieved research hypotheses, the 
descriptive results give enough indications, which we will 
examine in the following section with the regression 
analyses. 

 

V. REGRESSION ANALYSIS 

A. Reliability and Validity Analysis 

As introduced above, we proceed with a pooled ordinary 
least square regression. In the first step, the used concepts of 
regulations, competition and broadband penetration will be 
tested if the data can be trusted and if the data is reliable. 

The results of the reliability analysis are visualized in 
Table III. For the further analysis, we use the following 
concepts: (a) regulations with a binary coding, (b) regulations 
with a year coding, (c) competition indexes, (d) broadband 
penetration rates, (e) prices, and (f) broadband connection 
speeds. 

Following Cronbach, the Alpha values higher than 0.7 
(0.6) stand for a good (acceptable) reliability [32][52][53]. 
Based on the results in Table III, 4 of the named concepts 
reach a good and 2 acceptable reliability. 

After the testing of the reliability, the exploratory factor 
analysis includes the assessment of Kaiser-Meyer-Olkin 
criterion (KMO), the significance test from Bartlett, and the 
examination of the cumulative variances to evaluate the 
validity of the collected data [33][34][54]-[56]. To reach a 
good validity, the concepts should reach significant p values 
(p<0.05) in the Bartlett-Test and KMO values above 0.7 
[33][34][54[56].  

Table IV shows KMO-values above 0.6 (except the 
concept of competition indexes). Following Field [33] and 
Hair et al. [24], KMO-values above 0.6 describe an 
acceptable validity. For the concepts of the duration of the 
regulations, customer prices and broadband connection 
speeds, the KMO-values are even above 0.7, which indicate 
a good validity of the collected data/aspects. For the concept 
of the competition indexes, the validity of the achieved data 
could not be proved. The good validity scores (except 
competition indexes) are also supported by the significant 
results of the Bartlett-Test and the results of the cumulative 
variances higher than 50%, which indicate high explanation 
rates of the variances of the collected data [54]-[56]. Mostly, 
the reliability and validity of the collected data are proved. 

B. Analysis of Variances 

The consideration of the results of the analysis of 
variances (ANOVA) presents how the implementation of 
regulations affects in the mean, the developments of market 
concentrations, disparity and broadband penetration rates. 
Furthermore, we also implement a dummy variable if there is 
any influence if the specific country is a member of the 
European Union or the Association of Southeast Asian 
Nations (ASEAN). In the next steps, we present for the 
regulations displayed in Table V the model fit of the 
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ANOVA, the significance analysis if there would be a 
difference in means and how much would be the difference 
in average. 

 

TABLE III. RELIABILITY ANALYSIS 

 

TABLE IV. VALIDITY ANALYSIS 

Research 
Concepts 

KMO Bartlett-
Test 

Cumulative 
Variance 

Regulations 
(binary coding) 

0.664 p< 0.000 60.24% 

Regulations 
(duration coding) 

0.780 p< 0.000 62.81% 

Competition Indexes 0.526 p< 0.000 81.73% 

Penetration Rates 0.651 p< 0.000 66.69% 

Prices 0.713 p< 0.000 55.06% 

Broadband 
Connection Speeds 

0.702 p< 0.000 68.10% 

 

Unbundling 

Table V shows that the implementation of unbundling 
would lead to a significant difference in means of the 
development of broadband penetration. In comparison with 
the countries, which do not have implemented unbundling, 
the implementation of unbundling causes a five times higher 
broadband penetration per inhabitant in average. The F-Ratio 
is above the value of 3.87 [33] and therefore, a good model 
fit and a systematic variation is identified. 

Furthermore, unbundling would lead to a significant 
difference in means in the consideration of the market 
concentration of the three biggest network operators. In 
average, countries, which have already implemented the 
unbundling regulation, have reduced market concentration 
values by HHI3 = 1,600 in mean. The systematic variation is 
better described than the unsystematic ones and due to a F-
Ratio of 26.72 a good model fit is assumed. 

Lastly, the examination of the difference in means in the 
consideration of the disparity of operators shows that in 
average, the implementation of the unbundling regulation is 
not significant. Consequently, there is no significant 
difference in means and a poor model fit. Due to the not 
existing difference in means, we possibly assume that 

unbundling would not affect the disparity of the network 
operators in a national broadband market. 

 

Line Sharing 

In Table V, we can also see that the implementation of 
line sharing would lead to a significant difference in means 
of the development of broadband penetration. Contrary to the 
countries, which do not have implemented line sharing, line 
sharing has averagely a 1.75 times higher broadband 
penetration per inhabitant. The F-Ratio is 44.58 and due to a 
value above 3.87 [33] a good model fit and a systematic 
variation can be concluded.  

Additionally, line sharing is also a cause for the 
significant difference in means in the examination of the 
market concentration of the three biggest network operators. 
An implementation of line sharing would result in a 1,400 
lower Herfindahl value. This indicates that the line sharing 
regulation could be an indicator for decreasing market 
concentrations. A systematic variation and a F-Ratio of 57.20 
describe a good model fit. 

The mean analysis of line sharing as influence factor for 
the development of disparities between the network operators 
illustrates no significant differences in means. The F-Ratio of 
0.051 describes also a bad model fit. Consequently, we 
predict that line sharing would not possibly affect the changes 
in the disparity. 

 

Bitstream 

The implementation of bitstream lead also to significant 
differences in means for the development of broadband 
penetration. In comparison to the previously considered 
regulations of unbundling and line sharing, bitstream 
describes a slightly weaker effect, because countries, which 
have implemented bitstream, have only 1.4 times higher 
broadband penetration than countries, which did not 
implement bitstream as regulation for the broadband market. 
The F-Ratio is quite above the value of 3.87 [33] and 
therefore, a good model fit and a systematic variation can be 
concluded. 

In comparison to the previous considered regulations of 
unbundling and line sharing, the results of the competition 
analyses are quite reversed. The implementation of bitstream 
do not imply a significance in means. The F-Ratio describes 
with a value of 0.92 a poor model fit [33]. Hence, we expect 
that bitstream does not change the relations of market 
concentrations in the considered broadband markets. 

Oppositely, we identify a significant difference in means 
in the consideration of the implementation of bitstream. 
However, countries, which have implemented the bitstream 
regulation, possess in average a 1.2 times higher LI-value 
than countries, which did not implement this kind of 
regulation. Thus, bitstream would lead in average to a bigger 
disparity between the biggest network operator and the two 
following ones. The mean analysis describes a F-Ratio of 
49.15, which covers a good model fit. The systematic 
variation is better than the unsystematic ones. 

 

Research Concepts Cronbach’s Alpha 

Regulations (binary coding) 
Regulations (duration coding) 

Competition Indexes 
Penetration Rates 
Prices 

Broadband Connection Speeds 

0.662 
0.774 

0.726 
0.787 
0.764 

0.698 
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TABLE V. RESULTS OF THE ANALYSIS OF VARIANCES  

ANOVA Penetration per Inhabitant HHI – Market Concentration LI - Disparity 

Unbundling 

F-Ratio = 64.68 
p < 0.05 
good model fit 

difference in means 
 

F-Ratio = 26.72 
p < 0.05 
good model fit 

difference in means 
 

F-Ratio = 3.83 
p > 0.05 
bad model fit 

no difference in means 
 

Line Sharing 

F-Ratio = 44.58 
p < 0.05 
good model fit 
difference in means 

 

F-Ratio = 57.20 
p < 0.05 
good model fit 
difference in means 

 

F-Ratio =0.051 
p > 0.05 
bad model fit 
no difference in means 

 

Bitstream 

F-Ratio = 24.18 

p < 0.05 
good model fit 
difference in means 
 

F-Ratio = 0.92 

p > 0.05 
bad model fit 
no difference in means 
 

F-Ratio = 49.15 

p < 0.05 
good model fit 
difference in means 
 

Resale 

F-Ratio = 0.06 

p > 0.05 
bad model fit 
no difference in means 

F-Ratio = 28.03 
p < 0.05 

good model fit 
difference in means 
 

F-Ratio = 0.105 
p > 0.05 

bad model fit 
no difference in means 
 

VULA 

F-Ratio = 16.11 
p < 0.05 
good model fit 

difference in means 
 

F-Ratio = 7.20 
p < 0.05 
good model fit 

difference in means 
 

F-Ratio = 0.267 
p > 0.05 
bad model fit 

no difference in means 
 

Fiber Regulation 

F-Ratio = 17.36 
p < 0.05 
good model fit 

difference in means 
 

F-Ratio = 28.03 
p < 0.05 
good model fit 

difference in means 
 

F-Ratio = 0.211 
p > 0.05 
bad model fit 

no difference in means 
 

Membership 

F-Ratio = 0.20 
p > 0.05 
bad model fit 
no difference in means 

F-Ratio = 4.33 

p < 0.05 
good model fit 
difference in means 

 

F-Ratio = 1.034 

p > 0.05 
bad model fit 
no difference in means 

 

 
 
 

Resale 

Compared to the other regulations, the implementation of 
resale does not lead significant differences in means of 
broadband penetration rates. The F-Ratio of 0.06 describes 
nearly no change in means and the value illustrates a bad 
model fit [33]. 

However, the implementation of resale lead in average to 
a change of market concentration. The ANOVA is 
significant, which covers a significant difference in means. 
The value of the F-Ratio is 28.03, which implies a good 
model fit. National broadband markets, which have 
implemented resale as regulation, have averagely a 1,000 
lower Herfindahl value than the countries, which have not 
implemented this kind of regulation. Consequently, we 
assume here that the resale regulation would lead to a reduced 
market concentration and a higher intensity of competition. 

Finally, the implemented resale regulation does not lead 
to a significant difference in the mean analysis and the F-
Ratio is quite poor, which indicates a bad model fit. We 
expect here for the further analysis that the resale regulation 
does not lead to significant changes in the development of the 
disparity between the operators. 

 

VULA 

Additionally, there is also a significant difference in 
means in the consideration of the average broadband 
penetration per inhabitant. Averagely, the implementation of 
VULA would lead to 1.38 times higher broadband 
penetration in comparison to the countries, which refuse the 
implementation of the VULA regulation. The F-Ratio is 
above the value of 3.87 [33] and therefore, a good model fit 
and a systematic variation is identified. 

Considering the influence in the developments of the 
means in market concentration and penetration regarding the 
implementation of VULA, the means of the regarded market 
concentrations are significantly lower in the case, when the 
regulatory authority have decided to implement the VULA 
regulation. An implementation of VULA results in a 700 
lower Herfindahl value.  In average, the Herfindahl values are 
700 less when VULA is implemented. In comparison to the 
previously considered significant model fits, the F-Ratio with 
a value of 7.20 indicates a quite weak significant model fit. 
Generally, the implementation of the VULA regulation lead 
to a higher intensity of competition and a lower market 
concentration. 

In consideration of the impact of the implementation of 
VULA on the development of the disparity between the 
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network operators, there is no significant difference in means 
and a poor model fit. Due to the not existing difference in 
means, we possibly assume that the VULA regulation would 
not affect the disparity of the network operators in a national 
broadband market. 

 

Fiber Regulation 

Lastly, there will be now considered how would be the 
impact of possible implemented fiber regulation on the 
development of the broadband market. Unlike the other 
regulations, fiber regulation means different kind of access 
regulations in general and do not itemize a specific 
regulation. Based on the analysis of variances, we can see that 
fiber regulation could be also positive for the development of 
broadband penetration rates. On average, countries, which 
have implemented several fiber regulations, indicate a 1.28 
times higher broadband penetration in comparison to 
countries, which do not have implemented them. The value 
of the F-Ratio is 17.356 and illustrates a good model fit. 

Also, the implementation of fiber regulation reduces the 
market concentration in the considered broadband markets on 
average. There is a significant difference in means that 
countries, which have implemented fiber regulations, 
exhibits a 800 lower Herfindahl value than the countries, 
which refuse to implement fiber regulations. The systematic 
variation is better described than the unsystematic ones and 
due to a F-Ratio of 28.03 a good model fit is assumed. 

The assessment of the difference in means in the 
consideration of the disparity of operators averagely shows 
that the implementation of fiber regulation is not significant. 
Concluding, there is no significant difference in means and 
the value of the F-Ratio is below 1 and describes a poor model 
fit. Due to the not existing difference in means, we possibly 
assume that fiber regulations do not lead to significant 
changes in the disparity of the network operators in a national 
broadband market. 

 

Membership 

In the last row, we have implemented the consideration of 
the influence of membership. We did this approach, because 
especially the European Union stipulates many regulatory 
approaches and the most countries follow these 
specifications. The consideration of the mean analysis 
regarding the impact of membership on the development of 
broadband penetration, no significance of the difference in 
means can be concluded. The value of the F-Ratio with 0.20 
is also quite poor. Due to the broadband penetration 
development depends often on the national conditions, our 
expectation was here that the membership does not lead to a 
significant impact. 

Contrary, membership leads to a significant difference in 
means when the market concentration values are considered. 
In average, countries, which are member in the EU or 
ASEAN, have a reduced Herfindahl value of 400. The F-
Ratio of 4.33 is weakly above the critical bound of 3.87. 
However, the assumption can be hold and the model fits. 

Lastly, membership does not lead to a significant 
difference in the mean analysis. The F-Ratio in Table V is 
below the above named bound and therefore, a poor model fit 
can be concluded. Despite the membership in a community 
can reduce the market concentration and would lead to more 
intense competition, the disparity between the operators exist 
further. 

 

C. Further Approach 

The first results of the regression analyses show that the 
calculated market concentrations correlate significantly (p-
values below 0.05 [57]) with the development of the 
broadband connection speeds. The result supports the 
assumption that a stronger competition could lead to higher 
broadband connection speeds. 

In addition, the same significant correlations between 
broadband penetration rates and market concentrations exist 
(p-values below 0.05 [57]). The correlations imply that 
higher competitive intensities and stronger competitive 
behaviors lead to rising broadband penetration rates. 

Due to the focus on the impact of the regulatory behaviors 
on the market developments, we also find significant 
correlations (p-values below 0.05 [57]) between the single 
regulations unbundling, line sharing, bitstream, resale, fiber 
regulation, VULA (binary coding), and the development of 
market concentrations, broadband penetration rates and 
prices. Regarding the duration, how long the regulations are 
implemented in the specific broadband markets, the same 
significant correlations can be found.  

However, the correlations between the regulations and the 
calculated market concentrations are negative (except for 
bitstream). Generally, regulations are able to reduce the 
concentration in a broadband market and increase the 
intensity of competition. Only the bitstream regulation 
correlates significantly positive with market concentrations. 
This indicates that the implementation and persistence of 
bitstream would strengthen the market power of the biggest 
network operators. If this relationship does really exist this 
kind of regulation does not fulfill the target of regulatory 
intervention. The governmental and regulatory intervention 
is performed to create better competitive market conditions 
and entrance possibilities for competitors. If a regulation 
strengthens the market power of one network operator (often 
the incumbent), then this kind of regulation should not be 
implemented. 

Concerning the influence of the regulations on the 
development of broadband penetration rates, all different 
kinds of regulations support the growth of the broadband 
adoption and lead to a positive impact on broadband 
penetration. We will test this possible connection using also 
the pooled ordinary least square regression approach. The 
different regulations open various access possibilities to enter 
the broadband infrastructure, which means, new entrants 
come into the market with their own customers who may not 
yet have had access to these broadband structures.  As a 
result, additional customers tend to be connected to the 
existing broadband infrastructure. In addition, the service 
providers are intensifying their customer acquisition 
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measures. Overall, the broadband penetration is thereby 
increased. 

Finally, the implementation and the implemented 
duration of the regulations correlate significantly positive 
with the monthly subscription fees. This indicates that 
regulations would lead to increased prices.  

Due to the status of a work in progress, the analyses are 
in an ongoing status and the results of the regression analyses 
are not finally completed. 

 

VI. CONCLUSIONS AND FUTURE WORK 

As aforementioned, the status of the paper is a work in 
progress and therefore, improvements in the results and in 
ongoing research will be necessary. Currently, we have 
collected the secondary data and have started to analyze the 
competitive intensities, broadband penetration rates and 
customer prices. Furthermore, we tested the reliability and 
validity of the collected data and we examined the data in the 
analysis of variances (ANOVA). Following this first 
overview, we will evaluate the above-mentioned hypotheses 
using the pooled ordinary least square regressions to test the 
established regression equations. 

Despite the named conditions and the different 
developments in the national broadband markets, the general 
trend presents increasing competitive structures in fixed 
broadband markets. Combining the results of the HHI and LI 
analysis, the incumbents in each national broadband market 
have lost market shares and the disparity between the 
different providers is decreasing. As shown in the results, few 
countries (especially in Asia) still have very powerful 
incumbents and a general statement concerning all 
considered countries cannot be done at this status of work.  

We have indicated that in all considered broadband 
markets, the fixed broadband penetration and adoption 
increase.  

Finally, overall the customer prices decrease from 2004 
to 2015. However, the examination over the recent years 
(2015 to 2017) shows that the monthly subscription fees are 
quite on a stable level. 

At this time in evaluation work, the results are on an 
advanced but not final stage. For the concluding remarks in 
this topic, the ongoing research has to be deepened. 
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Abstract—The Blockchain technology has recently attracted in-
creasing interests worldwide because of its potential to disrupt
existing businesses and to revolutionize the way applications will
be built, operated, consumed and marketed in the near future.
While this technology was initially designed as an immutable
and distributed ledger for preventing the double spending of
cryptocurrencies, it is now foreseen as the core backbone of enter-
prises by enabling the interoperability and collaboration between
organizations. In this context, consortium blockchains emerged
as an interesting architecture concept that benefits from the
transactions’ efficiency and privacy of private blockchains, while
leveraging the decentralized governance of public blockchains.
Although many studies have been made on the blockchain
technology in general, the concept of consortium blockchains has
been very little addressed in the literature. To bridge this gap, this
article provides a detailed analysis of consortium blockchains,
in terms of architectures, technological components and appli-
cations. In particular, the underlying consensus algorithms are
analyzed in details, and a general taxonomy is discussed. Then,
a practical case study that focuses on the consortium blockchain
technology Ethermint is performed in order to highlight its main
advantages and limitations. Finally, various research challenges
and opportunities are discussed.

Keywords–Consortium Blockchain; Distributed Ledger Technol-
ogy; Smart Contract; Consensus Algorithm; Data Privacy and
Security; Scalability; Benchmark.

I. INTRODUCTION

The blockchain technology has attracted increased interests
worldwide in recent years, with emerging applications in
key domains, including finance, energy, insurance, logistics
and mobility. Indeed, this technology is expected to disrupt
businesses and markets on a global scale.

A blockchain is essentially a trustless, peer-to-peer and
continuously growing database (or ledger) of records, aka.
blocks, that have been verified and shared among the partici-
pating entities [1]. Each block typically contains a timestamp,
a cryptographic hash value of the previous block, and a set of
transactions data. Once a new block is validated by consen-
sus and written to the ledger, transactions cannot be altered
retroactively without the collusion of the network majority.
This technology was initially designed as a public transaction
ledger to solve the double spending problem in the Bitcoin
digital currency system [2], without the need for any third
party or trust authority.

This technology per se is not novel, but is rather a
combination of well-known building blocks, including peer-
to-peer protocols, cryptographic primitives, distributed con-
sensus algorithms and economic incentives mechanisms. A
blockchain is more a paradigm shift in the way applications
and solutions will be built, deployed, operated, consumed and
marketed in the near future, than just a technology. Blockchain
is secure by design and relies on well-known cryptographic

tools and distributed consensus mechanisms to provide key
characteristics, such as persistence, anonymity, fault-tolerance,
auditability and resilience.

More recently, smart contracts [3] have emerged as a new
usage for blockchains to digitize and automate the execu-
tion of business workflows (i.e., self-executing contracts or
agreements), and whose proper execution is enforced by the
consensus mechanism. This makes the blockchain technology
particularly suitable for the management of medical records
[4], notary services [5], users’ identities [6] and reputations
[7], data traceability [8], vehicles’ history [9], etc.

In this context, the blockchain technology is foreseen
as the core backbone of future smart cities and enterprises
by enabling the interoperability and collaboration between
organizations, while enhancing their security, data and process
management. Although many studies have been made on
the blockchain technology in general [10], the application
of this technology to business environments, beyond digital
currencies, has been very little addressed in the literature.
Indeed, several challenges will need to be addressed to unlock
the tremendous potential of blockchains especially before this
paradigm shift becomes technically, economically and legally
viable in enterprises environments.

These challenges concern the technical aspects of
blockchains, including its architecture, deployment, gover-
nance, scalability and data privacy. Private and consortium
blockchains emerged from this perspective as appropriate
architecture concepts for business environments, where re-
strictions are applied on who is allowed to participate to the
network. While the former approach assumes that the network
is operated by a single entity, a consortium blockchain operates
under the leadership of a group of entities, thus enabling
collaborative business transformation among organizations and
innovative business models. Last but not least, the legal aspects
of blockchains represent a challenge, especially in Europe,
where this technology should be analyzed in the light of
upcoming new regulations, such as the General Data Pro-
tection Regulation (GDPR) (Regulation (EU) 2016/679 [11]),
and whose objective is to strengthen users’ data privacy and
protection within the European Union.

This article aims at bridging the gap between blockchain
technologies and their potential benefits to business envi-
ronments, by providing a detailed analysis of consortium
blockchains, in terms of architectures, technologies and ap-
plications. In particular, the underlying consensus algorithms
are analyzed in details, and a general taxonomy is discussed.
Then, a practical and experimental use case is discussed in
order to assess the performance of the consortium blockchain
technology Ethermint. The performance indicators analyzed
are the time required to validate a transaction, the number of
transactions validated per second, as well as the average inter
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blocks delay and the size of the blockchain data folder. Param-
eters that have been varied are the number of validators, the
number of transactions submitted per second and the topology
of the network. The results highlighted some limitations in
terms of transactions validation time and storage requirements
that may hinder the usage of Ethermint to deal with some real
world use cases.

The remainder of this article is organized as follows. Sec-
tion II discusses the technical aspects of blockchains in terms
of taxonomy, system architecture, and building blocks. Section
III provides a detailed analysis of consensus algorithms that are
used today in private and consortium blockchains. Section IV
discusses a general classification of blockchains applications
and highlights typical use cases in the finance, energy, mobility
and logistics sectors. Section V presents a practical case study
based on the Ethermint consortium blockchain technology
in order to highlight its main advantages and limitations.
Section VI draws and discusses various research challenges
and opportunities. Finally, Section VII concludes the article.

II. BLOCKCHAIN TECHNOLOGY OVERVIEW

While public blockchains enable parties to make transac-
tions in a secured manner, in trust-less environments, they
show certain limitations when applied to industrial use cases.
Indeed, we believe that aspects, such as controlled data re-
versibility (i), data privacy (ii), transactions volume scala-
bility (iii), system responsiveness (iv) and ease of protocol
updatability (v) that are crucial for the majority of corporate
applications are not covered by public blockchain implementa-
tions. These shortcomings led industrials to develop alternative
blockchain technologies tackling the aforementioned aspects
and intended for restricted audience. These technologies can
generally be classified into two categories: private and consor-
tium blockchains [12]. The distinction between them comes

Figure 1. Blockchain High Level Architecture

down to the governance scheme along with the infrastructure
(see Table I). In private blockchains, one entity rules the whole
system whereas members of consortium blockchains share the
authority among them. Accordingly, the infrastructure is cen-
tralized in case of private blockchains but, similarly to common
distributed databases, data is replicated on multiple nodes that
belong to the single owner. In contrast, consortium blockchains
are deployed in a decentralized manner on multiple hardwares
managed by different owners (or companies). Moreover, data
is not necessary homogeneous among consortium nodes since
some blockchains allow private transactions leading to knowl-
edge fragmentation (i.e., private transactions are shared by
subsets of participants).

Figure 1 shows the typical high level architecture of
blockchain and its main layers. However, it should be noted
that blockchain architecture is not yet standardized, and other
representations exist in the literature, such as [13].

In the following, the term consortium blockchains will
encompass both private and consortium blockchains. In the
next sections, we overview the architecture of both public and
consortium blockchain and highlight their inherent differences.

A. Data structure (Data Ledger Layer)
The data structure of a blockchain, whether public or

consortium, corresponds to a linked list of blocks containing
transactions also referred to as the “ledger”. Each element of
the list, has a pointer to the previous block and embodies its
hash value as illustrated in Figure 2.

This hash value is the key element of the blockchain
integrity, and is computed thanks to a one-way hash function
that maps data of arbitrary size to a non-invertible hash value
of fixed size. Indeed, if an adversary tries to modify the
content of a block, anyone can detect it by computing its
hash and comparing it to the one stored in the next block
to see the inconsistency. In order to avoid this detection,
the adversary could try to change all the hashes from the
tampered block to the latest block. However, this is not feasible
without the consent of a significant proportion of validator
nodes, depending on the consensus algorithm (see Section III).
Hence, the “immutability” characteristic of blockchain: data
are tamper-proof.

On the other hand, consortium chains members can come
to an agreement and alter previous blocks (i). In order to prove
that data were not tampered and preserve the auditability of
the ledger, it is common to periodically publish the hash of
a block onto a public blockchain. By doing so, one can be
assured that blocks in the interval of two published hashes
have not been modified.

Figure 2. List of linked blocks with hash pointers

B. Network and privacy (Network/P2P Exchange Layer)
Along with its data structure, a blockchain is based on a

peer-to-peer network that links its members. Members partici-
pate to the network through their blockchain client node. Each
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TABLE I. Blockchain Classification

Blockchain GovernanceProperty Public Consortium Private
Governance Type Consensus is public Consensus is managed by a set of participants Consensus is managed by a single owner

Transactions Validation Anynode (or miner) A list of authorized nodes (or validators)

Consensus Algorithm Without permission
(PoW, PoS, PoET, etc.)

With permission
(PBFT, Tendermint, PoA, etc.)

Transactions Reading Any node Any node (without permission) or
A list of predefined nodes (with permission)

Data Immutability Yes, blockchain rollback is almost impossible Yes, but blockchain rollback is possible
Transactions Throughput Low (a few dozen of transactions validated per second) High (a few hundred/thousand transactions validated per second)

Network scalability High Low to medium (a few dozen/hundred of nodes)

Infrastructure Highly-Decentralized Decentralized Distributed

Features

Censorship resistance
Unregulated and cross-borders

Support of native assets
Anonymous identities

Scalable network architecture

Applicable to highly regulated business (known identities, legal standards, etc.)
Efficient transactions throughput

Transactions without fees
Infrastructure rules are easier to manage

Better protection against external disturbances
Examples of technologies Bitcoin, Ethereum, Ripple, etc. MultiChain, Quorum, HyperLedger, Ethermint, Tendermint, etc.

node has a local copy of the whole linked list (or the most
recent part of it in case of light nodes [14]). When retrieving
the list for the first time, a node verifies the integrity of the
blocks by computing all the hashes and keeps verifying each
new block.

Depending on the implementation of the blockchain, the
network can be either public (i.e., anyone can access it) or per-
missioned (i.e., only accounts that are allowed can participate).
This restricted access to the network in consortium blockchains
ensures data privacy (ii). Moreover, some blockchains allows
to control data visibility at a more finer grain by enabling data
encryption at transaction level (e.g., [15]).

The identity of a participant is defined by his cryptographic
asymmetrical key pair. The public key is derived to obtain
his unique address, which serves as his public identity. The
private key is used to sign transactions and guarantee their
authenticity (i.e., other participants can verify the signature
using the associated public key).

In order to add data to the blockchain, a node sends a
transaction request to the network. The prime data fields of
a transaction in most technologies are the addresses of both
sender and receiver, data values that are being communicated
and the signature of the sender. These transactions’ requests are
then picked by some special nodes called miners also referred
as to block generators or validators on consortium blockchains.

C. Security vs scalability (Consensus Layer)
On public blockchains, miners are nodes that are willing

to share their computational power to add blocks to the
blockchain in return of some reward. The way they are
rewarded depends on the implementation of the blockchain
protocol, however, it often involves a fee (i.e., the node who
was asking to add data pays the miner to do it) and/or creation
of value (e.g., in case of Bitcoin, the blockchain mints value
and gives it to the miner who has added a block). Thus, miners
are in competition: they all want to add the next block but only
one or few of them will achieve it in a random way for each
new block.

The process for selecting the actual node that will add the
next block among all the miners is referred as a consensus
protocol. For instance, Bitcoin and Ethereum use the Proof
of Work (PoW) consensus [2], where miners have solve

a computationally demanding cryptographic puzzle to prove
their commitment. This protocol enables the random selection
of the next miner and prevent adversary nodes from adding
fraudulent blocks since their probability to be retained is too
low compared to the procured energy and time to solve the
puzzle. This leads to the 51% attack: if more than half of the
power of the network is allied with the adversary, then his
version of the ledger will always end up being the main one.

In a trust-less public configuration where miners are anony-
mous, this consensus is crucial for the integrity and security
of the data. On the other hand, in consortium chains, val-
idators are preliminary known according to the governance
scheme and are trusted to some degree. Indeed, in majority
of consortium protocols, validators are defined at the genesis
of the blockchain. Some technologies enable the dynamic
addition and retrieval of validators but these actions are always
under the control of the current validators. Therefore, the
security and required computational power can be lowered by
using less demanding consensus algorithms. This reduction
of complexity in the consensus protocol leads directly to
an increased scalability in terms of transactions throughput
(iii). Indeed, consensus such as PoW delay data transmission,
e.g., 10 minutes for each 1Mb block for Bitcoin, whereas
protocols for consortium blockchains can make optimal use of
the network and reach throughput on the order of thousands
transactions per second. An overview of the major consensus
algorithm for consortium blockchains is proposed in Section
III.

Figure 3. Fork

D. Forks and responsiveness
Once a miner’s block has been published, it is added

to the blockchain and the information is broadcast. Due to
network effects, there are cases where multiple miners blocks
are published at the same time. It is also possible that some
miners propose other block versions when they do not agree
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with the content of the most recent one. These cases are called
a fork: the blockchain splits into multiple branches. However,
the nodes goal is to converge towards acknowledging a unique
and same version of the blockchain. In practice, the Proof of
Work consensus achieves this result by requiring miners to
work on the longest branch, with the intuition that eventually
the longest branch will be the same for all nodes.

Thus, even if a transaction has been validated, we cannot
be sure that it will remain on the main chain. In Bitcoin, users
usually wait six blocks of confirmation before considering a
transaction (i.e., its block) as valid, that being 6×10min = 1h.
In that sense, transactions are never definitely accepted, there
is only the probability of reversal that decrease exponentially
as the chain grows.

Hence, there is a correlation between the probability of fork
occurrence and the responsiveness of the blockchain (i.e., time
to wait for a transaction to be validated and adopted by the
rest of the network). On consortium blockchains, the use of
adapted consensus algorithm allows for “block finality”: once
a block has been validated, it remains on the main chain and
forks are not allowed. This increases the system responsiveness
by shrinking waiting time for confirmations (iv).

E. Forks and updates
Miners software is sometimes updated to fix bugs or

add functionalities. This also can create forks, as different
nodes might handle transactions differently depending on their
software versions. We usually distinguish:
- “soft forks” where the transactions considered valid by the
new version are also valid for the old version.
- “hard forks” where the transactions considered invalid by the
old version might be valid for the new version.
While it is complicated to synchronize the software of public
blockchains due to the huge amount of anonymous participants
and potential disagreements among them, it is easily feasible
on consortium chains where members know each other and
can quickly come to a mutual agreement (v).

F. Smart Contracts
The concept of smart contract has been introduced by

Ethereum and consists in computer programs, which execu-
tions results are verified by miners. Their deployments and
executions are triggered by users through transactions. Each
node participating to the blockchain has a local virtual machine
(e.g., EVM in Ethereum [16]) in addition to the linked list
and executes smart contracts, according to the transactions
that have been validated and maintain a globally shared
state. By inheriting the security level offered by transactions,
blockchain’s smart contracts protocol benefit from the prop-
erties of the blockchain: security, integrity, no intermediary,
transparency and availability. Some consortium blockchains
offer the possibility to restrict the visibility of these contracts
to a subset of members in the same way as private transactions
(e.g., [17]).

This overview of blockchain architecture and components
highlighted the main differences between public and permis-
sioned implementations. In the next section, we present major
consensus algorithms used in consortium blockchains that
enables high transaction throughput compared to the regular
algorithm such as the Proof of Work or the Proof of Stake.

III. CONSENSUS ALGORITHMS

As we saw in the previous section, the process that adds
blocks to the linked list is a major factor to security and
scalability. This is done with a State Machine Replication
(SMR) algorithm, which makes the network agrees on a
unique, constantly growing, ordered set of transactions. The
consensus algorithm, is the part that makes the nodes agree on
a single piece of data [26], i.e., the block that is going to be
added. However, since they are both very closely related, the
terms are often used interchangeably.

To solve consensus, an algorithm has to provide two
properties: Safety and Liveness. Informally, Safety means that
once nodes confirmed a new entry to the transaction log, it
will not be changed later. Liveness means that if a honest user
has sufficient connectivity and tries to submit a transaction,
then it will eventually get accepted.

The reason why blockchains are deemed to be trustless
is because those algorithms are Byzantine Fault Tolerant
(BFT), that is, other nodes may behave arbitrarily, includ-
ing in malicious ways. Therefore, blockchains users do not
need to trust others. However, it has been proved that no
consensus algorithm can tolerate more than a third of the
nodes being malicious [27]. Note that blockchains may tolerate
more byzantine faults, but will not satisfy the traditional
definition of consensus. This is most often the case with public
blockchains that do not have transaction finality (or block
finality, as mentioned earlier), i.e., transactions are guaranteed
to be irreversible only with a sufficiently high probability.

A. Algorithms
In this section, we describe prominent consensus algo-

rithms that are considered today in consortium blockchains
where miners are designated nodes (i.e., validators). In Table
II, we synthesize their characteristics: Fault tolerance indicates
whether the algorithm tolerates arbitrary (e.g., malicious) be-
havior, or only crash failure. The Threshold further quantifies
the amount of faults tolerated. Confirmation time, also known
as latency, is the time elapsed between the submission of a
transaction, and its definitive acceptance. Throughput is the
number of transactions per second that the system can sustain
as a whole, and Scalability is the number of nodes that can
participate in the consensus. We warn the reader that the
figures for the last three columns are not based on rigorous
experimental studies, but they were collected from online blogs
and websites. Indeed, these performances are not expected to
be reachable simultaneously for the three metrics, and depends
largely on the algorithm configuration and network settings.

a) Practical Byzantine Fault Tolerance (PBFT): PBFT
is the first high performance consensus algorithm with an
optimal byzantine fault tolerance [28]. As such, it has been
widely implemented and tested, and served as a basis for a
wide range of newer algorithms.

This method works with a leader that does the ordering
of transactions. Then consensus is reached in three phases:
First, the leader broadcasts the new request, e.g., transactions
or block (pre-prepare). Then, each validator signs and broad-
casts a prepare message for the request. If enough prepare
messages have been received, then validators broadcast commit
messages, and when enough commits have been received, the
request is finally accepted.
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TABLE II. BENCHMARKING OF CONSENSUS ALGORITHMS

Consensus algorithm Fault Tolerance Threshold Confirmation time Throughput scalability

Tendermint Core Byzantine 33% 5s [18] 10k tx/s [18] 100 nodes [18]
PBFT Byzantine 33% 1s [19] 50k tx/s [19] 30 nodes [19]

Hashgraph Byzantine 33% n/a (claimed 1s) [20] n/a (claimed 100k tx/s) [20] n/a
SCP Byzantine partitioning up to 15s [21] 1-10k tx/s [22] -
PoET Byzantine TEE failure n/a n/a very high [23]

DiversityMining Crash tunable, ≤ 50% n/a 1k tx/s [24] n/a
Raft Crash 50% 1s [25] up to 30k tx/s [25] n/a

If at some point the leader does not behave as expected
(e.g., if there was no answer after some timeout), the next
leader in the round robin order takes over through a complex
procedure named view change. Informally, view change can
be seen as a weaker variant of consensus, because nodes need
to reach agreement on the fact that the leader changed.

This algorithm is able to tolerate a maximum of a third
of the nodes being malicious, which is the maximum possible
in this setting. It also makes the assumption that the network
is partially synchronized since nodes need to be able to skip
faulty leaders, i.e., after a timeout. A PBFT implementation is
currently in development for Hyperledger Fabric. Moreover,
IstanbulBFT has been developed as a blockchain-friendly
variant of this algorithm, and is implemented in Quorum [29].

b) Tendermint: Tendermint is a consensus algorithm
that has been designed with applications for consortium
blockchain in mind [30]. It is somewhat similar to PBFT, but
additionally provide safety even when more that one third of
the nodes get corrupted [31]. For each new block, a leader
node is selected in a round-robin manner until one is able to
commit the block. For a block to be committed, it has to gather
more than two third of votes of validators within a given time
period, through a procedure similar to the three-phases commit
from PBFT.

Tendermint-core is provided as a stand-alone consensus en-
gine, and has been implemented to function with the Ethereum
Virtual Machine (EVM) in Hyperledger Burrow and Ethermint.
Other blockchain frameworks based on Tendermint can be
found on [32].

c) Proof of Elapsed Time: Proof of elapsed time is an
initiative that aims at removing the computational cost induced
by the usual proof of work approach, by leveraging Trusted
Execution Environment (TEE) compatible hardware, such as
Software Guard Extensions (Intel SGX).

For each block, miners wait for a given random time. The
first miner for which the waiting time has elapsed is selected to
validate a block before repeating this process. In other words,
the miner with the shortest waiting time is elected as the
leader. To prove that the node actually waited the required
time, the waiting procedure is executed within the TEE, which
produce a proof of its execution [33]. In essence, this is the
same mechanism as in PoW-based consensus, except that the
cryptographic puzzle is replaced by a hardware-enforced wait
procedure. Note that the trusted hardware can also enforce that
all nodes follow the protocol in its entirety (i.e., are honest),
thus making any crash-tolerant protocol withstand malicious
faults as well. However, the precise construct of PoET allows
to keep the advantages of PoW-based consensus, namely, the
great scalability in the number of nodes. This does come with

the same performance cost than public blockchains, since the
waiting delay must be large enough to have a low probability
of a (network-induced) fork.

The downside is that the security is guaranteed only if the
TEE platform vendor is trusted. Moreover, if one is willing
to assume that nodes may still be compromised (e.g., due to
implementation bugs), then only a few number of them would
be sufficient to compromise the whole system [23]. PoET is
primarily used within the Hyperledger Sawtooth platform [34].

d) Stellar Consensus Protocol (SCP): The Stellar Con-
sensus Protocol [35] is the algorithm that was developed to
power the Stellar network. It breaks the usual prerequisite of a
unanimously accepted membership list by letting participants
independently choose the nodes they trust. Each participant
knows some nodes that are considered as trustful, i.e., its
neighborhood, and waits that the majority of them agree on
a new transaction before considering it as valid. Consensus
within a neighborhood is reached by first iteratively nominating
candidate values, then by committing one. Those procedure are
based around a primitive that allows nodes to ratify statements,
which is done with two round of voting.

This approach allows each node to only be aware of a lim-
ited number of neighbors, while enabling an efficient network-
wide consensus. On the other hand, security relies on each
user good configuration, and requires that each neighborhood
sufficiently intersects with each other. Additionally SCP may
be less suited to consortium blockchains, due to its federated
architecture, where one neighbor alone will not be trusted.
Therefore, to actually benefit from SCP, a given blockchain
platform should either anchors to the Stellar network, or try
to spawn a new independent network.

e) Hashgraph: Hashgraph is an asynchronous protocol,
which means that it makes no assumptions on the network
delays [36]. This allows the nodes to be connected through
an unreliable network such as the Internet. Its core idea is
to piggyback the underlying broadcast protocol (i.e., gossip)
to reach consensus. By explicitly recording the network-layer
execution of the broadcast into a graph similar to a blockchain,
it is able to track events that has been sufficiently spread in
the network to reach consensus. The Hashgraph authors show
that if nodes are constantly synchronizing, then a given event
will end up sufficiently deep in the graph so that one can be
assured that a majority of nodes are able to tell that this event
is valid.

Swirlds [37], the company that developed this algorithm,
made available an implementation through a closed source Java
SDK in alpha version. However, at the time of writing there
was no independent benchmark of Hashgraph, which makes
assessing its performances difficult.
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TABLE III. BENCHMARKING OF ENTERPRISE BLOCKCHAIN PLATFORMS AND TECHNOLOGIES.

Company Platform Consensus Algorithm Smart
Contracts

Private
Transactions Popularity «

Activity
(Github) «

Coin Sciences Ltd MultiChain DiversityMining No No Low Medium
Quorum Quorum pluggable: IstanbulBFT ¬, Raft EVM Yes High Medium

IBM Hyperledger Fabric pluggable ­: Kafka Chaincode Yes ® High High
R3 Corda pluggable: Raft, BFT-SMaRt JVM Yes Medium High

SWIRLDS Hashgraph Hashgraph No ¯ No Low N/A
Stellar Stellar SCP No No High Medium

ParityTech Parity pluggable: Ethereum, Aura °, Tendermint EVM No High High
Intel Hyperledger Sawtooth PoET EVM No Low High

Monax, Intel Hyperledger Burrow Tendermint core EVM No Medium Medium
All In Bits Inc. Ethermint Tendermint core EVM No Medium Medium

« Rough estimation based on GitHub metrics and online presence (e.g., download count, community hubs activity, etc.)
¬ IstanbulBFT is an adaption of PBFT for blockchains
­ Other consensus to be added, or unofficial: PBFT, BFT-SMaRT, HoneyBadgerBFT
® Stand alone private transactions are not possible, but participants can set up private channels
¯ Hashgraph let the transactions semantics be implemented by the application, but they will not be checked during consensus
° Aura is a simple consensus engine developed by ParityTech, but it is not well specified and there is no assessment of its soundness

f) Diversity Mining consensus: DiversityMining is a
consensus algorithm developed by MultiChain [38]. It is based
on leader election, but where PBFT uses timeouts to handle
leader failure, DiversityMining allows a fraction (subject to
a parameter named diversity) of them to claim leadership
independently, directly by broadcasting a block. Thus, the
amount of tolerable faults is directly set by this parameter.
Forks resulting from this process are handled the same way
as in Bitcoin, with the longest-chain rule. As a result this
algorithm does not provide transaction finality and does not fit
the usual definition of consensus in the permissioned model.

Moreover, this algorithm only tolerates crash faults (i.e.,
not malicious nodes) [39] and thus should be compared with
other crash tolerant systems, like Raft [40] or Apache Kafka.
At the time of writing, there was no available assessment of
DiversityMining performances with a high number of nodes.
However, since it exhibits a communication pattern similar
to public blockchains, it can be expected to have viable
performance with large sized network, at least under optimal
conditions.

g) Raft: Raft [40] is a consensus algorithm that has
been designed to be understandable and modular. It tolerates up
to 50% of crashed nodes, which is the maximal threshold for
this kind of faults. It is based on a leader that does the ordering
of transactions. Leader election is triggered by a timeout, but
contrary to PBFT, the timeout is randomized for each server.
As a result, the elected leader (if successful) will be the first
to timeout. Once there is an available leader, it can simply
broadcast transactions to impose its version of the transaction
log. Raft has been widely adopted and has a great number of
implementations, so its robustness and practical performances
are well known [41].

B. Benchmarking Existing Technologies
Blockchain is currently under extensive research and de-

velopment, leading to a high market fragmentation, with more
than 20 different technologies and frameworks, which have
been released by companies, open-source communities and
universities. Table III compares the key characteristics of some
popular blockchain technologies, especially for the context of
enterprise and consortium based case studies. The column

consensus algorithm lists the consensus engine that have a
compatible implementation. In column Smart Contract we give
the mechanism that execute the smart contract (e.g., virtual
machine, specification), if this feature is available. In Private
Transactions, we specify whether the platform allows client
to send transaction whose contents are only available to the
recipients, possibly including their identities. Then we give a
rough estimation of the platform popularity and activity based
on github metrics and online presence (e.g., download count,
community hubs activity, etc.)

Two points should be noted regarding private transactions:
First, if the blockchain allows arbitrary data in transactions, it
is always possible to add encrypted data using the recipients
public key, but then the validators cannot verify the semantics
of the transaction (e.g., double spending), although some
solution exists to this issue [42][43]. Second, in the particular
consortium setting, it is always possible to instantiate new
blockchains for a specific subset of users, which is conceptu-
ally what Hyperledger Fabric does with its channels. However,
this is limited in the sense that anything that happens within
a channel cannot have an influence on something external to
it, e.g., a monetary transaction cannot be redeemed outside the
channel where it has been made, only the members can vouch
for it. In the corresponding column, we state ”Yes” when the
platform has a working implementation of a feature that allows
for some level of privacy, including the mentioned techniques,
”No” otherwise.

As it can be seen from Table II, consensus algorithms in
the classical setting, i.e., that tolerate 33% byzantine nodes,
have similar characteristics: they show good performance but
do not scale well when the number of nodes increase. There are
proposals to address this issue such as SCP or PoET, but they
imply alternative models that are subject to caveats, especially
regarding trust assumptions.

Therefore, an application that requires cooperation from a
small set of distrusting entities will be able to use a more
classical consensus algorithm such as Tendermint or PBFT,
and consequently will have a wide range of choices for a
blockchain framework. Then, the determining factor is related
to the additional features that are specific to each blockchain
platform, such as the ones listed in Table III.
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On the other hand, applications that require a larger net-
work, e.g., in a scenario where each registered user of the
decentralized application needs to participate to the consensus,
the choice will have to involve some performance trade-off. For
instance, PoET may meet the scalability requirements, but not
provide a low enough confirmation time. As a result, it may
be difficult to find a fitting blockchain platform that also have
a consensus algorithm meeting those requirements. Finally,
applications that does not actually need a trustless platform
can rely on crash tolerant systems where scalability is less
an issue. Therefore, the choice for a blockchain framework
will be driven by the specific characteristics of each platform,
similarly to the first case.

IV. APPLICATIONS AND CASE STUDIES

The advent of the blockchain technology has enabled a
wide range of new applications. In this section, we introduce
a general classification of these applications, followed by
examples of case studies in key domains.

A. Classification

In a centralized world, an ecosystem is organized around
one predominant actor. This architecture has advantages: it is
easy to manage, stable and the responsibilities are clear. But it
also has drawbacks: a monopolistic approach creates barriers to
entry and hinders innovation, it can also result in an unbalanced
value distribution among participants.

With the blockchain, we move towards a distributed ap-
proach with 4 categories of benefits: data traceability for
a new trust paradigm, systems interoperability for process
automation, flexibility for services enhancement, token-based
ecosystems for a shared governance.

1) Data traceability for a new trust paradigm: The
blockchain can be seen as an immutable distributed ledger
where transactions are timestamped by block. The derived
properties (transparency, integrity, immutability) create the
trust conditions that enable a new framework for asset trans-
actions. Indeed, from a vision perspective, the blockchain is to
value exchange what the Internet is to information exchange:
an interconnected network developed, maintained and updated
by the participants for their benefits, a common ground that
is safe, neutral, disintermediated and universal. Based on this
framework, it is now possible to better trace, manage and
monetize data. This offers new perspectives from machine to
machine transactions, to identity attributes sharing, to user-
centric data marketplaces.

2) Systems interoperability for process automation: The
blockchain can also help bringing down domains silos. As
an example, the transport infrastructure will more easily
interoperate with the energy infrastructure. How so? As a
shared ledger, the blockchain creates the conditions for pro-
cess standardization, via shared on-chain data models, smart
contracts and rules, between any actors that would like to
work together. These can be actors within a domain, say a
supplier and a customer, or actors from different domains, as
in the electro-mobility example. Once standardized, processes
can then easily be automated by using smart contracts (also
known as chaincodes in the Hyperledger vocabulary).

3) Flexibility for services enhancement: Based on these
interoperable systems, it is now possible to develop new
features or services. Having access to more shared data and
more standardized processes will definitely help. But the new
operational organization will help too. Because there is no
going through a third party, everyone on the blockchain is
free to implement new features or services directly, at its
own pace (and its own risk). More freedom also means
more responsibilities. But this flexibility is good for services
evolution and improvement. For example, it becomes easy to
create ad-hoc temporary offers. It is also becomes easy to
provide personalized services, by leveraging the shared data
mentioned above.

4) Tokens-based ecosystems for a shared governance:
Beyond the traceability, interoperability and flexibility benefits,
the blockchain can help fundamentally transform ecosystems
by leveraging digital assets, also known as tokens. Indeed,
tokens can be used to track and monetize transactions, but
they can also be considered as a great tool to materialize the
governance rules and maintain an equilibrium among actors.
The minting protocol and the trading rules put in place will
reflect the consortium view on how to steer behaviors and
share the value created. As an example, a green token could
be created and used only in environmental-friendly scenarios.
Going a step further, a decentralized autonomous organization
(DAO) is another way to create new ecosystems. A DAO
is an organization that relies on the blockchain to manage
interactions between participants. Rules are implemented in
smart contracts executed on the blockchain, so the governance
is executed automatically with transparent rules and immutable
actions.

B. Case Studies
While we classified above the blockchain use cases in

several categories, we can now look at concrete examples in
different application domains.

1) Finance and Insurance: The first blockchain applica-
tion was the cryptocurrency Bitcoin. But many use cases
have followed since. As an example, it can be used at the
”data level” to issue and trade assets, such as bonds, in a
decentralized market place (see the proof-of-concept from
Caisse Des Depots in France). At the ”infrastructure level”
Chaincore implements the distributed ledger technology for
clearing and settlement, as a way to lower costs and improve
efficiency. The blockchain can also help with processes such as
KYC (Know Your Customer), by sharing the proof of identity
and not the data itself between banks (see KYC-chain as
an implementation example). At the ”service level”, we can
imagine new offers such as personalized short term insurances
[44], created on the spot and taking into account diverse pieces
of information about the beneficiary. Finally, crowd-sharing an
insurance deductible can be a good DAO application in the
insurance sector.

2) Energy: With the rise of solar panels and other green
sources of energy, the energy production is becoming more
decentralized and offers a promising field for blockchain
applications. As an example, the distributed ledger technology
can be used to certify the data, the source of energy production,
therefore, guaranteeing that it is environment-friendly. It can
also be used to trade energy at the local grid level, between
individual producers and consumers (see the proof-of-concept
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from LO3 Energy in Brooklyn or [45]). We can imagine further
benefits in the home where devices can schedule their energy
charging to optimize costs and exchange data autonomously
between them. This can be a totally new ecosystem model,
where tokens are directly exchanged between parties to incen-
tivize appropriate (green) behaviors.

3) Mobility: In this sector, the distributed ledger technol-
ogy can be used to safely store the car data (for example,
its mileage [9] or certificates [46]). We can also look at
electro-mobility use cases, where the mobility infrastructure
(say electric vehicles) interoperates more easily with the energy
infrastructure (say the charging points). Another application
example is chasyr, which is a blockchain-based ride-sharing
platform that matches passengers and drivers. So, this is
basically an uber-like service, in a decentralized architecture.
One last example would be a decentralized transportation
ecosystem, where people can use a same token to ride on a
bus, rent a bike or carpool, without any central authority to
organize its operation.

4) Logistics: In this sector, the distributed ledger technol-
ogy can be used to track an asset. For example, Everledger
tracks diamonds to ensure their authenticity, Provenance can
track food origin to guarantee its sanitary safety. Another
example would be using a blockchain to create a collaborative
IT system, which matches transporters and customers timetable
for efficient delivery.

V. A PRACTICAL CASE STUDY - ANALYZING THE
ETHERMINT TECHNOLOGY

In this section, we provide a detailed study related
to the performance evaluation of the Ethermint consortium
blockchain technology. Being based on Ethereum, this technol-
ogy inherits all the capabilities including the EVM and smart
contracts. Moreover, the consensus relies on the Tendermint
protocol. By combining those two characteristics, a versatile
protocol and a lightweight consensus that remains secure, we
believe that Ethermint is a great candidate for various use
cases.

Although extensive studies have been conducted to assess
the performance of the Tendermint consensus protocol such
as [31] or other blockchain technologies such as [22], to the
best of our knowledge, the literature has not provided yet
any detailed study related to the technical performance of
Ethermint. That is the first reason behind using this technology
for benchmarking. The second reason lies in the fact that many
industrials, such as in [9], are looking for the usage of this
technology for their own use cases. However, they do not
have yet any detailed assessment of the performance of this
technology. Therefore, for the sake of helping them testing this
technology, this study is conducted.

The remainder of this section is organized as follows. First
we give a detailed description of the Tendermint consensus
protocol before presenting Ethermint itself (Sections V-A and
V-B). Then, we specify the experimental setup and the re-
sults regarding the transaction validation speed depending on
multiple factors such as the transaction load and the network
topology (Sections V-C and V-D).

A. Tendermint: Overview and Architecture
Tendermint [30] can be seen as a software for replicating

an application on many machines in a secure and consistent

manner. Tendermint protocol guarantees that machines com-
pute the same state and it can tolerate up to 1/3 of malicious
or failing machines.

From a functional architecture point of view, Tendermint
consists of two main components: a blockchain consensus
engine called Tendermint Core, which is used to ensure that
the same transactions are recorded on every machine in the
same order, and a generic application interface called the
Application blockchain Interface (ABCI) that is used to enable
the transactions to be processed in any programming language.

In contrast to most current blockchain solutions (such as
Bitcoin) that come pre-packaged with built in state machines,
Tendermint can be used for replicating state machines related
to applications written in any programming language or de-
velopment environment. Thanks to these features, Tendermint
has been widely used in a variety of distributed applications
including blockchain platforms such as Ethermint [47] and
Hyperledger Burrow [48].

From a consensus point of view, Tendermint belongs to
the family of BFT (Byzantine Fault Tolerance) consensus
protocols [49]. More precisely, participants in this protocol
are called validators; their main role is to propose blocks of
transactions and vote on them. Blocks come in the form of a
chain and only one block is committed at each height.

As in most consensus protocols, a block may fail to be
committed due to many reasons such as network connectivity
or malicious behaviors. In such a case, the Tendermint protocol
moves to the next round, and a new validator is designed to
propose a block at this height level. The selection of a proposer
is proportional to its validation power. Considering the voting
phase, two stages are required to successfully commit a block;
a pre-vote and a pre-commit. For any block to be committed,
more than 2/3 of validators must pre-commit for it in the same
round. We show in Figure 4 the optimal validation scheme of
transactions using Tendermint.
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block
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Figure 4. Tendermint consensus: optimal workflow

Finally, it should be noticed that Tendermint is overall
qualified as a weakly synchronous protocol since validators
continue to do their work only after hearing from more than
2/3 of the validators set. Furthermore, validators have also to
wait for a small amount of time in order to receive a complete
proposal block from the proposer before voting to move to the
next round.

B. Ethermint: Ethereum + Tendermint
As previously mentioned, Tendermint has a generic appli-

cation interface that enables the transactions to be processed
in any programming language. Indeed, to use Ethereum with a
Tendermint consensus protocol, Ethermint has been developed.
Using Ethermint was first introduced in May 2017, as part of



59

International Journal on Advances in Telecommunications, vol 11 no 1 & 2, year 2018, http://www.iariajournals.org/telecommunications/

2018, © Copyright by authors, Published under agreement with IARIA - www.iaria.org

Tendermint‘s goal to launch the COSMOS hub [50], the first
blockchain in the Cosmos network, which is a decentralized
network of independent parallel blockchains.

The key idea of Ethermint is to enable Ethereum to run
on top of Tendermint. This allows developers to have all the
nice features of Ethereum, while at the same time benefit from
Tendermints consensus protocol implementation. Tendermint
combined with Ethereum is supposed to result in fast block
times, transaction finality while also getting the goodies of
smart contracts.

In the next sections, the performance of the blockchain
technology Ethermint is considered. This will encompass
explaining the experimental setup, describing the assessment
workflow, as well as, analyzing several indicators related to
the performance of this technology.

C. Experimental Setup
To assess the performance of Ethermint, several parameters

are studied and many performance indicators are considered.
The evaluation process consists of dynamically deploying a
blockchain network on an Openstack virtual machine [51]
having the following properties (20 GB of RAM and 6 Virtual
Central Processing Unit). The used Tendermint version is
0.12.0 and 0.5.3 for Ethermint.

Parameters used for building the blockchain are: the num-
ber of nodes n, the number of validators v and the network
topology t. By this latter, we mean how nodes are connected
to each other. In this work, the network may be complete (each
node i is directly connected to all other nodes), in the form
of line (each node i is connected to node i+ 1 except for the
last node n), cycle chain (line and the last node is connected
to the first node), enhanced chain (a node i is connected to
nodes i+1 and i+2; the i+2 node of the node n− 1 is the
first node; the i+1 node of the last node is the first node and
the i+ 2 node of the last node is the second node).

The above explained topologies are represented in Figure
5. The main reason why the network topology is considered
is due to the fact that the Tendermint consensus protocol lies
in a very important gossiping phase between all nodes in the
network in order to accomplish the validation steps (look at
Figure 4 for more information). Therefore, any topology will
certainly affect the speed at which the information circulates
in the network.

1 2

1 2 n-1

1 2 n

n

n

n-1

1 2 n-1n-2

n-1
Chain 

Cycle chain

Complete

Enhanced chain
n

Figure 5. Network topology

To perform the deployment process, a NodeJS web service
has been developed. The aforementioned parameters are used

as an input for this service. A ready to use blockchain respect-
ing those parameters is generated as an output. More precisely,
the service works as follows: A NodeJS server always listens
on a specific port; once a correct request is received, n
containers are built (n corresponds to the number of nodes in
the blockchain). Each container will hold a Tendermint node
associated with an Ethermint node.

To deal with the validators for the Tendermint consensus,
the first v Tendermint nodes will be selected. Besides, each
node in the validators set will ask for the public key of all other
validator nodes in order to build a common genesis file. This
latter contains the list of validators and the power associated
with each of them. We assume in this work that validators have
the same validating power.

Once the genesis file is ready and successfully shared,
Tendermint nodes will start and so will do Ethermint nodes.
Moreover, the web service will check that all containers are
successfully started and the blockchain is ready to use by
asking for the first block information; a success flag is returned
if and only if the blockchain already starts validating blocks
(in this case empty blocks are generated). Moreover, another
service has been developed in order to destroy the blockchain.
By destroying, we mean removing all containers and data
related to a blockchain.

Besides, a separate Java program that is run on a 8 GB of
RAM is used for interacting with the blockchain, as well as,
sending transactions and computing performance indicators.
As for all Ethereum based blockchains, instances of web3j
client have been used. To assess the blockchain performance,
this program will dynamically create and remove a blockchain
by calling the corresponding services.

Moreover, this program will be in charge of sending
transactions in asynchronous mode (i.e., we do not wait for
the transaction to be validated). The number of transactions to
be sent in second as well as, the sent interval duration and the
dynamic blockchain parameters are considered as input for this
program. The sent transaction consists of adding an element
to a map in the smart contract that is written in Solidity. The
map assigns a random value to the account calling the smart
contract.

At the end of each scenario (i.e., after the assessment
duration), a validator blockchain node is contacted in order
to fetch all validated transactions and map them with the sent
transactions. By doing so, several metrics can be computed
such as the duration between the sending time of a transaction
and the time at which the transaction has been written on the
blockchain (the validation time of a transaction). Furthermore,
the number of transactions that each block contains is com-
puted, as well as, the time between two blocks. We show in
Algorithm 1 the assessment workflow from a high level point
of view.

D. Experimental Results
We start this section by analyzing the impact of both the

number of transactions sent per second, and the number of
validators on the blockchain performance. By this latter, we
mean the number of transactions validated per second. The
network topology in this scenario is fixed to be complete. The
results are compared with the ideal case line where all sent
transactions are validated in one second or less.
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Algorithm 1: Assessment workflow
input : Number of nodes n,

Number of validators v,
Topology of the network t,
Assessment duration d
Number of transactions per second (frequency f )

output: Performance indicators (average transaction validation
time, average block size, number of transactions
validated per second, etc)

1 begin
// BlockChain Deployment

2 buildBlockChain(n,v,t)
3 waitForBlockChainToBeReady()

// Send Transactions
4 while duration < d do
5 for i = 0; i < f ; i++ do
6 tx ← PrepareTransaction()
7 send(tx) // Send Asynchronously
8
9 end

10 sleep(1s)
11 end

// Extract performance indicators
12 ComputeAverageValidationTime()
13 ComputeAverageBlockSize()
14 ComputeAverageTransactionsPerSecond()
15 end

As can be seen from Figure 6, the results show that
more the number of validators increases, more the number
of transactions validated per second decreases. This can be
explained by the fact that more communications are required
to pre-vote and pre-commit a block when the number of
validators becomes important. Besides, it has been noticed that
the number of transactions sent per second has an impact on
the output of the blockchain.

Figure 6. Average transactions per second

More precisely, more transactions sent per second, more
the network accumulates some delays to validate transactions.
For instance, in the worst case when 100 transactions are sent
per second, a network of 1, 2, 3 or 4 validators can almost
validate them in one second or less. However, for a network
containing 8, 12, 16 or 20 validators, the blockchain requires

several seconds to validate all the input.
When it comes to assessing the impact of the size of

validators set on the average transaction‘s validation time, the
results in Figure 7 show that more the number of validators
is important, more the time required to valid a transaction
increases.

For instance, in a network containing 1 validator, the
average validation time is very low (less than 1 second),
however, that increases to approximately two minutes when
20 validators are considered. The confidence interval is also
given in this figure.

Figure 7. Validation time

From both Figures 6 and 7 it can be said that a compromise
has to be made between the number of validators considered,
the number of transactions sent per second and the desired
blockchain performance. More precisely, an additional effort
has to be made in order to select the appropriate number of
validators in the network, and to fix the adequate number of
transactions that the blockchain can deal with.

This usually depends on the use case where the blockchain
is used. For instance, within a blockchain based energy market
place, that requires validating 100 of energy exchange trans-
actions every 20 seconds, it is obvious that it wont be possible
to achieve that using more than 4 validators.

In the following, the impact of the network topology is
studied. As previously mentioned, four topologies are consid-
ered: complete, chain, cycle chain and enhanced chain. To do
the assessment, the number of validators has been fixed at 20
and the input transactions number is varying.

The results in Figure 8 indicate that the topologies are in
the following order (from best to worse) enhanced chain, cycle,
chain, complete regarding their performance in terms of the
number of transactions that have been validated. This can be
explained by the fact that in a complete network, the validator
nodes spend more time in order to synchronize their state with
the rest of the network. As a result, such nodes have less time
in order to accomplish the validation work.

In a chain topology, the time required to spread an infor-
mation (i.e., send or receive votes) is quite high in comparison
with other topologies. In contrast to those latter, the enhanced
chain topology, represents a good compromise between the
spread information time and the synchronization effort. More
precisely, each node is to be synchronized with only four nodes
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(see Figure 5) and the time required to spread information is
more optimized in comparison with other topologies.

In the following the time between two blocks is studied.
The results in Figure 9 show that more the number of val-
idators increases, more the inter-blocks delay increases. This
is coherent with what have been previously obtained. Indeed,
in a network containing an important number of validators, a
validator node requires additional time in order to inform/get
informed about the state of other nodes. That will certainly
delay the validation/creation of new blocks in the network.

Figure 8. Network topology effect

Figure 9. Average inter blocks delays

The last parameter studied in this paper is the size of the
blockchain. By this we mean the actual size of the folder
containing the blockchain information. For this purpose, four
scenarios have been considered. The first one consists of
sending 20 transactions per second during 2 hours to a network
containing 1 validator.

The results in Figure 10 show that the blockchain size
increases with time. After two hours, the final size increases
to approximately 90 Megabytes. When 20 validators are

considered, the size is not so important as in the previous
scenario since few transactions will be validated. As a result,
it can obviously be said that the size of a blockchain is
proportional to the transactions that the blockchain writes. That
is, more validated transactions will obviously result in higher
blockchain size.

A final note is related to the sudden decrease in the size.
This is actually due to a compression mechanism used in
Ethermint. More precisely, at each increase of approximately
35 megabytes, a compress mechanism is applied by which
approximately 15 megabytes are gained.

Figure 10. Blockchain folder data evolution

From the above results, it can be concluded that the
performance of the Ethermint technology will certainly limit its
usage in practice to specific use cases where the time required
to valid a transaction is very high, and the number of validators
joining the network is not very important. Besides, the storage
space can also constitute a bottleneck for this technology to
be used for real world applications. For instance, running the
blockchain for several weeks will certainly be a problematic
for certain use cases.

VI. RESEARCH DIRECTIONS AND OPPORTUNITIES

Blockchain is currently under extensive research and de-
velopment from both the academia and the industry, however,
there are still major challenges to be overcome before mass
market penetration and adoption. In this section, we highlight
major research directions and opportunities that we believe are
important to investigate.

A. Data Analysis and Visualization
A blockchain being no more than a ledger of transactions

between accounts, data from a blockchain can be seen as no
more than nodes connected by occasionally existing multi-
property edges. Under which structural form should they be
tackled depends on the aimed analysis. From a blockchain
network supervision point of view, crucial in a private com-
panies consortium, the relevant data aggregation level is the
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block, with a time-series scheme. From the point of view of
auditing the quality of the user activity, transactions should
be considered the atomic level to investigate, under a graph
scheme, and more specifically under a time-varying graph
(TVG) scheme [52].

The aim of efficiently auditing a blockchain brings several
challenges:

1) Real-time analysis: Because of the possibility of forks,
there is no such thing as absolute reliability of the data
retrieved from the blockchain. It is decreasingly high toward
the most recent blocks data, as one only get the version
of the ledger stored on a node at a given time, so that a
blockchain-specific time-dependent reliability weight has to be
determined. This procedure must be highly dependent on the
chosen consortium governance scheme.

2) Exploitable visual representation of TVG: From a graph
point of view, each edge (transaction) represents a unique
and directed communication bridge between nodes, having an
infinitesimally narrow time-width. To be able to graphically
analyze a blockchain networks, or to compute common graph
indicators such as centrality or community borders, systematic
smart ways to define edges weight based on non-Dirac delta
function in time have to be conceived.

3) Smart contract internal transactions unraveling: Unless
explicitly coded as so, the transactions from and to smart
contracts, or from smart contracts to users, are no written down
in the ledger, and this can be used for transaction obfuscation
allowing token laundering [53], Ponzi scheme [54] or other
uses where the blockchain only serves itself. In order to
determine whether or not blockchain transactions are related to
real-world event, or more generally what it is used for, studies
on specific key quality indicators related to smart contract have
to be conducted.

B. Blockchain Audit

Data immutability is generally put forward when referring
to blockchain technologies. However, as already discussed
in Section II.A, the written data could still be tampered
and the blockchain rebuilt as long as the majority of the
participants (or miners) have reached a consensus. This is
especially true in consortium and private blockchains where
the number of miners is generally limited in comparison with
public blockchains.

In this context, it becomes extremely difficult for a reg-
ulation authority to audit consortium based blockchains and
to check whether the data and transactions have been tam-
pered with or not. A commonly adopted solution consists
in piggybacking data hashes from the consortium blockchain
into the Bitcoin network, by embedding those hashes inside
the OP RETURN field of Bitcoin transactions. However, this
contribute in polluting and increasing the size of the Bitcoin
network with nonsense and non-financial data.

More recently, alternatives solutions have been proposed
to reduce the impact of piggybacking on public blockchains,
including the concepts of side-chains and notary chains whose
main objective is to make it extremely hard for malicious users
and/or the network participants to alter the blockchain data.

C. Governance
The governance in a private blockchain assigns authority

and responsibility among the consortium members. It deter-
mines nodes that will be able to create blocks (i.e., miners), to
read/write data, to contribute in the consensus mechanism (e.g.,
voting for a miner) and/or to participate in decisions for the
system evolution (e.g., operations management [55], software
updates, allow new nodes to join the system etc.). This power
distribution has an impact not only within the system but also
on the business model of the use case.

Costs linked with the system activity such as the system
set-up, its execution or maintenance are shared within the
consortium according to the governance scheme. It also affects
future incomes or losses at a business level since the governing
nodes decide the rules of the system. For example, the majority
of governing nodes can agree to allow the membership of a
new entity within the consortium, and which is competitor of
another member who has no power over this decision. Hence,
this could jeopardize the viability of the system.

The viability of the system can also be affected by the
governance definition. In many cases, to be durable, the
consortium has to be able to grow by allowing new members to
integrate the system. It is the case for example of new services
over blockchain like dematerialized car service books. More
companies join the consortium such as car manufacturers,
car repair shops or insurance companies, the more durable
and available is the system. On the other hand, the power is
dissolved with the growth of consortium.

One should also take into account the impacts on the
business model when building the governance scheme as it
will be discussed in the next section.

D. Incentives and Business Models
Blockchain solves the issues of trust between actors in

situations of exchange where the temptation of cheating is high
by removing this need of trust. Any business model based on
a solution that would not claim to solve a trust issue would
inevitably fail, as its solution could be replaced by a less
constraining and probably already existing centralized system.

In a blockchain whose users are exclusively individuals,
the pecuniary incentives must ensure that, because members
either receive additional incomes or just lessen their expenses,
they find a financial interest in participating to the process.

However, in a consortium of commercial entities, it should
be pointed out that the simple fact not to be part of the
consortium might represent a handicap that could lead to
loss of turnover or customers attrition, because of the latter
attraction to blockchain promises and interest in financial
incentives.

E. Data Privacy
Data privacy is an imperative for enterprise blockchains.

But lets first distinguish anonymity and privacy. A transaction
is considered anonymous if we cannot identify its owner,
whereas a transaction is called private if the object and the
amount of transaction are unknown.

We have seen many schemes on public blockchains to
improve privacy: Stealth Addresses, Pedersen Commitments,
Ring signature, Homomorphic encryption, Zero-knowledge-
proof. No scheme can hide the sender, the receiver and the
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amount at the same time, so we see actual implementations
mixing these techniques in order to achieve the desired level
of privacy. In addition, there are some known drawbacks such
as computational time, so further research is needed. But
we can expect that these initiatives on public blockchains
will drive improvement on enterprise blockchains privacy as
well. Interested readers may refer to [56] for more detailed
information on privacy issues in blockchain.

F. Security
Guaranteeing End-to-End security means identifying vul-

nerabilities and mitigating risks at each element level and at
the system level. This goes beyond looking at the blockchain
building blocks (consensus, distributed network, cryptographic
tools) and includes evaluating the virtual machine, the Smart
Contracts, the Oracle, the user client, the hardware component,
the keys management and PKI, etc. Some areas of research are
the following: Formal verification of smart contracts, Usage of
trusted platform modules for key storage, Identification of the
different types of attack vectors and their counter strategies
(sybil attacks, double spending attacks, distributed denial of
service attacks, botnet attacks, storage specific attacks, cen-
sorship, etc.), Audit (detect issues a priori or a posteriori),
Supervision (detect issues during run time). Interested readers
may refer to [57] for more detailed information on security
challenges in blockchain.

G. Scalability
As usual, there is always a trade-off between costs, security

and performance. Because participants are known in enterprise
blockchains, the scalability issue is therefore easier to solve,
as compared to public blockchains. Yet, in order to achieve
scalability, we first need to keep in mind the usage context
and the performance metrics we want to optimize: transactions
throughput, validation latency, number of participant nodes,
number of validating nodes, energy costs, computation costs,
storage costs or other criteria? As always, remember the trade-
off principle: A round robin consensus algorithm will scale
well, but the participants need to be honest. A PBFT algorithm
can recover from malicious behaviors (up to 1/3) but the
validating nodes should not be too many (tens of nodes at
most) if the system is to work [58]. All in all, scalability is
an active area of research and we can mention some initiatives
such as: fragmenting the global ledger into smaller sub-ledgers
run by sub-groups of nodes, removing old transactions in
order to optimize the storage, using a hierarchy of blockchains
(transactions are done at a higher level and settled optionally
afterwards in the blockchain), and so on.

VII. CONCLUSIONS

The blockchain technology represents a major paradigm
shift in the way business applications will be designed, oper-
ated, consumed and marketed in the near future. In this paper,
we discussed in details the concept of consortium blockchains,
in terms of architecture, technological components and ap-
plications. In particular, we analyzed and compared various
consensus algorithms. An experimental study was then pro-
posed in order to assess the performance of the Ethermint
technology. The performance indicators analyzed are the time
required to validate a transaction, the number of transactions
validated per second, as well as the average inter blocks delay

and the size of the blockchain data folder. Parameters that
have been varied are the number of validators, the number
of transactions submitted per second and the topology of the
network. The results highlighted some limitations in terms
of transactions validation time and storage requirements that
may hinder the usage of Ethermint to deal with some real
world use cases. Finally, we highlighted some major research
challenges that need to be addressed before achieving mass
market penetration, including the issues related to governance,
audit, scalability, incentives, data privacy and security.
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Abstract— Network slicing for 5th Generation (5G) networks 

enables the support of multiple logical networks, called slices, 

which aim to be tailor-cut network solutions for specific 

services for the vertical industries (e.g., transportation, smart 

factories, health industry etc.). Although, considerable effort 

has been taken to define the generic framework for network 

slices, it still remains open how the network performance can 

be further optimized by taking into consideration the 

specificities of each use case.   At the same time, the work for 

the specification of network functions to support autonomous 

driving is picking up speed. However, up to this moment, it is 

still not addressed how contextual information can serve the 

optimization of a vehicle-to-everything (V2X) slice. This paper 

provides in detail the latest status of the 3GPP standardization 

process related to slicing. It also introduces two new 

mechanisms called Context Enhanced MOBility management 

(CEMOB) and Context-Aware Resource Pre-allocation 

(CARP). The former improves the existing mobility 

management process while the latter serves the minimization 

of the communication delay among vehicles. The point we 

make with these two mechanisms is that by taking advantage 

of contextual information the performance of network control 

functions can be significantly improved. Towards this end, we 

quantify the merits of our mechanisms and we present how 

these are integrated into a V2X slice.  

Keywords-network slicing; mobility management; pre-

allocation of resources; V2X communications. 

I.  INTRODUCTION 

Using contextual information for future mobile networks 
has become lately a hot topic [1]. 5G networks target, apart 
from the support of the telecommunications sector, also the 
communication needs of “vertical industries” like 
autonomous driving in transportation, smart factories, new 
health services, etc. An extensive list of 5G use cases can be 
found in [2] and [3]. A thorough examination of the verticals 
has identified that these sectors have diverse requirements. 
These requirements are mapped to different network Key 
Performance Indicators (KPIs). The KPIs indicatively 
include throughput, transmission reliability, latency, energy 
consumption, blocking probability, etc. Services and 
applications for the vertical industries have different 
requirements and thus, different values for the 

aforementioned KPIs. It is widely accepted that no single 
network can support efficiently all these different use cases. 

Thus, it appears that the deployment of parallel logical 
networks over the same network infrastructure is a necessity. 
These logical networks may have network functions (NFs) 
configured differently or even introduce new network 
functions both in the Radio Access Network (RAN) [4] as 
well as the Core Network (CN) [5]. 

The 3rd Generation Partnership Project (3GPP) has 

defined a network slice to be“A logical network that 

provides specific network capabilities and network 
characteristics” [6]. A “Network Slice” is implemented by a 
“slice instance” that in its turn is created by a “network slice 
template”. The latter is a template that defines a complete 
logical network including the NFs, their interfaces and their 
corresponding resources.  

Network slicing has been intensively investigated during 
the past years both by industry and academia. There are 
several research proposals that target full flexibility in terms 
of selecting, organizing and deploying NFs [7]. At the same 
time, 3GPP has already delivered the first phase 
specifications for 5G networks that include also the support 
for slicing. The standardization activities have followed a 
sensible path and have re-used existing NFs or share NFs 
across different slices as much as possible, focusing 
essentially on the enhanced Mobile BroadBand (eMBB) 
slice. The use cases to be supported, as well as their 
requirements, have been thoroughly studied [8], but current 
specifications do not provide fully tailor-cut solutions for 
them. In order to do this, it is needed to work really closely 
with the representatives of the so called “vertical industries” 
(e.g., transportation, health, factories, energy). This is needed 
to understand not only the requirements and the operational 
environment, but also the contextual information produced 
and how this can be used to optimize network functions.  

For example, the newly founded 5G Automotive 
Association (5GAA) [9] is working towards such a direction. 
Still, the activities for proposing mechanisms driven by such 
organizations, that are expected to affect the standardization 
process, are in primitive steps.  

In the current paper, extending our previous work 
presented in [1], we present the latest status of the 
standardization activities related to network slicing. We also 
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provide two novel mechanisms for vehicular 
communications, which can be easily deployed using slicing 
solutions. The first one is a new mobility management 
mechanism for autonomously driven vehicles. It takes 
advantage of contextual information that is possible to be 
used by the standardized 5G NFs. The second is a resource 
pre-allocation scheme that uses available contextual 
information to meet the stringent requirements of certain 
V2X use cases, by minimizing the communication delay 
among vehicles. These are exemplary schemes to highlight 
that different use cases need very different solutions. Thus, 
we believe that it is important that solution providers take 
into consideration the specificities of each use case. We also 
present how the new mechanisms can be supported by 5G 
networks.  

The rest of the paper is organized as follows. In Section 
II, we provide the latest status of 3GPP in relation to slicing. 
Section III discusses how mobility management is planned to 
be supported in the technical specifications and why we 
consider this not to be efficient for moving vehicles. In 
Section IV, we provide the details of CEMOB on how to 
extend the 5G network functions to improve mobility 
management for moving vehicles. In Section V, we present 
quantitative results that illustrate the benefits of our scheme. 
In Section VI, we discuss how the allocation of resources 
takes place in 5G networks and what is the expected delay, 
while in Section VII we present the CARP mechanism, that 
minimizes the communication delay among vehicles and we 
analyse its performance improvements. In Section VIII, we 
summarize the key findings of the paper. Finally, Section IX 
concludes the paper and describes future directions.  

II. SLICE SUPPORT IN 3GPP 

3GPP has decided to treat 5G specifications in two 
phases. The first one is just recently completed (Release 15). 
This phase addresses a more urgent subset of the commercial 
needs. Phase 2 is to be completed by March 2020 (Release 
16) for the IMT 2020 submission, having addressed all 
identified use cases & requirements. In relation to slicing, 
several working groups are currently progressing on the key 
elements and procedures that have to be specified. 

In [6] and [10], the 5G network architecture is presented. 
There, a list of technical key issues, as well as potential 
solutions for slicing are presented. For example, in these 
documents the issues of slice selection, slice isolation, 
sharing of NFs among slices, multi-slice connectivity, 
management of slices, etc. are being addressed. 

The first set of specifications has addressed a number of 
key principles. The first principle is that NFs, previously 
incorporated into monolithic network components, are now 
decomposed to smaller modules. The target is to allow a 
synthesis and configuration of the NFs on a per slice type 
basis. A second principle is the further splitting of user and 
control plane functions to facilitate a more flexible evolution 
of NFs. A third key principle is the exposure of NFs to 
external services through appropriate APIs. This is expected 
to allow a better collaboration among network operators and 
service providers. 

Figure 1 presents a summary of the supported NFs. The 
control plane functions in the CN are considered to be the 
following: 

- Unified Data Management (UDM): supports the 

Authentication Credential Repository and Processing 

Function (ARPF).  

- Authentication Server Function (AUSF): supports 

the authentication of end users  

- Policy Control function (PCF): supports unified 

policy framework to govern network behaviour and 

provides policy rules to control plane functions  

- Core Access and Mobility Management Function 

(AMF): supports mobility management, access 

authentication and authorization, security anchor 

functions and context management 

- Session Management Function (SMF). supports 

session management, selection and control of UP 

functions, downlink data notification and roaming  

- User Plane Function (UPF): is the anchor point for 

inter/intra RAT mobility, supports packet routing and 

forwarding, QoS handling for user plane, packet 

inspection and policy rule enforcement 

- Network Exposure Function (NEF): provides a 

means to securely exchange information between 

services and 3GPP NFs.  

- NF Repository Function (NRF): maintains the 

deployed NF Instance information when 

deploying/updating/removing NF instances 

-   Network Slice Selection Function (NSSF): 

supports the functionality to bind a UE with a 

specific slice. 
 

 

Figure 1: 5G service based architecture (adapted from [6]) 

Note that some of these functions are common for all 
slices, while others can be dedicated for different slices. A 
User Equipment (UE) may access multiple slices 
concurrently via a single RAN. For such cases, it is assumed 
that the involved slices should share some control plane 
functions, like the AMF. The abovementioned logical 
network allows the support of Application Functions (AF) 
and provides connectivity to typical external data networks. 

Moreover, it has been agreed that RAN will be slice-
aware so as to treat slice traffic according to the customer 
needs. Moreover, RAN shall support resource isolation 
among slices so as to avoid shortage of shared resources in 

UE NG-RAN NG-UP
Data	

network
NG-3 NG-6

NRF PCF UDM

AUSF AMF SMF

NG-CP

NG-1 NG-2 NG-4

NEF

NSSF

AF

NG-5

Common	functions

Slice	dedicated	
functions



67

International Journal on Advances in Telecommunications, vol 11 no 1 & 2, year 2018, http://www.iariajournals.org/telecommunications/

2018, © Copyright by authors, Published under agreement with IARIA - www.iaria.org

one slice to break the service level agreement on another 
[11].  

Detailed alternative solutions have been proposed on 
how RAN is involved in slice selection by passing an 
appropriate identifier to the core network elements. 
Currently, slicing for RAN essentially focuses on different 
scheduling schemes for various slices and also by providing 
different L1/L2 configurations. Moreover, it is considered 
that even if a UE is connected to multiple slices, a single 
Radio Resource and Control (RRC) entity will be used. 
Other radio access protocols (i.e., Packet Data Convergence 
Protocol – PDCP and Radio Link Control - RLC) can used 
on a per slice basis. 

Every slice is identified by a Single Network Slice 
Selection Assistance Information (S-NSSAI) identifier. This 
identifier consists of a Slice/Service Type (SST) and a Slice 
Differentiator (SD). The former defines essentially the 
features and network services to be offered by a slice, while 
the latter is used to select among different slices of the same 
type. Currently, only 3 SST values have been agreed to be 
supported. These are a) eMBB, b) Massive Internet of 
Things (MIoT), and c) Ultra Reliable Low Latency 
Communications (URLLC) [6]. This information is 
exchanged as part of non-access stratum signalling through 
the RAN.  

In [12], the life cycle of a network slice is described by 
the following phases: a) Preparation phase, b) Instantiation, 
Configuration and Activation phase, c) Run-time phase and 
d) Decommissioning phase.  

Overall, 3GPP has defined the framework for slice 
deployment, operation and selection. However, there are no 
detailed solutions about how each slice type will be different 
from another. This is crucial gap that has to be addressed. In 
order to achieve the desired performance for each slice, new 
mechanisms are needed. These mechanisms must take 
advantage of the characteristics and the environment where 
the slices for the vertical industries will be used. As we will 
present in the following chapters, taking advantage of 
contextual information of autonomously driven vehicles 
(e.g., the street geography, the path to be followed by a 
vehicle), one can improve considerably control functions like 
mobility management and decrease the communication delay 
for critical services like collaborative collision avoidance. 

III. CURRENT STATUS FOR MOBILITY MANAGEMENT IN 5G 

NETWORKS 

Mobility management for legacy systems is performed as 
follows. The network is divided into non-overlapping 
regions called Tracking Areas (TAs). Idle UEs have to 
inform the network each time they cross the border of such 
areas or when a timer, typically set at 54 minutes, expires. 
However, this design was initially static and the cost for re-
arranging the coverage areas of TAs was quite high. 
Moreover, a problem appeared from excessive Tracking 
Area Update (TAU) messages due to the movement of the 
users near the TA borders. That is why the notion of 
Tracking Area Lists (TAL) was introduced. TALs were 
assigned on per UE basis and allowed the overlapping of 
TAs. The algorithm to define the TAL is proprietary and the 

operator decides according to his strategy whether to allocate 
large or short TALs for each UE. Whenever a UE has to be 
discovered (e.g., delivering data to it, incoming call etc.), 
paging is executed in a subset or all the cells inside a TAL 
according to the operator’s strategy [13]. If a subset of the 
cells of the TAL is paged there is a risk of increased delay 
due to page misses. On the other hand, if all the cells are 
paged, there is an increased signalling cost. The size of the 
TAL relates to a signalling tradeoff. Small TALs have 
reduced paging signalling cost but require frequent TAU. If 
large TALs are used, the signalling cost is high but fewer 
TAU notifications are needed. 

Even with these improvements, it has been noticed that 
whenever idle UEs switch into connected mode, signalling 
has again to be exchanged up to the core network and more 
specifically the Mobility Management Entity (MME) in 4G 
networks or the AMF in 5G networks. Inside the MME or 
AMF, contextual information for each UE (such as security 
credentials) is kept. Considering that smartphones have a 
number of applications (e.g., Facebook, Skype, Viber, etc.) 
that wake up asynchronously and exchange small amount of 
information, this creates a significant signalling load for the 
aforementioned network components. 

This is why, for the 5G systems mobility for idle 
terminals had to be redesigned [11]. In the latest 
specifications, the RAN-based Notification Area (RNA) has 
been defined. This can be considered as a smaller subset of a 
TAL and consists of a number of base stations (called gNBs 
in 5G terminology). While inside an RNA, an idle UE can 
move from one gNB to another, without informing the 
network about its exact location. Also, a new state called 
RRC_INACTIVE is introduced. Whenever a UE is in this 
state, then its context information is kept locally at its last 
serving gNB. Thus, a UE avoids contacting the CN entities 
(i.e., AMF) whenever the UE switches again to the 
connected mode. This addresses the needed minimization of 
signalling load caused by the frequent waking-up of end 
devices (e.g., smartphones) towards the CN.  

If the UE wakes up and becomes connected under a new 
gNB inside the same RNA, then it uses the 
RRCConnectionResume message to force the new gNB 
retrieve its context from the last serving gNB. The new gNB 
may also trigger a path switching by communicating with the 
AMF. Paging a UE takes place from the last serving gNB to 
all gNBs that are members of the RNA.  These procedures 
are illustrated in Figure 2. On top of these messages, note 
that whenever a UE crosses the RNAs borders it needs to 
receive the gNBs identifiers that are members of the new 
RNA. 

This mechanism treats indeed several of the 
inefficiencies present in existing cellular systems like 4G 
mobile networks. However, as explained in [14], the RAN 
based mobility management scheme suffers from excessive 
load for high moving UEs. This is why, Hailu and Säily [14] 
suggest a hybrid scheme where a typical CN mobility 
management takes places for high moving UEs, while a RAN 
based mobility management is executed for slow moving 
UEs. To achieve this, the UEs have to report their mobility 
status to the CN at some intervals or during specific events 
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(e.g., during location update). Moreover, the authors also 
indicate potential delay issues that may arise if there is no 
direct interface between the last serving gNB and the new 
one. In such a case, signalling between gNBs has to travel 
through the CN. The lack of a direct link between base 
stations is not uncommon in commercially deployed mobile 
networks. Note that in the current standard specification both 
the typical CN as well as the RAN mobility management 
scheme are supported. 

 

 

Figure 2: RAN based mobility management (adapted from [11]) 

Based on the above discussion, it is clear that the 
adoption of the RAN based mobility management scheme 
will be beneficial for some of the 5G use cases but inefficient 
for others. An example of a non-applicable use case is the 
one of the autonomously driving vehicles. This is because 
vehicles are expected to change their velocities quite often 
when moving for example inside an urban environment. 
Having the vehicles reporting their mobility status 
frequently, it will cause an excess signalling overhead to the 
network. On the other hand, the CN mobility management 
scheme will also suffer, as we have explained, from 
frequently awaking vehicles that will want to exchange 
information with their neighbours for a short period (e.g., to 
perform a manoeuvre). To optimize a control procedure like 
mobility management for moving vehicles, one has to take 
advantage of contextual information that can be easily 
available to the operator as we will discuss in the next 
section. 

IV. CEMOB: CONTEXT ENHANCED MOBILITY 

MANAGEMENT 

A. Algorithm Description 

Autonomous driving is one of the key targets of the 
industry for the next decade. 3GPP has already specified an 
architecture and the related mechanisms to support inter-
vehicle communication as well as their access to service 
specific servers (i.e., V2X application server - [15]). The 
support of such services introduces additional contextual 
information that if used, it can greatly improve the network 
control operations for a mobile network. More specifically, it 
is expected that in order to form a route, a vehicle will 
communicate with a server to receive the path to be 

followed. These servers can also estimate the time a vehicle 
will need to be at a certain position in the path. Such 
functionality exists even today with well-established 
applications like Google maps or any other GPS navigators. 
Obviously, these applications are unaware about the 
deployed base stations of a mobile operator. However, for 
5G networks passing a route information to an operator, it is 
going to be an easy task to perform.  

As we discussed in Section II, the NEF allows for 
Service providers (e.g., Google maps) to communicate this 
path the mobile network in a secure way. A translation 
function is then able to transform path coordinates to a list of 
gNBs that will serve the UEs when they reach specific areas 
at specific times. Furthermore, the specific geography of the 
roads can significantly assist in determining the exact cells a 
vehicle is going to pass through. Such information can be 
used to considerably optimize the mobility management 
procedure by optimizing the TALs allocation and at the same 
time improving the paging strategy. Additionally, the 
modularization of 5G network functions facilitates their 
optimum placement in the RAN or CN network components. 
For the V2X case it makes sense to keep part of the mobility 
management functionality close the moving vehicles (i.e., at 
the gNBs), since unnecessary frequent communication with 
CN entities like the AUSF can be avoided. 

 

 

Figure 3: Mobility management for vehicles in 5G networks  

In Figure 3 we present how a new mobility management 
scheme called CEMOB (Context Enhanced MOBility 
management). It is designed especially for vehicles operating 
inside 5G networks.  

Whenever a UE/vehicle wants to reach a specific 
destination, it will communicate with a V2X application 
server and it will receive the path so as the computer inside 
the car will start the autonomous driving functions (step 1). 
Upon calculation of such a path by the V2X application 
server, the information in terms of coordinates and 
timestamps (time when the vehicle will be at a specific point) 
can be communicated to the mobile operator. This will take 
place through the NEF entity (step 2). The NEF can also 
translate the coordinates into specific gNBs and forward 
further this information to the involved AMFs (step 3). 
These entities on their turn can transfer the UE context to the 
involved gNBs (step 4). Moreover, they will communicate 
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with the corresponding SMFs so as to pre-configure the data 
path for the vehicles (steps 5 and 6). Note that this pre-
configuration does not imply that resources will be allocated 
for large period of times but rather only for a short time for 
which a vehicle is expected to be in a certain area. 
Obviously, it is possible that a vehicle (or the respective 
V2X application server) may be required, due to traffic 
conditions, to modify and re-calculate a path. Such 
information will again be communicated through the NEF 
entity and the new information will be passed to all involved 
gNBs.  

Note that the communication of a UE with a V2X 
application server located inside the domain of the mobile 
operator, can take place in terms of a few tenths of 
millisecond [16]. Thus, any updating of network components 
by the server will take place very rapidly. During such short 
time, a vehicle will not have changed its position no more 
than a few meters. So, any mobility management action, like 
paging is not going to be seriously affected. 

Although Figure 3 illustrates the placement of the AMF 
inside the CN, part of its functionality can be placed in the 
gNBs. Consider for example the case where a UE/vehicle 
wants to communicate with a neighbouring one inside its 
own RNA. If part of the AMF functionality is placed at the 
gNB level, the communication request will stop at the 
serving gNB of the calling UE. The serving gNB’s mobility 
management function will perform the paging to the called 
UE/vehicle. To do this, it will send a paging message to its 
cell as well the neighbouring ones, since it is already aware 
of the vehicles that are under the RNA vicinity during a 
specific time. 

Since the actual location of the communicating UEs is 
well known with a pretty good accuracy, there is no need to 
communicate with the CN NFs to acquire a larger searching 
area (i.e., TAL). Also, there is no need for transferring the 
UEs’ context information in the RAN in a reactive manner. 
This information is pre-fetched in the gNBs during the 
execution of step 4, as presented in Figure 3. 

The benefits of CEMOB are manifold. Firstly, the 
mechanism is fully optimized for moving UEs independently 
of their speed. Firstly, it is not necessary to communicate 
with the network the UE’s mobility status. Also, tt is not 
necessary to revert to the typical CN mobility management 
scheme if a vehicle’s speed is high and the network 
signalling reaches a high paging load. Similarly, there is no 
need to switch to the RAN based mobility management 
scheme at a low moving speed.  

Secondly, there is no need to exchange control messages 
for UE location updates (i.e., TAU) over the wireless 
interface which is the bottleneck for any wireless system. 
Note that the execution of a typical TAU message exchange 
requires the communication of a considerable number of 
signalling messages as described in [10].  

In the case of CEMOB, the delay for transferring the 
context information of a UE from a serving to a new gNB is 
zero, since this information is in place beforehand. This 
delay in the RAN based mobility management scheme can 
be significant, as we have already explained for the cases 

where the gNBs have no direct interface and their 
communication takes place through the CN.  

The paging cost for CEMOB is significantly lower than 
the CN and the RAN based mobility management schemes. 
The already known geography of the streets can minimize 
the number of cells that need to be paged only to the few 
ones that are serving street segments. All the aforementioned 
benefits are possible because CEMOB takes advantage of 
service related contextual information that can be available 
to the NFs of the mobile operator in a standardized way. 

Finally, note that the modularized architecture and the 
slice support allow different NFs to be used for different 
logical networks (i.e., slices) and even place them at different 
network components. This means that CEMOB may be used 
only for the V2X communications network slice. Other 
slices, like the eMBB may use the existing solutions for 
mobility. This is possible since network slices can be 
configured differently for each use case. 

B. Performance Analysis 

To evaluate the performance of CEMOB we compare it 
with the CN and RAN based mobility management schemes. 
In order to calculate the signalling cost during paging, we 
follow the analysis presented in [14]. Let M be the number of 
cells and N the number of gNBs. As an exemplary analysis, 
we consider 3 cells to be supported by a single gNB. The 
RAN based scheme requires M messages to be transmitted 
over the radio link, plus N-1 messages to be transmitted from 
the last serving gNB to the neighbouring gNBs located inside 
the same RNA. As for the CN based mobility management 
scheme, M messages need to be transmitted over the radio 
interface. Additionally, N messages will be sent from the CN 
to the gNBs as well as 6 additional messages are exchanged 
on a per UE basis to inform the CN NFs that a UE is 
currently in the RRC_INACTIVE state [10]. 

 

 

Figure 4: Paging cost CEMOB vs. RAN based vs CN based  

Concerning CEMOB, the knowledge of the position of a 
UE with a high accuracy, even under some time coarse time 
period, requires paging only the gNB where the vehicle is 
camped under it. Also, knowing the topology of the streets 
and the direction of the vehicle, it is easy to make sure that 
there will be no page miss, by also paging the previous and 
the following gNBs from the estimated camped gNB. 
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Considering an inter site distance among gNBs of even 
500m, the vehicle is paged in an area of 1.5 km that makes 
the probability of success rather high.  

As shown in Figure 4, as long as the number of gNBs 
increases, the signalling reduction gain of the RAN-based 
mobility management scheme, compared to CN based one, is 
rather low. On the other hand, CEMOB outperforms these 
two schemes considerably since we take advantage of the 
accurate information about the location of the UE/vehicle 
CEMOB’s relative gain is improved when the number of 
gNBs in an area increases since the baseline mobility 
management schemes need to page a larger number of gNBs. 

To estimate the number of messages to be exchanged 
during a location update we perform the following analysis. 
As shown in Figure 2, for the RAN based scheme, 7 
messages need to be exchanged every time a UE crosses the 
border of an RNA or when it resumes an RRC connection in 
a gNB that is different from the last serving gNB. A similar 
number of messages is needed for the CN based scheme, but 
this time the communication takes places between a gNB and 
AMF, instead of the last serving gNB. For the CEMOB case, 
the UE context needs to be transferred to all gNBs of an area 
before the UE enters into it. Also, in case a UE selects with a 
probability p, a different path for any reason, then it will 
communicate again with the V2X application server and the 
context will have to be updated again to all the gNBs of an 
area. 

To perform an evaluation of CEMOB for the signalling 
load we consider an area of 15 gNBs containing 3 RNAs. 
We also consider that a street has two lanes. According to 
[17], the vehicle traffic flow with measurement at a point is 
“the number of vehicles that passes a point on a highway or a 
given lane or direction of a highway during a specific time 
interval”. Traffic flow q is expressed in vehicles/hour and is 
given by: 

 𝑞 =
𝑛𝑡

𝑡
 () 

where nt is the number of vehicles passing a particular point 
in a defined period t. Related to the flow of vehicles the 
space headway parameter can also be used to derive q [17]. 
The average space headway ℎ𝑠̅̅ ̅  is defined as the distance 
measured between the front ends of two successive vehicles 
(as the sum of the vehicles’ in-between space and a vehicle’s 
length). Based on this parameter the traffic flow can be 
calculated as: 

 𝑞 =  
𝑣̅

ℎ𝑠̅̅̅̅  () 

where the flow q is calculated as the average speed 𝑣̅ of the 
vehicles divided by their average space headway. Based on 
this, we are able to calculate the traffic flow of vehicles 
passing through the 3 RNAs border areas per hour. Our 
assumption is that for the baseline schemes (i.e., CN and 
RAN based), a UE will resume its connection once every 5 
cells. Having also a fixed road topology and assuming a 
uniform distribution of vehicles with fixed space headway 

distance among them, it is easy to calculate the number of 
vehicles in this area. Using this number, we can select a 
probability that some of the vehicles will change their path, 
so CEMOB will have to update all the gNBs of an RNA.  

Figure 5 presents the results for different vehicle speeds 
(from 20 to 60km/h) and different space headways (from 4.5 
to 22.5 meters). For this experiment, we consider that every 
30 sec the 20% of the vehicles will request a path update. 

As seen from the figure, CEMOB significantly 
outperforms the baseline schemes. The reason is that the on-
demand context transfer requires a lot of signalling even if 
this is requested from one gNB to another inside an RNA. In 
such cases, the CN has to be notified so that path switching 
is performed.  

On the other hand, CEMOB has to notify the gNBs only 
once and pre-configure the RAN-CN communication path at 
the same time. For a small number of cells, even for the 
exemplary topology under consideration, this means a 
considerable signalling reduction. Although CEMOB needs 
to update the gNBs every time a UE changes its path, this 
cost can be minimized by selecting a subset of gNBs to be 
updated at a time (e.g., only the time relevant part of the end-
to-end path). In the case of the baseline schemes, the 
signalling cost is heavily affected by a complex process that 
may take place every time a UE is paged or whenever it 
switches from and idle to a connected state. 
 

 

Figure 5: Signaling comparison between CEMOB and baseline scheme  

Obviously, the penalty for CEMOB is the transfer of 
contextual information to many more gNBs (all the gNBs 
inside an RNA) compared to the baseline schemes where this 
information is transferred only from one gNB to another. To 
evaluate this penalty, we present the following analysis. 

According to [18], the security information that needs to 
be transferred to the gNBs and is part of the contextual 
information is approximately 624 bits and consists of a) K-
ASME key (256 bits), b) K-eNB key (256 bits) and c) 
NONCE (32 bits). Also the Globally Unique Temporary UE 
Identity GUTI (80 bits). This information needs to be 
transferred the corresponding gNBs that are involved either 
in the RAN based mobility management scheme or the 
CEMOB mechanism. 
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Figure 6: Additional data transfer needed for CEMOB  

In Figure 6 we present the additional information needed 
to be transferred for CEMOB when compared to the baseline 
scheme in terms of MB/h for a fixed topology and different 
space headway among vehicles. The settings of this 
experiment were the same with the previous one (e.g., 
number of gNBs, size of an RNA, probability of changing 
path, etc.). As expected CEMOB always underperforms 
compared to the baseline scheme. The additional overhead of 
CEMOB for transferring contextual information is 
minimized when the space headway value increases since 
less vehicles are moving on the street and participate in 
mobility management functions. In all cases the additional 
amount of information that needs to be transferred over the 
wireline CN-RAN link for the case of CEMOB seems to be 
rather manageable for existing mobile networks. As shown 
in Figure 6 the worst case for CEMOB is for an average 
space headway of 4.5 meters for vehicles travelling at 60 
Km/h. For this case only an additional 27 Mbps needs to be 
exchanged between the AMF and the gNBs over the wired 
part of the network. 

Overall, CEMOB minimizes the signalling load and the 
interactions among NFs for mobility management 
procedures by taking advantage of contextual information 
that is related to the specificities of the V2X use cases. As 
we will demonstrate in the next Section the same principle 
may be applied to other network control functions like the 
management of network resources in a way that minimizes 
the communication delay among vehicles. This minimization 
is of paramount importance for autonomous driving 
applications.  
 

V. RESOURCE ALLOCATION IN EXISTING SYSTEMS  

In cooperative automated driving (CAD) 
communications, vehicles need to communicate under strict 
delay and reliability constraints. In the existing schemes, a 
UE must obtain the resources from the scheduler in order to 
communicate. This procedure consists of the following steps 
(illustrated in Figure 7): 

a) scheduling request 

b) scheduling grant 

c) UE processing 

The average duration of the overall procedure involved 
in obtaining the first schedule grant is about 10msec [19] 
thus, failing to meet the delay requirements of various V2X 
use cases such as cooperative collision avoidance, 
cooperative lane change, emergency trajectory alignment 
that may require an end-to-end delay in terms 3-10msec 
[20]. 

On the other hand, the delay for a UE to be granted 
resources for transmission is linked with the transition from 
RRC IDLE state to RRC CONNECTED. Table I presents the 
control-plane delay budget for moving from IDLE to 
CONNECTED which in total is approximately 50msec. In 
addition, 3msec is required for resources to be granted by the 
scheduler.  

The solution using the RNA concept [14], described in 
Section IV, introduces a “light” connected state (i.e., 
RRC_INACTIVE), where the UE is able to resume a 
connection with the RRCConnectionResume message. This 
procedure requires about 30msec for entering CONNECTED 
state from the light connected state (since interactions with 
the core network are omitted) [21]. Still, this solution cannot 
address the abovementioned strict delays. 

If all vehicles are always CONNECTED even though the 
new transmissions will require only 3msec to transmit their 
data, resources are wasted for having a signalling channel 
ready for the usage, even when the transmissions are not 
planned. Considering the number of vehicles in the street this 
can be a significant waste of resources. In case of downlink 
communication, the scheduling delay is insignificant, but the 
delay associated with the paging needs to be taken into 
account if the vehicle is in IDLE mode. Furthermore, in case 
where a vehicle crosses the boundaries of two cells, a 
handover has to be executed. The execution of a typical 
handover process requires about 30-50msec. Again, such a 
delay is not acceptable based on the latest specifications of 
3GPP. 

 

 

Figure 7: UE obtaining resources from the gNB 

Summarizing, the abovementioned baseline procedures 
have two key drawbacks. The first being the increased delay 
in obtaining the schedule grant and the second being the lack 
of assurance in getting the transmission opportunity.  
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Table I: CP ESTABLSHMENT DELAY [22] 

Step Description Duration 

0 Approaching area of interest  

1 Average delay due to RACH scheduling period 5msec 

2 RACH Preamble 1msec 

3 Preamble detection and transmission of RA 

response (Time between the end RACH 

transmission and UE’s reception of scheduling 

grant and timing adjustment) 

5msec 

4 UE Processing Delay (decoding of scheduling 

grant, timing alignment and C-RNTI assignment 

+ L1 encoding of RRC Connection Request) 

2.5msec 

5 TTI for transmission of RRC Connection 

Request 

1msec 

6 HARQ Retransmission (@ 30%) 0.3 *5ms 

7 Processing delay in eNB (Uu –> S1-C) 4ms 

8 S1-C Transfer delay Ts1c (2 – 15msec) 

9 MME Processing Delay (including UE context 

retrieval of 10ms) 

15msec 

10 S1-C Transfer delay Ts1c (2 – 15msec) 

11 Processing delay in eNB (S1-C –> Uu) 4msec 

12 TTI for transmission of RRC Connection Setup 

(+Average alignment) 

1.5msec 

13 HARQ Retransmission (@ 30%) 0.3 *5msec 

14 Processing delay in UE 3msec 

15 TTI for transmission of L3 RRC Connection 

Complete 

1msec 

16 HARQ Retransmission (@ 30%) 0.3 *5msec 

 Total LTE IDLE to ACTIVE delay (C-plane 

establishment) 

47.5msec + 2 * 

Ts1c 

 

VI. CARP: CONTEXT-AWARE RESOURCE PRE-

ALLOCATION  

One of the key characteristics of the vehicular mobility is 
that they have restricted spatial distribution since the vehicles 
have specific dimensions and their mobility is confined to 
the dedicated road infrastructure which is of certain capacity. 
Consequently, the maximum number of vehicles on a road 
segment is known beforehand. Additionally, by considering 
safety aspects, inter-vehicle distance can be taken into 
account to know the maximum density of the vehicle-UEs. 

The above observation leads to the outcome that, in 
certain cases, allocating resources in advance on a per-
geographical area basis, rather than per-UE basis, will not be 
extremely costly for having collision free communication. 
Figure 8 illustrates such geographical area division in an 
intersection marked by the grid lines where each block in the 
grid can be allocated with resources beforehand. Also, the 
cost incurred by the pre-allocation can be further reduced if 
the resource pre-allocation is combined with spatial reuse by 
limiting the transmission power. Such an approach (i.e., pre-
allocating resources in specific areas and for specific use) 
eliminates the delay in obtaining the resources. The gain of 
such an approach is that it limits the communication delay to 

values that are required by the most demanding V2X use 
cases (e.g., collaborative collision avoidance).  

 

Figure 8: Pre-allocation Layout 

The knowledge about the existence of these resources 
can be communicated to the vehicles in advance (during 
initial attachment or tracking area updates). Hence, it has the 
potential to meet the delay-bound requirements without the 
need for scheduling. By availing context information, the 
pre-allocation strategy can support collision free low delay-
bound communication with a guaranteed delay. Obviously, 
the penalty of this scheme is that the pre-allocated resources 
are wasted if there is no need to be used. On the other hand, 
there are not really any other alternatives to support delays in 
the magnitude of a few milliseconds unless all vehicles are 
always in a connected state. But this requires even more 
resources from the network. 

Context information about the streets and specific 
geography (e.g., crossings, junctions, highways, etc.) 
combined with information about the traffic limitations (e.g., 
speed limitations, etc.) facilitate proper splitting of the 
geographical area and allocation of the resources where these 
are needed (e.g., in crossroads). Thus, by using the vehicle 
context and road topology, tailor-cut to vehicular 
communications, resources can be pre-allocated to specific 
segments on the streets. Then, vehicles can use them as long 
as they are on the predefined place for predefined services 
that require low latency and high reliability.  

We call this framework of pre-allocating resources in 
specific road segments and communicating this information 
to the vehicles beforehand CARP (Context Aware Resource 
Pre-allocation). To achieve its purpose, it is required from 
5G networks to be aware of the street geography and also 
about the current vehicle traffic load in the streets. This is 
possible to achieve in 5G networks since the introduction of 
NEF allows application functions such as the V2X 
application server to exchange information both with control 
functions but also to the Network Management System. 

By analyzing the context information for the vehicles 
and the streets, a centralized entity may further update the 
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pre-allocated resources accordingly. Figure 9 presents how 
this process takes place and the decision is distributed to the 
vehicles. Initially, the V2X application provides to the 
Network Management System (NMS) the vehicles and 
street context thought the NEF. The NMS, considering the 
street statistics and the vehicles information concludes about 
the proper gNBs configuration in the form of a Radio 
Resource Map (RR map). The NMS, by identifying 
segments where certain emergencies are highly probable, 
can proceed in certain optimizations. Then, the NMS 
communicates this information to the gNBs and the AMF, 
so as to configure the first ones and facilitate the vehicles 
information through the AMF. The informing of the 
vehicles can take place through the tracking area update 
procedure or every time a path diversion takes place. 
 

 

Figure 9: Provision oa radio resource map to a UE 

VII. CARP PERFORMANCE EVALUATION 

To analyze the capacity requirements of the pre-
allocation scheme, an urban environment described by the 
urban information society use case in METIS I project has 
been used [23]. This urban topology is based on the Madrid-
grid as shown in Figure 10. The dimension of the grid is 
considered to be 387m in width and 552m in height with 
lanes of 3m width. The length of a vehicle is assumed to be 
4m and the number of microcells is assumed to be 24. 
Considering 8 horizontal lanes and 10 vertical lanes, the 
total length of lanes without overlap is (387-30)*8 + 552*10 
= 8376m. Then, when the road is congested at its maximum 
capacity, the maximum number of vehicles on the road can 
be 8376/4 = 2094. The assumptions for the evaluation are 
presented in Table II. 

 
Table II: Assumptions of the evaluations 

 

Parameter Value 

Vehicle size 4m 

Inter-vehicle distance 2.5sec 

Packet size 100 bytes 

Transmission interval 5msec 

Number of gNB 24 

 

 
Figure 10: Madrid-grid [23] 

 
Figure 11 presents the cost of the pre-allocated resources 

in terms of required resource blocks for guaranteeing 
transmission opportunities for various vehicular densities. 
Here, each resource block is considered to have 12 
subcarriers with inter subcarrier spacing of 15 kHz as per 
the existing LTE system. The considered messages are of 
100 bytes size and are required to be transmitted within 
5ms. It is observed from the evaluations that the cost of pre-
allocation can be as low as only 6 resource blocks when 
vehicles are moving with the speed of 15m/s and using a 
Modulation and Coding Scheme (MCS) 15. Even under the 
higher density scenarios and MCS 15, the cost associated is 
only about 17 resource blocks to achieve the required delay. 

In this analysis we observe that in cases of low inter-
vehicular distance a larger amount of resources for the pre-
allocation (i.e., ~ 9-10 MHz) is needed. Whereas when the 
inter-vehicular distance is rather high the cost of pre-
allocation of resources is quite low (~ 1-1.5 MHz). 

 

 
Figure 11: Pre-allocation Cost 

 
However, the abovementioned case is rather extreme 

since we need to pre-allocate resources in the overall area 
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under consideration. A more realistic use case relates to the 
pre-allocation of resources only in the areas of interest (e.g., 
crossings) and only for certain distance from these points of 
interest. To analyze the cost of pre-allocation in such points 
of interest, intersection areas of the map are considered. In 
particular, one small intersection (cross of 2 vertical and 2 
horizontal lanes) and one large intersection (cross of 6 
vertical and 2 horizontal lanes) including area of 50m radius 
from the center of these intersection are analyzed. The cost 
analyses of these intersections are given in Figure 12 
considering each case with MCS 15 and 20. It is observed 
that with about 4 to 6 resource blocks, pre-allocation can 
support low latency communications even under higher 
density intersections. This translates to the bandwidth 
requirement of only ~0.7 MHz – 1 MHz along with 
additional 10% of the required bandwidth for guard bands. 
This cost is rather acceptable assuming the 10MHz 
bandwidth is typically allocated for V2V communications 
[24].  

 
Figure 12: Pre-allocation Cost at intersection 

VIII. KEY FINDINGS 

As we have illustrated in the paper, the 5G architecture 
is flexible enough and gives a new opportunity to support 
very demanding use cases for the vertical industries. Having 
the appropriate functions in place (e.g., NEF) and by 
allowing the communication of the application functions 
(e.g., V2X application server) with the network components 
it is possible to collect the necessary static (e.g., streets 
geography) or dynamic (the moving path of a vehicle) 
contextual information and re-design the operation of 
control functions. 

In our view, what is missing from the current version of 
the specifications is exactly this consideration of contextual 
information and how it can improve the control functions of 
the networks. Information about the path and the speed of a 
UE, the maximum number of UEs the geography of the 
streets (e.g., crossroads etc.) can assist considerably in 
minimizing the communication delay, increase the 
reliability and alleviate the signaling cost in a network.  

This strategy of re-examining the network control 
operations based on the available contextual information can 
be adopted not only for the V2X case but also for all types 
of verticals (e.g., mIoT communications). We expect that in 

the future, for the next releases of 5G specifications, similar 
approaches will be followed for the further elaboration of 
the overall 5G architecture as a framework, as well as, the 
fine tuning of NFs that will support the operation of the 
different network slices on a per use case basis. 

 

IX. CONCLUSIONS 

This paper makes the case that although the specification 
of 5G networks is well underway and slicing is gradually 
reaching a mature status, several inefficiencies still exist. 
Standardization activities have sensibly focused on 
introducing new principles like NF modularization and the 
support of different numerologies in RAN and ported 
existing functionalities into the new principles. 

What is still missing though are further optimizations, 
that can be realized if use case specific context information is 
taken into account. In this paper, we have presented a new 
mobility management scheme that outperforms the baseline 
for the case of high moving UEs, like the autonomously 
driven vehicles. By taking advantage of the knowledge of the 
path that a vehicle will follow and by tailoring cut the 
involved network functions (e.g., AMF, NEF) appropriately, 
then significant benefits can be achieved in terms of 
signalling reduction with a manageable penalty of additional 
information being moved inside the network.  

Moreover, we have introduced a novel approach to pre-
allocate resources in road segments, where this is required 
(e.g., crossroads) and use this information to minimize the 
communication delay among vehicles. This is achieved by 
allocating not a significant amount of resources. As a next 
step of the current work, we will evaluate the proposed 
schemes using event driven simulations.  
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Abstract—Virtual infrastructures and cloud services became more
and more important over the past years. The abstraction from
physical hardware offered by virtualization supports an increased
energy efficiency, for example, due to higher utilization of
underlying hardware through consolidation. Also, the abstraction
enables the ability to geographically move cloud services, e.g.,
to be able to benefit from lowest available energy prices and
renewable energy. This article gives an overview on such migra-
tion techniques in distributed private cloud environments. The
presented OpenStack-based testbed is used to measure migration
costs along with the service quality of virtualized network
services. Correspondingly, the article illustrates the impact of
high memory and input/output (I/O) load on live migrations of
network services and evaluates possible optimization techniques.
The results gained from the experiments presented in this article,
can be used to evaluate whether network services and virtual
resources can be migrated to distant sites to reduce energy costs.
A potential benefit of such migrations can be to leverage from
fluctuating renewable energies across multiple data center sites.
Possible improvements as well as side effects of this use case are
presented in the evaluation regarding the live migration of virtual
network services. Regarding virtual network services, potential
drawbacks can result from additional latency when maintaining
and using the virtual services across distant locations. To mitigate
these effects, the article describes a way to identify dependencies
and affinities between virtual and physical resources based on
network flow data. The evaluation used a data set of characteristic
networks flows from around one hundred virtual machines of
the production environment at Fulda University of Applied
Sciences. While respecting these requirements and dependencies,
the optimization described in this article used weather data of
multiple years of three different distant locations in Germany.
Possible improvements of the utilization of renewable energies
due adaptive placement and migration of virtual resources were
evaluated using this data. Together with the detailed evaluation
of the costs of these migrations, which especially rise for I/O-
intensive migrations, e.g., for virtual network services, the results
of this article can be used to increase the overall energy efficiency
of data centers in distributed cloud infrastructures.

Keywords–Cloud Computing; Network Services; Live Migration;
Energy Efficiency; Renewable Energy.

I. INTRODUCTION

A solution for energy-efficient live migrations of I/O-
intensive virtual network services across distributed cloud in-
frastructures was presented in [1]. In this article, these findings

will be elaborated and their benefit for the use of renewable
energy (RE) sources between distant data centers while lim-
iting possible drawbacks of distributed virtual resources, e.g.,
due to resource dependencies and associated affinity groups,
will be explained. Energy costs are an important factor for
data centers and IT infrastructures as a whole. Drivers for
the increasing costs over the last decade have been electricity
prices, but also the growing energy demand of data centers
and IT infrastructures. Regarding the electricity price, the
changes in national energy policies to move from low-priced
conventional, e.g., nuclear, power to renewable energies (e.g.,
in the European Union and especially in Germany), augur that
energy costs will increase even further. While the percentage
of the costs for network equipment and services have been
negligible for data centers in the past, this is likely to change
due to increased bandwidth and the steadily increasing number
of network devices, amplified by the evolving ”Internet of
Things” and cloud-based services. Recent papers even state
that the network power consumption could grow beyond 25%
[2][3] of the total data center energy demand. This is especially
likely for large data centers (i.e., Google, Amazon, Facebook),
whose inner data center traffic is quickly increasing [4].
Since virtualization is used for compute, storage and network
resources in modern data centers, these infrastructures support
automatic provisioning and management of virtual resources,
which can be used to optimize the energy efficiency. For
example, virtual resources can be consolidated to reduce the
required hardware based on the current load. During off-
peak hours, resources and links can be powered down or use
power management, while being quickly and automatically
reactivated on demand. This also allows for elastic scalability
[5], as well as adaptive scheduling, placement and migration
of virtual resources. The scheduler can consider electricity
prices and the availability of RE resources across multiple
data centers [6]. Hence, an energy- and cost-efficient adaptive
placement of virtual resources can be attained.

Regarding the network, cloud environments typically em-
ploy network virtualization to implement networking functions
for their delivered services. These virtualized network services
offer transparent use and flexibility regarding the underlying
resources. Such services, e.g., in the form of virtual network
functions (VNF), are not only getting more and more mo-
mentum in service provider networks (as defined, e.g., in the
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network functions virtualization (NFV) reference model of
the ETSI [7]), but also in virtualized network infrastructures
as a whole. While the “on-demand self-service” and “rapid
elasticity” paradigms [5] of cloud and software-defined in-
frastructures imply that virtual resources, including virtualized
network services, can quickly be spawned and destroyed, not
all use cases of virtual network services fulfill such a “pets
versus cattle” approach [8] for cloud resources. Spawning and
stopping new VMs or containers behind a load balancer for
example, is easy to implement, while the migration of entire
clusters of services and load balancers across cloud infras-
tructures, without losing network connectivity (e.g., sessions,
traffic flows) requires special techniques. Virtualization and
cloud environments typically allow for a transparent migra-
tion of virtual resources across different underlying hardware
components (e.g., implementing a “live migration” technique).
Hence, network services impose special requirements for live
migrations. The network load, e.g., on VNFs, is typically
higher than on back end servers, due to their function as a
front end for multiple services or servers. This leads to a
high I/O rate of the virtual machines (VMs) and containers
offering such virtual network services (e.g., VNF). Sometimes,
these I/O-intensive memory and network operations are there-
fore enhanced by using special acceleration functions of the
underlying hardware, i.e., TCP offloading or single-root I/O
virtualization (SR-IOV), which also hold specific constraints
for live migrations, due to the fact that they are depending on
local physical hardware (i.e., network interface cards).

In this article, an analysis of the impact of these impli-
cations for the migration of virtual network services across
distributed cloud environments is presented. Our experimental
approach uses an OpenStack-based testbed migrating virtual
network services under load and evaluating the results. Ad-
ditionally, techniques to improve the energy efficiency of the
migration are discussed. By using a live migration, the services
can be transferred seamlessly during operation instead of inter-
rupting existing connections leading to additional energy being
required to reestablish lost connections. However, the energy
consumption of the migration itself needs to be optimized (e.g.,
limiting resources and time needed for the migration).

The migrated virtual network services can include typical
NFV or SDN components (e.g., virtual switches, controllers).
Regarding the energy efficiency, again the stated “pets versus
cattle” paradigm cannot be applied to every migration of
virtual network services. Besides the negative effect of the
downtime while respawning, e.g., VNFs, also more energy
is consumed, if components like switches, firewalls or load
balancers are simply destroyed and lost connections or flows
need to be reestablished, increasing the load on the underlying
cloud infrastructure. Furthermore, more energy is consumed if
constraints like placing the network functions close to back end
servers etc. are not satisfied (e.g., due to resource dependencies
or “affinity groups” of virtual resources). Hence, the energy
consumption of the migration itself needs to be optimized
(e.g., limiting the resources and time needed for the migration).
This article also includes an outlook on further improvement
by using containers and microservices, reducing the effort
for live migrations regarding the state and data that needs to
be transferred. The migration techniques for virtual network
services can also be combined with upcoming network and
server power management, to increase energy efficiency and

power savings even further.
A potential beneficial use case for energy-efficient live

migrations is the combination with RE sources for data centers,
as already discussed, e.g., in [9]. This includes placing newly
started virtual resources in sites, which are temporarily offering
a high amount of RE resources, as well as migrating running
virtual resources to such sites. This might require long distance
migration and placement across geographically distributed data
centers, e.g., in cloud infrastructures, to leverage from fluctuat-
ing RE sources (e.g., solar or wind power). However, especially
in the case of highly distributed data centers, the already
stated relevance of dependencies for the virtual resources (e.g.,
underlying compute, storage, network resources), needs to be
considered. For example, this means that affinity groups for
virtual resources (e.g., virtual or physical resources that need
to be combined to form a service being offered to distant users)
must be respected during the optimization of energy-efficient
placement and migration of the virtualized resources. This way,
the location independent placement of virtualized resources,
due to the abstraction of the virtualization infrastructure from
physical hardware, can be used to enhance the use of RE
sources within data centers accounting for a large portion of
national energy consumption [9].

The rest of this article is laid out as follows. Section II
presents related work and defines the research questions of this
article. In Section III, the state of the art in energy-efficient pri-
vate clouds, as well as the usage of virtual network services and
live migration of virtual resources in such infrastructures are
described. The model for our approach is introduced in Section
IV, describing the requirements for scheduling and migra-
tions of virtual network services in private clouds, to support
an energy-efficient placement while respecting corresponding
requirements like dependencies and affinities of virtual and
physical resources. Section V characterizes the testbed created
to measure the impact of virtual network service migrations
on the energy efficiency of private cloud infrastructures and
presents the results of the evaluation. Additionally, Section VI
discusses the potential to use energy-efficient placement and
migration of virtual resources to leverage fluctuating renewable
energies while respecting the earlier defined requirements
regarding dependencies and affinities between virtual and
physical resources. Finally, Section VII draws a conclusion,
discusses the findings of the evaluation compared to the related
work, and gives an outlook on further research in this area.

II. RELATED WORK

Migration of virtual resources and its impact on application
performance is subject of current research. The energy-efficient
placement of VMs in an OpenStack-based environment is
discussed in [10][11]. Indeed, these approaches target on the
algorithms used for placing VMs based on temperature and
cooling demands, but also focus on network requirements for
the VMs. A vector-based algorithm for VM placement con-
sidering the availability of renewable energies is discussed in
[12]. Furthermore, more general evaluations are given in [13]
and [14]. These publications examine the relevant parameters
for an energy-efficient placement of VMs in a data center.
A basic analysis of VM migration costs and the impact of
migration on application performances is discussed in [15].
In [16], an estimation of the energy consumption of physical
servers running VMs and an algorithm for energy-efficient VM
placement are described. The ElasticTree project [17] focuses



78

International Journal on Advances in Telecommunications, vol 11 no 1 & 2, year 2018, http://www.iariajournals.org/telecommunications/

2018, © Copyright by authors, Published under agreement with IARIA - www.iaria.org

on energy-efficient computer networks by throttling network
components using OpenFlow. Other projects like ECODANE
[18] extend these ideas to also provide traffic engineering
techniques. Constraints and requirements for energy-efficient
placement of VMs related to their network connectivity were
introduced in [19][20][21]. An evaluation of the power con-
sumption during VM migration tasks is presented in [6]. This
publication also includes a breakdown on different data center
components like storage, network and compute resources. Fur-
thermore, [22] discusses an energy-aware virtual data center
architecture using software-defined networking (SDN). Finally,
[23] introduces benchmark test metrics for performance and
reliability monitoring and discusses related issues. A study
comparing different hypervisors concerning migration time
and efficiency is presented in [24]. The interference effects
of simultaneously running migrations and the efficiency of
different permutations of migrations are reviewed in [25].

Several publications also address the identification of
affinity groups, e.g., between virtual resources and services.
Migrations of complete groups including their underlying SDN
network structures are introduced in [26]. The base method
called LIME is formalized and its correctness is proofed. A
deduplication strategy for transmitting identical memory pages
only once during the migration of VM groups is outlined in
[27]. In [28], the grouping of VMs with the focal point on
performance of highly parallelized applications is described.
Another algorithm for optimizing the migration of related VMs
by reserving bandwidth along traffic paths is outlined in [29].
Statistical techniques are used in [30] to create representative
groups of similar VMs in order to simplify monitoring. Man-
agement tasks identified for this subset of machines can be
applied on all relevant virtual resources.

III. STATE OF THE ART

The evolution of cloud services in IT infrastructures en-
ables companies to speed up business processes and scale their
services on demand. Physical servers, storage and network
devices are consuming energy, but today these components
are typically just the foundation for virtualized workload
running on top of them. Moreover, in such highly virtualized
environments, the virtual resources providing the services are
the decisive consumers of power and bandwidth. Orchestration
and automation techniques like SDN can help to optimize
the power consumption in cloud infrastructures. To ensure the
service quality and scalability along with the energy efficiency,
it is necessary to investigate the behavior of these virtual
resources, e.g., regarding available migration techniques.

A. Energy-efficient Private Clouds
Today, energy efficiency and power management is a

foundation pillar in modern data centers. This is mainly driven
by increasingly high energy costs and energy consumption
in large-scale IT infrastructures. The sensitization for the
sustainable use of resources like renewable energies, e.g., as a
result of the Fukushima nuclear disaster and the consequential
renunciation of nuclear energy for example in Germany and
Europe, additionally supports this process of rethinking data
center designs. Data centers are using a large amount of power
not only for running the IT components and equipment, but
also for cooling them. The ratio between energy consumed by
IT equipment and the overall power consumption including
cooling and energy loss in power supplies is known as the

power usage effectiveness (PUE). This value describes the op-
erational overhead of data centers and is an eligible candidate
for optimization approaches.

The concept of cloud computing enables companies to
better utilize their physical IT resources and empowers them
to dynamically scale their services in a location-independent
manner. To take advantage of these benefits, a consequent
resource management must be deployed. Ideally, this means
that currently not required compute resources, as well as their
dependencies like upstream or downstream storage or network
devices are partially or fully suspended or shut down. The con-
sumption of energy in a common cloud environment depends
on its directly associated physical infrastructure components
like compute resources (i.e., central processing unit - CPU,
random access memory - RAM), storage devices (i.e., storage
area networks - SAN, network attached storage - NAS, local or
direct-attached storage) and network components (i.e., routers,
switches, firewalls). Thus, the power consumption of a service
depends on the physical IT resources that are needed to provide
it. However, VMs providing cloud services are not picky
concerning their location of execution, as long as required
dependencies are met at either site.

By migrating virtual resources across distant data centers
in different regions, it is possible to optimize energy efficiency
and cost. Such “follow-the-sun” data center services move their
workload to different geographic regions to more efficiently
balance computing demand while taking into account the
latency for the end-users to access the service. Usually, the
output of RE sources is fluctuating, which means that the
energy is not always available when needed and also not
necessarily produced near the point where it is consumed.
Further, energy storage at industrial scale is not available yet.
Related to that, this also leads to seasonal and regional energy
price fluctuations. The cloud paradigm enables companies to
move their workload nearby the currently available RE sources
and to take advantage of the economic benefits by consuming
energy at lower prices.

B. Migration of Virtual Resources in Private Clouds
Today’s cloud software is providing a layer for scalable

and elastic cloud applications that allows to deploy virtual
network services (e.g., VNFs) like routers, load balancers
or firewalls. Also, private cloud platforms like OpenStack
already added a lot of these functions to their service port-
folio. As a result, many industry-leading service providers are
starting to use OpenStack as a platform to deliver reliable
and scalable services and applications. This includes VMs
running customer-facing applications, as well as virtualized
storage and networking components needed for the service
delivery. Of course, containers as a very thrifty and scalable
building block for cloud services can also be provisioned and
deployed in these infrastructures. However, to offer reliable,
elastic and energy-efficient services, these resources have to be
movable across the infrastructure components. This movability
of virtual resources is mostly provided by VM migration
from one node to another. The migration can be implemented
live or online by transferring block storage of the VM or
using a shared storage back end, and finally transmitting
the main memory and CPU state. Furthermore, a VM can
also be migrated offline by suspending, transmitting its state
and resuming the machine consecutively. These approaches
are described in detail in Section IV-B. When a VM does
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not contain any essential data and the configuration can be
realized by an automated provisioning mechanism, it is also
possible to just destroy a VM or container on the source
node and recreate or respawn it on the destination node. It is
obvious that this technique minimizes network transfer costs
and requirements for shared storage hardware but also implies
that the cloud application or service is well-designed related to
elasticity. Moreover, live migration techniques for containers
are currently developed and discussed. While the small size of
containers compared to VMs reduces the network traffic for
the migration, saving the state of containers holds much more
dependencies and hence is more difficult to implement [31].

IV. ENERGY-EFFICIENT PLACEMENT OF VIRTUAL
NETWORK SERVICES IN PRIVATE CLOUDS

The migration of virtual network services to regions where
RE sources are currently available or where energy prices are
lower, can substantially improve the overall energy efficiency
of distributed data centers. However, if the costs for the mi-
gration are too high, e.g., due to a reduced performance of the
migrated resources, the migration will be inefficient. For these
reasons, when designing services, it is important to understand
how the migration process is performed in the underlying
infrastructure to restrict possible negative consequences of
migration costs.

A. Scheduling
A common OpenStack-based cloud environment is based

on multiple services. First of all, Nova, the compute fabric
controller, encapsulates the hypervisor and is responsible for
the execution of VMs. Block-level storage is provided by the
Cinder service. It manages the complete life cycle of block
devices for the virtual servers. The image service Glance
stores disk and server images and their metadata and assures
that they are available to the compute nodes. The networking
component Neutron manages multi-tenant virtual networks
supporting different network architectures. For example, traffic
can be managed using SDN technologies like OpenFlow. Also,
OpenStack Neutron already offers some virtual network ser-
vices (i.e., VNF) like firewalls and load balancers as a service.
While OpenStack contains additional components, this article
is based on the OpenStack core services described above.
Scheduling and placement of virtual resources in OpenStack
environments is carried out by schedulers of the services given
above. For example, the nova-scheduler checks which compute
nodes can provide the requested resources. The decision is
based on filters (i.e., based on capacity, consolidation ratio,
affinity groups) that can be modified by an administrator.

B. Migration Techniques
One of the crucial points when performing the migration

is to ensure that services should not be disrupted during the
migration process, otherwise possible service-level agreements
(SLAs) will be violated. OpenStack, which typically uses
libvirt and the kernel-based virtual machine (KVM) hypervisor,
provides three different migration types to move VMs from the
source host to a destination host with almost no downtime:
shared storage-based live migration, block live migration and
volume-backed live migration [32]. Shared storage-based live
migration, as the name states, requires a shared storage that
is accessible from source and destination hypervisors. During
the migration only the memory content and system state

(e.g., CPU state, registers) of the VM are transferred to the
destination host. This migration type in OpenStack can be
performed using a pre-copy [33] or post-copy [34] approach.
In the former, VM memory pages are iteratively copied to the
target without stopping the services running on the migrated
VM. Every change in memory state (i.e., dirtied memory)
during the copy phase will trigger another transfer of modified
memory pages. If predefined thresholds have been reached,
e.g., the number of iterative copy rounds or the total amount of
transmitted memory, or the amount of modified memory pages
in the preceding copy round is small enough [35], the copy
process is terminated, whereby the source VM is suspended,
the source hypervisor copies the remaining modified memory
pages and system state and resumes the VM on the destination.
Depending on the dirtied page rate this switching can cause
a downtime. A big issue of pre-copy migration arises at the
iterative copy rounds. If the rate of memory changes exceeds
the transfer rate over the network, then the copy process
will run infinitely. This limit can be eliminated by post-copy
migration, in which at the beginning of the migration the
migrating VM is stopped on the original node, then the non-
memory VM state is copied to the destination, after which the
VM will be resumed on the target. In parallel, a prepaging will
be performed. At this stage, the memory pages are proactively
pushed by the source to the destination VM. Any access to the
memory pages on the target VM that have not yet been copied,
result in the generation of page faults, requiring to transfer
the accessed memory pages over the network. This process
is known as demand paging. Obviously, this behavior can
solve the indefinitely migration problem, but can cause a huge
degradation of VM performance because of the large amount
of page faults transferred over the high-latency medium in
comparison to pre-copy migration. Moreover, post-copy cannot
recover the memory state of the migrated VM in the case of
network failure during the transfer of the page faults.

As the requirement of a shared storage increases the
financial burden, block live migration is considered more cost
effective. No shared storage is required when the migration
takes place. Hence, this migration type is especially useful
when moving the VMs between two sites over long distances
without having to expose their storage to one another. This
type is very similar to Microsoft Hyper-V Shared-Nothing Live
Migration feature [36]. Initially, not only a VM on the remote
host is created, but also the virtual hard disk on the remote
storage. During the migration, at first the virtual hard disk
contents of the running VM must be copied to the target host.
Changes of disk contents as a result of write operations will
be synchronized to the destination hard disk over the network.
After the migration of the VMs storage is complete, the copy
rounds of memory pages are executed, which perform the
same processes used for shared storage-based live migration.
Once this stage is successfully finished, the target hypervisor
will resume the VM, while the source hypervisor deletes the
VM and its associated storage. Volume-backed live migration
behaves like shared storage-based live migration since VMs
are booted from volumes provisioned by Cinder instead of
ephemeral disk, i.e., VM disks on shared storage. To achieve
energy-efficient placement of VMs, the migration costs must
be taken into account. These costs play an important role for
the scheduling process to decide when and how often services
should be migrated to remote hosts.
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Two categories of parameters to calculate migration costs
will be analyzed in this article: total migration time, which
denotes how long the migration lasts from the start of copy
rounds until the VM is resumed on the remote host, and
performance loss, which focuses on the degradation of the ser-
vices’ performance during the migration process. Apparently,
these costs are strongly impacted by the iterative copy rounds
due to any modification on memory pages or disk contents.
They should be thoroughly calculated to allow the scheduler
to efficiently place services not only in terms of energy, but
also their quality of service.

C. Communication Flows
In most cases a VM cannot be considered on its own. Also,

several VMs are part of the provisioning of a service or busi-
ness process. End-users access services from their devices via
front end systems. These facades handle the communication
with the end-user devices, the service itself is provided in
cooperation with several other systems. This includes systems
responsible for directory services, domain name resolution and
identity management but also components of the business pro-
cess itself like database management systems and application
servers. For each exchange of data, a connection needs to be
established between the involved systems, e.g., via the internet
and transport layer.
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DC2
Back-End
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Figure 1. Suboptimal distribution of virtual resources across two data centers.

This clearly illustrates that latencies in communication
flows between the involved systems have to be accumulated.
The resulting overall latency is usually small when the systems
reside at the same site or ideally inside the same hypervi-
sor. But these latencies rise when the involved systems are
distributed geographically. In most cases, the geographical
positioning of the end-users can be neglected due to their
uniform distribution, but a poor distribution strategy of the
back end services can lead to negative effects on end-users
latencies and an overall degradation of service quality. Figure
1 depicts a suboptimal distribution of virtual resources in two
data centers. An end-user’s request to the front end server
results in additional requests to back end servers, which due
to their poor placement across different data centers lead to a
high end-user latency.

A favorable distribution is shown in Figure 2. Although the
distance between end-user and the front end system is greater,
a smaller overall processing time is achieved by grouping
the involved server systems in one data center. These sets of
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Figure 2. Favorable distribution of virtual resources across two data centers.

associated VMs are known as affinity groups. Typically they
comprise the services and their dependencies, e.g., in the form
of virtual resources.

D. Identification of Affinity Groups using Network Flows
There are different motivations for the collection of net-

work traffic data, e.g., capacity planning, accounting or secu-
rity monitoring (see for example [37]). The foundation builds
the analysis of aggregated network flows. As stated in RFC
3917 [38], a so-called network flow can be seen as a set of
internet layer packets that pass an observation point during
a given time interval and share a common set of properties.
The observable properties and the usable sampling mechanisms
differ for the various technologies like NetFlow v5, NetFlow
v9, IPFix and sFlow. For the sake of identifying affinity groups,
all of these protocols provide source and destination addresses
and basic counters. However, NetFlow v5 is only usable for
monitoring IPv4 traffic. Today, the collection and aggregation
of network flow data is not limited to physical switching or
routing hardware. Especially, networks with redundant links
and devices allow traffic to follow different paths from source
to destination. A viable solution is to collect the network flow
data as near as possible to the source or destination and to
assure that all packets pass this observation point. In today’s
data centers and their high degree of virtualization, these data
can also be collected using virtual network devices.

Listing 1. Configuration of NetFlow, sFlow and IPFIX using an Open
vSwitch (see [39])

# ovs-vsctl -- set bridge vswitch \
netflow=@netflow -- --id=@netflow create \
netflow target=\"10.1.1.42:2055\" \
active-timeout=30

# ovs-vsctl -- set bridge vswitch \
sflow=@sflow -- --id=@sflow create \
sflow agent=eth0 target=\"10.1.1.42:6343\" \
header=128 sampling=64 polling=10

# ovs-vsctl -- set bridge vswitch \
ipfix=@ipfix -- --id=@ipfix create \
ipfix targets=\"10.1.1.42:4739\" \
obs_domain_id=123 obs_point_id=456 \
cache_active_timeout=60 cache_max_flows=12

For instance, VMware’s Distributed Switch allows the
collection of network flows and their export via NetFlow or
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IPFix to an external collector. Furthermore, an Open vSwitch –
used esp. in KVM- and Xen-based virtualization environments
– supports the export of aggregated data using IPFix, NetFlow
and sFlow. These virtual switches also form the basis for
networking in OpenStack-based environments, as being used
in this article. Listing 1 shows the commands for enabling flow
collection and export using NetFlow, sFlow and IPFix.

Network flows and the associated communication end-
points can be used to build up affinity groups based on an
aggregated metric and a given threshold. An affinity group
can be seen as a partitioning for the set of VMs M . Thus, an
equivalence relation RP can be defined as follows:

a) Reflexivity: Each virtual resource m ∈M is part of
the relation, so ∀m ∈M : (m,m) ∈ RP .

b) Symmetry: The related VMs whose communication
volume exceed a given threshold s should also be included in
the relation. So, let λ(mi ∈ M,mj ∈ M) be a function that
returns an aggregated metric (e.g., packet count or octet count)
for two given VMs and it holds that λ(mi,mj) = λ(mj ,mi).
Based on this constraint the symmetry is also given for the
relation for machines that exceed a given threshold s, so
∀mi,mj ∈M,λ(mi,mj) ≥ s : (mi,mj) ∈ RP .

c) Transitivity: The missing tuples for fulfilling
the transitivity should also be added by ∀(mi,mj) ∈
RP , (mj ,mk) ∈ RP : (mi,mk) ∈ RP .

Based on this definition, a partitioning for the set M , i.e.,
the affinity groups, can be defined as PM = {[m]RP

|m ∈M}.
An example of such a breakdown can be seen in Figure 3.

a

c
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d

e
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Communication Virtual resource

Figure 3. Partitioning of virtual resources in affinity groups based on their
communication volume.

Beside the evaluation of the performance impact of VM
migrations, the results also show that it is profitable to migrate
VMs in order to group VMs geographically. In [40], an
algorithm to optimize the usage level of renewable energies of
distributed data centers was introduced. In addition to this goal,
this algorithm uses network flow data to build affinity groups
of VMs to avoid negative side effects. For example, these side
effects could be high latency or bitrate capacity exhaustion. As
a result, the consideration of the affinity groups allows for the
minimization of the average distance across virtual resources
that packets are traveling between. Thereby, a decrease of the
overall service latency is enabled.

V. EVALUATION

This experimental study concentrates on the impact of
migration on memory- and I/O-intensive services. For this pur-
pose, an experiment was set up in an OpenStack environment
that is presented in the following sections.

A. Testbed Environment and Methodology
Our testbed environment consists of two physical servers

that act as compute nodes and two NetApp E2700 providing
block storage over 16 Gbit/s FibreChannel. Each of the com-
pute nodes running Ubuntu 14.04 is equipped with two 8-core
Intel(R) Xeon(R) E5-2650v2 2.60 GHz CPUs and 256GB of
main memory. The nodes are connected using two 1 Gbit/s
Ethernet interfaces over a Cisco C3750 switch. All migrated
VMs run Ubuntu 14.04 with 1 vCPU, 2 GB of memory and
10 GB of disk space. In our study, migration costs of a web
proxy as a virtual network service is analyzed. 10 VMs (Set 1)
representing web proxy servers are initially launched on Nova-
Compute 1 with a defined memory workload using the tool
stress, which keeps dirtying a predefined amount of memory.
Swapping was also activated to simulate additional I/O load
on the service. If all memory for user space (1702 MB, 83%
of memory size) is already allocated, inactive memory pages
will be swapped out to disk.

Nova compute 1

source

set 1 (10 VMs)

10 clients

Nova compute 2

target

set 2 (10 VMs)
live block migration

TCP/IP network

operation
res

pons
e t

im
e

opera
tio

nresponse time

Figure 4. Overview of the methodology of the experiment.

The performance of each VM will be measured by 10
clients, each sending HTTP requests to the VMs in a fixed
time interval. Additionally, extra load was produced on those
VMs by sending other requests for various operations from
the clients, such as searching a directory, writing a 20 MB
file (disk I/O load) and generating 4096 bit RSA keys (CPU
load). The response times for those requests are then used as
a performance metric. After 15 minutes of measurement the
same process is performed on 10 VMs of Set 2 on Nova-
Compute 2. All source VMs are then concurrently migrated
from Nova-Compute 1 to Nova-Compute 2 using block live
migration. Block live migration were chosen due to its advan-
tage in the case of moving the VMs located on two sites with
large distance. While also 10 Gbit/s Ethernet is available in our
servers and switches, the 1 Gbit/s NICs were used to better
reinforce small effects of different migration parameters and
changes. Furthermore, the number of concurrent migrations
were varied to better understand the impact of the bandwidth
on the migration. The performance of VMs on Nova-Compute
2 was also investigated to observe the influence of the migra-
tion on instances running on the target host. Figure 4 shows
an overview of the methodology.

Besides several configurations that were necessary to
implement a true live migration in OpenStack [32], the
max requests and max client requests parameters in libvirt
had to be increased to 40, to support the large number of
10 concurrent migrations in the experiment. This parameter
was changed in the libvirt configuration file and followed by
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a restart of the libvirt service. The experiment was performed
using a script and was repeated 10 times to ensure significant
and reproducible results. All runs led to reproducible results.
After changing a parameter in the experiment (e.g., the mem-
ory workload shown in Figure 5) it was run 10 times again.

B. Research Results and Discussion
Figure 5 demonstrates the experimental results for different

memory workloads. The results show that the total migration
downtime increases proportionally with stressed memory size
caused by the iterative transfer of dirtied memory pages
generated by the command-line tool stress. Another reason for
this effect is the more intensive swapping of memory pages
leading to a repeated modification of disk contents and thus
more additional transfers over the network. In addition, the
block live migration process in OpenStack will last longer,
if the number of VMs migrated concurrently was reduced.
The source of this impact is the overhead of nova-scheduler
handling the migration requests.
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Figure 5. Total migration time (in seconds).

During the migration process, the performance degradation
for search operations within the VMs significantly starting
from 1830 MB loaded-memory (89% of total memory size)
were observed. This degradation is shown in Figure 6, which
demonstrates the response time for search operations on both
sets before, during and after concurrently migrating 10 VMs
of Set 1 to Nova-Compute 2. Response times were capped to a
maximum of 60 seconds as seen in the figure for the second set
before its creation. The average response time on Set 1 during
the copy rounds rises from 2.299s to 5.606s, approximately
144%. Moreover, the migration of Set 1 to Nova-Compute 2
influences the VMs performance for search operations on this
node. Particularly, the average search response time of Set 2
increases around 110% from 2.45s to 5.164s. After the VMs
are moved to Nova-Compute 2, the performance of both sets
is also decreased, by approximately 72% on Set 1 and 61%
on Set 2, since Set 1 produces more I/O workload on the disk
of the target host. The peak in Figure 6 during the migration
denotes the switch process that was explained in Section IV-B.

Another conspicuous point is that the performance loss
during the migration strongly depends on the amount of
stressed memory as shown in Table I. The performance loss
increases linear with the size of the memory workload. This
could be due to the fact that the available amount of memory
for buffer/cache used for I/O operations is too low so that more
intensive I/O flush processes occur. Consequently, more disk
synchronization must be performed over the network during
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Figure 6. Performance of search operations with a memory workload of
1830 MB on Set 1 and Set 2 before, during and after the migration.

the migration, causing a slowdown in the response times.
In Figure 6, one can recognize that the performance of Set
1 for the search operation slightly degrades when the VMs
of Set 2 on Nova-Compute 2 are started, although they do
not use a shared storage. For instance, the average response
time of Set 1 increases from 2.067s to 2.532s (22.5%) in
the case of 1830 MB loaded-memory, from 2.229s to 3.083s
(39.7%) in the case of 1844 MB loaded-memory and from
2.856s to 6.858s (140%) in the case of 1860 MB loaded-
memory. This result shows that many simultaneous intensive
I/O operations on an extremely memory-intensive VM have
an immense impact on the I/O performance of the underlying
system in OpenStack and on the performance of I/O operations
in hosted VMs, respectively. Nevertheless, this effect does not
emerge if the stressed memory falls below 1830 MB, as well
as for other non-I/O-related operations.

TABLE I. PERFORMANCE LOSS OF SEARCH OPERATION WITH DIFFERENT
MEMORY WORKLOADS.

VM set Increased response time
during migration (s)

1830 MB 1844 MB 1860 MB
Set 1 3.307 4.389 6.241
Set 2 2.712 3.678 3.422

VM set Increased response time
after migration (s)

1830 MB 1844 MB 1860 MB
Set 1 1.655 2.527 3.431
Set 2 1.498 2.044 1.265

Last but not least, the performance of the main operation
of the web proxy, serving HTTP requests, as well as the
performance of the CPU-related operation, generating a 4096
bit RSA key, are only significantly impacted as the amount of
stressed memory rises above 1860 MB. The average response
time for HTTP requests to the migrating set grows from 0.166s
to 0.785s during the migration process, whereas the one for
the operation of generating an RSA key rises from 3.759s to
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6.3s. This degradation effect arises only if those operations
are carried out while other I/O-intensive operations such as a
search for a file are running. When block live migration with
separate operations were performed, the performance deviation
did not occur. Therefore, it could be stated that not only I/O
operations are strongly impacted by the migration process, but
also have direct influence on the other operation types.

VI. USING RENEWABLE ENERGIES FOR VIRTUAL
NETWORK SERVICES IN PRIVATE CLOUDS

As stated in the introduction in Section I, efficient place-
ment and migration of virtual resources can be used to leverage
RE sources. However, the energy output of RE sources is
fluctuating. Hence, the energy is not always available when
needed or vice versa. In addition, the energy is not always
produced near its point of use (e.g., offshore wind energy).
First of all, this leads to the necessity to store the energy
in between or shift the consumption in time. Until now,
the storage of energy is just conditionally feasible, as it is
expensive and not available in industrial scale. In contrast,
the possibility to shift the energy consumption of data centers
with the help of an intelligent energy management is viable,
as stated in the introduction of this article and in further detail,
e.g., presented in [9]. Migrating VMs can help counteract the
issue of fluctuating energy sources. However, as described in
Section IV-B, each shift is associated with migration costs.
VMs should only be moved if it is certain that a shift is
worthwhile. Furthermore, it must be ensured that the VMs
do not oscillate between different locations in short time. This
could happen, for example, if the RE fluctuates sharply in short
periods at different locations. Various optimization options
have already been presented in this paper. To further optimize
the number of shifts, this article proposes an additional idea
besides the concept of migrating VMs based on available RE.
To avoid additional shifts, VMs should be started directly
where high RE power is available, or where high performance
is expected over time. The adaptive placement of VMs can
use the same underlying virtualization technology (i.e., virtual
resource scheduling), as already described in Section IV-A.
To reduce the possibility of required migrations, a weather
forecast of the following day should be included in the
placement decision. In order to ensure the energy supply,
energy providers have been using weather forecasts for a
long time for the prognosis of energy from wind turbines.
Recently, such systems have also been used for photovoltaics
(PV). The weather forecast can estimate how much energy
will be available in certain locations. With this information,
the VMs can now be started exactly where energy from RE
is expected. It also should be accepted that energy from RE
is not available immediately, or not consistently. For example,
if there is a lot of energy from PV at location A according
to the weather forecast for the following day, VMs should be
started there. In this case, it may be necessary to accept that
the VMs are started, e.g., at 8 a.m. in the morning, but the
power from PV is not available until 10 a.m. in an acceptable
size. A software fed with relevant information can create a
schedule for such scenarios to circumvent these deficiencies
and possible additional costs. Virtual resources (like VMs) that
recur regularly and are present for a longer period of time per
day, can be started at locations with high RE. Weather forecasts
can be requested from various weather services. Artificial
neural networks (ANNs) or machine learning algorithms can

also be used to create and improve the schedule. They can learn
from the interaction with the virtualized resources and the user
behavior, e.g., based on incoming and outgoing communication
flows, as discussed in Section IV-C.

A. Considering Renewable Energies for Virtual Machine
Placement Optimization

To evaluate potential benefits from leveraging renewable
energies for the placement of VMs in cloud environments, this
section presents an optimization of the placement and possible
migration of virtual resources across geographically distributed
data centers. Primarily, the optimization focuses on the uti-
lization of fluctuating renewable energies at three locations
in Germany. The optimization uses weather data from these
distant locations, as already presented in [9]. Furthermore, as
explained in detail in Section IV-D, affinities and dependencies
between virtual resources have to be taken into account for
the optimization. Therefore, traffic patterns from VMs running
in the virtualization environment of the data center at Fulda
University of Applied Sciences and their anonymized incoming
and outgoing flows where used as the important secondary
criterion for the optimization. The optimization was based on
the algorithm introduced in [40]. It uses vector-based approach
to iteratively search for virtual resources to migrate while
taking the geographical distance and corresponding affinities
as well as available renewable energy sources into account.
This algorithm tries to maximize the level of utilization of
renewable energies and also limits and prevents negative side
effects like increased end-user latencies. As mentioned, the
algorithm’s primary goal of maximizing the usage level of
renewable energies, used weather data for three data center
locations in northern, central and southern Germany. This data
included measurements of global solar radiation and wind
speed in ten minute resolution over multiple years. The general
feasibility of such an optimization approach was introduced in
[9]. Furthermore, network flow data produced by our university
data center were used. The data set contains flows between
approximately hundred virtual resources, as well as flows
identified to either come from or go to physical machines from
these virtual resources.

Based on this data, a RE usage optimization was conducted,
which moved VMs between data centers in order to move
energy consumers near to the energy producers, as discussed
for the live migrations in this article in Section IV. Results
for the years 2011, 2012 and 2013 are shown in Figure 7a, 7b
and 7c. For better legibility and clarification the consecutive
summer months June, July and August are chosen for the
displayed period in the charts.

B. Optimized Communication Distances for Affinity Groups
Beside the goal of raising the utilization of RE sources, the

algorithm mentioned in the previous section also optimized
the communication distances for affinity groups, so that the
average distance each packet needs to travel across the network
was reduced. This was accomplished by determining the
geographical location for flow communication endpoints and
by computing the average distance per packet. This not only
assures traffic locality for affinity groups, but also reduces
the average distance per packet to end-users. This results in
a reduced end-user latency. The optimization used real-world
network flow and affinity characteristics from the mentioned
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(a) Optimized RE usage for the summer period 2011.
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(c) Optimized RE usage for the summer period 2013.
Figure 7. Optimized usage of renewable energy (RE) for the years

2011-2013.

data set from VMs within a virtualization environment at Fulda
University of Applied Sciences.

Figure 8a, 8b, and 8c show the results for the three years
2011, 2012 and 2013. The figures clearly illustrate that the
average distance of communication endpoints was minimized.
The results are summarized in Table II.

TABLE II. VECTOR-BASED ALGORITHM OPTIMIZED DISTANCE.

Year Minimum [km] Maximum [km] Average [km]
2011 -265.55 -0.26 -211.21
2012 -265.59 -0.30 -211.34
2013 -265.59 -0.26 -214.39

The average communication distance was reduced between
211.21 km and 265.59 km per packet. This could lead to
an approximate latency improvement of, e.g., one or two
milliseconds for fiber-based networks.

VII. CONCLUSION AND FUTURE WORK

Energy costs are an important factor for today’s IT infras-
tructures, due to rising energy prices and increasing power
consumption. The virtualization offered for compute, storage
and network resources, e.g., in private clouds, allows for a
seamless and transparent migration of virtual resources due to
the abstraction from the underlying hardware. These migration
techniques can be used to enhance the energy efficiency in
data centers and have been constantly evolving over the last
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(c) Optimized average distance per packet for the year 2013.
Figure 8. Optimization for the three years 2011-2013.

decade. This includes adaptive migration, e.g., to consolidate
or enhance the utilization of physical resources, as well as
long-distance migration, which is not only covered by the
related work and research presented in this article, but also
by current virtualization and hypervisor products (e.g., the
introduction of long-distance vMotion in VMware vSphere
6 that was previously already available in Microsofts Hyper-
V). Regarding the energy efficiency, however, additional costs
of the migration itself have to be taken into account. These
costs can either directly (i.e., higher load on the physical
compute, storage and network resources) or indirectly gain
energy costs, e.g., if the migrated services and applications
cannot provide the same service quality during the migration.
Hence, to improve the energy efficiency by using live migration
techniques offered in cloud infrastructures, the migration costs
need to be minimized. This especially holds true, if the
migration is used to benefit from lower energy prices or the
availability of RE at distant data center sites.

Based on our previous research projects in this area, this
article introduce an evaluation of the migration costs for
I/O-intensive VMs in an OpenStack environment. Due to
the incoming and outgoing network traffic, especially virtual
network services operated in VMs typically have a large I/O
footprint in the infrastructure that is typically compensated
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by using hardware acceleration (e.g., virtual switch or kernel
enhancements, DPDK, SR-IOV, FD.io, XDP etc.). To be able
to measure the additional load caused by a live migration
of such services, and to quantify the impact on the service
quality, additional tools (i.e., stress, openssl, dd, find) are used
to add artificial I/O load on the machines while migrating
them to another physical host in the OpenStack infrastructure.
Based on the findings presented in this article, the migration
time increases proportionally to the added artificial I/O load.
Furthermore, the load on storage and network resources grows
accordingly as expected. The burden of the ongoing live
migration can especially be measured if more than 80% of
the total memory of the VM are continuously utilized and
changed. Interestingly, the migration time can be reduced by
increasing the number of concurrent live migrations. This is
due to the impact of the scheduler and message bus, handling
the migrations in OpenStack together with libvirt and KVM.
Similar effects can be observed with other hypervisors like
vSphere or Hyper-V, though these products typically limit the
number of parallel live migrations to smaller values.

The results of the experiments show a significant perfor-
mance decrease for I/O read operations on the VMs during
the migration. This conspicuous effect is likely due to limited
available buffer/cache and extensive flush operations during
the migration. The impact on the underlying OpenStack in-
frastructure leveraging libvirt and KVM, can also be observed
in a performance decrease during start of VMs with high I/O
and memory load, even if the VMs are running on separate
hosts using different block storage. Several I/O operations (i.e.,
using dd, find, stress) were used to evaluate this decrease
while constantly monitoring the service quality of the main
operation. During the migration, a find process across the files
on the VMs experienced a significant performance decrease.
Also, VMs running on the target machine for the migration,
experience a significantly reduced performance during this
period. Moreover, for high additional artificial I/O loads,
the main operation of the virtual network service was also
impacted accordingly. Response times on the migrated service
(offering the function of a web proxy) increased from 0.166s
to 0.785s during the migration. The high I/O load on the VMs
leads expectedly to higher overall response times as more and
more VMs are consolidated on a single physical host. However,
a previous paper [6] presented an expected increase of the
overall energy efficiency due to the higher utilization of the
physical host, made possible by this consolidation.

Building on the results presented in this article, we are
currently focusing our research on live migration techniques
for containers as a lightweight virtualization alternative com-
pared to full-size VMs. Some types of services allow migration
and scaling by simply destroying the containers at one site
and respawning them at another. The required live migration
techniques for containers are still being developed (e.g., in
CRIU [31]) and are also within the focus of some related
research projects. Initial results of our experiments show that
the transferred amount of data during container migrations is
expectedly less compared to VMs. Conversely, the migration
process itself is more difficult, as the entire state of a pro-
cess stack in the operating system needs to be stored and
transferred. Existing checkpoint and restore techniques need
to be extended to support live migration of container-based
virtual network services. As virtualization techniques like

containers are evolving, the requirement to seamlessly migrate
virtual resources is likely to grow. Additionally, virtualization
techniques themselves make heavy use of virtual network
functions, for example to form overlay networks for distributed
container networks, e.g., using virtual routers, switches, load
balancers or firewalls in distributed clouds, offering potential
for energy-efficient migrations of virtual network services and
resources in upcoming cloud infrastructures.

In this article, affinity groups and dependencies between
migrated and adaptively placed virtual resources have been
identified and considered for the optimization. This way,
possible negative side effects of migrations, e.g., leading to
high access latencies or higher communication overhead after
the migration or separation of highly dependent resources were
addressed. Concerning the identification of affinity groups of
VMs and virtual network services, an additional classifica-
tion of communication endpoints could be viable to prior-
itize and weight traffic for different virtual resources (e.g.,
staff/customer machines or central services). Furthermore, a
comparison of the raised migration costs in relation to the
benefits of the optimization would be helpful to rate the quality
and effectiveness of the developed algorithms. Moreover, an
energetic estimation of communication efforts based on the
distance packets need to be sent across, can shed light on
energy savings in computer networks based on real world
scenarios.

As a potential beneficial use case of the optimization
presented in this article, the use of renewable energies was
discussed. Migrating as well as consolidating virtual resources
at sites with currently high renewable energy power or low
energy prices was presented. Besides the migration of virtual
resources, this could also include an energy-aware placement
of virtual resources in the first place. If affinity groups and
dependencies of virtual and physical resources are also con-
sidered for the optimization, this allows for a better overall
utilization of renewable energies for data centers owing the
location-independent placement and movability of virtual re-
sources. The importance of affinity groups and dependencies
is especially important for the virtual network services. The
network not only enables distributed services, but also intro-
duces costs either directly from operating the communication
systems and links or indirectly, e.g., resulting from additional
latencies when using these services. While these dependencies
where addressed in the optimization algorithm used in this
article, a further optimization regarding involved costs could
be to use forecasts of available renewable energies at each site
in distributed cloud infrastructures. Further research needs to
be carried out in this area, to profit from the fluctuation of re-
newable energies. This includes the investigation of the use of
machine learning techniques to improve forecasts for available
renewable energies as well as dependencies and affinities (e.g.,
based on requirements of network flows between the virtual
services and end-users). The data sets used for weather data at
three different locations in Germany and the network flow data
of virtual machines at Fulda University of Applied Sciences
will be used as a starting point for further research projects in
this area.
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Abstract—Over the last years, education paradigms developed
from the traditional classroom learning to novel approaches like
e-learning and blended learning. Especially blended learning,
which combines the traditional approach with e-learning inde-
pendent of time and place, is an important concept to increase
the quality of study programmes. For the creation of laboratory
setups in higher education dealing with computer networks,
virtualized network environments have been continuously gaining
momentum. Depending on the desired practical or theoretical
orientation, they can be implemented using different paradigms,
as well as corresponding hardware or software solutions. A high
practical relevance and functional realism can be achieved using
network emulation. However, emulation requires more resources
compared to network simulators, due to the complexity of realistic
network functions. To offer emulated virtual network environ-
ments, e.g., for a large number of participants in higher education
courses, scalable virtualization backends and cluster solutions are
necessary. In this article, we provide an overview over available
paradigms to create networking experiments in higher education
classes. We also present a number of requirements, which we
identified to be important in the context of the networking
laboratory (NetLab) of Fulda University of Applied Sciences.
Based on these requirements, the available software solutions
were compared and the best matching solutions were selected
for the use in our laboratory. The scalability and performance
evaluation of virtual network testbeds presented in this article,
outlines the suitability of each compared network virtualization
and emulation solution for higher education courses, and dis-
cusses possibilities for further improvements.

Keywords–Network Virtualization; Network Emulation; Higher
Education; VIRL; GNS3.

I. INTRODUCTION

In recent times, the paradigms for teaching in higher
education have been evolving to include concepts like blended
learning. This paradigm shift is especially helpful for hands-
on laboratory exercises, as they typically include for example
virtual testbed setups for larger class sizes as well as extending
the use of the experiments and testbeds beyond the laboratory
or classrooms. Furthermore, offering e-learning and blended
learning content is a necessity today to increase the quality of
study, e.g., by including complex and practical examples, and
to keep pace with the rapid development of online courses and
the mobility of students as well as lifelong learning. This is
especially true for computer network labs, where real-world
test setups are needed to complement lectures and theoretical
models with practically relevant exercises [1].

To provide such environments, various approaches are
possible, depending on the intended focus on theoretical or

practical relevance. Figure 1 gives an overview of correspond-
ing gradations of possible approaches, including references to
some of the appropriate tools available. While the implementa-
tion of testbeds in real-world networks, e.g., campus networks
of organizations and universities as shown at the left end of
the figure, would provide the most realistic testbed, the risk
of interference with regular operation and availability of the
production network forbids this option in most cases. To over-
come this problem, a separate physical testbed can be created
apart from the production network. However, bootstrapping
such a testbed with realistic characteristics is complex and
expensive, hence making fast adaption to varying requirements
and ever-changing network environments far from realistic.
Virtual testbeds can reduce the setup cost immensely, but
besides the additional effort and complexity introduced by
the virtualization, still a lot of manual work is required for
setting up and providing the required networking components
and interfaces, virtual networks and so on.

Theoretical models, as shown on the right of Figure 1,
take a completely different approach by abstracting com-
plex network topologies and protocols in the model. This
is specifically useful when designing experimental protocols,
but the implementation of such formal specifications - or
even the transfer of the insights learned - in the real world
can be quite challenging due to missing practical orientation.
Simulations, though also based on an abstract model of the
network and protocols, improve the practical relevance by
trying to replicate real-world characteristics. One of the big
advantages of simulations is the capability of exact modeling
of real-world behavior, such as timing or transmission quality.
Another advantage of deterministic simulation is the option
of changing the simulation speed. However, only an abstract
network is modeled by a simulation, which does not fully
reflect the characteristics of a real network.

To resolve these issues, emulation is recommended in
[2] as the means of choice to implement virtual network
testbeds. The authors come to this conclusion by evaluating
the goals and advantages of emulation using the following
criteria: Functional Realism, Timing Realism, Traffic Realism,
Topology Flexibility, Easy Replication, and Low Cost. In
their research, they show that emulation only lacks in the
area of Timing Realism while fulfilling all other evaluation
criteria. Therefore, emulation provides a flexible foundation
for experimental network testbeds being positioned in the
middle between practical implementations with high relevance
for real-world environments and accurate but typically rather
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abstract theoretical models. Besides the evaluation in [2], the
advantages perceived by using emulation for virtual network
testbeds with a high practical relevance is also described in
[3], [4] and [5].

In addition, while lectures typically last about 90 min-
utes, the work in labs needs time for preparation and post-
processing, which means that often only about 60 minutes
are available for the hands-on exercises. This period is often
not enough for in-depth exercises, especially when dealing
with an abstraction or simplification of complex setups with
high practical relevance. Also, the effort to provide testbeds
increases significantly for large numbers of participants in
laboratory courses. By choosing an emulation approach, much
greater flexibility is gained also in terms of accessing the
virtual test environment. Where formerly students had to attend
in person, i.e., to be able to use the equipment on-site, they
are now enabled to work basically from any location as long
as sufficient Internet access is provided. Hence, emulated
environments are currently primarily used for higher education
courses in the networking laboratory (NetLab) at the Applied
Computer Science department of Fulda University of Applied
Sciences. These environments support the argument for em-
ulation environments as presented in [2], which were also
recently updated in [6]. The advantages of emulation-based
environments, described in detail in the remaining sections of
this article are also further amplified by the possibility to use
them to improve the reproducibility of research experiments
as described in [6] and also in [7] and [8]. This way, students
in higher education, e.g., master courses, can get an insight
into current research in the area of computer networks, use
explorative learning to understand and discuss the findings,
leading to a deeper understanding and developing the ability
to carry out own small research projects and individually
contribute to applied sciences, e.g., in papers adjacent to
the master thesis. Emulated testbeds and experiments being
developed by the students can in turn be used in research
projects supporting the students to become junior researchers.

Figure 1. Classification of experimental scientific networking testbeds.

Nevertheless, the emulation of scalable virtual network
testbeds results in high resource requirements due to the
number of virtual machines needed, especially for large re-
search projects or higher education courses. In this article, we
present an analysis of these resource requirements of virtual
network testbeds based on experiences from providing such
an environment in the NetLab. Solutions that were evaluated
and used in the NetLab are shown in Figure 1 (e.g., GNS3,
EVE-NG, VIRL). Primarily, currently Cisco’s Virtual Internet
Routing Lab (VIRL) is used. Advantages of this solution will
be presented in this article. Further, we discuss options to
improve the scalability of such an environment.

The remaining part of this article is laid out as follows.
The following Section II discusses related work in the area

of virtualized networking laboratories and the effectiveness
of such labs in higher education courses. Section III gives
examples for emulated network topologies used in higher
education courses in the NetLab. Based on these use-cases,
requirements for virtual networking testbeds, and software
products available to implement such testbeds, based on the
classification and examples shown in Figure 1, are presented.
Our experiences during the implementation of such a solution
are discussed in Section IV, where we present our selection
of tools for creating a scalable platform for virtual networking
testbeds. Next, an evaluation of the scalability and performance
of the VIRL environment is presented in Section V. As an
alternative to VIRL, Section VI presents a comparison to
the scalability and performance of GNS3 using the same
virtualization environment and methodology as for the VIRL
benchmark. Finally, a conclusion and future work can be found
in Section VII.

II. RELATED WORK

Services in today’s cloud-driven infrastructures are based
on sophisticated network topologies, which interconnect vari-
ous network and server components, and build the foundation
for scalability, redundancy and high availability of IT services.
Given this practical relevance, it seems obvious that training
in the lab is essential for computer science students to gain
practically relevant knowledge of the theoretical concepts
taught in lectures. Therefore, the simulation and emulation of
such network topologies for teaching higher education classes
as well as employing them in scientific projects is subject
of current research. In [4], a virtual environment based on
VIRL is compared to physical setups using Cisco Certified
Network Associate (CCNA) pods and network simulation
software like Cisco Packet Tracer. Furthermore, the cost, setup
requirements and limitations are estimated and reviewed. The
solutions discussed in this article address these limitations.
A similar comparison is presented in [9], where the network
emulator GNS3 is compared to Cisco Packet Tracer. The use
of VIRL and GNS3 in the area of research and education
are also discussed in [5] and [10], respectively. However,
these papers do not address the scalability for VIRL and
GNS3 in large higher education courses. Also, they do not
discuss their didactical suitability and characteristics for the
use in higher education. An extensible and scalable emula-
tion/simulation framework based on a declarative XML-based
language (as also used in VIRL) for modeling and evaluation
of large network topologies is explained in [11]. This open-
source toolset is also compared to other well-known simulation
and emulation environments like ns-3 or PlanetLab. A brief
introduction to model and simulate interconnected autonomous
systems using the Boson Network Simulator is described in
[12]. An open-source tool for simulating protocol behavior in
congested networks by throttling network links and controlling
delay and packet loss is described in [13]. This software is
widespread and used in other emulation products to alter link
transmission properties in network topologies. The didactics-
oriented software called Netkit to model and emulate a wide-
range of real-world devices is outlined in [3]. The goal of
this emulation environment software is to setup networking
experiments at low cost and with little effort. While these
papers focus on large topologies and didactical suitability, they
do not address the performance and scaling for large higher
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education courses. A framework for reproducible container-
based emulation of networking experiments is presented in
[2]. In [14], network topologies are emulated by using virtual
routers on Linux-based hosts. The real-time network emulator
EmuNET used for testing protocol and application behavior
in network topologies, is introduced in [15]. However, these
solutions do not allow the use of real-world network op-
erating systems and networks components (e.g., virtualized
Cisco or Juniper equipment). The application of a cloud-
based virtual environment for security related education is
outlined in [16]. It is based on a platform called V-Lab, which
utilizes open-source virtualization technologies, and software
defined networking (SDN) solutions. Finally, an evaluation of
the effectiveness of virtual laboratory environments for student
learning is performed in [17]. In the paper, a course taught at
the University of Massachusetts Amherst, which consisted of
multiple lectures, homework assignments, and lab assignments,
is evaluated. The paper tries to quantify student learning
in lectures and labs, and the author concludes that learning
indeed occurs almost equally as much during lab sessions as
in lectures. This also coincides with the results of a study
conducted by Stanford University researchers, who assigned
the task of reproducing results from over 40 papers in the
research area of computer networks to over 200 students [18].
They found that this kind of practical training is interesting
for the students, and gives them the opportunity to understand
topics of current research, or even interact with researchers.
While these papers are useful for the evaluation of didactical
suitability and characteristics of virtual laboratory network
testbeds, they did not address the scalability and performance
for the use in higher education courses discussed in this article.

III. VIRTUAL ENVIRONMENTS FOR NETWORK TESTBEDS

Following on from the consideration of emulation testbeds
in [2], various possibilities of assisting lectures with practical
exercises in our networking laboratory (NetLab), being de-
scribed in this article, were evaluated. The following sections
will first provide an overview of the approaches and the
laboratory scenarios used in some of our courses, to present
concepts and ideas behind the experiments carried out by the
students. Afterwards, requirements for an implementation of
a virtual environment are derived from the characteristics of
these approaches and concepts. Finally, an overview of the
candidates for a concrete implementation, currently used in
the NetLab, are presented.

A. Examples for Exercises in the NetLab at Fulda University
The networking laboratory at the Applied Computer Sci-

ence department of Fulda University of Applied Sciences
provides practical relevant exercises in the field of computer
network development, configuration and operation. Besides
computer networks themselves, exercises also include dis-
tributed systems, e.g., internet, cloud or multimedia services, as
well as network security or network management and monitor-
ing. Thus, the laboratory supports lectures and further allows
students to perform independent experiments to improve their
knowledge and expertise in areas related to the indicated
topics.

Refer to Figure 2 for some examples of network topolo-
gies used in our NetLab environment for student laboratory
exercises. Figure 2a shows a topology consisting of four

Arista vEOS (4.16.9) nodes with redundant links between
them. The topology is one out of many used by master’s
students to understand and troubleshoot real-world networks.
In this specific case, students team up to investigate the impact
of the Spanning Tree Protocol (STP) in various data center
networking scenarios using technologies like MSTP, LACP and
MLAG. Based on similar exercises, the master’s students also
work on Leaf-Spine-based topologies including BGP fabrics,
which are widely used in web-scale data centers by companies
like Facebook or Microsoft (Figure 2b). Here, the endpoint
nodes are based on Ubuntu 14.04 GNU/Linux containers
(LXC), while the spine and leaf switches are driven by Cisco
IOSv (15.6(2)T). In the past, we also implemented similar
topologies using vEOS (BGP) and NX-OSv (FabricPath). A
great advantage of this setup is the flexibility we provide for
the students. LXC containers can be managed using standard
Linux commands via SSH, nodes can be started and stopped
in the middle of a running emulation, network links can be
connected or disconnected, and it is also possible to configure
various QoS parameters like delay, jitter or packet loss on the
links. Beyond that, traffic entering or leaving a specific inter-
face can be collected and investigated using Wireshark. SDN-
based scenarios, including the OpenFlow controller OpenDay-
light and OpenFlow 1.3 capable Arista vEOS switches, can be
explored using the topology shown in Figure 2d. Since vEOS
behaves identical compared to the EOS-based Arista hardware
switches, by choosing VIRL over the previously used Mininet,
students can test OpenFlow deployment in a near real-world
environment.

veos-2 veos-3

veos-1

veos-4

(a) 4-node Arista vEOS MLAG.

leaf-1 leaf-2 leaf-3 leaf-4
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(b) Leaf-Spine BGP Fabric.
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(c) Simple Toubleshooting.
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(d) vEOS/OpenDaylight SDN topology.

Figure 2. Examples of emulated network topologies for student exercises.

An example of a much simpler network topology is shown
in Figure 2c. Students in bachelor programmes troubleshoot
network misconfiguration (i.e., ARP, routing, delay, packet
loss, port status) and discover the underlying network topology
by using tools like ping, traceroute/mtr and Wireshark, before
they establish connections to an Apache web server running on
node server-B. Again, all server and client nodes are based on
Ubuntu 14.04 LXC, while switches in this scenarios are based
on IOSvL2 (15.2(4.0.55)E). For realistic WAN emulation we
use the standard Linux network emulation netem on the ISP
node to inject delay and add packet loss. The node named ISP
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acts as a default gateway for the emulated topology, which
is connected to the physical local area network for NetLab
projects (flat-1). Thus, the invocation of commands like ping or
traceroute targeting hosts on the Internet (i.e., google.com) is
possible from inside the emulated environment, enhancing the
practical relevance of the exercises. Furthermore, from within
the NetLab, students can connect to their nodes in the emulated
network using OpenVPN, for instance to configure the web
server.

All examples and topologies mentioned in this section are
under continuous development and are actively used in the
NetLab. Corresponding topology configurations for VIRL are
managed using Git and can be downloaded from [19].

B. Requirements for Virtual Networking Testbeds
The NetLab is currently equipped with 20 PCs and addi-

tional workspaces for notebooks, allowing students to bring
their own devices to the laboratory to extend the lab equip-
ment or to extend the experiments over the teaching time
as described for e-learning and blended learning approaches
in Section I. These workspaces are arranged in so-called
”islands”, so that students can work together in groups of
four, and share a pre-packed experimental rack filled with
networking equipment, such as routers, switches, and firewalls.

As mentioned in the introduction, working in the laboratory
requires additional effort for preparation of the test setups
(i.e., cabling the experimental racks and setting up an initial
configuration) before the actual experiments can begin, as well
as for cleaning up after the experiments are finished. Hence,
often only 60 minutes are left for the hands-on exercises, which
is not enough time for in-depth practical training, and the lab’s
state can not easily be preserved to span over multiple lessons
when physical network components are being used. For this
reason, in our networking lab we aim to provide a combination
of classroom teaching and novel approaches like e-learning
and blended learning to the students. Each of these approaches
introduces demands on the learning environment, the time for
preparation in the lab, or possibilities of external access.

• Classroom teaching — The traditional on-site learn-
ing in a classroom. In order to fulfill the time restric-
tions of classroom learning with a typical duration
of 90 minutes for each session, the preparation of
exercises to a predefined state must be considered.
Further, the current state of an exercise should be
storable and resumable at a later time to allow students
to continue, discuss, share and present their work.

• E-learning — A teaching method that enables high
flexibility in learning regardless of the times and
locations of conventional classroom sessions. It must
be possible to attend a course without ever visiting a
traditional classroom. A fully virtual lab is required
to allow students to login from home at any time and
conduct an experiment using their own or individual
resources.

• Blended learning — This can be seen as a combina-
tion of the previous paradigms, where students attend
classroom sessions, but have the opportunity to finish
exercises at any time by accessing the virtual lab from
the NetLab outside of teaching time, but also from at
home or any place providing sufficient Internet access.

In addition, students are enabled to conduct their own
experiments in order to deepen their teaching content.

The paradigm of blended learning offers continuing learn-
ing and collaboration between students together with lecturers
and tutors, combining the advantages of classroom teaching
and e-learning. Therefore, we followed this idea for the higher
education computer network courses discussed in this article.
We experienced an increase in student groups using the labs
outside of regular class hours throughout the last semesters,
supporting our decision.

Regardless of the paradigm chosen, the implementation
must meet some of the requirements already outlined in [2],
which are essential to ensure that the behavior of real networks
and protocol peculiarities can be observed by students.

• Functional realism — Each system must provide the
same functionality as its pendant in real hardware.
Ideally, this can be achieved by executing exactly the
same program code that is also used on real-world
systems, i.e., by using real hardware or virtualizing
the operating system images of real routers, switches
and client systems.

• Timing realism — The timing behavior of all systems
in the test bed should be indistinguishable from real
physical systems. This is especially important for
exercises where traffic behavior is inspected with tools
like ping or tcpdump.

• Traffic realism — It should be possible to inspect
real network traffic in the networking testbed. Client
systems should be capable of generating and receiving
network traffic from users and systems on the local
network, or even on the Internet.

• Topology flexibility — It should be possible to create
new topologies of various kinds without great effort,
in order to be able to optimally map the requirements
of the various courses.

• Easy replication — It should be possible to duplicate
existing topologies without great effort, so that they
can be used by different groups of students indepen-
dently.

• Scalability at low cost — The environment must scale
for large numbers of students, while at the same time
minimize administrative effort and financial costs.

• Didactical reduction — The implementation ap-
proach must allow students to focus on the essential
learning materials, as there is not enough time in
classroom to understand complex simulation software
before the actual experiment can begin.

Figure 3 shows the characteristics of different networking
testbed approaches as introduced in Figure 1 and defined as
well as evaluated in [2]. In the lower part of the figure, the
didactical suitability of the approaches as perceived in several
computer networking related courses in the NetLab was added.
These didactical aspects are discussed in more detail in [20].
However, from this perception, it can be seen by evaluating
positive (+) and negative (-) values while ignoring a neutral
value (˜) that emulation is still the best option. Simulation (6
points) is offering better suitability for blended learning and
e-learning, since it is lightweight, provides exact timing and
the state can be prepared and restored even when using the
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Figure 3. A comparison of networking testbed approaches.

course material remotely. This also holds advantages when
using simulations in the classroom. Theoretical models (5
points), however, can be difficult to understand for students
leading to a worse suitability for blended learning. As already
discussed in this article, physical (-8 points) and virtual (-1
point) testbeds require much effort not only to build them, but
also to prepare their use during lectures and laboratory courses.
Hence, these options also received a low score in their didac-
tical suitability observed in the NetLab. Regarding didactical
reduction, emulation, simulation and theoretical models can
use abstraction to hide the complexity, e.g., by using prepared
experiments, models or formulas. Overall, emulation (8 points)
still offers the best overall score, when taking the didactical
suitability identified from courses in the NetLab into account.

C. Approaches for Implementing Virtual Network Testbeds
Blended learning techniques require ubiquitous access, as

well as the possibility to easily comprehend and modify the
experimental environment. Hence, integrated environments like
simulators and emulators are the method of choice to meet the
requirements of high realism and practical use.

Emulation can be seen as a compromise between theory
and practice, especially when it is used to implement virtual
network testbeds. It allows to deploy real-world operating
systems (i.e., GNU/Linux servers, Windows clients) and utilize
typical network management tools, like Wireshark or iperf. In
the NetLab physical and virtual testbeds, as well as emulation
and simulation have been used over the past years to support
higher education courses and research projects. In accordance
with the results discussed in [2], emulation has proven to be
a particularly flexible solution. Physical testbeds are provided
in the lab in form of pre-packed experimental racks to allow
realistic student projects and Cisco certifications (i.e., CCNA,
CCNP) [21]. However, due to the complex and time-intense
preparation of the environment, these physical testbeds are not
suitable for short-term exercises and lab sessions, in which
students should carry out experiments, e.g., to see the prac-
tical use of theoretical concepts presented in a corresponding
lecture.

Yet, the realization of virtual testbeds (i.e., using a dis-
tributed approach with VMware Workstation or a central
approach with VMware vSphere ESXi) doesn’t require less
effort, as the preparation and maintenance of the virtual
machines and networks is time-consuming. For this reason,
in the NetLab virtual testbeds are mostly used for practically
relevant client-server applications and experiments in the IT
security area. The constant need to install software updates in
the virtual machines used for these testbeds and adapt them to
changes in the surrounding laboratory environment throughout
the semester, requires additional effort. Simulation software
like ns-3 [22] or OMNeT++ [23] is mentioned in some lectures
in master’s programmes, but not currently used for practically
relevant experiments in the lab.

Practical training for the previously mentioned CCNA
certification includes the use of Cisco Packet Tracer [24].
However, in some lecture exercises students criticized the
missing practical relevance. For example, network clients (i.e.,
PCs) in Packet Tracer are simulated and do not provide
feature-complete implementations of common network tools,
such as arp, ping or traceroute. Another drawback of the
simulation is that there are peculiarities, which only appear in
the simulation and need to be specifically explained to students.
One example of such behavior is that in case of an ICMP
PING, the first packet will be dropped at the router in the
destination network until the destinations MAC address has
been determined using ARP. While this behavior is correct, it
typically can’t be observed in a real network, where almost
any client starts to send packets to the router immediately
after booting the operating system, hence its MAC address is
already in the routers ARP table, when sending ICMP PING
packets. Besides this lack in Traffic Realism and the stated lack
in Functional Realism, e.g., due to missing common tools in
the simulated clients and network components, there is also
no Timing Realism achieved within Packet Tracer, which is an
even bigger problem for research projects.

The software Mininet [25], mentioned in [26] and [2],
is also provided in our NetLab, where it is mainly used for
experiments in the SDN area. The resource requirements of
Mininet are extremely low, due to a container-based approach,
which allows to emulate huge topologies with hundreds or
thousands of individual nodes. Therefore, Mininet is typically
the best choice for large topologies and complex network
management and automation implementations, e.g., in re-
search projects. Still, the creation of complex topologies in
Mininet requires decent knowledge of the underlying Python-
API, which again is time-consuming in short-term courses.
Further, it is not possible to use or connect arbitrary real-
world network components in Mininet topologies, limiting the
practical relevance of the experiments carried out in Mininet.
Also, images of real-world network equipment, e.g., in form
of virtual machines, cannot be used in Mininet. Hence, though
the scalability and performance of Mininet is excellent, and its
actively used in the NetLab for research projects and master’s
courses, it is not specifically considered in the evaluation of
this article, due to the limitations for the use cases and virtual
network topologies discussed in the previous sections.

IV. RATIONALE FOR SELECTING VIRL AND GNS3
Over the last years, Mininet [25], eNSP [27], GNS3 [28],

EVE-NG [29] (formerly UNetLab) and VIRL [30] have been
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deployed and evaluated as a solution for realistic emulation
of networking environments in the NetLab. By the time of
publishing our initial research [1][20], VIRL was the most
promising option, and was already used in several courses. It
was compared to other emulation software alternatives based
on criteria that are directly derived from administrative and
educational requirements presented in Section III-B. In the
meantime, new major versions of GNS3 (v.2.1) have been
released, which implement features like QoS properties that
we missed so far. Figure 4 depicts an updated revision of the
initial comparison table, which is simplified compared to our
initial paper and now includes the new version of GNS3. It
clearly shows VIRL as the most promising approach when
compared to GNS3 (v.2.0). However, with the new software
release, GNS3 (v.2.1) even gets a slightly higher score.

Cisco Modeling Lab (CML), which is able to scale for
a large number of nodes providing centralized management
and automatic load balancing, is mainly depreciated due to the
high licensing costs. CML is using the same technical basis as
VIRL, and can be considered as the multiuser version of VIRL.
In the case of EVE-NG, we were only able to test the free
version, which lacks in some required functionality, such as
centralized management, automatic load-balancing, but more
importantly, the possibility to connect to a physical network,
and to allow incoming VPN connections. These functions,
however, might be available in the upcoming Premium or
Learning Center release, which was announced to be released
in 2018.

The poor performance of Mininet in our comparison is
mainly due to the fact that no custom images are supported and
connections to the console are very limited, hence the demands
for functional realism and ubiquitous learning are not fulfilled
for the use cases described in Section III-A. In addition, due
to the implementation of Mininet as a command line tool and
the missing GUI, the collaboration of students as well as the
required training time in the laboratory is worse compared to
the considered alternatives GNS3 and VIRL. However, even
though the application of Mininet is not suitable for our virtual
lab, we provide it locally installed on the lab computers, where
it is especially used for thesis work in the field of SDN and
NFV as well as for master’s courses. By using LXC containers
and OpenVSwitch as the basis for virtual hosts and networks,
Mininet allows large network topologies to be launched on
single-user computers even with limited resources. Due to its
lightweight approach and its excellent suitability as an SDN
environment, Mininet remains the best choice for research-
oriented experiments in the master’s field despite its lower
rating compared to GNS3 and VIRL.

The advantages of VIRL and GNS3 are strongly related
to the findings in [2] and [5]. The functional realism of
VIRL is extended compared to the other alternatives, as it
allows to use officially licensed network operating system
images of Cisco components, like IOS or NX-OS, while at
the same time, images from other vendors (i.e., Arista vEOS,
HP VSR, Juniper vSRX/vMX, Cumulus VX) are supported as
well. However, the most important advantage over the other
alternatives is the underlying scale-out architecture based on
OpenStack. This allows a central and scalable installation and
enables the users to access the emulated network topologies
location-independently (i.e., from within the NetLab or from
at home using private PCs and laptops. Multiple VIRL hosts

in the NetLab enable a scale-out of the testbed, which allows
to emulate much bigger topologies than possible on a single
PC in the laboratory or on a student notebook. In addition, the
open architecture of OpenStack, as well as the open compo-
nents used by VIRL (i.e., Ubuntu 14.04, LXC, linux-bridge,
VXLAN) make it possible to extend the environment with
in-house developed components to build specifically tailored
testbeds for the use in research and education. Still, for the
operation of VIRL in our environment, a few extensions were
implemented, including customizations to the Arista vEOS
and CumulusVX operating system images for our university’s
environment and for deployment in VIRL [31]. For example, to
allow the operation of MLAG, it was necessary to modify the
base mac in order to prevent clashes of MAC addresses gen-
erated by vEOS with locally generated KVM MAC addresses
[31].

In the latest version, GNS3 offers a lot of the functions
required in our lab environment. Regarding network operating
system choices it is as flexible as VIRL, with most vendors
providing software images that are free to use in GNS3.
However, especially Cisco requires users to buy a regular
software maintenance contract to legally use their software
images in this virtual environment. Beyond network operating
system images, GNS3 supports the use of a wide range of
server, desktop, and mobile operating systems by QEMU
virtual machines. Although, cluster support with automatic
scheduling of nodes in a topology (or project in GNS3) across
multiple compute nodes is still not supported, the abandoning
of Ciscos academic license for VIRL raised the importance
to consider GNS3 as an alternative for our virtual network
testbeds.

Improvements in terms of scalability (i.e., the size and
amount of emulated testbeds), performance (i.e., the time to
bootstrap a complete emulated topology) and usability (i.e.,
initial configuration) of VIRL and GNS3 will be discussed in
the following sections.

V. PERFORMANCE AND SCALABILITY EVALUATION

Thanks to using virtual networks for the exercises shown in
Figure 2, students can especially benefit from the advantages of
the emulation as discussed in Section I. However, for complex
topologies and a large number of students in the class, the
benefits of the emulation places enormous demands on the
virtual infrastructure it is running on. Even for smaller topolo-
gies it can take more than 5 minutes to start the emulations.
Therefore, in the following sections, we describe a way to
benchmark and optimize the waiting time until the emulations
are ready to be used by the students in our laboratory.

A. Implementation of a VIRL Benchmarking Environment
The hardware we use for evaluating the performance and

scalability of our VIRL environment was described in detail in
[32]. For the evaluation presented in this article, initially VIRL
1.2.83 (October 2016) was used, since we kindly received an
extended node count license in the Cisco dev/innovate research
program for this version. Later, we repeated the evaluation
with VIRL version 1.3.296 (August 2017) leading to slightly
better, but similar results, as shown in the following sections
of this article. All VIRL hosts are based on Ubuntu 14.04
VMs, each configured with 32 vCPUs and 64 GB of RAM.
These VMs build a nested virtualization environment inside a
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Figure 4. A comparison of network emulation software based on out requirements.

VMware vSphere 6.5 cluster, in which each of the four VMs is
bound to a separate physical ESXi host by DRS constraints to
limit fluctuations in available resources in the virtualization
environment. Each underlying ESXi host is equipped with
two 8-core Intel(R) Xeon(R) E5-2650v2 2.60 GHz CPUs, 256
GB RAM and uses two NetApp E2700 over a redundant 16
Gbit/s Fibre Channel connection as a storage back end. The
nodes are connected via 1 Gbit/s Ethernet to a Cisco Catalyst
3850 switch and with two 10 Gbit/s links to an Arista 7150S-
24 and Arista 7050S-52 leveraging MLAG. As discussed in
[2], the Timing Realism regarding emulation with regard to
virtualization particularly depends on the isolation level of
the virtualization environment. When strict isolation is not
guaranteed, concurrently running VMs can have a negative
performance impact. Therefore, we defined a separate resource
pool with static resource allocation for our VIRL environment.
All benchmark scenarios were repeatedly performed at night
in the semester break to ensure minimum load and interference
of the workload on the ESXi cluster. By monitoring the overall
performance and capacity of our VMware vSphere cluster, we
were able to verify that VMs related to the VIRL benchmark
were the only systems that produced considerable load in our
VMware environment during the tests. The topology shown in
Figure 2a was used to evaluate the performance and scalability
of our environment. Due to its small size and node count, it
can be scaled fine-grained up to the full capacity of our cluster.
For the evaluation of the scalability of virtual testbeds and their
application in higher education courses with a large number of
participants, the following four metrics are of special interest:

• Start Time, the time until the start of all submitted
topologies is processed by VIRL’s REST API

• Active Time, the time until all VMs start to boot

• Usable Time, the time until booting has finished and
the virtual console of all vEOS nodes is accessible

• Console delay, the latency of the virtual console

To measure these metrics and in order to minimize outliers,
we developed a script to run our performance tests in a reliable
and reproducible manner. Each test run first starts up the
network topologies using VIRL’s REST API and measures
the time until the start is confirmed (Start Time) and all
nodes become active (Active Time). In our terminology, Active
Time means that the VM is deployed by the OpenStack Nova
scheduler on a VIRL host system, all virtual networks and
ports are up and accessible, the vEOS image is provided and
its boot sequence starts. Next, we measure the time until the
VM really becomes responsive by connecting to the virtual
console (Usable Time) and finally measure the interaction
delay of keyboard inputs (Console delay). For this purpose,
a Python script was developed, which establishes WebSocket
connections to the serial consoles of the nodes running on the
VIRL hosts.
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Figure 5. Schematic view of the environment’s memory usage.

A schematic representation of the VIRL environment is
depicted in Figure 5. At first, we performed all tests on only a
single VIRL node, meaning that the node not only executes the
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VMs needed for the emulated topology, but also acts as control
node, which provides the OpenStack and VIRL environment.
In Section V-B, we will share some negative observations we
made, when including the control node in VM execution. Each
individual test run for an increasing number of simultaneously
emulated network topologies was executed ten times in a row.
We started with only one topology and scaled in steps of five,
until the VIRL host was working to capacity. Next, all tests
were repeated on a 2-node and finally on a 4-node VIRL cluster
to draw conclusions concerning scalability of the environment.
The benchmark script and related toolset is available at [33].

B. Scalability Evaluation
The results from our previously explained test case are

illustrated in Table I and Figure 6. When using a single VIRL
host, the maximum number of simultaneously emulated net-
work topologies is mainly limited by the resources (primarily
the amount of main memory) available to the host. Each vEOS
node uses 1 vCPU and 2 GB of RAM. Therefore, a test run
with ten concurrently emulated network topologies requires 80
GB of main memory (10 * 4 vEOS nodes * 2 GB RAM) to be
available, which is more than a single VIRL host in our test
system can provide (see Figure 5). Hence, a stable execution
was not possible with a single host, even with memory over-
provisioning enabled (Figure 6a).

TABLE I. RELATIVE CHANGE IN Start Time, Active Time AND Usable Time
DEPENDENT ON THE NUMBER OF TOPOLOGIES.

Number of Topologies Start Time Active Time Usable Time
1 → 5 5.0617 2.5242 1.7440
5 → 10 2.0378 1.8517 1.6705
10 → 15 1.5105 1.4693 1.4686
15 → 20 1.3597 1.4548 1.4420
20 → 25 1.2334 1.2797 1.2793
25 → 30 1.2081 1.2304 1.2349

Looking at the effects of the number of parallel topologies
in respect of performance, Figure 6b clearly depicts our
expectation of a linear increase of the Start Time, while with
an increasing number of topologies the Active Time and Usable
Time ascends non-linear. The effect can best be observed when
performing the test on a cluster with four or more nodes
(Figure 6c). Up to a number of 10 simultaneously started
topologies, the difference between Active Time and Usable
Time gets smaller. This can be explained by the overhead
the OpenStack-based resource scheduling and management
introduces, which decreases with the number of simultane-
ously started topologies. For higher numbers of concurrent
simulations, the system load generated from setting up virtual
networks and interfaces causes an increased difference between
Active Time and Usable Time. The curve for Usable Time has
a comparatively steep slope as expected, as for an increasing
number of virtual nodes, the time until all nodes are usable
increases due to the limited resources.

Alongside with the overhead introduced by the scheduling,
the comparatively large difference between Start Time and
Active Time results from the expensive process of creating
all required virtual networks for connecting the devices. All
links of the topology (Figure 2a) are redundant, which requires
the creation of two VXLAN segments and its associated ports
per pair of devices on the GNU/Linux bridge interface of the
OpenStack nodes. The overhead of this was clearly visible
by the CPU load produced by the Neutron process on the

OpenStack controller node. The main limitation here is the
fact that neutron-server and nova-conductor are single-threaded
in VIRL’s OpenStack Kilo setup, which limits the maximum
performance of virtual network creation to a single CPU
core. In most of our test cases, the CPU core neutron-server
was executed on, was working to capacity. To overcome this
limitation, we increased the number of neutron-server, nova-
api and nova-conductor worker processes to ten. However, due
to the fact that memory gets reserved on the VIRL master for
these processes, the additional resource requirements resulted
in a decrease of the maximum number of simultaneously
started topologies to only 25 (Figure 5). Even more prob-
lematic was the observation that some of the vEOS nodes
were not successfully started at the end of the test run, which
is most likely explained by the dynamic memory allocation.
When starting all topologies nearly at the same time, nova-
scheduler is not able to determine the truly remaining amount
of main memory and schedules too many VMs to the control
node. At the same time, Figure 6d depicts that the Usable
Time of the 20 topologies decreased by 16% and Active
Time by 18%. While we assume room for improvement by
carefully optimizing the OpenStack and KVM configuration,
our recommendation is rather the use of a dedicated VIRL
master node, which is currently not possible in VIRL, but
can be manually achieved by deactivating nova-compute on
the controller. The average console delay of the emulated
vEOS nodes stays nearly constant with a growing number of
simultaneously active topologies, as shown in Figure 6g. As
a result, even if the time to start the concurrent simulations
increases, a smooth use of the individually usable emulations is
guaranteed despite the increased CPU load of the hypervisors.
Limiting factors regarding our benchmark are more related
to the amount of main memory and I/O performance, rather
than the CPU load. What accounts for the latter is primarily
the OpenStack and VIRL management processes, as well as
the boot process of the vEOS instances, which utilizes the
assigned vCPU to its maximum capacity for about 60 seconds
in case of our test setup. As a performance improvement,
Cisco recommends the use of a ramdisk for running Nova
VMs, as well as an SSD for the VIRL hosts. We implemented
both recommendations in our test environment to compare the
impact on performance. First, a ramdisk was created, which is
regularly only supported on the controller in VIRL, hence we
needed to manually configure it also on the compute nodes.
Figure 6e depicts the measurement results, clearly showing
only a minor performance improvement, which is obviously
attributable to the small amount of required ephemeral storage
of only about 213 MB for a vEOS image. Second, we added
two local solid state drives (Samsung 850 PRO) to each of
the servers. Figure 6f shows no significant improvement of
the performance, which is attributable to the previously used
storage back end (NetApp E2700) already offering about 650
MB/s read/write performance. Due to the higher number of
IOPS of the SSD, we assume that an improvement is likely
to be observable when the I/O load of the VMs increases as a
result of more complex topologies.

VI. EVALUATION OF GNS3 AS AN ALTERNATIVE

During winter term, we ported the example topologies for
the advanced computer networks masters’ course, as intro-
duced in Section III-A, to a GNS3 testbed. We experimented
with GNS3 v.2.1.3. The production environment described in
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(a) Single VIRL Host. (b) 2-node Cluster.

(c) 4-node Cluster. (d) 4-node, More Workers.

(e) 4-node, Ramdisk. (f) 4-node, SSD. (g) 4-node, Avg Delay.

Figure 6. Results from measuring the time it takes to start multiple instances of the topology shown in Figure 2a.
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(a) RAM usage. (b) Measured time to start multiple instances of the topology from Figure 2a in GNS3.

Figure 7. Evaluation of GNS3.

this section, however, currently still uses v.2.0.3. The GNS3
testbed consists of five VMs, using an identical configuration
as described for the VIRL testbed in Section V-A. Due to
the missing automatic clustering and scheduling of started
topologies in GNS3, we only used one GNS3 VM as a
single node for the initial evaluation of the GNS3 performance
described in this section. We started the same diamond-shaped
topology with four Arista vEOS nodes, shown in Figure 2a,
as for the VIRL evaluation discussed in the previous section.
The entire process to start the topologies and the handling of
so-called projects in GNS3 is different, compared to VIRL.
Also, not only the code quality (e.g., regarding documentation

and comments as well as the stability of the GNS3 GUI) still
seems to be significantly lower on the GNS3 side. However,
the progress of the project is impressing and not only the
unattractive license model of VIRL for the use in academia
strengthens the potential of GNS3 compared to VIRL. Since
the code for GNS3 is available as open-source (under GPL-
3.0 license) in a GitHub repository, extensions as well as
fixes to the environment are possible. Although, GNS3 does
not seem to focus classroom environments, as described in
the requirements for a cluster environment in Section III-B.
Instead, GNS3 seems to focus on a single user environment
(e.g., for network consultants). However, features like the



96

International Journal on Advances in Telecommunications, vol 11 no 1 & 2, year 2018, http://www.iariajournals.org/telecommunications/

2018, © Copyright by authors, Published under agreement with IARIA - www.iaria.org

simultaneous shared access to the console of emulated devices
by multiple students, hold advantages and unique functions
offered by GNS3 compared to VIRL when being used in
classroom environments.

To get reproducible evaluation results for the performance
of GNS3 in the same way and using the same requirements as
described for VIRL in Section V-B, a Python-based benchmark
solution was implemented to automatically run the experiment.
Again, benchmarks were run ten times and GNS3 results in
Figure 7 and Table II show the average time of these runs.
Furthermore, benchmarks were run in different timeframes, to
reduce possible side effects of the underlying virtualization
infrastructure, which was not experiencing any other work-
load peaks during the tests. As for VIRL, the source of the
benchmark process can be downloaded from our Git repository
[34]. The Python script uses the GNS3 REST API [35] to
create benchmark projects (as copies of the original topology)
and measuring the time for this process (analog to the Start
Time described in this article for VIRL). Afterwards, the
benchmark projects are started and the time until all nodes
in the topologies are active is measured (as for Active Time
described in previous sections of this article). Since GNS3 is
not dependent on another scheduling solution, as for example
OpenStack in the VIRL setup, Active Time was reached only
a fraction of a second after Start Time. This is due to the fact
that GNS3 directly created the QEMU/KVM processes after
topologies were started without the overhead of scheduling and
messaging between the OpenStack components as described in
Section V-B.

Also, as shown in Figure 7b Usable Time was reached
quicker compared to VIRL on a single node. This is influenced
by the smaller CPU and RAM footprint of GNS3, shown in
Figure 7a compared to VIRL as depicted in Figure 5. This
smaller resource footprint and corresponding shorter duration
of benchmark runs, allowed for more fine-grained steps of
scaling the number of concurrent simulations. While Start and
Active Time increased linearly, as already described in this sec-
tion, similar to VIRL, Usable Time increased rapidly, as soon
as half (4 concurrent simulations * 4 vEOS nodes * 2 GB RAM
= 32 GB RAM) of the memory was filled by the vEOS VMs.
As expected, we were not able to run a significant amount of
benchmarks with 8 concurrent simulations (filling up the entire
64 GB RAM), although Kernel Samepage Merging (KSM)
was used to compress identical memory pages of the VMs.
Since KSM’s memory deduplication also takes resources and
especially time to scan allocated pages, only a few runs were
successful using 8 concurrent simulations. Their Start Time
varied from 13 to 20 seconds, Active Time was between 14
and 20 seconds, Usable Time between 291 and 331 seconds,
fitting into the trend of Figure 7b. The relative change in Start
Time, Active Time and Usable Time for increasing numbers of
concurrent simulations is listed in Table II. The last line of
Table II can be indirectly compared to the same increase in
concurrent simulations for VIRL from Table I, though the table
for VIRL is based on a setup with 4 nodes while the GNS3
benchmarks were run on a single host. For this reason, the
comparably large increase of Start Time and Active Time for
GNS3 is plausible. However, the lightweight implementation
and smaller resource footprint of GNS3 results in a lower
increase of Usable Time even when GNS3 running on a single
node is compared to a 4-node VIRL cluster.

TABLE II. RELATIVE CHANGE IN Start Time, Active Time AND Usable Time
DEPENDENT ON THE NUMBER OF TOPOLOGIES USING GNS3.

Number of Topologies Start Time Active Time Usable Time
1 → 2 2.0000 2.0000 1.0350
2 → 3 1.7500 1.7500 1.0423
3 → 4 1.3000 1.3000 1.0609
4 → 5 1.2747 1.2857 1.1058
5 → 6 1.2155 1.2137 1.1833
6 → 7 1.2057 1.1972 1.1978
1 → 5 7.3000 7.3000 1.2416

Figure 8 compares the results of one (Figure 8a) as well
as five (Figure 8b) concurrently started topologies between
GNS3 and VIRL. To allow a comparison, the results shown
in the figures are taken from a single VIRL node, which
was shown in Figure 6a in Section V-B, so that GNS3 and
VIRL both used only one node with an identical setup and
the same environment as described in Section V-A. It can be
seen from the figures that not only the Start Time and Active
Time is smaller for GNS3, due to the fact that GNS3 starts all
QEMU/KVM processes for the vEOS nodes directly, but also
and more importantly, the Usable Time decreases significantly
especially for large numbers of concurrent simulations. For
example, as shown in Figure 8b, the same topology that was
started five times in VIRL was usable after 315.2 seconds,
while being available for the students after 173.5 seconds (55%
of the time taken in the VIRL setup) when using GNS3 running
in the same virtualization environment with the same dedicated
resources.

Given the smaller resource requirements of GNS3, we tried
to identity the limiting factors for the results we measured
in further experiments, where CPU and RAM resources were
systematically reduced. Figure 9 shows CPU and RAM usage
of the GNS3 VM. Additionally, in the middle of the figure,
the CPU load on the underlying host is depicted to check
that there were no significant additional workloads in the
host while running the benchmarks. In the timeframe from
07.01.18 10:40 to about 13:45, a benchmark using the standard
value of 32 vCPUs and 64 GB, as for the VIRL tests, was
used. It can be seen in the figure that the VM experienced
high CPU ready time and less active time. Investigating this
effect further, led to the finding that this impact was caused
by a hyperthreading overhead combined with the NUMA
architecture of the underlying host (2 CPU sockets with 8
physical cores each). This means that during the start of a
large number of concurrent simulations, hyperthreaded cores
competed against each other and also led to the effect that
they needed to access RAM on another NUMA node, further
increasing ready time and access delay. We were able to
mitigate this effect, by decreasing the virtual CPUs available
to the VM from 32 to 16, so that the cores used by the VM
could be placed mostly on the same NUMA node. The result
can be seen in Figure 9. Two benchmark runs, one from ca.
13:45 to 19:45 and one from ca. 19:45 to 1:45 are graphed in
the figure.

The results measured for these runs are depicted in Figure
10. As visible, the results are similar to the runs with 32
vCPUs, shown in Figure 7b. However, as shown in the graph
for the CPU load on the VM in Figure 9, the CPU of the
underlying host is nearly used up to its capacity for these
runs, with the ready time of the CPU being reduced to a value
close to zero. Hence, the overall load of the benchmark on
the underlying virtualization infrastructure was less, though
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(a) 1 Simulation. (b) 5 Concurrent Simulations.

Figure 8. Comparison of starting the topology shown in Figure 2a on a single VIRL and GNS3 node.

Figure 9. CPU and RAM usage of the GNS3 VM and the underlying host during benchmarks shown in Figure 7b and 10.

the results for our measurements did not change significantly.
From the two full benchmark runs shown in Figure 9, the
CPU and RAM resources consumed by the tests are also
visible. The benchmark run started around 13:45 first shows
steps that result from first 10 times repeatedly starting a
single topology, then 10 times 2, followed by 10 times 3,
and afterwards 10 times 4 concurrent simulations. As stated
before, a single topology uses 4 x 1 = 4 vCPUs and 4 x
2 GB = 8 GB of RAM. Hence, 4 concurrent simulations
used 16 vCPUs and 32 GB of RAM. Therefore, vCPUs were
the most significant limiting factor for our benchmarks, even
after the issue described for concurrent hyperthreaded vCPUs
across NUMA nodes was resolved. As shown runs with more
than 4 concurrent simulations, starting at around 15:15 (1.5
hours after the benchmark was started), account for ca. 75%
of the entire 6 hours that the benchmark took to complete.
In the right part of Figure 9, the RAM consumed by the
VM is depicted. Along with the CPU usage, also the RAM
consumption increases with the amount of concurrently run
simulations, as expected. It can be seen in the picture that
the RAM of the VM is slowly starting to saturate, after the
maximum capacity of concurrent simulation is reached.

Booting a single vEOS 4.17.5M instance in our environ-
ment already takes ca. 135 seconds until the prompt is usable.
Therefore, the results measured for the start of a single instance
of our topology with four vEOS nodes is still close to the
minimum time that a single vEOS switch needs to boot. As
discussed, the amount of vCPUs is the main limitation in our
scenario. To further investigate the influence of the vCPUs on
the start of the concurrent topologies, we reduced the number

of vCPUs available to the GNS3 VM further down from 16
to 8. Results after this degradation are shown in Figure 11.
As expected, the further reduction of vCPUs moves the point
where Usable Time starts to rise, increasing the slope of the
curve, from 4 to 2 concurrent simulations, as 2 x 4 x 1 = 8
vCPUs of the vEOS instances fill up all virtual CPU cores
available for the VM.

To crosscheck a possible influence of the RAM limits of the
VM, additionally, the experiment was again repeated 10 times
in different timeframes using only 32 instead of 64 GB RAM
for the VM while changing the vCPUs back to 16. Results of
this experiment are shown in Figure 12. By comparing Figure
10 and Figure 12, it can be seen, as expected, that neither
Start, Active nor Usable Time were significantly impacted
by limiting the RAM to 32 GB, as long as not more than
3 concurrent simulations were started. Starting 4 concurrent
simulations already experienced a slightly higher Usable Time.
Benchmarks with more than 4 concurrent simulations were,
as expected, not possible, due to the fact that 4 concurrent
simulations already consume 4 x 4 x 2 GB = 32 GB RAM.

Evaluating the comparison running the same benchmark
process for GNS3 as for VIRL, GNS3 not only has the
advantage of being open-source and hence highly customizable
as well as offering an attractive licensing model compared to
VIRL and Cisco Modeling Lab (CML) for the use in higher
education, it also offers better scalability due to its significantly
smaller resource footprint. However, the lack of a cluster
solution as well as classroom features (e.g., user management)
for GNS3 is still leaving some advantages on VIRL’s side.
Nonetheless, manually distributing nodes of a single topology
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Figure 10. Results with 16 instead of 32 VCPUs for the GNS3 VM.

Figure 11. Results with 8 instead of 32 VCPUs for the GNS3 VM.

Figure 12. Results with 16 instead of 32 VCPUs and 32 instead of 64 GB RAM for the GNS3 VM.

run in GNS3 across multiple servers is possible. While not
being able to dynamically spread the load evenly across all
nodes, this already allows for fine grained scaling of GNS3
environments as back ends for higher education networking
courses. Also, clustering and collaboration support seems to
be on the road map for future GNS3 releases. Comparing
GNS3 and VIRL regarding their features, as for example
given in [20], recent versions of GNS3 already introduced
previously missing features for the use in education. For
example, since version 2.1.0 controlling the delay, jitter and
packet loss of links, e.g., for WAN emulation, which was
previously already available in VIRL, is now also possible
in GNS3 projects. Version 2.1.1 introduced the display of the
server individual nodes of the topology are placed on. Further
tracking of the RAM and CPU usage of the started topology
in GNS3 is planned for the upcoming GNS3 web interface
[36]. Overall, despite some glitches and the difference in
code and documentation quality, GNS3 looks like a promising
alternative for future virtual testbeds for computer networks in
our NetLab.

VII. CONCLUSION AND FUTURE WORK

Cisco VIRL provides a platform, which is capable of
creating realistic and scalable virtual network testbeds for

education and research projects. In comparison with alterna-
tives, such as GNS3 or EVE-NG, a clear advantage is that
it offers to use original Cisco operating system images in
conformance with license requirements. Beyond that, an even
more important feature is the foundation of VIRL, which is
based on the open-source project OpenStack. This enabled
us to modify and extend the environment as shown in this
article, and to build a well-scaling multi-node VIRL cluster,
which supports a sufficiently large number of simultaneous
emulations for application in education. Further, by allowing
the utilization of standard network management applications
(i.e., ping, traceroute) and operating systems (i.e., Ubuntu
VMs) inside the emulated network testbeds, as well as the
connection to real physical networks, a great flexibility and
functional realism can be achieved in comparison with other
simulation approaches. The increased start time introduced
by the emulation, especially for complex topologies, can be
compensated by using a VIRL scheduler that we developed
to specifically address the requirements of our NetLab [37].
It offers to pre-load topologies based on a schedule, e.g., in
advance of an upcoming seminar, hence minimizing delays
for the students. Additionally, we are actively developing a
management application for VIRL and GNS3 labs. When
finished, it will provide a self-service system enabling students
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to subscribe to courses and to start working on topologies
and reserving virtual lab time. To increase performance even
further, the most promising approaches are given by increasing
the number of cluster nodes and optimizing to the OpenStack
resource and network management.

By the time of writing, new major versions of GNS3
were released. Still, GNS3 does not provide a way to use
Cisco operating system images in conformance with the license
requirements. However, a large number of third-party virtual
network equipment images is available. Sadly, a load balancing
of started projects across multiple hosts still is not possible.
In this article, we present a comparison of the scalability and
performance of GNS3 as an alternative to VIRL. Though the
overall quality of GNS3 seems to be lower compared to VIRL,
performance and features in recent versions have surpassed the
performance as well as educational suitability of VIRL for the
use cases described in this article. Since Cisco seems to have
changed the strategy for VIRL and tries to move universities
to the expensive Cisco Modeling Lab, the new version of
GNS3 could become an interesting alternate candidate for our
environment. We are currently looking into the possibility to
develop appropriate extensions to GNS3 or EVE-NG to fix the
current lack in cluster-based load balancing and centralized
management and real-time collaboration options on running
simulations compared to VIRL.
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