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Abstract—The paper presents first a framework to develop
applications on a very innovative hardware associating hundreds
of RFID readers and a high resolution display within a table.
The framework is built on top of a rule-based coordination
middleware that provides mechanisms to handle combinations
of events, generated by the RFID readers. This framework
offers the basic blocks to fully support the hardware. The paper
demonstrates the interest and the possibilities of the framework
through simple examples. In a second part, the flexibility of the
approach is illustrated by combining this ”interface” framework
with ”rendering” frameworks built on top of the same coordi-
nation middleware. As a result, we exemplify the re-usability
approach through two scenarios (case-studies) belonging to very
different application domains: help to decision making and urban
mediation.

Keywords-Coordination Middleware; RFID; Data aggregation.

I. INTRODUCTION

Sensor networks are continuously growing and bringing new
designs and usages. The increasing number of devices implied
at the same time and the increasingly complex interactions
required by the usages do not ease the task of the application
programmers. There is a need for a middleware layer, offering
as basic blocks high level mechanisms, in order to move most
of the complexity from the application to the middleware. This
paper illustrates this with an innovative smart table hosting a
high resolution display and a matrix of several hundreds of
RFID readers. The usage of this table is multiple when it is
question of interaction, mediation and collaboration between
several users. A first experience has been described in [1]. This
paper goes further and shows the re-usability and extensibility
of software components built with the proposed middleware.
A completely different application domain is considered as a
second case study.

The paper is organised as follows. Section II describes the
hardware embedded in the table. The table allows to detect
the identity and the position of RFID tagged objects put on
the table, and to display arbitrary pictures on the HD screen.
Section III presents the rule based middleware and the frame-
works built on top, which offers to the application designer

the basic interactions involving objects equipped with RFID
tags and graphical engines managing 2D and 3D graphical
objects displayed as feedback to the users. Then, Section IV
puts these frameworks in context to show how interactions can
be build. Section V then offers a discussion on the proposed
software environment and puts it in perspective of related
works. Section VI illustrates two complex applications to help
decision making and urban mediation. Finally, Section VII
concludes the paper.

II. HARDWARE

To illustrate the capability of our middleware to manage
complex events detection, this paper describes our experiment
with an original hardware. This hardware combines within a
table, a RFID based location system and a HD screen that is
used as a dynamic tablecloth.

RFID reader

Tile

HD display
RFID reader matrix

Fig. 1. Description of the table

Fig. 1 describes the table, composed of two layers. The first
layer is a 42” screen able to display with a HD resolution of
1080p. This screen is seen as a classical LCD display and can
thus be connected to a computer or smaller footprint board
(e.g., a raspberry pi board). Under this display layer, there is
a set of RFID readers organised as a matrix of 6 x 4 tiles, with
each tile containing itself a matrix of 4 x 4 RFID readers. As
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a result there are 24 x 16 (384) RFID readers distributed in
the table. The size of a RFID reader antenna is 3.3 x 3.3 cm.

This table works with classical RFID tags that can be
attached to any physical object. The raw information received
for each RFID reader is the set of detected tags along with the
corresponding signal strengths. This information is collected
via Ethernet. Each tile has its own IP address and gives
information for the 16 RFID readers constituting the tile.

There are two interesting functioning modes of this table.
In the first mode (push), the tiles are autonomous and send
automatically information each time a RFID is seen. In the
second mode (pull), each tile can be interrogated in order to
have the information corresponding to the RFID readers it
contains.

With this hardware, the applicative fields are quite infinite
provided that the middleware offers the required abstraction
layer and a powerful mechanism to define the coordination
schemes we want to put in place.

III. SOFTWARE

The presented hardware allows a lot of interactions through
tangible objects. It needs a high level middleware able to
quickly react to the context defined by the set of objects
present on the table at the same time. Applications for this
hardware typically combine RFID tag location, co-location
(several tags), proximity, distance, sequence of tags put on the
table. Moreover it is possible to use other interfaces connected
to the system (e.g., 3d mouse, cameras). This section firstly
introduces the middleware we use. For a more detailed descrip-
tion of this middleware, the reader may refer to [2] or [3],
where it has been used in the building automation context.
Then, the section presents the frameworks we developed on
top to ease the creation of applications involving the table.

A. Coordination Middleware

This middleware, called LINC, is an evolution of earlier
middlewares [4], [5]. LINC has been specifically re-designed
to tackle lightweight embedded systems. It provides a uniform
abstraction layer that eases the integration and coordination of
the different components (software and hardware). It relies on
the Associative memory paradigm implemented in our case
as a distributed set of bags containing resources (tuples).
Following Linda [6] approach the bags are accessed through
three operations:
• rd() that takes as parameter a partially instantiated tuple

and returns from the bag a fully instantiated tuple whose
fields match the input pattern;

• put() that takes as parameter a fully instantiated tuple
and inserts it in the bag;

• get() that takes as parameter a fully instantiated tuple,
verifies its presence in the bag and consumes it in an
atomic way.

For a matrix of RFID readers like the one in the table, bags
RawInformation and Position may contain raw data
such as (tagid, tileid, readerid) or more refined
data as (tagid, posX, posY). Depending on the usage
(calibration or real application) they both have an interest.

Once the location is computed according to the raw data,
metadata may be considered from the association between
(physicalTagId, tagId) or (tagId, objectId).

The put() operation can insert tuples into bags configuring
the readers operating mode or other configuration parameters.
Finally, some bags may be used to control the videos that are
displayed on the table screen.

In addition, bags can be grouped inside objects for identi-
fication purpose. For instance, the object modelling the RFID
readers will contain all the bags allowing its management.

The operations rd(), get() and put() are used in
production rules [7] to express the way these resources are
used in the classical pre-condition and performance phases.

Precondition phase: It relies on a sequence of rd() opera-
tions to find and detect the presence of resources in several
bags. This can be sensed values, result of service calls or states
stored in tuplespaces or databases.

The particularity of the precondition phase is that:
• the result of a rd() operation can be used to define some

fields of the subsequent rd() operation;
• a rd() is blocked until a resource corresponding to the

pattern is available.
Performance phase: It combines the operations rd(),

get() and put() to respectively verify that some resources
found in the precondition phase are still present, consume
some resources and insert new resources. In this phase, the
operations are embedded in distributed transactions [8]. This
ensures several properties that go beyond traditional produc-
tion rules. In particular, it ensures that:
• the conditions responsible of firing the rule (precondition)

are still valid in the performance phase;
• the different involved bags are effectively all accessible.
These properties are very important since they allow to

verify that a set of objects are actually present “at the same
time” on the table.

B. Frameworks

In LINC the approach is to define frameworks dedicated to
a specific aspect of the underlying hardware or the legacy soft-
ware component that is encapsulated. The frameworks provide
basic blocks (LINC objects) that are then used to define the
applications. The more application neutral the objects are, the
more reusable they are.

Here, we consider three frameworks. The first framework
is responsible for the interaction through the RFID readers
embedded in the table. It has been written from scratch since
it is related to a very specific hardware. It consists mainly of
one LINC object called RFID.

The second framework is responsible for managing what is
displayed on the screen. This is a standard LINC framework
already used in other applications. It is composed of two
objects: Display and 2D_Engine. It is responsible for
rendering more or less complex 2D information on a screen
such as: videos, static or animated drawing, text, etc.

The third framework encapsulates off-the-self 3D engines
able to render scenes containing moving 3D objects and
managing textures, points of view, lights, etc. It contains two
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objects 3D_OSG and 3D_Ogre encapsulating respectively
OpenSceneGraph [9], [10] and Ogre [11], two well known
3D engines built on top of OpenGL [12]. 3D_Ogre has been
developed first, then we did the same for 3D_OSG, keeping
the same bags in order to make them interchangeable.

C. First framework: RFID Table

Object RFID: This object models the RFID readers matrix.
It contains the following bags:
• Position (tagId, posX, posY): contains the

position of the tag (0,0 defines the top left position);
• LogicalTag (physicalTagId, tagId): stores

the association of a physical tagId with a more mean-
ingful logical id, e.g., (”030209348393”, ”video1”);

• TagStatus(tagId, status): contains the status
of a tag: "in" if detected by a RFID reader or "out"
if not seen for a given time;

• Mapping (tagId, objectId): keeps the associa-
tion physical object and RFID tag that is attached to it
(e.g., an hourglass used to symbolise a timer);

• Type (tagId, type): maintains association of a
tagId with a type of tagged object (e.g., physical object,
video, action card, badge);

• Area (areaId, areaDefinition): contains ar-
eas on the table defined as a set of points forming a
polygon;

• PositionArea (tagId, areaId): contains the
tagId contained in a given area.

The detection of the tags placed on the table is done by
a driver that handles the events sent by the different RFID
readers (used in push mode). This information is decoded and
the different bags are filled with the corresponding resources.
When a tag is detected, the driver computes its position on the
table (X,Y) and adds the resource (tagId, posX, posY)
in the bag Position. A tag is detected by one or several
RFID readers of the table. To improve the precision of the
detected location we can use the signal strength provided by
the readers. Thus, we have higher precision than the size of
an RFID reader antenna. Practically, we can consider a step
equal to the third of the antenna size (around 1.1 cm).

As a RFID reader continuously sends the tag information
and as the information slightly vary, a filtering is applied to
avoid inserting new resources when it is not necessary. Hence,
a resource is inserted only when a significant change in the
location is effective. In addition, the status of the tag, "in"
if the tag is still on the table or "out" if it has been removed
(i.e., not be seen for a given time), is inserted as a resource
(tagId, status) in the bag TagStatus each time the
status changes.

The bags Type, Area or LogicalTag are configuration
bags and their usage is described here after.

Introduction to rules: The described middleware allows to
express with its rule based language actions to be performed
(performance phase) when some conditions (precondition
phase) are verified. The actions performed are embedded in
transactions enclosed in {}. As rd() actions may be included
in these transactions, it is possible to ensure that resources
found in the precondition are still valid in the performance.

1[ ” RFID” , ” TagStatus” ] . rd ( tag Id , ” i n ” ) &
2# o t h e r p r e c o n d i t i o n s
3: :
4{
5[ ” RFID” , ” TagStatus” ] . rd ( tag Id , ” i n ” ) ;
6# o t h e r a c t i o n s
7} .

Listing 1. Ensure tag is still there at performance phase

Listing 1 presents an example of rule, where the precon-
dition and performance part are respectively before and after
the "::". To simplify the example, we only show a single
operation in the precondition and performance phase but both
may contain several additional tokens.

The first token (line 1) reads in the bag TagStatus of
the object RFID all the tags with status ”in”. This allows
to detect new tags placed on the table and then to manage
the corresponding scenario. Line 5 guaranties that the tagId
is still on the table when the performance phase is executed.
Since actions in the performance are embedded in transactions
the other actions can only be done if the tag is still there. Note
that this approach simplifies a lot the management of events:
• events are detected in preconditions;
• when performances are executed, guarantying that the

condition related to the event is still valid only requires
to add a rd() in the performance part.

Initialisation rules: Listing 2 presents an initialisation rule.
No precondition is defined, this rule is always executed and
only once at the application launch time.

1: :
2{
3[ ” RFID” , ” Logica lTag” ] . put( ” 9 e7f9cce9” , ” tag v ideo tab le ” ) ;
4[ ” RFID” , ” Area” ] . put( ” zoneA” , ”0 ,0 ;0 ,54 ,12 ,54 ;12 ,66 ;66 ,0 ” ) ;
5[ ” RFID” , ” Type” ] . put( ” t v i deo p resen ta t i on tab le ” , ” v ideo” ) ;
6} .

Listing 2. Initialisation rule

Here we initialise the bags LogicalTag, Area and Type.
In the first bag, we associate the physical tagid

"94e7f89cce9" to the more user friendly logical tag
"tag_video_table". This allows to manipulate in the
rules an id that is human readable. In addition, several physical
tags can be associated to the same logical tag for backup
reason or to offer to several people the possibility to trigger
the same action with different objects or cards.

In the second bag, we define a "zoneA" as a list of points
defining a polygon. This is taken into account by the driver to
populate the PositionArea bag.

In the third bag, we associate a type to a tag. The type
allows to define a specific context around this tag to verify
that it is correctly used. For instance, a tag associated to a
voting card cannot be placed everywhere on the table but in a
given area. Another usage is to give information to the driver
about the sampling frequency for a given tag or if the change
in the location is large enough to be reported or not.

Defining action area: To better organise the table, area
(i.e., zone of the table) can be used. An area is defined by
adding a resource (areaId, areaDefinition) in the
bag Area. The areaDefinition is a set of points defining
a polygon. When the RFID driver detects a new position for
a tag, at the same time it inserts the corresponding resource
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in the bag Position, it scans all the defined areas and adds
the resources (tagId, areaId) in the bag Area. In the
same manner, when the driver inserts a resource (tagId,
"out") in the bag Status it removes all the resources
corresponding to the tag in the bag Area. This simplifies the
application designer’s task since she can directly write a rule
that starts with a token reading in the bag Area.

D. Second framework: 2D Rendering Engine

This framework is a generic 2D rendering engine. Its role is
to manage what is displayed on a screen. It includes an object
more oriented to video rendering and another that display
arbitrary 2D fixed or animated graphical objects. The target,
can be, as in our case, the screen included in the table, but
also a smart TV, a regular computer screen, a tablet or a
smartphone.

Object Display: The first object of the framework man-
ages the displays on the screen. It contains the following bags
(non exhaustive list):
• videoPlayer (playerId, videoname,
posX, posY, width, height,
orientation, soundTrack): this bag accepts
only the put() operations and launches a video player
displaying the video corresponding to the filename with
the given geometry, with or without sound track;

• video (videoname, status): maintains the sta-
tus of the video among started, finished,
paused;

• videoPlayerCommand(videoname, command):
this bag accepts only the put() operations and the
following commands: "stop", "pause", "resume",
"fs_on", "fs_off" (fs is for full screen).

A simple usage of this object is described in Listing 3.
This initialisation rule starts the video called video table
presenting the table on the top left corner of the screen. When
the performance is executing, a video player is started and
configured to display the video with the resolution (640x480)
at position (0,0). The status of the video is set to "started".

1: :
2{
3[ ” D i sp lay ” , ” v ideo” ] . put( ” v i deo tab le ” , ” s t a r t e d ” ) ;
4[ ” D i sp lay ” , ” v ideoP layer ” ] . put( ” v l c ” , ” v i deo tab le ” ,

” 0 ” , ” 0 ” , ” 6 4 0 ” , ” 4 8 0 ” , ” True” ) ;
5} .

Listing 3. Start presentation video of the table

To easily support any kind of video player, the framework
uses an external Linux process. The role of this process is to
display a video according to a media definition file containing
the basic information needed to define the layout, the position,
the fact that the sound track is on or off. The display driver
saves the PID of the process started in order to interact with
it independently of the video player used.

Listing 4 shows how to stop a video. The precondition waits
that the stop card is placed on the table. It then reads the
videoId of the started video. The performance actually stops
the video just by sending the signal SIGKILL to the PID
playing the video.

1[ ” RFID” , ” TagStatus” ] . rd ( ” tag stop v ideo” , ” i n ” ) &
2[ ” D i sp lay ” , ” v ideo” ] . rd ( v ideo Id , ” s t a r t e d ” )
3: :
4{
5[ ” D i sp lay ” , ” videoPlayerCommand” ] . put( v ideo Id , ” s top ” ) ;
6} .

Listing 4. Stopping a video with a control card

Object 2D engine: The second object of the framework
is a 2D engine. It is in charge of displaying the background
of the table. It is also in charge of the displayed animations.
The current version relies on a Scalable Vector Graphics [13]
(SVG) engine to define 2D animations that will be displayed
in a simple web browser that is opened in full screen on the
table display.

The 2D engine object contains the following bags (non
exhaustive list):
• Background (imagefile): When a resource (i.e.,

an image file) is inserted it replaces the current back-
ground of the table;

• Media (tagId, filename): associates a tagId
to a filename;

• Sprites (spriteId,x,y, svgfile): Allows to
display a sprite (SVG image) at the position x,y on the
table screen;

• MoveSpriteGrid (spriteid,x,y,duration,
nbsteps,renderlist): Allows to define an
animation for the sprite defined by spriteid. The
duration of the animation using; nbsteps steps
and using successively the SVG patterns defined in
renderlist;

• Visibility (spriteId,percent): defines the
opacity and the visibility of the sprite.

This object actually contains more bags that allow not only
to define a background but also sprites that can be animated
on top of this background. All the SVG attributes may be
dynamically modified.

The animations are done at the level of the object that
returns an html file when invoked through URL. This HTML
file is built from static information (HTML [14] and SVG [13]
templates) present in the file system and contextual informa-
tion present in the bags.

In addition, SVG templates are filled by javascripts [15] to
bring the dynamic aspects through animated SVG entities. Fi-
nally, through SVG and javascripts it is possible to attach URL
based interactions to classical events mouseclick, mouseover,
etc. These URL calls either insert or read resources in bags
dedicated to user interactions. Resources are put in bags to
capture the inputs from the users. Furthermore, resources are
regularly read in bags to obtain updated information. The
resources are returned to the web browser as json structure [16]
easily understandable by javascripts. Thus, with devices allow-
ing user interactions (e.g., tablet and phone) we can go very
far in term of user interface.

The main advantage of this approach is that we use the
full power of nowadays web technologies without paying an
heavy cost at the rendering level. As most of the current
equipments are surprisingly able to manage quite complex web
pages, this framework can deal with almost all the user life
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objects owning a screen. For instance, we have built a user
interface including SVG drawing for home automation with a
simple kindle paperwhite e-reader. Thus, you can have a tablet-
based interface always available in your living room with an
autonomy of a month.

E. Third Framework: 3D Rendering

In the same way, we have developed a generic 3D rendering
engine that allows to display arbitrary 3D scenes.

Object 3D engine: This object encapsulates the 3D en-
gine Open Scene Graph [10]. It runs on a multicore laptop and
the output is displayed either on an external large screen or a
video projector. The role of this object is to display complex
interactive 3D scenes. To deal with performance, scalability
and high quality user experience the LINC object has been
decomposed in two parts. First, we have a set of bags that
are used to store the basic information about the manipulated
entities.
• Entity (entity, file): contains 3D models of

buildings that are the same as the ones used for printing
the buildings on the 3D printer. Thus, no extra effort is
required for the 3D virtual scene.

• Light (aspect, r, g, b): this bag allows to in-
sert different types of light that are used for rendering the
scene.

• Mode (key, mode): this bag allows to define the
visualisation modes. Currently, we consider objective or
subjective view.

• Location (entity, x, y, z): this bag keeps
tracks of the location of the different entities displayed
in the 3D scene.

In addition, we have a bag Command (command,
entity, p1, p2, p3) that is associated to the 3D engine
launched as an independent process. This bag is regularly
interrogated by the 3D engine and the commands are collected
one by one and executed in the context of the 3D scene. The
reason of such architecture is first to dedicate one of the CPU
cores to OpenSceneGraph managing the 3D scene. Second,
changes are only done when an update of the scene is required,
if no command is present nothing needs to be recomputed and
changed. Third, this allows the 3D engine to pace the rhythm
of command executions. If the rendering is very complex then
the frequency of update will slow down accordingly, the bag
working as a buffer. Thus, the user experience does not suffer
of the possible saturation of the 3D engine.

To deal with priorities, we do not consider a single
Command bag but two. The second bag is associated to high
priority commands. Thus, for instance, we can manage in
priority the commands linked to the displacement of the user
in a subjective view while adding new 3D objects in the
background scene is managed when possible.

F. Other available frameworks

Other frameworks, not used in this paper use cases, have
been built on top of the LINC middleware. Following the
same patterns, objects are linked to a dedicated context. They

define specific frameworks ready to be used to design new
applications.

For instance, to integrate sensors and actuators we have
built a framework that considers the main standards for wired
and wireless technologies. Each technology is managed by a
dedicated object acting as a gateway. All the objects share
the same set of bags to hide the heterogeneity. In addition,
we have developed another framework to integrate camera
(movement detection, face detection), light systems or mobile
robots. We also developed a framework for managing the
dynamic creation of scenarios and their management in term
of context and priorities. The three of them have been used in
the context of building automation [3], [17]. Finally, we have
also recently been working on a voice framework to integrate
voice recognition and text to speech engine.

IV. FRAMEWORKS IN CONTEXT

After presenting the global architecture, this section shows
how interactions involving objects from different frameworks
can be easily encoded with rules, through several examples.

A. Architecture

Ethernet link

HDMI link

Framework

Objet

Ethernet Switch

Rfid
RaspBerry Pi

or Netbook

3D engine

External HD display

Technical box 

Laptop

Display

Rfid

2D engine

Display

Ethernet-

controller

HD display

3D navigator

Fig. 2. Global picture.

Fig. 2 presents the current hardware and software setting.
It contains the table described in Section II. In addition, there
are two computing resources: a laptop and a raspberry pi or a
netbook depending on the complexity we want to manage on
the screen table. In real situation, they are embedded inside
the technical box at the base of the table, hidden from the
users. The table’s screen is connected to the raspberry pi
with a HDMI cable, offering a 1080p HD resolution. The
Ethernet switch defines a local area network connecting the
matrix of RFID readers, the raspberry pi/netbook and the
laptop. From the software point of view, the objects of the
different frameworks are distributed among the two computing
resources.

The software configuration can be changed according to the
application. For instance, this paper details two applications (in
Section VI).

For the first application, the RFID and Display objects
run on the laptop, the 2D engine and another Display
objects run on the Raspberry pi. For the second application,
in addition a 3D engine object runs on the laptop. The
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raspberry pi is replaced by a netbook to use more intensively
the 2D engine and the Display objects.

Some LINC objects launch background processes that inter-
act with them. For instance, the 2D engine object launches
a web browser, displayed in full screen, responsible for dis-
playing the generated HTML + SVG files. The object 3D
engine launches OpenSceneGraph engine also in fullscreen.
Finally, the object Display launches on demand one or more
instances of VLC multimedia viewer.

B. Examples of simple interactions through rules

To change the background with a card: In this example
(Listing 5), the background displayed on the screen is changed
when a card of type background is put anywhere on the
table. The first line of the precondition makes the rule fire
only for tags that are known to define a background. Then
(line 2), whenever a card of this type is on the table, line 3 finds
the filename image corresponding to the tagid. Then,
in the the performance phase the action (line 6) changes the
background of the table with the content of filename. After
the change, it is not necessary to let the card on the table.

1[ ” RFID” , ” Type” ] . rd ( tag Id , ” background” ) &
2[ ” RFID” , ” TagStatus” ] . rd ( tag Id , ” i n ” ) &
3[ ” 2 D Engine” , ” Media” ] . rd ( tag Id , f i l ename)
4: :
5{
6[ ” 2 D Engine” , ” background” ] . put( f i l ename) ;
7} .

Listing 5. Rule to change the background when a card is put on the table

You can define as many backgrounds as you want, you just
need to insert a resource defining the type of your RFID tag
as a "background" in the bag "Type" and a resource to
associate the tag id to an image filename in the bag "Media".

To display a video at the location defined by the card: This
example aims at starting a video when a card of type video
is put. The card’s position defines the top-left corner of the
video. Listing 6 gives the rule implementing this scenario. As
previously, lines 1 and 2 make the rules fires when a video card
is put on the table. Line 3 gives the card’s position. Finally,
line 4 finds the video to be displayed from the tag id. The
performance then embeds in one transaction:
• ensuring that the card is still there (line 7);
• starting of the video player with (posX,posY) (line 8);
• saving state ”started” for the video (line 9).

1[ ” RFID” , ” Type” ] . rd ( tag Id , ” v ideo” ) &
2[ ” RFID” , ” TagStatus” ] . rd ( tag Id , ” i n ” ) &
3[ ” RFID” , ” P o s i t i o n ” ] . rd ( tag Id , posX, posY) &
4[ ” RFID” , ” Mapping” ] . rd ( tag Id , v i de o I d ) &
5: :
6{
7[ ” RFID” , ” TagStatus” ] . rd ( tag Id , ” i n ” ) ;
8[ ” D i sp lay ” , ” v ideoP layer ” ] . put( ” v l c ” , v ideo Id , posX,

posY, ” 6 4 0 ” , ” 4 8 0 ” , ” True” ) ;
9[ ” D i sp lay ” , ” v ideoP layer ” ] . put( v ideo Id , ” s t a r t e d ” ) ;
10} .

Listing 6. Display video at card’s position

To switch a video currently played as a full screen video:
This scenario uses in addition to the card that started a video
as in previous scenario, a card that defines the modality
full-screen.

Listing 7 implements such scenario. Lines 1-3 check that
both cards are on the table. Line 4 fires when the video has
been started (by rule in Listing 6). The performance phase
checks that both cards are still on the table and the video
is still in started state. In these conditions, we switch the
video player to full screen by adding a resource in the bag
videoPlayerCommand (line 10).

1[ ” RFID” , ” TagStatus” ] . rd ( ” t a g f u l l S c r e e n ” , ” i n ” ) &
2[ ” RFID” , ” Type” ] . rd ( v ideo Id , ” v ideo” ) &
3[ ” RFID” , ” TagStatus” ] . rd ( v ideo Id , ” i n ” ) &
4[ ” D i sp lay ” , ” v ideoP layer ” ] . rd ( v ideo Id , ” s t a r t e d ” ) &
5: :
6{
7[ ” RFID” , ” TagStatus” . rd ( v ideo Id , ” i n ” ) ;
8[ ” RFID” , ” TagStatus” ] . rd ( ” t a g f u l l S c r e e n ” , ” i n ” ) ;
9[ ” D i sp lay ” , ” v ideoP layer ” ] . rd ( v ideo Id , ” s t a r t e d ” ) ;
10[ ” D i sp lay ” , ” videoPlayerCommand” ] . put( p layer , ” fs on” ) ;
11} .

Listing 7. Put video in full-screen

It is then necessary to write a rule (Listing 8) to quit the
full screen mode if the full screen card is removed from the
table. This rule is triggered when the full screen control card
is "out" (line 1). As previously, the performance checks the
player and the cards’ status and adds a resource in the bag
videoPlayerCommand (line 10).

1[ ” RFID” , ” TagStatus” ] . rd ( ” t a g f u l l S c r e e n ” , ” ou t ” ) &
2[ ” RFID” , ” Type” ] . rd ( v ideo Id , ” v ideo” ) &
3[ ” RFID” , ” TagStatus” ] . rd ( v ideo Id , ” i n ” ) &
4[ ” D i sp lay ” , ” V ideoPlayer” ] . rd ( v ideo Id , ” s t a r t e d ” ) &
5: :
6{
7[ ” RFID” , ” TagStatus” . rd ( v ideo Id , ” i n ” ) ;
8[ ” RFID” , ” TagStatus” ] . rd ( ” t a g f u l l S c r e e n ” , ” ou t ” ) ;
9[ ” D i sp lay ” , ” V ideoPlayer” ] . rd ( v ideo Id , ” s t a r t e d ” ) ;
10[ ” D i sp lay ” , ” VideoPlayerCommand” ] . put( p layer , ” f s o f f ” ) ;
11} .

Listing 8. Quit full-screen

V. DISCUSSION AND RELATED WORKS

So far we have illustrated the simplicity of writing inter-
actions with the proposed frameworks. The detailed examples
showed how information coming from distributed sources may
be aggregated as a complex distributed event.

In the literature such task is usually implemented with a
publish-subscribe approach [18], where subscribers register to
specific events generated by publishers (RFID readers in this
paper). This has been applied for instance in the context of
sensor networks [19]. With such a system it is possible to
write code that would be similar to the precondition part of
the rules presented in this section. For instance, to react to a
tag detected in a specific area or to an external event. However,
in a publish-subscribe approach when the system has to react
upon a set of events or to be sure that the events are still valid
when the actions have to be executed, the amount of additional
code is not negligible.

With the framework developed on top of our middleware
expressing an event as ”one card is put in a specific area”
and ”another card of a specific type is put at the same
time anywhere else” is simply a sequence of rd() tokens.
In addition, defining what to do if a card is put on the
table and immediately removed is possible thanks to the
distributed transaction offered in the performance phase that
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aborts a transaction if the conditions are not currently true. In
a publish/subscribe approach it would correspond to remove
events that are no longer true but are still present in the system.
Dealing with that is not impossible, but it is for sure not an
easy task.

Other works have used as us resources and tuple spaces to
facilitate the coordination in a distributed system such as [20]
or [21]. These work focus on providing context awareness
to mobile applications. However, we believe that these ap-
proaches still rely too much on traditional object oriented
paradigms to be flexible enough to address the hardware used
in this paper. Other promising approaches for coordination of
complex systems have been proposed in [22] and [23]. For
instance, in [22], the authors propose to use the chemical
reaction paradigm to model the tuples evolution. The basic
idea is to let the tuples evolve and auto-regulate as in chemical
reaction. Even though these approaches could help coping
with complexity of interactions brought with the table, we
see two limitations. Firstly, self evolving coordination may be
too complex to build specific interactions such as the ones
described in this paper. Secondly, this work seems to be only
at the theoretical level since no implementation has been done.

VI. APPLICATIONS

This section presents two applications using the table:
the first one helps decision making, the second deals with
urban mediation. In both cases, we show how the frameworks
detailed previously have been used to build the applications.
The main advantage of our approach is that the objects of the
frameworks are very generic and thus highly reusable. The
specificities of the applications are in the coordination rules.

A. Help for decision making

A+

A-

B-

B-

B+

C+ C-

D+D- D-

Fig. 3. Veitch Diagram

The first application uses quite complex interactions be-
tween several users around this table. The application allows
to collect the opinion of a panel of people to elect the best
equipment, concept or decision according to a set of criteria.
In the present example, the panelists are asked to give their
opinions about a set of smartphones according to the following
criteria: aesthetic, user interface, size and autonomy. These

criteria are denoted A, B, C and D, respectively, and can take
the value positive or negative depending on the majority of
votes from the panelists. The resulting information is displayed
as a Veitch diagram as shown in Fig. 3.

The white cell contains the best choices that received
4 positive opinions. The adjacent cell contain choices that
received 3 positive opinions. The darker a cell is, the more
negative it is. The black bottom right cell contains the worst
choice with 4 negative opinions. This section now details
what is an interaction session and gives a few hints on the
implementation.

1) Interactions: At the beginning, each panellist has a
badge representing his/her identity. The master of session
presents a smartphone and may display a video on the table
by putting the corresponding card on it. Some modifier cards
added to the table may modify the display either by switching
to fullscreen or by launching a second video player with a 180
rotation to adapt to situation where people are all around the
table. In this case, the second video uses the same video flow
(without sound track) and is synchronised with the first one.
Once the presentation is done, the vote may start. The master
of session places the card corresponding to the criterion (e.g.,
aesthetic) and then the table display shows two areas, one
green to collect the badges of panelists liking the smartphone
design and one red for those that are not enthusiastic. An
additional video or photo specific to this criterion may also
be displayed. Then, the master of session triggers the vote
by placing an hourglass (tagged with an RFID) on the table.
A timer indicates at each corner of the table the remaining
time for the vote. Each panellist put her badge on the table
according to her opinion. A circle is displayed around the
badge to return a feedback to the user. Different modalities
may be configured at the beginning of the session to control
the vote:
• the duration of a vote phase;
• missing vote is considered as negative or positive;
• a vote is definitive or not.

Once the timer reaches zero the votes are stored for further
processing and the master of session can go to the next
criterion. When all the criteria have been considered, the
master of session can go to the next smartphone. At any
moment, the master of session may place a card on the table
to display or print current the status of the Veitch diagram.

2) Implementation: The full application described here may
be implemented by using small variation of the basic interac-
tions involving Display, 2D_Engine and Rfid objects
presented previously.

A specific Application object has been added. It con-
tains bags to store panelists identities, votes and current step
in the session (smartphone number and criteria number). This
object is dedicated to the application and is the only one that
is not re-usable. Associated with the coordination rules, this
defines the logic of the applications. All the other objects are
just a mean to access to the external world: table, screen, etc.

The basic settings, configuring a working session, are done
through initialisation rules that define modalities such as
default value of missing vote or the identity of the panelists.
Note that using the proposed framework is very appropriate
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since adding new features simply requires to add new rules.
Existing rules can continue to work without concern. For
instance, we can use an initial round getting the identities of
the panelists rather than using a configuration rule. This can be
done without any other impact than replacing the initialisation
rule with the following rule required to obtain the identity of
the panelists.

Registration: The following rule (Listing 9) starts when
the registration card is placed on the table. It basically stores
the tagId of all the users who placed their id badge on the
table, in the bag Users of the object Application.

1[ ” RFID” , ” S ta tus ” ] . rd ( ” t a g r e g i s t r a t i o n ” , ” i n ” ) &
2[ ” RFID” , ” S ta tus ” ] . rd ( tag Id , ” i n ” ) &
3[ ” RFID” , ” Type” ] . rd ( tag Id , ” badge” ) &
4: :
5{
6[ ” RFID” , ” S ta tus ” ] . rd ( ” t a g r e g i s t r a t i o n ” , ” i n ” ) &
7[ ” RFID” , ” S ta tus ” ] . rd ( tag Id , ” i n ” ) &
8[ ” A p p l i c a t i o n ” , ” Users” ] . put( t a g I d )
9} .

Listing 9. Registration

When the registration card is removed, the resource
("tag_registration","in") is removed from the bag
Status replaced by ("tag_registration","out").
This immediately stops the effect of the registration rule:
performances will fail on the first token because of the absence
of the resource.

As a result, when the card is removed, all the registered
users are in the bag Users of the object Application.

Vote: A session of vote would then start with the follow-
ing rule:

1[ ” RFID” , ” S ta tus ” ] . rd ( ” tag vote” , ” i n ” ) &
2: :
3{
4[ ” A p p l i c a t i o n ” , ” Step” ] . put( ” v o t e s t a r t e d ” )
5[ ” 2 D Engine” , ” Background” ] . put( ” vote bg” )
6} .

Listing 10. Vote starting

It defines that we are in the step "vote_started" and
changes the table background creating a zone for the positive
votes in green and a zone for the negative votes in red.

The vote round stops either when the delay associated to
the round has expired with the following rule:

1[ ” A p p l i c a t i o n ” , ” Step” ] . rd ( ” v o t e s t a r t e d ” ) &
2SLEEP: 30
3: :
4{
5[ ” A p p l i c a t i o n ” , ” Step” ] . get ( ” v o t e s t a r t e d ” )
6[ ” 2 D Engine” , ” Background” ] . put( ” end vote bg” )
7} .

Listing 11. Vote end (time out)

or when the master decides the end of the round, for instance
because everybody have voted. This is done when she removes
the cards associated to the tag_vote.

1[ ” A p p l i c a t i o n ” , ” Step” ] . rd ( ” v o t e s t a r t e d ” ) &
2[ ” RFID” , ” S ta tus ” ] . rd ( ” tag vote” , ” ou t ” ) &
3: :
4{
5[ ” A p p l i c a t i o n ” , ” Step” ] . get ( ” v o t e s t a r t e d ” )
6[ ” RFID” , ” S ta tus ” ] . rd ( ” tag vote” , ” ou t ” ) &
7[ ” 2 D Engine” , ” Background” ] . put( ” end vote bg” )
8} .

Listing 12. Vote end (master decision)

At the application level it does not matter which of the 2
rules has been applied. As both of them consume the resource
vote_started the execution of one will prevent the other
to be executed.

The combination of the two rules defines that we are no
longer in the step "vote_started" and changes the table
background to indicate the end of the round.

The rule managing the vote itself is given in Listing 13.

1[ ” A p p l i c a t i o n ” , ” Step” ] . rd ( ” Vo te s ta r ted ” ) &
2[ ” RFID” , ” S ta tus ” ] . rd ( tag product , ” i n ” ) &
3[ ” RFID” , ” Type” ] . rd ( tag product , ” p roduc t ” ) &
4[ ” RFID” , ” S ta tus ” ] . rd ( tag proper ty , ” i n ” ) &
5[ ” RFID” , ” Type” ] . rd ( tag proper ty , ” p r o p e r t y ” ) &
6[ ” A p p l i c a t i o n ” , ” Users” ] . rd ( user tag Id ) &
7[ ” RFID” , ” S ta tus ” ] . rd ( user tagId , ” i n ” ) &
8: :
9{
10[ ” A p p l i c a t i o n ” , ” Step” ] . rd ( ” v o t e s t a r t e d ” )
11[ ” RFID” , ” S ta tus ” ] . rd ( tag product , ” i n ” )
12[ ” RFID” , ” S ta tus ” ] . rd ( tag proper ty , ” i n ” )
13[ ” RFID” , ” S ta tus ” ] . rd ( user tagId , ” i n ” )
14[ ” RFID” , ” Area” ] . rd ( ” p o s i t i v e ” , user tag Id )
15[ ” A p p l i c a t i o n ” , ” Vote” ] . put( tag product ,

tag proper ty , user tagId , ” + ” )
16}
17{
18[ ” A p p l i c a t i o n ” , ” Step” ] . rd ( ” v o t e s t a r t e d ” )
19[ ” RFID” , ” S ta tus ” ] . rd ( tag product , ” i n ” )
20[ ” RFID” , ” S ta tus ” ] . rd ( tag proper ty , ” i n ” )
21[ ” RFID” , ” S ta tus ” ] . rd ( user tagId , ” i n ” )
22[ ” RFID” , ” Area” ] . rd ( ” nega t i ve ” , user tag Id )
23[ ” A p p l i c a t i o n ” , ” Vote” ] . put( tag product ,

tag proper ty , user tagId , ”− ” )
24} .

Listing 13. vote

The first token of the precondition and of each transaction
in the performance phase is a guard ensuring the rule is only
active during the vote. (lines 1, 10 and 18) When the vote
ends, the resource ("vote_started") is removed from
the bag Step. As a result, all the transactions will fail on the
action rd("vote_started"). The rd() operations on
(tag_product,"in") and (tag_property,"in")
(lines 2 and 4 in the precondition) ensure that the vote is con-
sidered for the current property of the current product. Token
in line 6 of the precondition returns all the users registered for
the vote. This is a very natural manner to avoid considering
votes by an unregistered person. Obviously, as this information
is stored in a bag, it would be possible at any time to register
or unregister a user. Finally, the last token of the precondition
waits for each user tag to be put on the table. For each of these
tags, a performance is triggered. The performance is composed
of two very similar transactions. The first four tokens (lines 10
to 13 for the first transaction) are guards to ensure that the vote
is still open, for the current product, the current property and
that the user tag is still on the table. The last two tokens of the
transactions define the vote and save it. A vote card can be in
only one area, and the two areas cover all the table. Then, the
two transactions are exclusive. The first transaction succeeds
for positive votes, while the second transaction succeeds for
negative votes (enforced by lines 14 and 22). Hence we ensure
that one and only one transaction will succeed, counting the
vote correctly.

When all the votes have been done for a criterion, the users
can remove their voting card.
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This rule applies for all the products and the criteria inside a
product since the context is given by the corresponding cards
placed on the table.

Then, the master simply removes the criterion card and
replaces it by the card for the next criterion. This will trigger
a new branch in the precondition, at line 4. The value of
tag_property now contains the value of the new property.
Once all the criteria have been voted for a product, the master
replaces the product card by another product card and the vote
may continues with a new round of properties.

The goal of this section was not to describe all the rules
involved in the application but to show how problems that
seems quite complex may be managed with only a few number
of rules. Moreover, as the application can be decomposed in
steps and each rule associated to a step is controlled by the
presence of some specific resources in some bags, we can
easily avoid the ”unwanted” competition between rules. Thus,
it is very easy to guaranty that a set of rules verified in isolation
will not introduce flows in the whole set of rules defining the
full application.

B. Urban Mediation

The context of this second application is the mediation in
between people who design urban infrastructures, deciders of
the project and inhabitants who live or will live inside or
nearby the area. The table is used both as a ground for a
physical model of the urban sector under consideration and as
an interaction medium to augment the model with 3D virtual
representation of the same urban scene as shown in Fig. 4.

Physical building models can be put on the table to figure
out the area to be considered. These buildings are made with
a 3D printer and they are equipped with Rfid tags to allow
interaction with the table.

It is possible thanks to the framework 2D Rendering to
display various useful information on the table screen.
• Static information:

– maps or aerial view;
– parking lots, road, green spaces;
– electricity, communication, water or drain networks;
– underground transportation;
– meta information such as reserved location;
– specific difficulties linked to the ground nature

(floodplain, rocky soil, historic relic).
• dynamic information:

– graphs and statistical information;
– animation to render wind direction (venturi effect),

sound propagation;
– historical traffic data;
– videos.

An additional external screen or a projector is used to render
the urban area as a virtual 3D scene. This allows the user to
either have an objective view, flying over the full scene or a
subjective view, moving around directly within the scene. This
uses the framework 3D Rendering. In Fig. 4, an objective
view of the area is displayed.

This section now details how the user may interact with the
application and then gives some hints on the implementation.

Fig. 4. Urban mediation.

1) Interaction: In this application we do not have a strict
succession of steps as in the previous application. On the
contrary, we just have different ”modes” that can be freely
set at any moment by the user through the use of a context
card placed on the table.

For instance, a mode populates the physical model (on the
table) and thus the virtual scene (on the wall) with buildings
and other urban elements.

Fig. 5. Printed building and its verso equipped with RFID tags.

This is done by putting on the table 3D building models as
the one shown in Fig. 5. Each building has on the verso two
RFID tags placed respectively in the top left and bottom right
corners. These tags are used for the identification, the location
on the table and the orientation of the building.

Given the respective positions of the two tags, the barycentre
corresponds to the centre of the building that is required to
compute the actual position in the virtual scene. Using two
tags per building model also allows to have a rough idea of
the orientation of the building. Given the resolution of the
table we can consider steps of 45 degrees.

We define a single logical tag (concatenation of the two
physical ones) that uniquely identifies the building. Then,
we associate this logical tag to the physical building model,
its 3D model file, its location, its orientation and its virtual
representation in the 3D scene. This bridges the physical world
and the virtual one.

The 3D printed shapes represent, in the current urban scene,
the real buildings and the buildings for which the plans are
already known. However, sometime, for discussion in the early
phases, we want to have an idea of the impact of a possible
building. In this case, we use different black boxes as shown
the Fig. 6 prefiguring buildings of different shapes and sizes.
These blocks are also equipped with two tags.
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Fig. 6. Generic shapes for prefiguring future buildings footprint.

In order to enrich the urban scene, we can also use some
”ink pads” that once applied on the table create 2D markers
on the background and elements in the 3D virtual scene.
This concerns for instance trees, hedgerow and other scenery
elements.

The background can also be modified by placing cards on
the table. Backgrounds can be superposed in order to reveal
various additional informations as described in the previous
section.

It is also possible to move a token representing a pedestrian
within the physical model and acting on her field of vision
with the 3D Navigator. This is a device that includes the
functionality of a classical joystick in X and Y combined with
informations push and pull to add the Z axis. In addition, you
can rotate it and you have one button on each side.

As a result, we can see on an external screen, the 3D
virtual scene actually seen by the pedestrian. Moving the token
allows to progress in the 3D scene, visiting the different places.
Rotation of the pedestrian is done through the 3D navigator.
The pedestrian can thus turn on herself getting a 360 view.
A vision cone is displayed on the table to show the current
pedestrian field of view. The same device is used to manage
the head movement up, down, right and left. Finally, the two
buttons on the right and left sides of the device allow the
pedestrian to respectively go up and down. This allows to
consider the view from the different floors of a building. The
corresponding floor number is displayed on the table near the
vision cone.

All the modifications of the physical model are immediately
echoed on the 3D virtual scene and thus, the potential impact
can be better evaluated.

Switching back to objective view is done via a special card
placed on the table. In this mode, the 3D navigator is used to
fly over the scene with the same capability of movements.

In objective mode, it is also possible to enrich the 3D scene
according to lights and sun position. It is thus possible to see
the impact of a building in term of shadow in the neighbouring
according to the season, the hour, etc.

It is also possible to associate a texture to the black boxes
to test alternative to a project and how the future building can
be better integrated with the existing ones.

Finally, it is possible to launch video on the table screen or
on the external one.

2) Implementation: The application uses a combination of
the three frameworks described in this paper. These frame-
works provides very generic and reusable objects: a large part
of them is already used in the previous application. Some
of the interactions and the application logic of this second
application is given in the following as illustration.

The first rule manages the 3D printed buildings.

1[ ” RFID” , ” TagType” ] . rd ( i d , ” b u i l d i n g ” ) &
2[ ” RFID” , ” TagPos i t ion” ] . rd ( i d , x, y) &
3COMPUTE: x1, y1, z1 = t rans fo rm( x, y) &
4[ ” OSG” , ” E n t i t y ” ] . rd ( i d , f i l ename) ;
5: :
6{
7[ ” OSG” , ” Command” ] . put( ” e n t i t y ” , i d , f i lename , ” ” , ” ” ) ;
8[ ” OSG” , ” Command” ] . put( ” t r a n s l a t e ” , i d , x1, y1, z1) ;
9[ ” OSG” , ” Command” ] . put( ” sca le ” , i d , ” 1 ” , ” 1 ” , ” 1 ” ) ;
10} .

Listing 14. Buildings

The precondition waits for all the tags of type building
in order to manage only tags corresponding to the 3D printed
building models. It then reads the location of the model on the
table. From the 2D coordinates it computes the correspond-
ing 3D coordinates in the virtual scene through the method
transform(). The method transform() is written in
python [24] code and may be very simple if we just do a
simple translation for x and y and set z to 0. It can be more
complex if we refer to a model of the ground that in addition
can give the z coordinate according to x and y. The last token
allows to obtain the 3D model file associated to the building.

The performance phase then inserts in the Command bag the
three commands required to create in 3D virtual scene with
the representation of the building. The first one creates the
entity according to its 3D model if it is not already done. The
second places the entity at the right place. The third changes
the scale of the object in the 3 dimensions. Indeed, by default,
when a new graphical object is created it has an initial scale
of 0 to stay hidden. Then we can make all the transformations
(translate, rotate, etc.) before acting on the scale in order to
make it appears at the correct place.

Moving a building will trigger another instance of this rule
with a new resource for the tag position and the building will
be moved accordingly in the 3D virtual scene. Removing a
building is detected by the status of the tag that becomes out
and in this case, we just set the scale of the object to 0 in
order to hide the building.

The second rule manages scenery elements that can be
added to the 3D virtual scene. It is almost similar to the
previously presented rule concerning buildings. The main
difference is that we have not one physical tagged object per
virtual one. Thus, we use a tag equipped ”ink pad” for each
type of element we want to consider. In the following example,
we consider a small tree. Each time this the pad is put on the
table, a new instance of the small tree is created as if a physical
3D object where placed. As a result, a 3D virtual small tree
appears at the corresponding location in the 3D virtual scene.
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1[ ” RFID” , ” TagPos i t ion” ] . rd ( ” sma l l t r ee ” , x, y) &
2COMPUTE: x1, y1, z1 = t rans fo rm( x, y) &
3COMPUTE: i d = ” e l t ” + x+ ” ” + y &
4: :
5{
6[ ” OSG” , ” E n t i t y ” ] . put( i d , ” a rb re . osg” ) ;
7[ ” OSG” , ” Command” ] . put( ” e n t i t y ” , i d , ” t r e e 1 . osg” , ” ” , ” ” ) ;
8[ ” OSG” , ” Command” ] . put( ” t r a n s l a t e ” , i d , x1, y1, z1) ;
9[ ” OSG” , ” Command” ] . put( ” sca le ” , i d , ” 1 ” , ” 1 ” , ” 1 ” ) ;
10} .

Listing 15. Small tree ink pad

The precondition phase reads the 2D coordinates of the
pad on the table. Each pad has an unique identifier, here it
is small_tree. The 3D coordinates are computed as in
the previous rule. The last token creates an id that will be
associated to the virtual entity that is going to be created. This
entity is in fact an instance of the type of tree associated to
the pad. The id is of the form elt_<x>_<y> and is unique
for a given location. Indeed, we consider that we can have a
single scenery element at a given place.

In the performance phase, we declare a new entity referred
by its id and associated to it the corresponding 3D model
here in the format .osg native to OpenSceneGraph. We then
insert in the Command bag the three same commands as the
previous rule to make the trees appear in the scene.

This rule is very generic and we can manage, with small
variants, pads associated to various scenery elements. For
instance, we can act on the 3D model by using another model
file or we can act on the size by using different scale factors.
In LINC it is possible to generate dynamically new rules, thus
it is very simple to add new ink pad on the fly via a simple
web interface.

To remove an object created by a tag equipped ink pad, we
can use a tag equipped rubber as shown in the following rule.

1[ ” RFID” , ” TagPos i t ion” ] . rd ( ” rubber ” , x, y) &
2COMPUTE: i d = ” e l t ” + x+ ” ” + y &
3[ ” OSG” , ” E n t i t y ” ] . rd ( i d , f i l ename) &
4: :
5{
6[ ” RFID” , ” TagPos i t ion” ] . get ( ” rubber ” , x, y) &
7[ ” OSG” , ” E n t i t y ” ] . get ( ent i tyname , f i l ename) ;
8[ ” OSG” , ” Command” ] . put( ” sca le ” , ent i tyname , ” 0 ” , ” 0 ” , ” 0 ” ) ;
9} .

Listing 16. Rubber

Each time the rubber is detected at a place, we compute (line
2) the id of a potential element that would have been created
by a pad. If the entity exists (line 3) then we can go further
and remove the element. This is done in the performance part
where we consume the information about the presence of the
rubber that is no longer required. Keeping this information
would prevent to put later another element at this place,
because it would be automatically immediately removed. The
entity itself is removed from the corresponding bag and finally
we hide the virtual element of the 3D scene by setting a scale
to 0. This creates an orphan hidden virtual element that will
be garbaged if we create a new scenery entity at the same
place since it will have the same id.

If the rubber is placed on an empty location, nothing
is done and when it is removed from the table the re-
source ("rubber",<x>,<y>) is removed from the bag

TagPosition preventing any erase action to be done at this
place.

The full application contains two tens of rules following
more or less the same scheme. Inputs from the table and the
3D navigator are combined and used to act on the table screen
and/or the 3D virtual scene. Here too, as the scenario depends
on a specific combination of tags read by the table, we can
ensure that each scenario is guaranteed to be executed with no
impact from the others. This decreases the risk of unexpected
behaviour.

Another advantage of this approach is the possibility to use
additional interfaces at a little cost. For instance, we have used
a 3D navigator to basically get the information X, Y, Z, tilt,
pan, roll that could also be easily obtained with a combination
of 3 axis magnetometers, accelerometers and gyroscopes. As
the interface with the 3D navigator is a set of bags receiving
the position information, we can replace the 3D navigator with
another device based on magnetometers, accelerometers and
gyroscopes without changing the coordination rules defining
the application.

VII. CONCLUSION

This paper has presented an innovative hardware and sev-
eral frameworks easing the development of applications. The
hardware, is a table combining a full HD display and a set of
384 RFID readers allowing to return the location of several
tens of object tagged with RFIDs.

The frameworks are built on top of our in house rule-based
middleware LINC. LINC relies on bags containing resources
modelling our system, production rules and distributed trans-
actions. A framework has been defined to map events coming
from the table into resources stored in bags allowing the
resources to be accessible with simple rules. This allows to
react to event composing several RFID tags and to embed
events verification in distributed transactions.

In addition, we have defined frameworks to offer a visual
feedback to the user via displays. This includes 2D and 3D
graphical objects rendering and multimedia contents such as
videos.

This paper has shown firstly in isolation, through simple
examples the genericity of these frameworks. Then, we have
described how they may be combined and specialised via coor-
dination rules to target two different application domains. This
shows how the combination of the hardware, the middleware
and the high level frameworks helps designing applications
while offering a high degree of re usability of the frameworks
components. The amount of work is decreased since a large
part of the application is already available in the existing
frameworks.

Future work is to enrich the tool kit around this table. We
can integrate more external devices, sensors and actuators. For
instance, cameras to deduce the number of people around the
table (e.g., counting the detected faces), sensors to define the
distance of the users from the table. We can also add voice
interface. All these additional informations combined with the
ones returned by the table may offer a richer user experience
in order to target other application domains.
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Abstract – We report on a novel optical biosensor design for 

near-field sensing based on a fiber-coupled microcavity. The 

device operates on the bases of sensing in the evanescent near-

field zone via the amplitude and phase modulation of the 

reflected interference patterns. The integrated probe design 

offers a low-cost, robust and easy-to-fabricate alternative for 

label-free real-time biosensing. The first generation, pre-

optimization device has already demonstrated sensitivity in the 

range of 10-4 and 10-5 refractive index units and 40 nm per 

refractive index unit. We have also demonstrated the potential 

use of this device in specific binding assays or concentration 

analyses by monitoring in real-time the solution-phase self-

assembly of 5 Å aminosilane monolayer from varying bulk 

concentration. The application of this device as a new platform 

for point-of-care calibration-free concentration analysis is 

promising. 

Keywords – biosensor, microprobe, microcavity, fiber-optics, 

real-time sensing, silanization. 

I. INTRODUCTION  

Despite the prospects that optical biosensors could make 

sensitive and accurate point-of-care diagnostics a reality, 

bringing the technologies out of the lab setting (optical 

table) and into scalable devices for field use remains a 

tremendous challenge to many existing state-of-the-art 

optical biosensor platforms. We previously contributed a 

work-in-progress report on a novel label-free optical 

biosensor with a probe structure that is low-cost, robust, 

easy-to-fabricate, and has the potential for in-vivo or in-situ 

sensing and probing of bio-environments in the field 

settings [1] [2]. 

Electromagnetic waves interact with biological matter in 

various ways ranging from transmission, reflection, 

absorption, scattering and tunneling [3]. Utilizing different 

modes of light interactions with biological matter, a wide 

variety of optical biosensor platforms have been developed 

that probe the bio-environment via its localized refractive 

indices without the need for fluorescent markers or dyes. 

Surface-Enhanced Raman Spectroscopy (SERS) sensors 

rely on the plasmonic enhancement of light absorption and 

scattering to detect minute differences in the morphology of 

the sensing surface [4]. The modulation of wave 

characteristics of light upon reflections at interfaces allow 

interferometric biosensors to monitor the refractive index of 

the samples [5]. Surface Plasmon Resonance (SPR) sensors, 

one of the sensing platforms that have seen the most 

commercial success, rely on the absence of reflection during 

the phenomenon of light coupling into a surface mode at a 

specific incident angle [6]. State-of-the-art SPR sensor 

modules have been able to resolve refractive index in the 

orders of 10-7 to 10-9 refractive index unit (RIU). Garnering 

increasing research interests recently, the Whispering 

Gallery Mode (WGM) sensors are able to detect a single 

molecule or nanoparticle by coupling light into optical 

microcavity resonators [7][8]. These optical biosensor 

platforms are label-free, allowing for a more elegant 

detection protocol. Many of them are also capable of real-

time sensing, an ability crucial to cellular studies and drug 

discoveries [9][10]. 

Though many breakthroughs have been made in regard 

to detection sensitivity, translating these from the laboratory 

into a portable and robust micro-device has yet seen 

significant success [2]. Existing high sensitivity biosensor 

platforms often required precise controls of moving parts on 

the nano-scale. Furthermore, the extensive and involved 

micro and nanofabrication required during the fabrication 

processes of some of these platforms make them much too 

expensive for most practical uses. Fiber-optic based 

platforms with sub-micron sized dimensions prove to be one 

of the more promising technologies in regard to the 

practicality of the device due to their needle-like geometries 

[11]. Despite the functional advantages and published 

sensitivities around 10-4 to 10-7 RIU, optical fiber based 

platforms still remain several orders of magnitude less 

sensitive than other bio-sensing technologies such as 

Surface Plasmon Resonance sensors, Whispering Gallery 

Mode sensors, and interferometric sensors [12].   However, 

novel fiber-based platforms could increase the capacity for 

sensitivity and serve as a more robust and low-cost 

biosensor solution. A portable and highly sensitive in-vivo 

device could have immense impact in driving down the cost 
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of healthcare and guiding vaccine and medicinal distribution 

networks [13].  

In this work, we present a novel optical biosensor with a 

probe structure that has the potential for in-vivo or in-situ 

sensing and probing of bio-environments in real-time. This 

simple, portable, micro-scale device can detect, via phase-

shift and amplitude change of the device response, minute 

changes in its microcavity’s immediate vicinity 

(evanescence near-field zone).  It could be used in 

diagnostics by detecting the presence of bio-targets such as 

deoxyribonucleic acid (DNA) and many disease biomarkers. 

In addition, it could be a possible low-cost tool to aid in the 

understanding of specificity and affinity of specific binding 

pairs by extracting kinetic information from real-time 

analysis. The ability to derive kinetic data from real-time 

measurements also opens the possibility of using this device 

as an alternative low-cost platform for calibration-free 

concentration analysis (CFCA) in point-of-care diagnostics 

[14][15]. The device integrates several characteristic 

features of existing more complex platforms such as 

multiple non-normal reflections and optical coupling from 

waveguide to microcavities into a single probe structure. 

The micro-probe consists of a micro-cavity formed at, and 

optically coupled to the tip of an optical fiber, resulting in a 

compact, easy-to-fabricate, and bio-compatible design for 

refractive index sensing. Experiments for the first 

generation device, with non-optimized probe geometries, 

have yielded a limit of detection of 10-4 to 10-5 RIU with the 

phase shift of 40 nm/RIU. 

This article will first describe the fabrication and 

structure of the fiber-coupled micro-cavity probe. Then, 

propose the working principles of the device and present the 

experimental validations of the proposed principles. Finally, 

the article will demonstrate experimentally the capability of 

the device in bulk refractive index sensing and real-time 

monitoring of biomolecular interactions within the 

evanescence near-field zone. 

II. DEVICE DESCRIPTION 

The micro-probe is made by tapering hollow borosillicate 
tubes (1mm OD, .75 mm ID) down to tip diameters of 25-50 
μm. The tapering was achieved using a Sutter Instrument P-
2000 Micropipette Puller. A 20W Class IV CO2 laser was 
used as the heating source while the borosilicate tube was 
pulled from both sides, as shown in Fig. 1. Custom programs 
were written for the pipette puller to achieve long and 
gradual tapers. The tapered tips were then melted with a 
gentle flame from standard butane lighter, whereupon the 
molten glass forms a solid glass spherical tip due to its 
surface tension. The symmetry of the spherical tips was 
maintained by constant spinning of the tips during the 
melting process. The total resulting structure consists of a 
finely tapered air cavity that extends into a solid glass 
spherical tip, as seen in Fig. 2. Then, standard SMF-28 
telecom fibers were stripped, cleaved and inserted into this 
tapered cavity, eventually becoming wedged. The optical 
fiber remains stationary due to the cylindrical geometry of 

the tapered air cavity and fiber, and can be affixed upon its 
insertion point with simple epoxy. The range of spherical tip 
diameters tested so far were, but not limited to, 300-500 
microns. 

Figure 1.  Borosilicate tube tapering process using a Micropipette Puller. 

 
 

      
 

 
 
 
 
 

Figure 2.  Device structure: Microscope image of SMF-28 fiber (125 μm 

diameter) wedged in tapered air cavity (red dotted outline) extending into 

glass spherical tip (410 μm diameter). 

III. WORKING PRINCIPLES 

This section describes the working principles pf the 

fiber-coupled microcavity probe as a self-reference 

interferometer. Fizeau interferometry physics of the device 

is elaborated, followed by the discussion of its use as a 

sensor. Lastly, the experimental validations of the proposed 

working principles are presented. 

A.  Fizeau  Interferometry 

The resulting spherical probe structure contains two 

effective reflection surfaces for incident light through the 

optical fiber [16]. The first interface is between the end of 

the cleaved fiber and the air cavity, and the second interface 

is between the edge of the solid glass spherical tip and the 

outside environment, as shown in Fig. 3. Therefore, when 

incoming light through the fiber enters the device, the 

reflection from the second interface recombines with the 

reflection from the first interface as described by the 

reflection from an effective Fabry-Perot cavity. 

The second interface is an effective one that is subjected 

to change by the material in the evanescence zone of the 

probe tip.  The spherical tip forms a secondary (weak Q) 

cavity for the entering light scattered from the sharp air-tip. 
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(1a) 

(2) 

(1b) 

Surrounding the outer surface of this microcavity is the 

aforementioned evanescence-zone. A change of material, 

temperature, humidity, or pH, even a minute one, in this 

zone would effectively change the size of this secondary 

cavity, which translates into the amplitude and phase 

modulation of the reflected light that can be measured from 

the overall interference pattern. 

B. Use as a Sensor 

Based on the Fizeau interferometer model, increasing 

the refractive index of the environment outside of the 

spherical tip naturally decreases the reflection coefficient for 

reflections below the critical angle and thus decreases the 

amplitude of the interference signal. However, this is not the 

only effect. Experiments show a clear phase change with 

changing refractive index in the exterior en vironments. 

Due to the unique geometry of the sharply tapered air 

cavity between the two reflection interfaces, this device is 

able to bend the wave fronts of the fiber-outputted light. Fig. 

4 illustrates the simulation of electric field and magnetic 

field intensity within the air cavity and the glass tip, 

showing the bent wave fronts as the electromagnetic wave 

escapes the tapered cavity. This bending of wave fronts 

allows for multiple reflections at multiple non-normal 

angles in the glass spherical tip and probe neck, eventually 

coupling the light back into the optical fiber. This light 

propagates in the spherical tip with a refractive index n1 

through a series of reflections with non-normal incident 

angle θi, where the reflections that meet the total internal 

reflection criteria are greatly affected by the Goos-Hänchen 

effect [17]. Changing the refractive index n2 at the interface 

along the spherical tip will modulate the Goos-Hänchen 

shift, thus, shifting the interference pattern by a phase δ 

described by, 
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where n = n2/n1. 

Treating the device as an effective Fabry-Perot cavity 

[16], the total reflected intensity could be derived using the 

Airy Summation Method, 

  

 

where r1 and r2 represent the reflection coefficient of the two 

interfaces of an asymmetric Fabry-Perot cavity. Substituting 

r1 = – r2 into (2) would recover the standard equation for the 

reflection of a symmetric Fabry-Perot cavity.  

Figure 3.  Ray-optics of light propagation in probe geometry. 

Figure 4.  Tapered air cavity: (a) Microscope image of tapered cavity and 

Optiwave simulation of (b) electric field and (c) magnetic field intensity of 

light entering and escaping from the cavity. 

To examine the effects of reflection angles on the output 

of the effective Fabry-Perot cavity model, (2) is used to 

simulate the interference patterns of the reflected signal in 

three cases: 1) reflection occurs at an angle smaller than the 

critical angles, 2) reflection occurs at an angle larger than 
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the critical angles, and 3) reflection occurs at multiple 

angles both smaller than and larger than the critical angles. 

Fig. 5 shows the simulated interference patterns of the three 

cases for n2 values ranging from 1.00 to 1.30, corresponding 

to the critical angles from 42 degrees to 60 degrees. When 

the incident angle θi is set to 20°, the only effect of 

increasing the refractive index n2 is the decrease in peak-to-

peak amplitude due to the lessening of reflection 

coefficients for reflection below the critical angles. 

Changing the incident angle to 70°, however, causes the 

increasing refractive index to lose its effect on the reflection 

coefficients because of the reflection above the critical 

angle. Instead, the phase shift towards larger wavelength is 

observed as a result of increasing optical tunneling into the 

outside environment. If multiple reflections occur at 

multiple angles below and above the critical angle, both 

effects are observed and the reflected light experiences 

amplitude and phase modulation simultaneously as a result 

of varying refractive index in the evanescence zone. 

 

Figure 5.  Simulation of interference patterns of reflected light: (a) 
reflection below critical angles only (θi = 20°), (b) reflection above critical 

angles only (θi = 70°) and (c) reflection both below and above critical 

angles (θi = 20° and θi = 70°). 

C. Experimental Validation of Working Principle 

To validate the model with the actual device output, Fig. 

6 shows the model interference patterns produced from (2) 

for n2 of air, water, and ethanol in comparison with the 

experimentally obtained results for the same environment in 

Fig. 7. The significant phase shift and amplitude decrease 

observed in the experimental results clearly indicate that 

multiple reflections at the incident angles both above and 

below the critical angles took place. This effective Fabry-

Perot cavity model was able to describe the probe output 

remarkably well despite the complex structure and geometry 

of the device. 

Figure 6.  Output of probe model for outside refractive index 
environments of air, water, and ethanol. 

Figure 7.  Reflected power (μW) measured for probe during 3 nm sweep 
in air, water, and ethanol. 

The tapered air cavity, which gives rise to multiple 

reflections at multiple non-normal angles within the glass 

cavity, sets this fiber-coupled probe apart from conventional 

self-reference interferometers. The reflection above the 

critical angle provides an additional refractive index-

sensitive effect, the Goos-Hänchen shift, unseen in devices 

with reflection only at normal angles. 
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IV. BULK REFRACTIVE INDEX SENSING 

This section experimentally demonstrates the use of the 

fiber-coupled microcavity probe in bulk refractive index 

sensing. First, the experimental set-up for bulk refractive 

index measurements is described. Then, the bulk refractive 

index sensing performance is demonstrated with different 

volume fractions of ethanol and water mixtures. 

A. Experimental Set-Up 

The experimental set-up to demonstrate the interference 

properties of the fiber-coupled micro-sphere tip is illustrated 

in Fig. 8. An Ando AQ4320D Tunable Laser Source was 

wired to a 2×1 fiber optic coupler. The output of the coupler 

was sent to the SMF-28 fiber wedged in the micro-sphere 

tip. The reflected signal from the tip was measured by an 

Ando AQ6317 Optical Spectrum Analyzer wired to the 

second output of the coupler. Both the Tunable Laser 

Source and the Optical Spectrum Analyzer were connected 

to a PC and controlled by a LabVIEW VI. Spectra collection 

was also accomplished by the same program. 

B. Refractive Index Sensing with Ethanol-Water Mixture 

For a quantitative assessment of the sensitivity of this 

device, the probe was exposed to deionized water and then 

subsequently to incremental concentrations of ethanol-water 

mixtures ranging from 0 to 40% volume fraction of ethanol. 

The experiment was performed in a flow system so as to 

allow the injection of different mixtures without disturbing 

the probe or exposing it to contaminants that could be 

present in the air. In each mixture, a 3 nm spectral sweep 

was performed centered around 1550 nm with 1 mW laser 

power. The reflected power was measured and found to 

demonstrate a red spectral shift and a decrease in peak-to-

peak amplitude with increasing ethanol concentration, as 

shown in Fig. 9. This result is in agreement with the model 

prediction when the refractive index of the immediate 

vicinity of the spherical tip, n2, is increased. 

 

Figure 8.  Experimental set-up for fiber-coupled micro-sphere tip 

interference measurements. 

 

 

 

 

 

Figure 9.  Red spectral shift and amplitude decrease of interference pattern 
as a result of exposure to 10-3 incremental changes in refractive index. 

As a control, the second set of measurements was 

performed in the reverse order from higher to lower 

concentration of ethanol. The reflected signals were found 

to match those of the first set of measurements. The 

refractive index of each ethanol-water mixture was also 

measured using a Fisher Scientific Abbe Benchtop 

Refractometer. Fig. 10 plots the change in peak-to-peak 

amplitude of the spectrums and the shift in peak wavelength 

as a function of mixture refractive index. Both the amplitude 

and the phase of the spectrum exhibited a linear change with 

increasing refractive index. The device demonstrated the 

sensitivity in spectral shift of 40 nm/RIU.  

The Limit of Detection (LOD) of the device was 

determined by performing the same measurements with 

smaller refractive index increments ranging from 0 to 2% 

ethanol volume fraction, as shown in Fig. 11. Although both 

the amplitude decrease and the red spectral shift were 

observed in the interference patterns, only the change in the 

peak-to-peak amplitude was resolvable by the Optical 

Spectrum Analyzer. Alternatively, when the amplitude 

change is small, the effect of the spectral shift can be 

magnified by measuring the reflected power at a single 

wavelength corresponding to the inflection point of the 

interference pattern. Fig. 12 plots the change in reflected 

power at the rising edge of the interference patterns, 

indicated by the dotted line in Fig. 11, and the change in 

peak-to-peak amplitude as a function of mixture refractive 

index. The device demonstrated the ability to detected 

minute changes in refractive index of the surrounding 

environment with the LOD in the range of 10-4 and 10-5 

RIU. The optimization of the probe geometry such as the 

profile of the tapered air cavity could further enhance the 

LOD of the device. 
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Figure 10.  (a) Spectral shift, measured by the change in position of each 

interference peak, and (b) change in peak-to-peak amplitude of each 

interference pattern relative to 0% ethanol  as a function of refractive index. 

V. SURFACE BIOMOLECULAR INTERACTIONS SENSING 

This section experimentally describes the use of the 

fiber-coupled microcavity probe in real-time monitoring of 

biomolecular interactions on the glass spherical tip. The 

experimental set-up described in Section IV applies. The 

reagents for the surface reactions and the experimental 

procedures are described, followed by the interpretation of 

the experimental results. Lastly, the proof-of-concept for the 

device application in concentration analysis is demonstrated. 

A. Real-Time Monitoring of Silanization on Probe Tip 

One of the advantages of optical biosensors such as the 

SPR sensors over other types of biosensors is the relative 

ease of performing real-time monitoring of cellular 

environments or specific binding events [18][19]. To 

demonstrate the biosensing capability of the microcavity 

probe, the formation of self-assembled monolayer of an 

aminosilane coupling agent was monitored in real-time. The 

probe surfaces were cleaned in Piranha solution (3:1 v/v of 

H2SO4:H2O2) and then placed in a solution of 2% v/v of 3-

aminopropyltriethoxysilane (APTES) in acetone [20]. The 

solution was sealed with a molded polydimethylsiloxane 

(PDMS) stopper and polytetrafluoroethylene (PTFE) thread 

seal tape to avoid evaporation. The silanization of APTES 

refers to the deposition of APTES molecules onto an oxide 

substrate surface via hydrogen bonding, covalent bonding or 

electrostatic interactions. It is often used to functionalize 

inorganic silica substrates for selective binding of organic 

bio-targets [21]. The probe was incubated in the solution for 

12 hours as continuous 3 nm spectral sweeps, centered 

around 1550 nm with 1 mW laser power, were taken. The 

interference patterns obtained during the 12-hour APTES 

silanization exhibit blue spectral shift, as shown in Fig. 13. 

The change in reflected power at a single wavelength 

corresponding to the dotted line is also plotted as a function 

of incubation time.  

 

 
Figure 11.  Red spectral shift and amplitude decrease of interference pattern 

as a result of exposure to 10-5 incremental changes in refractive index. 

Figure 12.   (a) Change in reflected power at 1549.7 nm, and (b) change in 

peak-to-peak amplitude of each interference pattern relative to 0% ethanol  

as a function of refractive index. 

The change in reflected power at the rising edge 

illustrates the self-assembly of the APTES monolayer in the 

first 25-30 minutes, and subsequent intermolecular 

interactions of APTES molecules on top of this monolayer 

in the 12-hour period after the monolayer formation. The 

total spectral shift of approximately 0.2 nm was observed as 

a result. This observed monolayer binding time-scale (20-30 

minutes) agrees with the standard protocol time-scale for a 5 

Å monolayer deposition of APTES on a silica substrate 

from organic solvents [21]. 

B. Interpreting Blue Spectral Shift 

It may be noted that the blue spectral shift as a result of 

molecular binding on the sensing surface is counter to the 
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red spectral shifts observed in typical resonance sensors, 

caused by an effective lengthening of the optical path due to 

the presence of the monolayer [22][23][24]. This counter-

intuitive effect can be explained by the fundamentally 

different working principle of the fiber-coupled probe, 

which behaves like a self-reference interferometer, 

compared to those of the typical resonance sensors. 

During the self-assembly of APTES molecules onto the 

spherical tip, the layer of surface-bounded molecules could 

be modeled as the third effective cavity, in addition to the 

air and the glass cavities discussed in Section III. The 

presence of this effective layer results in an additional 

effective reflection interface R3 between the APTES layer 

and the bulk solution, as shown in Fig. 14. Thus, the total 

reflected signal is the product of the interference of three 

electromagnetic waves: E1, E2 and E3. The blue spectral 

shift could be caused by a lessening of optical tunneling into 

the bulk solution due to the higher refractive index 

difference Δn = n2 – n3 between the APTES layer and the 

bulk solution as more APTES molecules deposited onto the 

glass spherical tip. 

 

Figure 13.      (a) Spectral shift of interference patterns and (b) change in 

reflected power at 1549.55 nm (dotted line in (a)) as a result of 12 hours 

incubation in APTES silanization solution.  

Fig. 15 shows the predicted interference patterns during 

the self-assemble of APTES monolayer generated from (2), 

modified to include the third reflection surface. The 

refractive index and the thickness of the APTES monolayer 

were taken to be 1.46 and 5 Å, respectively [21]. The 

refractive index n3 of the APTES in acetone solution was 

measured by the refractometer and assumed to remain 

constant during the 30 minutes incubation period. The 

refractive index n2 was scaled from n3, when the surface was 

free of APTES molecules, to 1.46, when the monolayer 

formation was completed, over the course of 30 minutes. 

The experimentally obtained interference patterns during the 

first 30 minutes of incubation in 2% v/v solution of APTES 

in acetone is also shown for comparison. 

Figure 14.  Light propagation in 3-layer Fabry-Perot cavity model with 3 

reflection interfaces: R1 between the cleaved end of the fiber and air, R2 

between the glass tip and surface-bounded molecules, and R3 between the 
surface-bounded molecules and bulk environment.   

Figure 15.  (a) Experimentally obtained spectral shift of interference 

patterns as a result of 30 minutes APTES monolayer formation and (b) 

model generated prediction of the same process. 
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(3) 

The model successfully predicts the blue spectral shift of 

approximately the same magnitude as observed in the 

experimental results. Any discrepancies between the 

experimental results and the model prediction could be 

largely due to the distribution of model parameter n2 over 

time, which could not perfectly replicate the actually 

refractive index modulations during the silanization process. 

C. Concentration Analysis with Kinetic Data 

The ability to perform real-time detection allows the 

biosensor to monitor the interactions of bio-targets with 

immobilized binding sites as they occur. Real-time 

biosensors such as the Biacore SPR modules are able to 

extract the kinetic constants of the given binding pair and 

subsequently determine the affinity and concentration of the 

target molecules [25][26]. To investigate the use of the 

fiber-coupled probe in concentration determination with 

kinetic data, the silanization of APTES performed at 

different bulk concentration ranging from 0.2 to 4% volume 

fraction of APTES in acetone were monitored. The probe 

was cleaned in Piranha solution prior to incubation in each 

silanization solution. The probe was incubated for 30 

minutes in each solution, during which continuous 3 nm 

spectral sweeps, centered on 1550 nm with 1 mW laser 

power, were taken. The change in reflected power at a 

single wavelength corresponding to the rising edge of the 

interference patterns as a function of time is shown in Fig. 

16. The change in reflected power was normalized to the 

value previously obtained from the 2% solution at the 30-

minute mark, where the monolayer was assumed to have 

reached saturation. 

The time profile of the normalized change in reflected 

power is fitted to the adsorption model based on the 

Langmuir-type physico-chemical reversible process [27]. 

The model consists of three Langmuir parameters: the 

adsorption capacity, Γmax, defined as the ratio of the number 

of bounded molecules to the total number of binding sites at 

saturation, the association rate constant, ka, and the 

dissociation rate constant, kd; together they define both the 

reaction kinetics and the equilibrium adsorption isotherm of 

the process. Equation (3) describes the differential rate of 

adsorption based on the Langmuir adsorption model, where 

Γ(t) is the time dependent ratio of number of bounded 

molecules to the total number of binding sites and C0 

describe the bulk concentration of the target molecules. The 

three Langmuir parameters were determined from the 

experimental data graphically as described in [27]. Solving 

(3) for Γ(t), the model was fitted to the experimental data 

with C0 as the only changing variable for different APTES 

concentrations. 

 

      

      

Figure 16.  Experimentally obtained spectral shift of interference patterns as 

a result of 30 minutes APTES monolayer formation (blue circles) and 

model generated data-fitting of the same process (red lines).  

It should be noted that although these parameters are 

unique for a given chemical reaction, solution chemistry, 

and temperature, the comparison with previously reported 

values for the silanization of APTES is difficult. It is well 

established that the silanization of APTES on silicon oxide 

(SiO2) substrate is highly sensitive to the deposition 

conditions and outside environment, thus, the specific 

physico-chemical processes that occur during silanization 

vary significantly from experiments to experiment [28][29]. 

As shown in Fig. 16, the rate of deposition of APTES 

molecules onto the glass spherical tip based on the 

Langmuir kinetics was able to model the time profile of the 

spectral shift of the interference patterns during APTES 

monolayer formation from different bulk concentration. 

The results thus far demonstrate that the fiber-coupled 

probe could be used in real-time binding assays to extract 

kinetic information of the given interactions. While the total 

spectral shift at equilibrium might have a relatively low 

sensitivity to the change in bulk concentration at higher 

concentration range due to the system approaching 

saturation, the initial slope of the spectral shift as a function 

of time could be used to resolve minute concentration 

differences. Furthermore, a more rapid assay could be 

achieved by utilizing only the initial rate from the real-time 

monitoring as oppose to employing the more conventional 

equilibrium level value in the point sample detection. 

Moreover, the spectral shift as a function of incubation time 

was taken from the reflected power at a single wavelength. 

The detection could theoretically be done with a single-

wavelength light source without any needs for frequency 

sweeping, thus, lowering the total cost of the analysis 

procedure dramatically. 

For the sample of known concentration, the kinetic 

constants Γmax, ka and kd of the interactions can be 

determined. This process is an essential step in the 

development of new therapeutic agents as the specificity 
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and affinity of drugs to targeted species will greatly affect 

the efficacy of the treatment [10]. On the other hand, for the 

analysis of a certain interaction such as specific binding of 

antigen to its antibody pair, the concentration of the target 

molecules can be derived from the real-time binding data by 

fitting the results to known adsorption kinetics. In the case 

where both the transport phenomena and the reaction 

kinetics are well-established, such as the binding of a 

specific antigen to its antibody pair under a controlled flow 

in a microfluidic cell, the kinetic data obtained in real-time 

may offer a new platform of rapid CFCA [14][15]. Such 

analysis could make the fiber-coupled probe, given its low-

cost, robust, and easy-to-fabricate nature, a promising 

alternatives to point-of-care diagnostics. 

VI. CONCLUSION AND FUTURE WORK 

Demonstrating the mode coupling between an optical 

fiber and a microcavity sphere works to bring the high 

sensitivity of optical microcavity sensors off of the optical 

table and into a robust integrated microprobe [30]. The 

integrated microprobe design has the distinct advantage of 

use in vivo without the need of microfluidics or precise 

optical alignment of evanescent coupling, and can be 

implemented for sample volumes on the order of several 

hundred pico-liters to nano-liters, essentially a wavelength 

thick layer of sample surrounding the spherical tip. 

The fiber-coupled microcavity probe operates on the 

bases of a self-reference interferometer with multiple 

reflections at multiple non-normal incident angles. The light 

source enters the probe tip via the optical fiber wedged into 

the finely tapered cavity inside glass spherical tip. The wave 

fronts scattered from the fiber tip are bent by the unique 

geometry of the tapered cavity, allowing the light to 

propagate within the spherical tip in a similar manner as a 

weak Q coupling of light into a spherical microcavity 

resonator. The multiple reflection angles allow the reflected 

interference signals from the probe to undergo both 

amplitude and phase modulation. This feature differentiates 

the microprobe from other optical fiber-based biosensors 

with similar needle-like device architecture, which only 

derive information from normal reflection at the flat fiber tip 

[31]. After multiple reflections within the glass cavity, the 

light eventually reenters the air cavity and couples back into 

the optical fiber, where it interferes with the back reflection 

from the flat end of the fiber. The probe model based on this 

principle of the effective Fabry-Perot cavity was able to 

describe the interference patterns of the reflected signal 

remarkably well. Even in the more complex cases of 

molecular interactions on the probe surface, modeling the 

layer of surface-bounded molecules as the third effective 

cavity with high refractive index could reproduce the 

seemingly counter-intuitive blue spectral shift observed 

during binding experiments. 

The first generation pre-optimization microprobes 

demonstrated sensitivity in the range of 10-4 to 10-5 RIU and 

the 40 nm/RIU under bulk refractive index measurements. 

In addition, monitoring of the spectral shift during the 

salinization process confirms a high degree of near-field 

(evanescent) sensitivity to the deposition of molecules onto 

the probe surface as the formation of the 5 Å self-assembled 

APTES monolayer was detected in real-time. Performing 

the silanization procedure at different concentration of 

APTES in the solution demonstrated that kinetics of the 

interactions may be extracted from the real-time data. The 

time profile of the spectral shift was shown to reflect the 

binding rate of APTES molecules as the data fitted the 

Langmuir physico-chemical adsorption kinetics over the 

range of concentrations tested. In addition, utilizing the 

initial rate of spectral shift from the real-time monitoring 

could resolve much smaller concentration differences than 

the more conventional equilibrium data from point sample 

detection. Thus, the experimental results demonstrate the 

proof-of-concept that this fiber-coupled microcavity probe 

can be used for detection of specific bio-targets in the 

evanescence near-field zone of the glass cavity, and even 

has potential use in studying real-time surface interaction 

kinetics and perform CFCA for point-of-care diagnostics. 

Although the specific wave characteristics of reflected 

light from the first generation prototypes varies from device 

to device due to the non-uniform probe geometry, the 

implementation of an automated fabrication platform with 

mechanical stages could control the size and curvature of 

the tapered air cavity and the glass spherical tip. 

Furthermore, though exhibiting sensitivity in bulk solution 

less than that achieved in other optical biosensors such as 

Surface Plasmon Resonance sensors, ring resonator sensors 

and interferometric sensors, which are able to detect down 

to 10-7 RIU, the data recorded thus far is from proof-of-

concept hand-made microprobes that are yet to undergo 

optimization as far as their cavity size and geometric effects 

on mode coupling [12]. For example, by fabricating smaller 

diameter spherical tips, we will be able to increase the 

nm/RIU limit of detection due to a shorter effective cavity 

length. Similarly, implementing the controlled automated 

fabrication platform, we hope to optimize the geometry of 

the tapered air cavity and probe curvatures. This 

optimization could lead to enhanced mode coupling between 

the fiber and the spherical tip by bending the incoming wave 

fronts such that the reflections in the spherical tip occur at 

the optimal angles for maximum coupling Q-factor. In 

addition, the geometric variations of the tapered air cavity 

and probe curvature could allow for tunability between the 

competing effects of the reflection coefficient modulation 

and Goos-Hänchen phase shift for the creation of far field 

and near field sensors, respectively.  
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Abstract— Currently, a CMOS imager capable of detecting 

from Ultraviolet-to-Near Infrared (UV to NIR) light is 

desirable. A new silicon sensor that detects from UV to NIR to 

be used for CMOS imaging was developed. However, the range 

of photo current generated by this sensor is wide. Then, there 

is a need to develop CMOS circuits with a wide dynamic range 

to be used with this sensor, or any other with wide output 

signal. This paper describes a CMOS readout circuit for 

applications in UV-NIR imaging with sensors that generate 

current in many orders of magnitude.  The developed UV-NIR 

sensor is compatible with a CMOS technology. A new topology 

of a wide dynamic range readout circuit using a multimode 

sensing technique is proposed. Also, the design, computer 

simulation, and experimental corroboration are shown. It is 

demonstrated that automatic switching between different 

modes is achieved, and then a dynamic range up to 160 dB can 

be obtained.  

Keywords-UV sensor; silicon sensor; smart-sensor; wide 

dynamic range; CMOS imagers; PWM sensors; continuously 

operating sensors; multimode sensing. 

I.  INTRODUCTION 

Complementary Metal Oxide Semiconductor (CMOS) 
imagers capable of detecting from Ultraviolet-to-Near 
Infrared (UV to NIR) light is an area of research among the 
circuits and systems community. In our previous work [1], 
the design of an integrated circuit with a wide dynamic range 
was presented; this paper extends our results to show 
experimental feasibility. 

Currently, CMOS technology allows the integration of 
complex electronic systems that include devices such as 
optical sensors. The integration of CMOS readout electronics 
and sensors allow the formation of CMOS imagers that offer 
several advantages compared to Charge-Coupled Device 
(CCD’s) [2]. These include small power consumption, low 
voltage, low cost, etc., and have enabled the creation of 
imagers that represent single-chip solutions [2].  

A CMOS imager capable of detecting radiation from UV 
to NIR is desirable for many applications in different areas, 
but these types of imagers have been difficult to implement 
due in part to the fact that silicon sensors have a reduced 
sensitivity in the UV light range when compared with the 
visible and NIR range. 

To increase the response in the lower wavelength range it 
is necessary to use technologies that normally are not 
compatible with the CMOS technology, which generates 
difficulties for integration and extra cost. 

A silicon detector sensible to UV light is reported in [3], 
which is compatible with CMOS technology [4]. This sensor 
increases the UV response, but it is necessary to have a 
readout system capable to respond in a wide range of 
currents, that is, the dynamic range has to be wide. 

In order to have an integrated circuit that includes both 
the CMOS readout electronic functions and the mentioned 
sensor, two integrated circuits were designed. One of them 
has a CMOS 0.5 micrometer (μm) minimum feature with a 
new technique to improve the dynamic range and to face the 
problem of detecting currents from nanoamperes (nA) to 
microamperes (μA). The other one is done with 2.5 μm 
minimum feature CMOS technology. This technology is 
versatile enough to allow extra process steps to include the 
sensor fabrication. 

Currently, both circuits are under fabrication. Moreover, 
it has been demonstrated that the sensor and the circuit can 
be built in the same process, 2.5 μm CMOS technology, with 
both conserving their characteristics [4]. On the order hand 
the design of the circuit with 0.5 μm technology was 
presented in [1]. 

In this paper, the design details and the experimental 
implementation of a CMOS pixel using the UV-NIR sensor 
and its acquisition circuitry with increased dynamic range to 
measure a wide range of currents are presented. The paper is 
divided into two sections; the first part corresponds to design 
details and the simulation of the integrated CMOS circuit 
with the 0.5 μm technology. The second part corresponds to 
the experimental section obtained using a discrete CMOS 
transistors implemented with Advanced Linear Devices 
(ALDs), which is a technique normally used to confirm the 
circuit design in a very economical way. 

This paper is organized as follows: Section II presents the 
definition and basic assumptions of the multimode technique 
proposed and the design of the readout circuit. Sections III 
and IV present the results obtained in the simulation part and 
the experimental procedure of the proposed circuit, 
respectively. Section V summarizes the study. 
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II. PWM AND DIRECT MODE METHOD 

In a CMOS imager, one of the most important figures of 
merit is the Dynamic Range (DR) [2] given by (1). The DR 
permits the differentiation between high and low excitation 
conditions in general, and, in the case of an image, between 
lightly and highly illuminated conditions.  

It is clear that systems with higher DR would resolve 
extreme conditions without the loss of information.  

 

DR = 20log(Vmax/Vmin) [dB].

 
Many efforts have been made to obtain vision systems 

with wide DR. Different techniques to increase the DR have 
been reported; some of them are reviewed in [5-6] and are 
listed here: logarithmic method, clipping sensors, multimode 
sensors, frequency-based sensors, time-to-saturation sensors, 
multiple sampling methods, and multiple integration time 
methods. 

As mentioned above, one technique to increase the DR is 
the multimode sensor. Multiple sensing techniques can be 
used in only one system to enhance the DR, by taking 
advantage of the best resolution of each one. 

In this work, a multimode technique is used to increase 

the DR, with the combination of integration and direct mode 

detection methods.   
In the first case (i.e., integration-based sensor or 

integration mode), photogenerated charges are integrated to 
produce a linear response. Using this method, current in the 
order of femtoamperes (fA) can be detected [7], 
corresponding to very small illumination intensities. 

In the direct mode operated sensor technique, the current 

generated by a Photodiode (PD) is directly transferred to the 

measurement system. In this case, the current detected is in 

the order of nA to miliamperes (mA), corresponding to very 

high illumination intensities. Then, a combination of both 

readout techniques allows detecting the current of a PD 

from fA to mA. 

A block diagram of the multimode technique used is 

shown in Fig. 1. As can be seen, the photocurrent from the 

sensor could be integrated in the upper branch (steps 1 to 3) 

or it could be amplified directly to the lower branch (steps 1 

and 4).  
In the integration mode, the photocurrent, Iph, obtained in 

the step 1 (with the switch activated in the up position) is 
integrated and converted to a voltage ramp, step 2. In step 3, 
when the voltage ramp reaches the comparator reference 
voltage a shot pulse is obtained and this pulse controls the 
switch. In the direct mode, step 4, the Iph is directly fed to an 
amplifier. Both readout signals are passed into a counter and 
an analog-to-digital converter respectively, and finally, in 
step 5, a Digital Word (DW) proportional to the incident 
light in the sensor is obtained. 

Both techniques are explained with more details in next 
sections. 

A. Pulse Width Modulation Mode Readout  

When a sensor works in the integration mode, the 
parasitic capacitor of a PD is charged to a reference 
potential; when light shines on it, this potential decreases 
almost in a linear fashion, due to the photocurrent discharge 
of the capacitor. 

By measuring the voltage drop, the amount of light 
received can be obtained, using (2), where Iph is the 
photocurrent, Tint is the integration time, and CPD is the 
parasitic capacitance of the PD. 

 

V = Iph*Tint/CPD.

 
As it can be seen, ΔV is directly depend of Tint, so, it is 

necessary, a fine control over Tint to obtain an suitable output 
signal. To solve this, in Pulse Width Modulation (PWM) [8] 
mode, the current generated by each PD defines the 
integration time, Tint, so that very small are integrated until 
an adequate output is obtained. 

In favor of greater clarity, in Fig. 1, integration mode is 
represented by steps 1 and 2, and PWM mode by steps 1 to 
3. So, hereafter, the first part of the system (from steps 1 to 
3) is referred as PWM mode and the second part (steps 1 and 
4) as direct mode. 

 The circuit shown in Fig. 2 is an example of how to 
implement the PWM mode. The current is integrated and 
then compared with the reference voltage. 

The P-type Metal Oxide Semiconductor (PMOS) 
transistor called Mrst in Fig. 2, works as a reset switch; in the 
ON state the PD voltage (Vpd) is near Vdd. If the switch is 
turned OFF, the incident light produces Vpd to decrease 
linearly.  

When Vpd reaches the reference voltage, the comparator 
generates an output voltage pulse. Measuring the width of 
this pulse, the amount of light shining on the PD can be 
estimated.  

The problem with this technique is that have limited DR. 
At higher levels of photocurrent, the integration time would 
be too short and in some cases imperceptible, restraining this 
method to low currents only. This technique works very well 
at small light power levels but fails to work adequately with 
high power levels, as shown in Fig. 3. In other words, a low 
illumination level produces a small photocurrent, as the light 
intensity is augmented the photocurrent increases reducing 
the integration time. If the light is intense, the integration 
time will be very difficult to measure. 

To solve the high current problem bright light would be 
detected by direct mode technique. 
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Figure 1. Multimode sensing block diagram. 
 

B. Direct Mode Readout  

In the direct output mode (or direct mode), the PD 
current is directly transferred to current mirrors with or 
without amplification. The disadvantage with this 
architecture is that suffers from low sensitivity at low levels 
of illumination; however, it works fine detecting high 
illumination levels. 

Flipped-Voltage Follower (FVF) in current mode [9] is 
used to sense the PD current due to its very low input 
impedance and because it can drive large input current 
variations, as shown in Fig. 4. The FVF is shown in Fig. 4a; 
in this circuit, the input impedance Zin is very low and given 
by  

 

in = 1/(gm1gm2r01).

            
 

 
Figure 2. Circuit used to implement the PWM technique. The upper 

graph shows the Vpd voltage linear decay due to the incident light. The 
lower graph shows Vout as a function of time. 

where gm1 and gm2 are the transistor transconductances and 
r01 is the transistor’s output resistance in M1. 

The input impedance is low due to the shunt feedback 
provided by M2. The output current is given by the 
expression Iout = Iph - Ibias, where Ibias is the bias current 
provided by the current source in M1 and Iph is the current 
from PD.  

Normally, the current needs to be amplified so a current 
mirror is used and the gain is given by the ratio W/L of the 
transistors. 

To make the mirrored current as accurate as possible it is 
necessary to use an operational amplifier, as shown in Fig. 
4b, that keeps the bias voltage equal in the drains of M2 and 
M3. 

Fig. 5 compares the fidelity of the current copy with and 
without the operational amplifier. As shown, the advantage 
of using the operational amplifier is clear. 

 

 
Figure 3. Photocurrent vs integration time; as the current increases the 

time tends toward zero. 
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Figure 4. a) Flipped-Voltage Follower in current mode and b) with a 

current mirror. 

 

C. PWM and Direct Mode Circuit Implementation  

A schematic diagram of the proposed circuit is shown in 
Fig. 6, which combines both readout topologies: PWM and 
direct mode. When low illumination is shining on the PD, 
the PWM mode works, and when bright illumination is 
received, the direct mode topology comes into operation.  

Internal switches that are controlled by the PWM output 
select one of the two topologies.  

The PWM output voltage for a single sensor signal is 
shown in Fig. 7a; when the voltage ramp reaches the voltage 
reference a step is produced and the voltage gets a constant 
value. This voltage is then used to switch to the direct mode 
and the output current increases to a new value proportional 
to the current in the sensor, as shown in Fig. 7b. 

As displayed in Figs. 2 and 6, an operational amplifier is 
needed in both topologies. So, sharing the operational 
amplifier in each pixel to run both techniques reduces the 
number of transistors and improves circuit performance. 

III. CIRCUIT SIMULATION 

Computer simulations of the circuit shown in Fig. 6 were 
performed, using HSPICE A-2008.03 [10]. The sensor was 
simulated using a simple photo-diode model, which consists 
of a voltage controlled current source in parallel with a 
capacitor and an exponential diode. The control voltage is 
proportional to the wavelength of the incident light in the 
sensor. 

 
Figure 5. Input and output current comparison in the current mirror with 

and without the operational amplifier. 

 
Figure 6. Dual mode circuit, when S1 and S2 are closed the direct mode 
is activated. When S1 is open and S2 is at the REF voltage, the PWM 

mode is activated. 
 
Fig. 8 shows the results of simulations when dull incident 

light is cast on the sensor. As shown, the integration time 
starts when the reset command is triggered and Vpd is at Vdd 
(3.3V); then, different Vpd voltage ramps are produced by 
different light intensities. After some time, each ramp 
reaches the reference (in this case 1.5V). At that moment, the 
comparator output produces a voltage step. 

This voltage step triggers the switches S1 and S2 to start 
the direct mode (switch S1 was off and S2 was in the REF 
position at the start), it is also used to bias the transistor, M4, 
allowing the Iout to increase to a value given by (Iph-Ibias). 

Fig. 8b shows the PWM output current; as can be seen, 
the current is zero until the voltage reference is reached then 
a high current is obtained. The elapsed period can be used to 
estimate the light intensity. In this case, the input current 
used was from 20 to 200 picoA (labels A and B correspond 
to the lower and the higher intensities, respectively). 

Conversely, in Fig. 9, simulation results of the high 
current regime are shown.  

 
 

 
Figure 7. Output voltage and current of the PWM and direct mode 
sections. In a) the ramp of voltage is shown and after it reaches the 

reference a constant voltage step is produced. In b) as the PWM mode is 
active the Iout is low and when the direct mode is activated the Iout 

increases proportionally to the sensor’s current.
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Figure 8. Simulation results of a low intensity light regimen, a) after 200us the Vpd linear decay starts and after reaching the reference a constant voltage is 

obtained; b) low intensities light sweep presents different integration time proportional to the light intensity. 
 

 

 
Figure 9. Simulation results of a high intensity light regimen, a) the Vpd linear decay is too fast and it is not differentiable due to the high current; then b) the 

current is measured in a straight forward manner. 

Intensity B 

Intensity A 

Intensity B Intensity A 

Intensity C 

Intensity D 

Intensity C 

Intensity D 
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In Fig. 9a, the PWM Vout is presented when the input 
currents varied from 50 to 500 nA. Labels C and D 
correspond to the lower and the higher intensities 
respectively. Comparatively in the results of Fig. 8a, after 
certain light intensity it is not possible to discriminate 
between the Vout ramps; intensities C and D cannot be 
differentiated. In this case, the output current is directly 
proportional to the current sensor and it is processed by the 
direct mode circuit. In Fig. 8b, the step of current is constant 
at a low value, approximately 1.6 μA, and starts at different 
times; on the other hand, in Fig. 9a, the current steps are 
variable in amplitude and practically start at the same time. 
In this way, switches S1 and S2 are activated to select PWM 
or the direct mode. 

The output current, Iout, is the difference of Iph-Ibias, when 
the output voltage switches to the direct mode and when Iph 
is higher than Ibias, a detectable Iout current is obtained. 
Therefore, the output current is used to estimate the light 
intensity. 

Both topologies work for different illumination 
intensities; this allows increasing the DR. PWM topology 
working at tenuous light and direct current mode topology 
working at brighter illumination.  

To measure the robustness of the design against process 
variations, 4-corners simulation is used submitting the circuit 
to extreme conditions.   

Two examples of 4-corners simulation with 100 and 600 
pA input current (labeled Typ1 and Typ2, respectively) using 
PWM mode readout are shown in Fig. 10; as can be seen in 
the first case (Typ1), the difference between the 4 
simulations could be depreciate. 

In the second case (Typ2), the maximum error was less 

than 5%, however, the variation in the voltage step is 

approximately 10%, due to the finite resistance of the 

switches. To solve this, an exhaustive study will be done to 

reduce the error using other topologies for the switches.  

 

 

 
Figure 10. 4-corners simulation for PWM circuit with 100 and 600 
picoA input currents, for the low current regimen no difference is 

observed. The high regime current shows variations of 5% in the ramp 
voltage and 10% in the voltage step. 

 

 
Figure 11. 4-corner simulation for direct mode circuit with 4 and 10 

microA input currents; variations up to 10% are obtained. 

 

 

Fig. 11 presents two examples of 4-corners simulation 

with 4 and 10 μA input currents (labeled Typ1 and Typ2, 

respectively); in this case, direct mode readout is used. In 

both cases, the worst case variation was 10% reflecting the 

10% variations of the Vout. 
Fig. 12 presents Vout for the PWM circuit and Iout for the 

direct mode circuit. As can be seen in the low current 
regimen, the PWM works well up to 1X10

-8
A; after this 

value, the output current starts to be measured directly. 
Consequently, the DR obtained in simulations is 160 dB, 
taking into account that the lower limit used to calculate it 
was the dark current of the photodiode. 

The circuit was simulated using HSPICE, for a CMOS 
technology of 0.5 μm from MOSIS; all the simulations 
presented here were post-layout simulations. Fig. 13 shows 
the layout of one pixel. 

 
 
 

 
Figure 12. PWM and direct mode work ranges as function of 

photocurrent. 
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Figure 13. Layout of the PWM and direct mode circuit, using the 0.5 

microns technology. The sensor area is 13x13 square microns and the total 
area is 50x50 square microns. 

 

IV. EXPERIMENTAL CIRCUIT 

 In this section, experimental results are presented. First, 

the experimental procedure is explained. Second, results 

from characterization of UV sensor are presented. And 

finally, results from UV-ALD circuit with a variable source 

of light are presented. 

A. Experimental Procedure  

Currently, two integrated circuits are under fabrication: 
one is in a 2.5 microns technology and the other one is in 0.5 
microns. The 2.5 microns technology is from CNM of 
Barcelona, Spain, and it allows modifying the process steps 
in order to integrate the sensor with the readout circuit. The 
compatibility of the sensor fabrication with a CMOS 
technology has been corroborated [4]. The 0.5 microns 
technology is from MOSIS. It is a standard technology and 
the same used in the simulation part. The MOS transistors 
used in the ALD arrays have characteristics similar to that of 
the MOSIS technology. 

Experimentally, the circuit implementation was done 
using the quad N-channel matched pair MOSFET array 
ALD1106 [11] and the quad P-channel matched pair 
MOSFET array ALD1117 [12] with a discrete UV sensor.  

The circuit in Fig. 6 was implemented with ALDs. The 
operational amplifier was accomplished using a Miller´s 
model amplifier. Instead of PMOS transistor Mrst, an 
external master reset was used. The dimensions of the ALDs 
transistors are fixed, so, it was necessary to use ten 
transistors in parallel to implement the FVF with a gain of 
ten. Transistors like transmission gates were used to 
implement the switches that allow the change between PWM 
to direct mode. The circuit was biased with a voltage of 5V 
and a current of 2.5 μA. 

This discrete UV sensor was fabricated using a 2.5 
microns technology. The sensor was not a standard Si PN 
junction; rather it incorporated special process steps during 

its fabrication [13]. Four sensors of area 0.0015 cm2 were 
built in the same chip and were packaged in a TO5. In this 
experiment, the four sensors were used simultaneously in 
parallel. Hereafter this arrangement is referred as “the 
sensor.” 

In order to characterize the sensor and the circuit from 
the 200 to 1000 nm wavelength range, the excitation light of 
a spectrofluorometer Horiba Jobin Yvon model FluourMax3 
was used. The sensor was placed in a window normal to the 
light beam running from UV to NIR. To control the power 
intensity two configurations were used and referred to as: 5 
slit and 15 slit. In order to do so the slit in the 
spectrofluorometer was in position 5 and 15. 

Two measurements were done. First, the sensor current 
under different wavelengths was characterized. The 
spectrofluorometer was programmed to maintain each 
wavelength during 10 seconds and the current under each 
wavelength light was manually recorded using an 
electrometer Keitlhey model 6517A. 

Next, the sensor was connected to the ALD circuit. The 
time and the current were measured from the outputs of the 
circuit. The output time was measured using an oscilloscope 
Agilent model 54622A and the current with the electrometer 
previously mentioned.  

With this experimental setting the circuit implementation 
is expected to work as follows: when the master reset is 
turned on, the parasitic capacitor from the sensor is charged 
to Vdd, in this case 5V; when the excitation light from the 
spectrofluorometer illuminates the sensor and the master 
reset is turned off, a photocurrent from the sensor is 
generated. It is directly injected into the input of the FVF 
circuit implemented with ALD transistors, with the PWM 
topology enabled (S1 is turned off and S2 is in the REF 
position); this start the discharge of the capacitor. When the 
voltage of the sensor reaches the reference voltage (2.5V) a 
step is generated in the output of the operational amplifier 
working as a comparator, Vout. The elapsed time (or output 
time), since the reset is turned off until the voltage step is 
generated, is recorded using the oscilloscope and this time is 
proportional to the current. 

The step in Vout is used to switch from PWM to direct 
mode topology automatically (S1 is turned on and S2 change 
to position p2), this is when the direct mode is activated. So, 
the photocurrent is directly injected to the FVF and is 
amplified by the current mirror. After, the photocurrent is 
measured directly by the electrometer. 

When the power intensity used is low, 5 slit, a fine work 
for the PWM topology is expected. On the other hand, when 
the lamp has 15 slit the direct mode topology will have a 
better performance.  

Both topologies work at separate times. The PWM 
topology works first and when the step in Vout appears, the 
PWM topology is automatically disabled and the direct mode 
topology starts to work.  
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B. Experimental Results and Discussion 

1) UV-NIR Silicon Sensor 

As mentioned above, a sensor capable of detecting from 

UV-NIR light is presented in [3]. This sensor was 

characterized under different types of illumination. Basic 

characteristics of the sensor were measured under these 

illuminations, and are showed in next figures: Fig. 14 shows 

the dark current, which is approximately 2pA; the current 

from the sensor with two power excitations is shown in Fig. 

15; the typical responsivity is shown in Fig. 16; and the 

capacitance versus reverse bias voltage is presented in Fig. 

17. 

As seen in Figs. 14 and 15, depending on the power of 

the optical input the circuit has to be able to discriminate 

currents in the range of pA to μA. 

2) Circuit 

As is mentioned above, the UV-NIR sensor was 
connected to the arrangement and data obtained from the 
experiment are depicted in Table I, which shows: the current 
of the sensor (column “Current Sensor”); the output current 
of the current mirror (column “Iout-Ibias”); and the output 
time, from reset off to the step in Vout (column “Time Tout”); 
for 5 and 15 slit. 

As it can be seen, for 5 slit the output time is clearly and 
easily discernible. However, for 15 slit, the current is higher 
and hence it is better to measure it directly.  

For example, analyzing the case when the wavelength is 
400nm, with 5 slit, the current from the sensor is 0.711 μA 
and the output current is 4x10

-05
 μA, hence there is no 

comparison between them. In this case, it is necessary to use 
the output time to have an adequate output, which is easily 
discernable (in this case 180 us). On the other hand, when 
the intensity increase to 15 slit, it is better to take the output 
current, since it is 4.10 μA, which agrees with the current 
from the sensor that is 4.290 μA and the output time is too 
small. 

The different wavelengths used, have different intensities 
corresponding to the Xe lamp spectrum [14], but it is clear, 
from Table I, which variable (current or time) is better to use 
depending on the power of each wavelength. 

 
Figure 14. Dark current from different UV silicon photodiodes. 
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Figure 15. Typical UV sensor current as a function of wavelength for 

different optical power excitation. 

 

TABLE I.  DATA FROM SENSOR AND THE CIRCUIT IMPLEMENTATION 

FOR DIFFERENT LIGHT EXCITATIONS 

Wavelength 

(nm) 

5 slit 15 slit 

Current 

Sensor 

(μA) 

Iout - Ibias 

 (μA) 

Time 

Tout 

(us) 

Current 

Sensor 

(μA) 

 Iout - Ibias 

 (μA) 

Time 

Tout 

(us) 

200 0.002 0.000155 492 0.009 1.60 472 

250 0.033 0.000155 416 0.283 1.20 288 

300 0.248 0.000120 336 1.730 0.50 132 

350 0.415 0.000085 228 2.930 2.40 68 

400 0.711 0.000040 180 4.290 4.10 48 

450 1.050 0.000010 152 5.590 5.70 36 

500 1.080 0.000020 153 5.970 5.50 36 

550 0.835 0.000040 156 5.040 4.80 36 

600 0.900 0.000040 156 5.290 4.60 36 

650 0.839 0.000030 156 4.860 4.80 36 

700 0.735 0.000060 176 4.600 4.40 36 

750 0.667 0.000070 192 4.450 3.60 44 

800 0.503 0.000080 224 3.400 2.60 36 

850 0.211 0.000120 316 2.240 1.20 92 

900 0.740 0.000060 184 6.060 6.50 40 

950 0.489 0.000090 232 3.170 2.20 72 

1000 0.137 0.000095 368 2.180 0.80 104 

 
To visualize better the different cases: when it is 

necessary the use one output (current) or the other one 
(time), figures 18-20 shows the discharge voltage of the 
capacitor and the output voltage for 5 and 15 slit, with 
different wavelengths. 
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Figure 16. Typical responsivity of the sensor. 

 
In Fig. 18, the fall off voltage of the parasitic capacitor of 

the UV sensor (when a beam of 200nm and 5 slit is applied) 
and the output signal from the comparator are shown. 

In Figs. 19 and 20, the voltage in the PD and the output 
time are shown when the sensor is illuminated with different 
wavelengths but the same power intensity (5 slit). From this 
figure, it is clear that, for different light intensities, the 
current is different and that different time intervals are 
produced, which means the higher the current the shorter the 
output time.  

The voltage in the PD and Vout as a function of time are 
shown in Figs. 21 and 22, respectively, but this time 15 slit 
was used. Comparing Figs. 19 and 20 with 21 and 22, it can 
be seen that the time out is shorter as the power is increased. 
This is a confirmation that as the power increases, the output 
time could be so short that it will be difficult to measure and 
differentiate a change in power or wavelength. In this case, 
for 15 slit it is hard to differentiate between 400, 600 and 800 
nm, but for 5 slit it is difficult only to differentiate between 
400 and 600 nm. 

A comparison between the current from the sensor with 
the current from the output of the circuit is shown. In Fig. 23, 
the comparison is for 5 slit, while in Fig. 24 it is for 15 slit, 
and it is confirmed that only for the high power case most of 
the points correspond. 

 

 
Figure 17. Typical capacitance VS reverse bias voltage. 
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Figure 18. Output time and sensor decay voltage with a light excitation at 
the input of 200nm with 5slit 
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Figure 19. The discharge voltage of the capacitor as function of time is 
shown for different wavelengths. The input was illuminated with 5 slit. 
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Figure 20. Output voltage for different wavelengths with 5 slit, the elapsed 
time for 200 nm is the largest time. The shortest elapsed time corresponds to 
the 400 nm wavelength, indicating that the blue color is the more intense in 

the Xenon lamp and produces the highest current in the sensor. 
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Figure 21. The discharge voltage of the capacitor as function of time is 
shown for different wavelengths. The input was illuminated with 15 slit. 

 
It is clear that using the PWM and direct mode 

sequentially it is possible to sense low and high power 
signals. So, it has been proven experimentally that the circuit 
of Fig. 6 can be used to measure automatically very low and 
high currents with precision. The circuit has a total DR of 
143 dB taking into account that the lower limit to calculate it 
was the intrinsic noise of the ALD circuits, and the upper 
limit was determined by the saturation current. Moreover, the 
DR can be incremented towards the upper limit, increasing 
the bias current, but this will cause an augment in the power 
consumption. 

In Table II, a comparison between different topologies 
using the multimode techniques to increase DR is presented. 

From this table it is inferred that only one, the Lineal-
Logarithmic, reports a higher DR than the one presented 
here. However, the authors [17] used a smaller technology 
without reporting the power consumption.  

Other articles present DR that exceeds the one reported 
here, but these works do not use the multimode technique 
nor the same technology [20]. Some reports do not mention 
the methods or techniques used to obtain a high DR [21]. 
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Figure 22. Output voltage for different wavelengths with 15 slit. 
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Figure 23. Comparison between the currents from the sensor and the 

circuit output currents with 5 slit. 
 

TABLE II.  MULTIMODE SENSING TECHNIQUES COMPARISON 

 

Specifications 

Tech DR Area 
Power 

Consumption 
Year Ref 

Lineal – 

Logarithmic 
0.35 124 7.5x7.5 --- 2005 15 

Lineal – 

Logarithmic 
0.18 143 5.6x5.6 

61mW y 

84mW 
2006 16 

Lineal –

Logarithmic 
0.35 200 20x20 --- 2006 17 

Lineal – 

Logarithmic 
0.35 112 9.4x9.4 --- 2011 18 

PWM –  

PFM 
0.18 143 30x30 175mW 2011 19 

PWM – 

Direct Mode 

0.5 160 50x50 36 μW --- 
This 

work 
ALDs 143 discrete 70 μW --- 

 
Another advantage to our approach is the improvement 

of the power consumption compared with those in Table II. 
This is because FVF working in current mode consumes 
negligible power. 
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Figure 24. Comparison between the currents from the sensor and the circuit 
output currents with 15 slit. 
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V. CONCLUSIONS 

A circuit that can be used in an integrated smart-pixel 

was designed, simulated and validated experimentally. It 

was corroborated that a wide dynamic range is achieved 

combining the pulse width modulation and direct current 

amplifications techniques in the same pixel; experimentally 

and by simulation, a DR of 143 dB and 160 dB were 

respectively obtained.  

A reduced number of transistors were obtained sharing an 

operational amplifier by both techniques. The PWM and 

Direct mode are automatically selected depending on the 

range of current provided by the sensor. In the PWM mode 

the output time is used to estimate small photocurrents; in 

the direct mode high photocurrents are directly obtained. In 

comparison with similar circuits reported, the circuit 

proposed here improves the state of art. 

In order to reduce area and power consumption, a single 

pixel circuit was designed using a 0.5 microns CMOS 

technology from MOSIS and occupying 50x50 square 

microns in total area. 

The implementation with ALDs was tested in various 

wavelengths using a spectrofluorometer like the source of 

light. 

Results show that the PWM topology works in cases 

when illumination is lower and the direct mode topology 

when is effective when it is higher.  

Compared with other circuits reported in the literature, 

our approach has one of the highest DRs and smallest power 

consumptions, as demonstrated by the simulation.  
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Abstract — In this work, rutile-phase TiO2 nanoparticles (r-

TiO2) are embedded within a Spin-On Glass oxide matrix 

(using a simple, low thermal budget and economic deposition 

method) and the final TiO2:SiO2 suspension is used as 

photoactive material in Metal-Semiconductor structures. For 

this purpose, so-called “horizontal” and “vertical” structures 

are fabricated and characterized under I-V-Light conditions. 

The electronic, physical, chemical and photovoltaic 

characteristics of the final structures are obtained and 

correlated when irradiated with ultraviolet-visible (UV-Vis) 

light sources. I-V-Light characterization of these structures 

shows a reduction in the total resistance of thin aluminum 

stripes or reduction in the resistance state of TiO2:SiO2 

composed dielectric when irradiated with UV light (compared 

to dark conditions). Because of the photogenerated carriers, 

these structures have photoresistor or photocapacitor features, 

which are quite useful for solar energy conversion and storage. 

Keywords-TiO2 nanoparticles; photoresistor; photocapacitor; 

photogeneration; sol-gel processing; metal-semiconductor. 

I.  INTRODUCTION 

Recently, carrier photogeneration during ultraviolet-
visible (UV-Vis) irradiation upon rutile TiO2 nanoparticles 
has been demonstrated by using so-called “horizontal” and 
“vertical” metal-semiconductor structures based on binary 
metal oxides [1]. There, direct exposure of TiO2 
nanoparticles to light irradiation enables a reduction in the 
total resistance of thin aluminum stripes or the sudden 
increase of the gate current of a Metal-Insulator-Metal 
(MIM) structure by about 4-7 orders of magnitude, thus 
showing the potential of TiO2 nanoparticles for photovoltaic 
conversion and even solar energy storage. 

It is widely known that TiO2 (whether in rutile, anatase 
or brookite crystalline phases) posses enough photocatalytic 
properties than can be used for efficient conversion of solar 
energy into electric current if proper device architectures are 
provided. Photogeneration of electron–hole pairs in TiO2 
occurs naturally when this material is irradiated under high 
energy conditions like ultraviolet-visible light sources, and 
whose energy (in electron-Volts, eV) is well matched to the 
energy gap of TiO2. After electron–hole photogeneration, an 
efficient mechanism for separation of these carriers is needed 
and the simplest way to achieve this is by developing a large 

enough electric field so that the negative and positive 
charges are attracted to the positive and negative polarities of 
the applied voltage, respectively. These very simple 
mechanisms of photogeneration and carrier separation by 
electric field are what most solar cells (mostly based in P–N 
junctions) use for conversion and handling of an electric 
current whose magnitude is in direct proportion to the energy 
and density of radiation being absorbed. 

On the other hand, the use of TiO2 nanoparticles for 
energy conversion is quite attractive given its high contact 
surface area as compared to a dense bulk film of the same 
material. This is important since, after irradiation with the 
proper light sources, a larger density of photogenerated 
carriers are expected in devices using photoactive 
nanoparticles. These photogenerated carriers could then be 
used for more efficient energy conversion ad even, 
simultaneous energy conversion and storage of the carriers in 
the same device. In this sense, and even though rutile-phase 
TiO2 is considered a very inefficient material in terms of its 
photocatalytic activity (ability for carrier photogeneration) 
[2-3], use and development of this semiconductor material is 
quite important since the chemical synthesis of TiO2 usually 
produces rutile phase TiO2 quite easily, with relatively low 
concentration of impurities and also, economically. On the 
other hand, the synthesis of anatase-phase TiO2 is more 
complicated, usually involving complex chemistry and/or 
doping with some metal or non-metal elements in order to 
increase its photocatalytic activity when exposed to UV or 
visible irradiation [4-7]. 

Additionally, low thermal budget processing of metal-
semiconductor structures based on TiO2 nanoparticles is 
useful in order to increase the lifetime of photogenerated 
carriers. This way, relatively higher quantum efficiency 
during photon-electron conversion is expected and therefore, 
higher densities of photogenerated currents upon light 
irradiation. In both our horizontal and vertical devices, a low 
thermal budget has been kept by using a maximum 
processing temperature of 250°C, which can be even lowered 
to 100°C in order to evaporate mostly water and some 
organic solvents off the TiO2:SiO2 suspension and for film 
densification. This low-thermal budget process makes these 
devices ideal for fabrication on large-area flexible substrates 
(like PET or any other polymer) with the potential to 
decrease their final costs for widespread use. 
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In this work, we embed rutile-phase TiO2 nanoparticles 
(r-TiO2) within an organic SiO2 matrix and the final mixture 
of this dielectric structure is deposited on thin films of 
evaporated aluminum stripes. The final “horizontal” metal-
semiconductor structure is then electrically characterized 
under dark and light conditions (I-V-light) so that the total 
resistance of a simple aluminum stripe is measured and 
compared before and after UV irradiation. Compared to dark 
conditions, excess carriers are photogenerated within the 
TiO2 nanoparticles after light exposure and they are directly 
transferred to both ends of the aluminum stripe after 
applying a low potential difference. The highest density of 
photogenerated carriers is obtained when the TiO2:SiO2/Al is 
irradiated with UV-B light so that the total aluminum 
resistance is reduced by about 43%. Therefore, this initial 
device acts like a very simple “photoresistor”. Additionally, 
we also fabricate so-called “vertical” metal-semiconductor-
metal structures in order to obtain a solar energy conversion 
device with the intrinsic ability to self-store must of the 
converted energy in the form of a rechargeable capacitor. 
This device then acts like a very simple “photocapacitor” [8-
9]. The state-of-the-art regarding these latest structures 
makes use of complex layered structures going from photo-
rechargeable textiles for wearable power supplies [10], up to 
dye-sensitized solar cells (DSSC) connected in series with 
Li-ion batteries, metal oxides and/or TiO2 nanotube arrays in 
order to increase energy conversion efficiency [11-13]. 
However, because of increasing fabrication complexity and 
use of a third additional electrode (in order to switch between 
the functions of energy conversion, storage and output), 
which consumes extra energy and increase cost of 
fabrication, a simpler two-electrode device is needed and that 
requirement is met by our proposed device structures. 

This paper is arranged as follows: in Section I, we gave 
an introduction about the importance of testing simple 
“horizontal” and ”vertical” metal-semiconductor structures, 
which make use of TiO2 nanoparticles in order to promote 
energy conversion in “photoresistor” and “photocapacitor” 
devices. Section II presents the experimental conditions used 
for fabrication of these structures as well as details about the 
measurement setup that is used for their physical and photo-
electrical characterization. Section III presents and discusses 
the main experimental results that are found for these 
structures, thus confirming the ability of r-TiO2 to act as 
photoactive material for both conversion and storage of solar 
energy. Finally, the main conclusions drawn from all results 
are highlighted in Section IV, from where we state that it is 
possible to use the “vertical” structure as a photocapacitor, 
thus enabling direct storage of solar energy. 

II. EXPERIMENTAL 

A. Deposition of Thin Metal Films by Electron-Beam 

Evaporation under Ultra-High Vacuum Conditions 

For the horizontal TiO2:SiO2/Al/Glass structures, and 

previous to depositing TiO2 nanoparticles on Corning glass 

slides (2947, size of 75 mm × 25 mm), the initial substrates 

were degreased by ultrasonic cleaning in trichloroethylene 

and acetone (10 min and 10 min, respectively). After 

cleaning the Corning glass slides, 400 nm of aluminum was 

deposited on one surface of the substrates by e-beam 

evaporation under ultra-high vacuum conditions (UHV). A 

metal mask was used during this metallization so that 

relatively large stripes of aluminum (18mm× 3mm) were 

left on the glass slides and these substrates are now ready 

for deposition of TiO2:SiO2 suspensions. For the vertical 

Ti/TiO2:SiO2/Al/Glass structures, 400 nm of aluminum are 

initially deposited on one surface of the cleaned glass slides 

without using any metal mask. This initial aluminum layer 

works as the bottom electrode of the MIM structure. After 

deposition of the TiO2:SiO2 suspension, 100 Å of titanium is 

then deposited by e-beam evaporation (also in UHV 

conditions). This second metallization with titanium is now 

performed through a metal mask so that stripes (same size 

as before) are left on top of the final vertical structure. For 

all aluminum and titanium metallization, a same deposition 

rate of 1 Å/sec inside a vacuum of 10
−7

 Torr was used. 

B. Preparation of Thin FilmsBased on TiO2 nanoparticles 

Embedded within an Organic SiO2 matrix 

We have used a low-organic content or silicate-type spin-
on glass (SOG)-based SiO2 (700B from Filmtronics, Corp.) 
as a matrix for immobilization of r-TiO2 (Dupont, R-706 
with 93% purity and having an average diameter of 360 nm 
before embedding). Initially, specific amounts of commercial 
r-TiO2 are suspended in deionized water by hydrolyzing this 
TiO2:H2O mixture in a hot water bath (baine marie, 45°C, 30 
min) and then, adding SOG-based SiO2 so that the final 
TiO2:SiO2:H2O mixture is again subjected to a final hot 
water bath (baine marie, 80°C, 1 hr) in order to obtain an 
homogeneous suspension. The concentration ratios of TiO2 
(solute) to SiO2:H2O (solvent) are 200, 100, 50 and 10 
mg/mL and these suspensions are labeled as A, B, C and D, 
respectively. The solute concentrations were measured with 
an analytical balance AG285 from Mettler-Toledo. The final 
TiO2:SiO2:H2O suspensions were directly applied on the 
surface of glass slides (Corning glass 2947, size of 75 mm X 
25mm), that were previously metalized with aluminum 
stripes. The suspensions were first spinned at 3000 rpm, 30 
sec, and then 4000 rpm, 15 sec in order to obtain uniform 
layers of r-TiO2 embedded in SiO2. After spinning, all films 
(A-D) were baked for 2 hours using a hot plate at 250°C in 
N2 flow (99.99% purity) in order to evaporate mostly water 
and some of the organic solvents present in the SOG-based 
SiO2 matrix. For FTIR characterization, the same processing 
sequence was followed and the final solution was applied on 
prime-grade P-type silicon wafers (100) with resistivity of 5–

10 cm in order to eliminate most of the organic and 
impurity elements present within the Corning glass slides. 
Given the ultra low thermal budget required for fabrication 
of these simple structures, their introduction into large area 
flexible substrates is expected, thus promoting wide spread 
use of optimized devices. The fabrication process flow for 
both structures is briefly summarized in Figure 1. 
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Figure 1. Process flow for fabrication of “horizontal” and “vertical” Metal-

Semiconductor structures using r-TiO2 as photoactive material. 

 
It is important to notice that we did not synthesize the r-

TiO2 used for fabrication of all proposed structures. Instead, 
we decided to use readily available commercial TiO2 
nanoparticles (with rather low purity of 93% and large 
average diameter of 360 nm) in order to test the ability of 
this material for carrier photogeneration under several 
sources of light irradiation. 

C. Chemical and Physical Characterization of TiO2 

nanoparticles Embedded within SiO2 

Dynamic-Light Scattering (DLS) measurements 
(Nanotrac Wave, from Microtrac) [14] were done in order to 
determine the final size distribution of TiO2 nanoparticles 
after the embedding process. By using DLS, we are able to 
determine both the size and size distribution profile of TiO2 
nanoparticles in the final suspension (before deposition on 
metalized glass surfaces). In particular, the size distribution 
profile for r-TiO2 is obtained with high accuracy by this 
system (close to 100% signal intensity), thus giving a direct 
estimation of the homogeneity of the r-TiO2 in the final 
suspension. Also, thicknesses for all films were measured by 
profilometry (DEKTAK, V200-SI) after partially etching the 
TiO2:SiO2 film using a strong acid solution composed of 
diluted HF (HF:H2O, with 1:2 ratio). The crystalline phases 
of the resulting TiO2-based films were obtained after XRD 
measurements using an X-ray diffractometer (Empyrean, 
from PANalytical), with a scanning step of 0.02°, using Cu-

K radiation with = 1.5406 Å as an X-ray source. The band 
gap energies Eg of the resulting films were calculated using 
optical transmittance data measured with an UV-Vis 
absorption spectrometer (LAMBDA 3B with double beam 
from Perkin Elmer, with Corning glass used as substrate) and 
the Tauc method [15]. Chemical compositional analyses for 
all films were obtained by FTIR spectrum measurements in 

absorbance mode with a Bruker Vector-22 system after 5 
min of purge in N2. The samples were measured against 
crystalline silicon substrate or SOG based silicon dioxide on 
glass (both were used as references). 

D. Electrical Characterization of Horizontal and Vertical 

Metal-Semiconductor Structures under I-V-Light 

As stated before, only the most concentrated suspension 
(A suspension) was used for fabrication of the horizontal and 
vertical structures and therefore, for I–V–Light 
characterization (I–V measurements under dark/illumination 
conditions). For characterizing these final structures we have 
used an HP4156B semiconductor parameter analyzer at 300 
K. As light source, we have used natural light conditions of 
sunlight coming indirectly to the laboratory room, sunlight 
plus a white lamp put right above all the structures and an 

UV-B lamp ( 300nm). For the horizontal structure, an I–V 
sweep was applied to the ends of the same aluminum stripe 
while limiting the current compliance to 100 mA. For the 
vertical structure, an I–V measurement in sampling mode 
was used where the gate current was constantly monitored 
with time while the gate voltage was kept constant at Vg = 
10 V. In this latter case, the gate current was limited to 100 

A. For all structures, I-V-Light measurements were applied 
to at least 10 different metal-semiconductor devices in order 
to obtain typical experimental data. 

III. RESULTS AND DISCUSSION 

A. Structure’s Schematics and Energy Band Diagrams 

Figure 2 shows the 3-D and top view schematics for the 
horizontal TiO2:SiO2/Al/Glass structure that has been used as 
a photoresistor upon irradiation of different light sources.  
 
 

 
 

Figure 2. 3D and top views of r-TiO2:SiO2 deposited on Aluminum/Glass. 

 
Because of the preparation method (previously 

discussed), uniform distribution of the r-TiO2 within the 
oxide matrix is promoted so that these nanoparticles should 
have almost the same diameter size and separation in 
between as well. The aluminum stripes have an area of 18X3 
mm

2
 with thickness of 400 nm. For this structure, I-V-Light 

characterization takes place by measuring a current flow at 
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both ends of the same bottom aluminum electrode while both 
bottom and top electrodes are used in the vertical structure. 

Figure 3 shows the idealized energy band diagrams for 
TiO2 and TiO2:SiO2/Al systems during photogeneration of 
carriers after irradiation with energies greater than the band 

gap of TiO2 hEg(TiO2). The band gap Eg, in 
semiconductor theory, is the void energy region that 
separates the valence band from the conduction band. For 
TiO2, the band gap can be overcome with energy from near 
UV photons. In the first band diagram, all physical 
mechanisms during light irradiation, (1) excitation, (2) 
relaxation and (3) diffusion are also shown while a small 
potential difference is developed in the second diagram so 
that carriers are injected in the metal. Excitation of a TiO2 

system with any light irradiation source having an energy h 

 Eg (TiO2), will generate an electron-hole pair density 
proportional to the irradiation density of the light source. 
These photogenerated electron and hole pairs are then 
enabled for electrical conduction within the conduction and 
valence bands, respectively. After excitation, relaxation 
mechanisms lower the potential energy of the excited carriers 
and then, diffusion by means of a concentration gradient, or 
even drift, by means of an applied electric field, is possible. 
 

 
 

Figure 3. Idealized energy band diagrams for TiO2, TiO2:SiO2/Al systems. 

 
By applying a small potential difference to opposite ends 

of the same bottom aluminum electrode (see Figure 2 and 
right side of Figure 3), photogenerated carriers are then 
injected into this metal and immediately separated by the 
electric field, thus decreasing its original bulk resistance. In 
the vertical structure, a potential difference applied to both 
top/bottom electrodes would separate all photogenerated 
carriers thus increasing the level of the original gate current 
(decreasing the original resistance state of the combined 
TiO2:SiO2). In both cases, we do not take into account most 
of the physical mechanisms responsible for lowering the 
quantum efficiency of the structures: trapping, 
recombination, phonon interaction, annihilation, interface 
defects, etc. However, those mechanisms and defects are 
important in order to properly engineer the fabrication 
process for these structures and then, increase their quantum 
efficiency for less energetic sources like visible instead of 
UV irradiation (reducing Eg or increasing the lifetime of 
photogenerated carriers before recombination). 

On the other hand, the photocatalytic properties of TiO2 
(quite useful for its bactericide properties) are derived from 
the formation of photogenerated charge carriers (hole and 
electron), which occurs upon the absorption of ultraviolet or 

visible light and that corresponds to the band gap of this 
material [16-20]. The photogenerated holes in the valence 
band diffuse to the TiO2 surface and react with adsorbed 
water molecules, forming hydroxyl radicals (

•
OH). The 

photogenerated holes and the hydroxyl radicals oxidize 
nearby organic molecules on the TiO2 surface. Meanwhile, 
electrons in the conduction band typically participate in 
reduction processes, which typically react with molecular 
oxygen in the air to produce superoxide radical anions 
(O2

•−
). In this sense, because of the high surface contact area 

presented by TiO2 nanoparticles, this material will generate a 
large density of electron and hole pairs, which then can be 
used for both photovoltaic or photocatalytic applications 
having a high degree of effectiveness. 
 

B. Dynamic Light Scattering (DLS) and Profilometry 

Results for Measuring Diameter of r-TiO2 and Thickness 

of TiO2 :SiO2 Based Thin Films 

As result of synthesis of the corresponding suspensions, 
Figure 4 shows the average TiO2 particle diameters for two 
conditions: as-prepared (measured after at least 24 h of 
settling time of the synthesized suspensions) and right after 
sonication using an ultrasonic vibrator (Branson B1510, 2 
min at 40 kHz and room temperature). The dotted arrow 
shows the nominal average diameter as stated by the 
manufacturer and that is located at about 360 nm. The as-
prepared samples present a larger particle diameter because 
of their tendency to agglomerate or aggregate after 
dispersion and settling within a liquid suspension. During 
sonication, enhanced dispersion of TiO2 agglomerates is 
obtained by overcoming their weaker attractive forces, the 
final result being smaller TiO2 nanoparticle diameters. The 
average physical size for sonicated r-TiO2 nanoparticles is 
around 300 nm. Figure 4 also shows the final TiO2 film’s 
thickness after deposition (by spinning on silicon) and 
thermal treatment of the prepared suspensions. Thicker TiO2 
films were obtained for more concentrated suspensions as 
expected. 
 

 
 

Figure 4. DLS and profilometry data showing the nanoparticle diameter size 
(before and after sonication) and TiO2:SiO2 thin film thickness, respectively. 
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As reference, film thickness of SOG based oxide alone 
(without dilution in H2O) was about 400 nm, which 
compares well with data obtained for similar spinning 
conditions [21]. Since all A–D suspensions were prepared 
using different TiO2:SiO2:H2O volume ratios (see the 
experimental procedure), different concentrations of TiO2 
within the same matrix would produce different thin film 
thicknesses. A similar trend of thickness reduction for SiO2 
when diluted using different percentages of H2O was also 
found by Molina et al. [21] and final thickness of SiO2 could 
be further reduced when the samples were annealed at higher 
temperatures. Given that for sample D there is a minimum 

amount of TiO2 nanoparticles (only 10 mgmL-1), the final 
average thickness for this film was kept below the average 
nanoparticles’ diameter because of the reduction in most of 
the SiO2 thickness by enhanced H2O dilution and also, 
because larger amount of water per volume induces further 
dilution or dispersion of previously agglomerated TiO2 
nanoparticles. 

Finally, it is important to notice that since these 
TiO2:SiO2 based films will be under direct irradiation of 
visible-ultraviolet light sources, measurements of the 
nanoparticles’ sizes and their distribution at both the film’s 
interfaces and in the bulk are necessary to mainly correlate 
surface distribution of nanoparticles to their carrier 
photogeneration. These measurements could be done by 
scanning electron microscopy (SEM) or atomic force 
microscopy (AFM) for the surface, while transmission 
electron microscopy (TEM) could be done to obtain the 
characteristics of the nanoparticles in the bulk of the 
embedding matrix. These last measurements are actually 
under progress, and the results will be published elsewhere. 
 

C. X-Ray Diffraction (XRD) 

After obtaining TiO2-based thin films, Figure 5 shows the 
XRD diffraction patterns for all thin films including sample 
0 (only SOG based SiO2), which is only the amorphous 
matrix of SiO2 deposited atop the glass slides and cured at 
the same temperature. It is clear that sample 0 does not 
present the characteristic sharp diffraction peaks of a 
crystalline material because the incident X-rays are scattered 
in many directions leading to a large bump distributed over a 

wide range of 2, just like the one shown here for reference 
purposes. Samples C–D present the lowest intensities for the 
diffraction peaks related to the crystalline phase of TiO2, 
since their nanoparticle concentrations were quite small, (50 

and 10 mgmL
-1

, respectively). On the other hand, samples 

A–B (with concentrations of 200 and 100 mgmL
-1

, 
respectively) clearly present the characteristic sharp 
diffraction peaks for rutile-phase TiO2 including the broad 
amorphous phase from both the SiO2 matrix and the glass 
slide (used for TiO2 immobilization and mechanical support 
purposes, respectively). Given the relatively high 
concentration density of r-TiO2 embedded within the SiO2 
matrix for the A-B samples, it is clear that sharper diffraction 
peaks will be obtained possibly because of nanoparticles’ 
agglomeration. This effect could be triggered during 
spinning, which make use of high speed centrifugal forces 

during step 4 of the process flow; see Figure 1. In particular, 
sample A showed the clearest and highly intense diffraction 
peaks, which fit well with those of standard rutile TiO2 
(Powder Diffraction File No. 21-1276). 
 

 
 

Figure 5. XRD data show existence of rutile phase for TiO2 nanoparticles. 

 
These results provide direct evidence of the existence of 

rutile phase in the thin TiO2 films after using high TiO2 

nanoparticle concentrations (at least 50 mgmL
-1

). This is 
important since rutile-phase TiO2 is considered a very 
inefficient material in terms of its photocatalytic activity and 
yet, we could obtain moderate photovoltaic activity by using 
the proposed horizontal and vertical metal-semiconductor 
structures here discussed. 
 

D. Fourier-Transformed InfraRed (FTIR) Spectroscopy 

The IR spectra for all samples are shown as absorption 
coefficient a after normalization of each sample to a single 
and averaged TiO2 film thickness. It is important to notice 
that these samples are quite different for bulk and dense TiO2 
thin films. In these films, the TiO2 nanoparticles tend to 
disperse within the SiO2 matrix (generating empty spaces) 
thus avoiding normalization with respect to each physical 
thickness. Figure 6 shows typical chemical bond vibration 
energies in absorption mode, found in samples A-D for all 
the range of interest (wavenumbers from 4000–400 cm

-1
). 

The IR spectra for SOG-based SiO2 (deposited on glass) 
is also included and whose absorption peaks for the Si-O 
bonds are detected at 1070, 943, 801, 570, and 443 cm

-1
 

(peaks 1-5). The bands centered at 1070 and 801 cm
-1

 
correspond to symmetric and asymmetric stretching 
vibrations of Si-O-Si bonds; the bands at 943 and 443 cm

-1
 

correspond to bending vibrations of the Si-OH and Si-O-Si 
bonds, respectively, which confirm that the main 
composition of this material is SiO2. The absorption band at 
570 cm

-1
 is assigned to symmetric Si-O-Si vibrations of the 

SOG oxide. A decrease in the intensities of the absorption 
band related to Si-O-Si stretching vibrations was observed 
for the SOG and D-A spectra (in that sequence), which imply 
that IR energy is absorbed by the presence of other material. 
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On the other hand, a combination of both the glass slide and 
the SOG-based SiO2 present high IR absorption 
characteristics (high Si–O–Si bond density), which screen-
out the presence of any detectable Ti–O–Ti bonds. 
 

 
 

Figure 6. IR spectra (absorbance mode) of TiO2:SiO2/glass samples (A-D). 
Because of the high density of Si–O and Si–O–Si bonds, the presence of any 

detectable Ti–O–Ti bonds has been screened out in these measurements. 
 

In order to analyze only the contribution of TiO2 in the 
films, the IR spectra of A-D samples must be obtained using 
only the SOG-based oxide film as reference (SiO2/glass) and 
take these measurements at wavenumber between 1600 and 
400 cm

-1
 approximately. This way, we are able to eliminate 

the influence of the highly absorbent peaks related to Si–O 
and Si–O–Si bonds (those especially found at 1070 and 443 
cm

-1
), which could screen-out the presence of any detectable 

Ti–O–Ti bonds. Figure 7 shows the new IR spectra (using 
the SiO2/Glass sample as reference) including some 
absorption bands at 765 (black arrow at shoulder section), 
530 and 395 cm-1. 
 

 
 

Figure 7. IR spectra (absorbance mode) of TiO2:SiO2/glass samples (A-D) 
and using SiO2/Glass as reference in order to detect Ti–O–Ti bonds. 

 

The band detected as a shoulder at 765 cm
-1

 is 
comparable with the IR spectrum of crystalline TiO2 (having 
anatase or rutile crystalline structure) due to symmetric 
stretching vibrations of the Ti–O bonds. Most importantly, 
the absorption peaks for these Ti–O bonds increase with the 
content of TiO2, thus confirming proper chemical bonding of 
this photoactive material for even the larger TiO2 
concentrations. Also, even though the main absorption bands 
for the Si–O–Si bonds mostly disappear when SOG-based 
oxide film is used as reference, some Si–O bonds appear in 
these samples surely because of vibrations of Si–O–Ti 
bonds, as observed in the band at 1005 cm

-1
. On the other 

hand, the bands at 627 and 1325 cm
-1

 are thought to be 
related to vibrations of some Al–O bonds while the band at 
868 cm

-1
 is related to a combination of both Al–O and Si–O 

bonding vibrations. Detecting contributions of both Al–O 
and Si–O bonds, make sense considering that commercial 
TiO2 nanoparticles consist, according to the manufacturer, of 
93% TiO2, 2.5% Al2O3 and 3% SiO2 (the remaining 
percentage consisting of other undetectable elements). 

Figure 8 shows the IR absorption spectra of TiO2:SiO2 
films from 4000 to 2600 cm

-1
, where the presence of strong 

absorption bands in the region of 3200-3500 cm
-1

, 
(corresponding to bending vibrations of adsorbed and 
possibly coordinately bounded OH molecules with Ti or Si) 
are noticed. 
 

 
 

Figure 8. IR spectra (absorbance mode) of TiO2:SiO2/glass samples (A-D) 
for wavenumbers in the 4000 to 2600 cm-1 region. This measurement 
enables detection of any remaining organic impurities in the samples. 

 
Also, the weak absorption peaks in the region of 2920-

2930 cm
-1

 among others are related to the presence of 
organic residues that were not fully evaporated or 
decomposed during the low-temperature thermal treatments 
applied to the TiO2 films. For comparison, the IR spectra for 
SOG-based oxide is also shown so the main absorption 
bands related to purely organic elements can be easily 
identified (having the strongest absorption peaks). Since the 
highest thermal treatment applied to all A-D samples was 
only 250°C, higher temperatures for this final curing process 
would evaporate or reduce these organic residuals more 
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efficiently. However, for practical applications, it is desired 
to reduce the total thermal budget for this material so that it 
could be possible to develop coatings of TiO2 (with enough 
photovoltaic or light response) on plastic or other economic 
and readily available flexible substrate for large area 
applications. 
 

E. UV-Vis Transmittance Spectroscopy 

Optical band gap Eg, is an important physical parameter 

in semiconductor materials because it allows knowing the 

threshold energies to which a material in particular, like 

TiO2, is “transparent” or able to absorb incident photons and 

therefore, create electron-hole pairs that could participate in 

photovoltaic processes. The UV-Vis spectra from 190 to 

900 nm region for the different TiO2 concentrations (A-D 

samples), including the spectrum for only the glass 

substrate, are all shown in Figure 9. 

 

 
 
Figure 9. UV-Vis spectra obtained for all TiO2:SiO2 (A–D, Glass) samples 
showing that transmittance is in reverse proportion to TiO2 concentration. 

 
It can be seen that strong absorption occurs at 

wavelengths <290 nm (UV-B regime) for all samples and 
that transmittance is reduced in direct proportion to the r-
TiO2 concentration as expected. Even though the physical 
thicknesses for all samples are different (see Figure 4), 
minimum variations in their optical band gap are expected if 
we consider different densities for these films. 

Additionally, since the number of interference fringes is 
not visible, this avoids using the Swanepoel model for 
optical band gap calculation Eg [22] and therefore, a fast 
estimation was done to obtain this important parameter. 
Figure 10 shows the transmittance spectra versus photon 
energy for the A-D samples. The inflexion point is the 
crossing for all samples after linearly extrapolating all slopes 
with the axe for photon energy. The band gap Eg is 

determined by dividing this inflexion point by √2 [23]. The 

inflexion points cut the photon energy axis at between 4.41–
4.42 eV so that the correspondent optical band gap Eg for all 
A-D samples lies at 3.11-3.12 eV. 
 

This band gap energy Eg corresponds well with the 
reported Eg for anatase or rutile TiO2, between 3.0 and 3.2 
eV, respectively [24-25]. 
 

 
 
Figure 10. Extrapolation of UV-Vis transmittance data to photon energy for 

all A-D samples in order to obtain TiO2 band gap energy (Eg). 

 
On the other hand, for the vertical structure 

(Ti/TiO2:SiO2/Al/Glass device), we make use of an ultra-thin 
titanium stripe (thickness of 100 Å) in order to use it as a 
conductive top electrode while being able to transmit most of 
the UV-Vis irradiation through itself, thus allowing efficient 
photogeneration of carriers in the TiO2. In order to obtain the 
optical properties of this electrode, the transmittance spectra 
(from 190 to 900 nm region) for different ultra-thin titanium 
films are shown in Figure 11. 
 

 
 

Figure 11. Transmittance (UV-Vis) spectra of ultra-thin titanium films. 
The titanium film having 100 Å in thickness was used as the top electrode in 

the vertical Ti/TiO2:SiO2/Al/Glass MIM structures. 
 

We clearly notice that the thinner titanium films (100 and 
200 Å in thickness) transmit virtually the complete (100%) 
electromagnetic spectra from 900 nm down to 290 nm, thus 
being transparent to the visible, the UV-A and UV-B regions 
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as well. For the UV-C region, all films readily absorb or 
reflect this energy so that the transmittance characteristics 
are lost. For a titanium film of 400 Å in thickness, the 
original transmittance falls to about 93% from 900 nm down 
to ∼400 nm, thus this sample is transparent to only the 
visible region of the spectra. At wavelengths of 400 nm and 
downwards, this sample starts to absorb/reflect UV-A and 
UV-B thus it is not useful for proper absorption of those 
energies (by TiO2) in the vertical structures. We also show 
the very low transmittance characteristics (around 10%) 
obtained from a thicker titanium film (1000 Å) as a 
reference. 
 

 
 

Figure 12. Photograph showing the transmittance quality of ultra-thin 
titanium films. The titanium films having 100 and 200 Å in thickness (in the 

form of stripes) are optically transparent while titanium films having 400 
and 1000 Å in thickness are opaque since they absorb/reflect most UV. 

 
Figure 12 above shows the optical transparency of thin 

titanium films deposited on Corning glass slides in the form 
of stripes (after E-beam evaporation under ultra-high vacuum 
conditions). We clearly notice that titanium films having 100 
and 200 Angstroms in thickness are optically transparent 
while thicker films are opaque. In our vertical MIM 
structures, we have used an ultra-thin titanium film (having 
only 100 Å in thickness) so that we ensure good 
transmittance characteristics (especially in the UV regime) 
along with good conductive properties in order to have a 
transparent-conductive electrode. 
 

F. I-V-Light Response of Horizontal TiO2:SiO2/Al/Glass 

Figure 13 shows the I-V-Light characteristics of the 
structure shown previously in Figure 2 (A sample only). 

Dark, sunlight, sunlight+lamp and UV-B light (300 nm) 
conditions were all applied on top of the structures so that 
surface r-TiO2 were the first to absorb all possible irradiation 
coming from these sources. Compared to dark conditions, 
photogeneration of excess carriers (both electrons and holes) 
within the TiO2 nanoparticles is greater after UV-B light 
exposure and these carriers are directly transferred to both 
ends of the Al-stripe after applying a low potential 

difference. During UV-B light irradiation, the total 
aluminum resistance is reduced by about 43%, which 
represent a moderate change in resistance given by rather 
low quantum efficiency presented by this structure. 
 

 
 
Figure 13. I–V–Light characteristics of an aluminum stripe (horizontal 
TiO2:SiO2/Al/Glass structure) before and after light irradiation. This 

device acts as a photoresistor. 
 

G. I-V-Light Response of Vertical Ti/TiO2:SiO2/Al/Glass 

Previously, I-V-Light characterization for horizontal 
structures produced a moderate photogeneration of carriers 
so that the total resistance of an aluminum strip was reduced. 
However, given that some of the photogenerated carriers will 
be trapped, recombined or “lost” within the SiO2 matrix or at 
its interface with r-TiO2 (any annihilation mechanism), the 
“horizontal path” followed by carriers in the initial structure 
would reduce their lifetime once they are photogenerated in 
the r-TiO2. In order to increase photocarrier lifetime before 
recombination and thus, increase quantum efficiency during 
UV-B irradiation, vertical structures are proposed, see Figure 
14. 
 

 
 

Figure 14. 3D view for a vertical Ti/TiO2:SiO2/Al/Glass structure where the 
titanium electrode is 100 Å in thickness, thus being optically transparent. 

 
These vertical structures use titanium as a gate electrode 

(only 100 Å in thickness) so that a capacitor in the form of a 
Metal-Insulator-Metal structure is formed. Because of the 
ultra-thin titanium layer, this gate electrode is highly 
transparent to all UV-Vis irradiation so that when all carriers 
are being photogenerated, a vertical transition of these 
carriers between bottom/top electrodes (by an applied 
external electric field) would require a shorter distance thus 
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increasing their lifetime before recombination as compared 
to the horizontal structures. 

Figure 15 shows the I–V–Light characteristics (under 
dark/illumination conditions) of three vertical Ti/TiO2:SiO2/ 
Al/Glass structures. Here, an I–V measurement in sampling 
mode (I-time) was used where the gate current Ig was 
constantly monitored with time and the gate voltage was kept 
constant (Vg = 10 V, applied at the semitransparent Ti 
electrode). We notice that the gate current increases about 4-
7 orders of magnitude when the structures are exposed to 
sunlight. A high velocity photo-response to optical excitation 
is obtained given the shortest vertical transition between top 
and bottom electrodes. 
 

 
Figure 15. I–V–Light characteristics of three different MIM capacitors 

(Ti/TiO2:SiO2/Al/Glass structures) before and after sunlight irradiation. All 
samples present rapid dark-to-illuminated Ig transitions and vice versa. Any 

of these devices acts as a photocapacitor, thus enabling direct storage of 
solar energy after photogeneration of carriers. 

 
These vertical structures are able to photogenerate and 

store carriers quite similar to the so-called photocapacitor [7-
8], where all carriers could be efficiently stored within the 
dielectric itself right after photogeneration. Thus, a light-
driven self-charging capacitor having a direct and efficient 
storage mechanism of solar energy has been obtained. 

IV. CONCLUSIONS 

Photocarrier generation during UV-B exposure of rutile-
phase TiO2 nanoparticles in horizontal and vertical metal-
semiconductor structures, reduces the total resistance of an 
aluminum stripe by about 43% or instantly increase the gate 
current Ig for about 4-7 orders of magnitude, respectively. 
Both structures can be fabricated using simple and economic 
processing techniques with low thermal budget. The vertical 
structure works as a photocapacitor, enabling simultaneous 
conversion and storage of solar energy. 
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Abstract—The need for accurate indoor localization increases
as we get used to accessible outdoor localization, and the number
of applications depending on localization grows. Indoor localiza-
tion is challenging because of frequent line of sight obstructions
and dynamic changes in the environment. Magnetometers can
be found in many modern electronic devices and provide a
simple way to measure the geomagnetic field intensity. Due
to distortions in this magnetic field, these measurements often
provide enough information to enable identification of a location
using pattern matching. We show the feasibility of using these
magnetic field intensity measurements in localization and SLAM
applications. Our SLAM system of choice is the biologically
inspired RatSLAM, as it allows pattern matching as scene
recognition. We demonstrate a number of experiments in various
environments, including a suburban house and a university
lab. We conclude that geomagnetic localization and SLAM are
feasible in environments with many distortions in the magnetic
field. Such locations are easier to identify than locations with
little distortions, which will have the same pattern of magnetic
field over larger areas.

Keywords—Indoor localization; Indoor SLAM; Magnetic field
intensity; Geomagnetic indoor localization; RatSLAM.

I. INTRODUCTION

As we state in our AMBIENT 2013 paper [1], the outdoor
global positioning system fails when used indoors. In addition,
localization systems based on a single technology are prone
to failure [2]. The last decade localization related research is
focusing more and more on indoor localization, since most
use cases concerning people or asset tracking also require an
indoor location estimation.

Indoor localization can be performed by detecting the pres-
ence of radio frequency devices, of which Wi-Fi is probably
the most common. Such technologies have been developed in
an opportunistic sensor fusion system in [3]. These systems
can be enhanced by additional localization measurements. The
earth’s magnetic field is even more ambient than Wi-Fi access
points, and research shows that animals use this magnetic field
for orientation [4, 5]. This leads to the idea that the earth’s
magnetic field can be used for indoor localization, a technique
referred to as geomagnetic indoor localization.

In the field of geomagnetic indoor localization it is actually
the distortions of the magnetic field that are used to find
a location [6–11]. These distortions are usually created by
concrete buildings, metal objects, electrical wires, etc. Our

own research confirms these findings for different sensors and
environments [1].

If a technology can be used for localization, it can often
be used for simultaneous localization and mapping (SLAM).
In localization, a map of the environment is available, with
corresponding localization hints, such as access point locations
or signal attenuation patterns [3]. In SLAM, this map is not
available but is built simultaneously with the calculation of
a path [12, 13]. Typical algorithms of SLAM are Extended
Kalman Filter SLAM (EKF-SLAM), such as in [14]; Graph-
SLAM, such as in [15], which uses an information matrix;
and FastSLAM [16], which uses a Monte Carlo particle filter.

A biologically inspired SLAM variant is RatSLAM [17],
which is based on a rat’s hippocampus. The hippocampus is
the part of the brain where, among other things, the local-
ization and mapping is done. This functionality is mimicked
by the RatSLAM algorithm to create semimetric, topological
maps of the environment. RatSLAM’s original input is a sim-
ple web camera, which performed great even when mapping an
entire suburb [18]. The camera input has also been replaced by
a biomimetic sonar, an algorithm termed BatSLAM [19, 20].
Work has also been done to enable RatSLAM to use other
sensors, like laser range finders, depth cameras, and simple
sonars, in a sensor fusion system [21]. To summarize, the key
difference between geomagnetic localization and geomagnetic
RatSLAM is the need for an a priori known magnetic field
intensity map for geomagnetic localization, which is not re-
quired for geomagnetic RatSLAM as such a map will be build
implicitly by the system while exploring the environment.

This paper represents an extension of the work reported
on in the paper [1] by applying the sensor model used for
localization to the RatSLAM algorithm. This way, we can
create maps suitable for geomagnetic indoor localization for a
specific environment while simultaneously localizing on that
map. Another advantage of such a system is that the magnetic
maps used for indoor localization can at all times be kept up
to date. Other geomagnetic SLAM approaches exist, one using
a Monte Carlo particle filter [22] and another using a SLAM
algorithm called FootSLAM [23, 24].

The structure of this paper is as follows. In Section II, we
give some background on the earth’s magnetic field and details
on the RatSLAM algorithm, with a focus on the location
recognition process. In Section III, we explain our pattern
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matching measurement model. In Section IV, we provide
detailed results for both localization and RatSLAM using
the earth’s magnetic field. In Section V, we come to our
conclusion and discuss some of our future work.

II. BACKGROUND

In this section, we discuss the main techniques that support
our results, the sensing of the earth’s magnetic field. Addi-
tionally, we describe how pattern matching localization was
performed. Lastly, we explain the RatSLAM algorithm with a
focus on the location recognition process.

A. Magnetic field sensing

In this section, we will discuss some issues to consider
when measuring the magnetic field. Firstly, we will briefly
discuss the magnetic field. Subsequently, we will explain how
magnetometers measure this magnetic field and how they are
influenced. Lastly, we will focus on the indoor magnetic field
intensity, as this is our area of interest.

1) Magnetic B field: The earth’s magnetic field is com-
monly called the magnetic B field. It originates from currents
in the fluid outer core of the earth, which are created by both
temperature, pressure, and composition of the fluid and the
spin of the earth [10]. The magnetic B field is defined by
its direction and intensity. The direction always points to the
magnetic north; the intensity is measured in Tesla [T], and
ranges between 22 µT and 67 µT according to [25].

The geomagnetic field vector, Bm, has seven components,
illustrated in Figure 1. The X intensity’s axis points to the
geographical north, which is at the north end of the axis around
which the earth spins. The Y intensity’s axis points to the
corresponding geographical east. The Z intensity’s axis points
to the earth’s nadir. Derived from X , Y , and Z are the total
intensity F ; the horizontal intensity H , which is the projection
of F on the plane described by X and Y ; the inclination I ,
which is the angle between F and the plane described by X
and Y ; and the declination D, which is the angle between
X and H [25]. Note that H will point to the magnetic north
of the earth, while X points to the geographical north of the
earth.

At our location, Antwerp, Belgium, the declination H is
0◦ 19′ and inclination I is 66◦ 25′. The average total intensity
F is 48.73 µT [1].

2) Magnetometers: The geomagnetic field vector Bm can
be measured by magnetometers in the form of X ′, Y ′, and Z ′

intensities. These intensities are measured along the reference
axes of the magnetometer and can only be translated to X ,
Y , and Z intensities by tilt compensation and turning the X ′

intensity’s axis to the geographical north. Correspondingly, the
F and H ′ intensities can be calculated as the euclidean norm:

F =
√
X ′2 + Y ′2 + Z ′2 (1)

H ′ =
√
X ′2 + Y ′2 (2)

where X ′, Y ′, Z ′, and H ′ indicate intensities measured
relative to the orientation frame of the magnetometer. The

Y
X

D

I

H

F

Z

East

North

Nadir

Figure 1. The components of the geomagnetic field vector Bm, based
on [25].

F intensity is the same for any orientation. Many recent,
high level electronic devices, such as smartphones and tablets,
feature magnetometers. This widespread availability of mag-
netometers makes them attractive to use for localization ap-
plications.

For the localization research, we use two different mag-
netometers on two different platforms. These are a Honey-
well HMC5843 magnetometer, found in a Shimmer 9 DOF
Kinematic sensor, and a AK9873 magnetometer, found in
a Huawei Sonic U8650 smartphone. The behavior of both
sensors was tested to determine if the localization performance
was platform independent. For the RatSLAM research, a
similar sensor is used. This is a AK9863 magnetometer, found
in a LG Google Nexus 5 smartphone.

We will repeat here our extensive testing of the sensors used
for the localization research [1]. The first test is conducted
in an indoor bedroom apartment where both sensors are
individually placed on a wooden desk, away from any possible
interference factors like metal objects or electronic devices.
The sensor sends data back via Bluetooth to a computer
where all data was recorded. Both sensors are placed on the
desk with their X ′ intensity’s axis manually pointed towards
geographical north.

Table I shows the average magnetic field intensity of the
first test. Test results show that magnetic field intensity mea-
surements are not the same for both sensor platforms. This
can be expected, as both sensors have a unique electronic
and metal composition, which might distort sensor readings.
These distortions are called hard iron effects and are caused
by the internal structure of the sensor. Compensation for
these hard iron effects is needed. If no compensation for
hard iron effects is performed and we use a different sensor
for both offline training and online localization phase, we
might have an inconsistency between the two data sets. Thus,
compensating for hard iron effects is crucial for geomagnetic
indoor localization.

Hard iron characteristics can be found by rotating the sensor
around its x′, y′, and z′ axis. These axes are defined relative
to the sensor’s reference frame, hence the apostrophe, and
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Table I. AVERAGE MAGNETIC FIELD INTENSITY FOR BOTH SENSORS
DURING STATIC TEST. VALUES ARE EXPRESSED IN µT.

Intensity Shimmer Smartphone
X′ -1.05 0.50
Y ′ 7.34 19.19
Z′ -57.61 -41.50
F 58.09 42.32

can be found in its documentation. If no hard iron effects are
present, rotating a magnetometer 360 degrees and plotting the
resulting data as y′ axis versus x′ axis, will result in a circle
centered around the origin. Figures 2 and 3 show the resulting
circles of rotating the Shimmer and the smartphone sensor in
the x′y′ plane, before and after compensating for hard iron
effects. Table II shows the compensation values for each axis
of both sensors.

After compensating both sensors for these hard iron effects
by subtracting the compensation values from the raw data, the
first test is repeated. The results are shown in Table III. We
can see that both sensors give very similar measurements at
the same position.

Often, magnetometers are also calibrated to compensate for
the presence of external metal or electronic distortions, called
soft iron effects. For this research, this is an undesired cali-
bration as the goal of geomagnetic localization is to measure
and map these distortions.

If we do not look at the previous test data, we expect the
smartphone to have a higher variance because of its more
advanced electronic composition, which might influence the
sensitive magnetometer. We note that the shimmer sensor has
a slightly larger variance, which is unexpected. Additional
tests are conducted with all receivers of the smartphone turned
on, in an attempt to maximize the variance. Table IV shows
the magnetic field intensity measurements of the smartphone
with receivers disabled and enabled. Note that the Bluetooth

Magnetic field intensity X' [µT]

Magneti
c field in

tensity Y
' [µT]

-40 -30 -20 -10 0 10 20 30 40-40-30-20-100
10203040

uncompensated datacompensated datacenter
Figure 2. Shimmer hard iron compensation.

Table II. HARD IRON COMPENSATION FOR BOTH SENSORS. VALUES ARE
EXPRESSED IN µT.

Correction Shimmer Smartphone
X′ 15.00 3.67
Y ′ 7.25 0.16
Z′ -11.25 4.52

Magnetic field intensity X' [µT]

Magneti
c field in

tensity 
Y' [µT]

-40 -30 -20 -10 0 10 20 30 40-40-30-20-100
10203040

uncompensated datacompensated datacenter
Figure 3. Smartphone hard iron compensation.

Table III. AVERAGE MAGNETIC FIELD INTENSITY AND CORRESPONDING
STANDARD DEVIATION FOR BOTH SENSORS DURING STATIC TEST, AFTER

HARD IRON COMPENSATION. VALUES ARE EXPRESSED IN µT.

Intensity Shimmer Smartphone
µ σ µ σ

X′ -0.33 0.56 -0.80 0.48
Y ′ 17.12 0.52 18.01 0.51
Z′ -45.97 0.57 -44.46 0.51
F 49.06 0.57 47.98 0.52

receiver is enabled in both scenarios as it is used to send back
the data to the computer. Although the variance in the data
rises slightly when both receivers are activated, it does not
significantly affect our measurements.

As the focus of the localization research is handheld smart-
phones, tests are conducted to see if human hand contact
would significantly affect the measurements. During the offline
calibration phase measurements can be taken either with or
without contact by a human hand. Magnetic field intensity
measurement are taken with and without contact by a human
hand, without changing the position of the hand. The results of
the 200 samples are presented in Table V. The test results show
that there was no significant change between both scenarios.

Table IV. AVERAGE MAGNETIC FIELD INTENSITY AND CORRESPONDING
STANDARD DEVIATION FOR THE SMARTPHONE MAGNETOMETER, WITH OR
WITHOUT ADDITIONAL ELECTRONIC ACTIVITY. VALUES ARE EXPRESSED

IN µT.

Intensity Wi-Fi and GPS disabled Wi-Fi and GPS enabled
µ σ µ σ

X′ 15.07 0.47 15.14 0.48
Y ′ 2.35 0.43 2.43 0.54
Z′ -32.94 0.49 -32.91 0.55
F 36.31 0.50 36.32 0.56

Table V. AVERAGE MAGNETIC FIELD INTENSITY AND CORRESPONDING
STANDARD DEVIATION FOR THE SMARTPHONE MAGNETOMETER, WITH OR

WITHOUT HUMAN HAND CONTACT. VALUES ARE EXPRESSED IN µT,
DIFFERENCES IN %.

Intensity No hand contact Hand contact Difference
µ σ µ σ ∆µ ∆σ

X′ 14.33 0.55 14.48 0.48 98.96 114.58
Y ′ 1.21 0.50 0.93 0.55 130.11 90.91
Z′ -33.80 0.52 -33.32 0.52 101.44 100.00
F 36.74 0.54 36.35 0.51 101.07 105.88
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3) Indoor magnetic field intensity: While indoor environ-
ments pose good candidates for geomagnetic localization,
magnetic field intensity measurements must be stable over
long periods of time. [10] conducted experiments where
indoor magnetic field intensity was measured in different
environments. The results show stable magnetic field intensity
measurements over a 24 hour period. The experiments are
repeated three months later, and no significant change was
detected.

To achieve indoor localization, it is important that mag-
netic field intensities change considerably from position to
position. If the magnetic field intensity measurements do not
change considerably, the fingerprint might not contain enough
information to overcome the cumulative error of the estimated
position and indoor localization cannot be achieved [2].

A dynamic test is performed to see if magnetic field
intensity measurements vary over the length of two hallways.
The Shimmer sensor is placed on an office chair and is elevated
to a height of 1.2m. This height is similar to a person holding
a smartphone. The elevation also made sure there is as little
interference as possible from the chair itself.

The chair is moved at a constant velocity of 0.3 cm/s through
the hallway. The speed is not always constant as human error
is inevitable. The first hallway is expected to have changing
measurement values because of the reinforced concrete floor
and metal furniture in the rooms next to the hallway. The
second hallway is expected to have less varying measurements
because of the wooden floor and the absence of metal furniture.

Figures 4 and 5 show the measurements of the X ′, Y ′, and
Z ′ intensities taken through respectively the first hallway and
the second hallway. The test results show changing magnetic
field intensity measurements for hallway A. These peaks and
drops in magnetic field intensity allow us to identify certain
areas inside the hallway and accordingly allow for localization.
The measurements of hallway B tell a different story. Since
there are no distinct fluctuations to identify certain areas,
accurate localization seems improbable.

Additionally, indoor environments are places where objects
are often moved or replaced. This will result in changes
in the magnetic field intensity maps, decreasing localization

Distance [m]
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µT]
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Figure 4. Magnetic field intensity dynamic test of hallway A.
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X'Y' Z'F
Figure 5. Magnetic field intensity dynamic test of hallway B.

performance, as discussed below.
Tests are conducted to investigate these interferences. Three

objects are tested: a perforator, a mobile phone, and a hard
drive. These objects are chosen because they can represent
normal household objects which are often moved within an
indoor environment. These differently sized objects are moved
at a constant speed towards a Shimmer sensor to investigate
the range and magnitude of the interferences. Figure 6 shows
the results of the hard drive test. The hard drive is moved
closer to the sensor at a constant speed, reaching the sensor
after 50 s. Magnetic field intensity changes drastically as the
hard drive moves closer to the sensor. As can be expected the
change in magnetic field intensity was less significant for the
smaller objects. Table VI shows the interference range of all
objects.

Test results show that the size and magnetic composition
of the object determines the range and magnitude of the
interference. Small sized objects only caused interference
starting from a range of about 15 cm, while larger objects

Time [s]

Magneti
c field in

tensity [
µT]

0 5 10 15 20 25 30 35 40 45 50-100-500
50100150200 X'Y' Z'F

Figure 6. Metal and electronic object interference test of the hard drive.

Table VI. METAL AND ELECTRONIC OBJECT INTERFERENCE TEST
RESULTS.

Object Perforator Phone Hard drive
Average velocity [cm/s] 1.48 1.66 1.37
Start of interference [s] 29.00 24.00 23.00
Interference range [cm] 12.00 15.10 23.50
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cause interference starting from about 25 cm. Small objects
have a negligible influence for a room sized environment, yet
the interference of larger objects cannot always be ignored.

B. Fingerprinting

In radio frequency (RF) based localization, fingerprinting
is performed by measuring a pattern of RF signals and
matching them to a database of such measurements. These
measurements are called RF fingerprints, and consist of all
pairs of received signal strength (RSS) value and media access
control (MAC) address that can be seen at a certain location.
This idea was originally published in [26].

Fingerprinting localization has an offline and an online
phase. During the offline phase, fingerprints are recorded at
reference locations and stored in a database. These fingerprints
together form a radio map of the environment, which is used
during the online phase. During this online phase, devices that
need to be localized measure fingerprints at their location and
compare these fingerprints with the radio map in the database.
Due to measurement noise and fluctuations in RF signals, these
fingerprints are usually not exactly the same as fingerprints in
the the database, so a set of measurements is used to estimate
a true location. This method is described in more detail in [3].

As shown by [8], this localization technique can be directly
applied to magnetic field localization. Instead of RF finger-
prints, magnetic field fingerprints are used, by measuring the
X , Y , and Z intensities of the geomagnetic field vector Bm,
as explained above.

As described in [1], magnetic field intensity maps were
created by measuring the magnetic field intensity at predefined
locations. The sensor remained still during these measure-
ments.

Three different locations are chosen for experimentation: the
ground floor of a suburban house, with an area of 14× 16m;
the second floor of a city centered apartment, with an area of
9 × 12m; and the second floor lab at the university campus,
with an area of 6× 19m. These locations are chosen because
they represent distinct environments where indoor localization
might be required. It is important that all locations have
multiple rooms and are medium to large size, i.e., above 20m2.
Figure 7 shows the recorded fingerprints of the suburban
house. A slash is drawn through areas where no fingerprint
measurement could be obtained because of built in cabinets,
wardrobes or other furniture. For simplicity, the color map
shows only the magnetic field F intensity measurements
taken at one meter spacing. We do not explicitly research
the maximum accuracy of geomagnetic localization for this
feasibility research.

The fingerprint in Figure 7 shows that the magnetic field
intensity characteristics change from position to position.
There is a big metal stove located between the dining room
and the kitchen. We measured a high magnetic field intensity
at that location, which results in a light square. A test is done
to determine if these characteristics are unique for an indoor
environment. A fingerprint is created in a garden, with an area
of 4 × 6m, and in a small part of a street, with an area of
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Figure 7. Magnetic field F intensity fingerprint map of the ground floor of
the suburban house.

5×15m. Figure 8 shows the fingerprint obtained at the street.
The outdoor results are very different from the indoor results.
The magnetic field intensities do not change significantly with
position. Tables VII and VIII show the magnetic field intensity
standard deviation of the recorded measurements for both the
indoor and the outdoor fingerprints. The indoor environments
clearly have more varying measurements than the outdoor
environments.

Fingerprint maps are also created to confirm the findings on
metal and electronic objects’ interference mentioned above.
A fingerprint is taken from a small bedroom with an area
of 3.5 × 3.5m. Magnetic field intensity measurements of the
X ′, Y ′, and Z ′ intensity are taken at 0.5m spacing. Figure 9
shows the interior setup of the room and the resulting magnetic
field intensity fingerprint of the F intensity. As it can be seen
form this fingerprint, the two speakers cause a clear magnetic
field intensity interference pattern. The size of this distortion

15 m

5 
m

Figure 8. Magnetic field intensity fingerprint map of a part of a street. The
intensity color scale is the same as in Figure 7.

Table VII. MAGNETIC FIELD INTENSITY STANDARD DEVIATION VALUES
FOR INDOOR LOCATIONS. VALUES ARE EXPRESSED IN µT.

Intensity House Apartment Lab
X′ 5.70 5.49 6.99
Y ′ 4.63 5.52 4.84
Z′ 5.11 4.65 8.08
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Table VIII. MAGNETIC FIELD INTENSITY STANDARD DEVIATION VALUES
FOR OUTDOOR LOCATIONS. VALUES ARE EXPRESSED IN µT.

Intensity Garden Street
X′ 1.45 3.53
Y ′ 1.28 3.30
Z′ 0.55 2.65

is rather large, as speakers are often constructed with strong
magnets inside of them. After creating the first fingerprint map,
one of the speakers was moved to a different location within
the room. Subsequently, a new fingerprint map was created.

Figure 10 shows the new interior setup and the resulting new
fingerprint. The interference pattern of the moved speaker is
clearly visible in the new fingerprint. These test results give
an example of how the repositioning and removal of objects
inside a room can form an obstacle for indoor geomagnetic
localization. When the interior setup of a room changes
significantly, a new fingerprint should be taken. Of course,
a SLAM algorithm could perform continuous mapping of the
environment, while simultaneously performing localization.

C. RatSLAM

RatSLAM is a biologically inspired SLAM algorithm, mod-
eled after spatial cognition in rats [27, 28]. It consists of three
elements, called the local view network, the pose cell network,
and the experience map, as shown in Figure 11. We will give
a brief overview of the pose cell network and the experience
map, and refer the reader to [28] for additional details. We do
present a more in-depth discussion of the local view network
as this is the only component that is modified for this research.

1) Pose cell network: The pose cell network is a three
dimensional continuous attractor network (CAN) [29, 30],
representing pose consisting of position in the plane (x, y) and
orientation (θ). The activity pattern in this network represents
the local pose estimate, or estimates if the pose is ambiguous.
It can be visualized as a cube in which activity packets are
created, moved around and destroyed. The connectivity pattern
between the nodes in a CAN is such that activity packets
can be considered as discrete blobs of activity that keep their
shape when moved around the network. The activity packets
in the pose cell network are moved in accordance with the
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Figure 9. Magnetic field intensity fingerprint of bedroom, with the speaker
on its original position. The intensity color scale is the same as in Figure 7.
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Figure 10. Magnetic field intensity fingerprint of bedroom, with the
speaker on its new position. The intensity color scale is the same as in

Figure 7.
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Figure 11. RatSLAM consists of three elements, called the local view
network, the pose cell network, and the experience map.

odometry information. The boundaries of the network are
wrapped around, so that an activity packet that reaches the end
of the network is wrapped back to the start. Hence, multiple
positions and orientations in the real world are mapped upon
the same nodes in the pose cell network. Extra activity is
injected by the local view network, i.e., new activity packets
are created when new sensor measurements correspond with
memorized sensory signatures, as explained below.

2) Experience map: The experience map is a graph that
represents a global topological map of the environment, based
on information from the local view network, the pose cell
network, and the odometry information. It creates new nodes
based on the state of the local view network and connects them
with new edges to nodes already present in the experience map
by using the metric odometry information. This information
is continuously updated on the basis of new sensor data, the
state of the local view network and activity in the pose cell
network. Hence, this topological map acquires semi-metric
properties, i.e., progressively more accurate (x, y) coordinates
are associated with the nodes that lie on paths that have been
repeatedly traveled. A detailed overview of the functioning of
the experience map can be found in [31].
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3) Local view network: The local view network acts as
a database of scenes that have been observed during the
exploration of the environment. The measurement (see Fig-
ure 11) contains the sensor information about the current
scene; typically, the measurement is a camera image. When
a new measurement is taken, it is compared with previous
measurements as stored in the local view templates associated
with the local view cells. The activation of each local view cell
depends on the quality of this match. If the smallest difference
between the measurement and the local view cells is greater
than a certain threshold, the measurement is said to correspond
with an as yet unobserved scene. In that case, a new local
view cell is created and the measurement is copied into the
associated local view template. The local view cell is also
linked to the position of the activity packet, i.e., the local
pose estimate, in the pose cell network that is at that time
the dominant packet. Alternatively, if the difference between
the measurement and the local view cells is smaller than the
threshold, a match is said to be found with the local view cell
that had the smallest difference with the measurement. In this
case, the local view network will inject activity into the pose
cell network at the pose linked previously with this local view
cell.

When traveling through previously mapped terrain, a se-
quence of familiar scenes will be observed by the sensor.
However, if the state of the pose cell network differs too
much from the true position this will result in the creation
of a new activity packet. Indeed, activity being injected in
the particular order at the particular places in the pose cell
network corresponding with this sequence of familiar scenes
will effectively increase the activity in the newly created
activity packet. Subsequently, this activity packet will become
the strongest and the specific mechanics of the pose cell
network will suppress the old activity packet. This mechanism
avoids cumulative build-up of odometric errors in the pose
estimate when traveling through familiar terrain. Again, more
details can be found in the literature [17, 18, 27, 28, 31].

The typical camera image that serves as measurement in
the original RatSLAM implementation has been replaced by
several other sensor modalities: a biomimetic sonar system
modeled after the echolocation abilities of bats [19, 20], the
fusion of a laser range finder, a simple sonar array, a depth
camera and a normal camera [21]. In this research, we propose
to replace the camera images with magnetic field fingerprints
as used in the magnetic field localization system.

III. METHOD

In this section, we will discuss the methods used to perform
both geomagnetic localization and geomagnetic RatSLAM.
Slightly updated, the section on geomagnetic localization is
also presented in [1].

A. Geomagnetic localization

The magnetic field intensity results discussed above suggest
that magnetic field intensity measurements can be used to

achieve indoor localization. It is important to note, how-
ever, that the quality of the localization often depends on
the number of measured components that can be used as
reference points [2]. Having many values to compare against
can obviously increase the chance of identifying the actual
position. The number of components that can be recorded
by a magnetometer is rather small. Only the X ′, Y ′, and
Z ′ intensities of the earth’s magnetic field, in the reference
frame of the magnetometer, can be measured. There are some
practical consequences to be considered during the localization
and fingerprinting phase when using these three intensities.

As stated before, a magnetometer will measure the magnetic
field intensities relative to its own orientation. So, to use the
three intensities requires that the orientation of the sensor is
exactly the same during the fingerprinting and the localization
phase. This is a requirement that cannot be met easily. A user
will walk around in different directions and the orientation
of the device will follow along with him. The way the user
holds the device is also not always the same. Determining the
orientation of the device will be key to using all three compo-
nents. If no information is available about the orientation of
the device in none of these two phases, we can only use the
F intensity. This would reduce the number of components to
be used for localization to only one.

To resolve this issue, a tilt compensated magnetometer can
be used. Such a magnetometer uses accelerometers to detect
the vertical orientation of the device by measuring the force of
the earth’s gravity. Using tilt compensation allows us to use
two components, the Z intensity and the H ′ intensity [10].
To use all three components the horizontal orientation of the
device needs to be known as well. To determine the horizontal
orientation, the magnetometer can be used as a compass. A
compass can determine the direction of the magnetic north,
and can consequently determine the horizontal orientation of
the device. To do this, the user has to manually point the
device to a reference point on the map, e.g., geographic north.
By defining a reference point the horizontal orientation can be
determined.

This research shows, however, that indoor environments
can cause interference in the magnetic field intensity mea-
surements. These interferences are called soft-iron effects.
Compensation has to be done to remove these interferences to
get an accurate heading. It is important to note, that when soft-
iron compensation is done, there needs to be a clear distinction
between the compensated data and the raw data. Orientation
requires soft-iron compensation while localization requires no
soft-iron compensation.

All aforementioned information can be combined to define
a measurement model for geomagnetic indoor localization.
Defining a measurement model can provide a technology
interface for sensor fusion systems [3]. Algorithm 1 describes
the measurement model. The measurement model is used to
find the probability of a position xt = {xt, yt}, where x and
y are spatial coordinates, given a measurement zt, which can
be any of:
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zt = {zXt , zYt , zZt } (3)

zt = {zH
′

t , zZt } (4)

zt = {zFt } (5)

where X , Y , and Z indicate intensities of the magnetic B field.
Equation (3) can be used when both tilt compensation and
heading compensation are performed. Equation (4) can be used
when only tilt compensation is performed. Equation (5) can
be used when no compensation is performed. The algorithm
uses a Gaussian kernel distribution p(zkt |xt):

p(zkt |xt) = exp(
zkt − zkdB
2 ∗ σ2

) (6)

where zdB is the fingerprint in the database corresponding
with xt and k is any of X , Y , Z, H ′, or F .

Algorithm 1 Geomagnetic measurement model (xt,zt).

1: function CALCULATEWEIGHT(xt, zt)
2: if zt == {zXt , zYt , zZt } then
3: wX = p(zXt |xt)
4: wY = p(zYt |xt)
5: wZ = p(zZt |xt)
6: return wX · wY · wZ

7: else if zt == {zH′

t , zZt } then
8: wH′ = p(zH

′

t |xt)
9: wZ = p(zZt |xt)

10: return wH′ · wZ

11: else if zt == {zFt } then
12: wF = p(zFt |xt)
13: return wF

14: end if
15: end function

Although magnetic field intensity measurements remain
stable over long periods of time, big, moving metal objects
like an elevator cause variations in these measurements. These
sources of errors can cause a mismatch in the magnetic field
intensity measured at the same position. The accumulated error
can be modeled as a Gaussian kernel distribution. The standard
deviation of this distribution has to represent the maximum
variation that can be expected. The standard deviation σ was
set to 2 µT as this was the maximum standard deviation
reported at 2m from an elevator by [10].

B. Geomagnetic RatSLAM

We use our Pioneer 3DX mobile robot to collect measure-
ments and to provide a reliable odometry source for our geo-
magnetic RatSLAM implementation. The Pioneer 3DX serves
as robot platform, with a consumer grade laptop mounted
on top to save the measurements. Elevated by a cardboard
box, we place our sensor at a safe distance to avoid soft
iron interference in the magnetic field caused by the metal
parts of the robot. The setup is shown in Figure 12. The
robot is also equipped with a laser range finder to serve as a

comparison tool using an established laser range finder based
SLAM method.

The local view network of the original RatSLAM algorithm
uses camera images to recognize scenes. This functionality
has to be replaced with an algorithm capable of recognizing
magnetic field intensity measurements. Assuming that our
magnetometer will always be in the same position relative to
the robot, we can simplify the measurement model. Similar
to how a 60◦ angle of view camera can only observe one
direction at a time, we choose to match only to magnetic
field intensity measurements that are oriented in the same way
during initial measurement and during subsequent comparison.
In other words, our algorithm will not attribute a high match
quality to the measurements from one location when it is being
traversed in a different orientation. This results in zt to have
only one option:

zt = {zX
′

t , zY
′

t , zZ
′

t } (7)

which is different from Equations (3), (4), and (5) by always
using the magnetometer reference frame defined by X ′, Y ′,
and Z ′, which is allowed since we only want matches when the
magnetometer has the same orientation for the measurements
being compared. In fact, we can assume Z ′ = Z, since Z ′ is
always oriented to nadir. We do not explicitly model it that
way, however, so that our approach is more general even for
differently oriented magnetometers. The same Gaussian kernel
distribution p(zkt |xt) as in Equation (6) is used, with σ =
0.67 µT. This difference in standard deviation is created to be
more selective in matching local view cells.

We use the Robot Operating System (ROS, [32]) as a frame-
work to read magnetometer messages from the smartphone
and to operate the robot. The freely available OpenRatSLAM
source code [31] is modified to create RatSLAM results.

IV. RESULT

Here, we will present the results we have obtained for both
geomagnetic localization and geomagnetic RatSLAM. Firstly,
the geomagnetic localization results are shown, originating
with slight modification from the original paper [1]. Next, we
present the new geomagnetic RatSLAM results.

Figure 12. The Pioneer 3DX mobile robot platform.
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A. Geomagnetic localization

The measurement model in Algorithm 1 is used to inves-
tigate the feasibility of geomagnetic indoor localization. To
test the feasibility we use the suburban house, the apartment,
and the university lab as experimental environments. Each
individual fingerprint position and its accompanying magnetic
field intensity measurement is used as a test position. Each
test position is compared to all measurement positions in
the fingerprint using the measurement model described in
Algorithm 1. The measurement model will give a high weight
to fingerprint positions that had magnetic field intensity mea-
surements similar to the test position. The weight represents
the likelihood of the sensor reading zt given the position xt.
The final estimated position xt is calculated as the weighted
average of all fingerprint positions, using Equation (8). Posi-
tions with a high probability will contribute more to the final
estimated position [3].

xt =

∑N
i=1 w

[i]
t · x

[i]
t∑N

i=1 w
[i]
t

(8)

where N is the number of positions.
The coordinates of the final estimated position are compared

to the real coordinates of the test position and the error is
stored. The process will be repeated for all measurement
positions within the fingerprint. The maximum, minimum and
average errors for every location are determined. The amount
of estimated positions that are within 1 m and the amount
of estimated positions that are in the same room is also
determined. Table IX shows the results that are obtained from
the three fingerprints that are recorded.

It is clear from the results that using three components gives
the best localization results and results deteriorate when fewer
components are used. The maximum and minimum errors
stay relatively the same for all amounts of components. All
localization results are combined to form a cumulative density
function in Figure 13.

This test is repeated, with this difference that the room
of each test position is known. Table X shows the results
of this test. Only measurement positions in the same room
as the test positions are compared to the test position. Test
results improve significantly, so that even using only one
component, localization close to 1m can be achieved. These
results indicate that geomagnetic localization might be more
suited for localization within a room. Figure 14 show the
cumulative density function when the room is known.

Table IX. GEOMAGNETIC LOCALIZATION FEASIBILITY RESULTS FOR
DIFFERENT ENVIRONMENTS, USING ONE, TWO, OR THREE COMPONENTS

IN THE MEASUREMENTS MODEL.

Properties Suburban house Apartment Lab
1 2 3 1 2 3 1 2 3

mean [m] 4.8 4.3 3.1 3.7 3.3 2.5 4.5 3.4 2.5
min [m] 0.1 0.0 0.0 0.1 0.1 0.0 0.2 0.0 0.0
max [m] 9.3 9.4 8.8 7.2 7.4 7.0 10.5 11.3 11.8
< 1 m [%] 4.0 9.0 17.0 7.0 13.0 23.0 9.0 20.0 32.0
room [%] 10.0 18.0 44.0 21.0 31.0 49.0 73.0 74.0 82.0

Error distance [m]

Probabi
lity

0 2 4 6 8 10 1200.10.20.30.40.50.60.70.80.91

Figure 13. Cumulative density function of the error of localization. The
green line is using one component; the blue line is using two components;

the red line is using three components.

Table X. GEOMAGNETIC LOCALIZATION FEASIBILITY RESULTS WHEN
THE ROOM IS KNOWN FOR DIFFERENT ENVIRONMENTS, USING ONE, TWO,

OR THREE COMPONENTS IN THE MEASUREMENTS MODEL.

Properties Suburban house Apartment Lab
1 2 3 1 2 3 1 2 3

mean [m] 1.4 1.0 0.8 1.4 1.0 0.6 2.2 1.4 0.9
min [m] 0.1 0.0 0.0 0.0 0.0 0.0 0.1 0.0 0.0
max [m] 3.2 2.8 2.3 5.2 3.9 2.1 5.4 5.2 3.7
< 1 m [%] 30.0 47.0 67.0 35.0 50.0 74.0 21.0 42.0 61.0

Although previous results give a good indication of how
feasible geomagnetic indoor localization can be, they are
largely theoretical. To verify these findings, a more practical
test is performed. A route is recorded through the suburban
house. On this route, magnetic field intensity measurements
are taken at roughly the same positions as where fingerprint
measurements are taken. The position can not be exactly
the same as human error is inevitable. Figure 15 shows
the recorded magnetic field intensity for the route and the
fingerprint.

The results show that the recorded measurements are not
exactly the same, however, the average correlation coeffi-
cient between the route and the fingerprint X , Y , and Z

Error distance [m]

Probabi
lity

0 2 4 6 8 10 1200.10.20.30.40.50.60.70.80.91

Figure 14. Cumulative density function of the error of localization when
the room is known. The green line is using one component; the blue line is

using two components; the red line is using three components.
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Figure 15. Magnetic field intensity X measurements from fingerprint map

and during route.

measurements is 0.93, which means that both recordings
are very similar. The recorded route is estimated within the
environment using Algorithm 1. Figure 16 shows the original
route in blue, and the estimated route in green. First the route
is estimated when nothing about the room is known, later
the route is estimated when the room of the measurement
is known. Table XI shows the localization results of both
scenarios.

This practical test confirms the original findings. Localiza-
tion is very dependent on the amount of components that
can be used, and results are superior when only room sized
localization is required.

B. Geomagnetic RatSLAM

Our geomagnetic RatSLAM results are collected in the same
university lab as the geomagnetic localization results. We do
not provide the algorithm with any information about the

Figure 16. Suburban house route results for three components. Left hand
side, when the room was not known. Right hand side, when the room was

known. The blue line is the recored route and the green line is the estimated
route. The intensity color scale is the same as in Figure 7.

Table XI. ROUTE ESTIMATION RESULTS.

Properties Global Room known
1 2 3 1 2 3

mean [m] 2.1 2.1 1.4 1.3 1.1 0.9
min [m] 0.2 0.1 0.0 0.0 0.0 0.0
max [m] 4.22 4.2 4.5 3.1 2.6 2.0
< 1 m [%] 13.0 13.0 38.0 43.0 43.0 62.0
room [%] 25.0 31.0 56.0 N/A N/A N/A

specific room in which measurements are taken. A point to
point quantitative ground truth is not available for the results,
but we show the path produced with only odometry and the
path produced by Grid Mapping as qualitative comparisons.
The odometry only path is expected to perform much worse,
as it has no sensor information to recognize familiar scenes.
The Grid Mapping algorithm is freely available in the ROS
framework and described in [33]. This path is expected to
perform better than our own estimation, since it utilizes the
laser range scanner high precision data.

Four separate datasets are constructed. Three of them are
simple runs up and down the lab, starting and ending in
different rooms, lasting about 15min each. A fourth dataset
drives up and down to different rooms in different order,
lasting about 30min. The first three are used to find the correct
RatSLAM parameters, by training on two of them and check-
ing on the third, switching datasets for every parameter setup.
This approach does not guarantee that optimal parameters are
found, but decreases the chance of overfitting the parameters.
To additionally prevent overfitting, the fourth dataset is used
as final check. Figure 17 shows a schematic overview of these
runs, drawn against the output of the Grid Mapping algorithm
applied to the fourth dataset.

The traveled path is the general output of the RatSLAM
algorithm. This will be discussed further on for the fourth,
challenging dataset, however, our focus was on the local view
network. These results are generally discussed using local view
cell matching diagrams, which are diagrams on which the local
view cell identification number, or template ID, is drawn as a
function of time. Horizontally, the first time a template ID is
encountered is when the local view cell is created. Subsequent
occurrences of the same template ID indicate when the local

A, E

B

D, F

C

Figure 17. The second floor university lab laser map. The first three
datasets consist of three runs going up and down the lab. The first dataset

went from A to B and back; the second dataset went from C to D and back;
and the third dataset went from E to F and back. The fourth dataset went to
all rooms in different order. The general trajectory is shown as a dashed line.
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view network decided a measurement to originate from a
location encountered before. Similarly, the experience node
identification number, or experience ID, is drawn, to indicate
when exactly the experience map was informed to create a
new location or to link to an existing location.

Figure 18 shows such matching diagrams for the first
dataset, using a camera the first time and using magnetometer
the second time as input. We observe a similar response in
both sensors, where locations encountered while going up the
run are found to be different from locations encountered while
going down the run. As explained before, this is expected
behavior. Three parallel, diagonal lines can be seen in the
figure, once for view template matches and once for experience
node matches. The first, left hand side of these lines indicates
new local view cells or experience nodes being created. The
second and third of these lines start when the robot reaches
location A again, as indicated in Figure 17, on the 300th
and 600th second mark. These lines indicate matches to the
originally created view templates or experience nodes. False
positive matches are labeled FP on the figure. They can be
found between the lines created by correct matches to the
originally created view templates.

We also note many more false positive local view cell
matches when using the magnetometer. This is explained by
the RatSLAM parameters, where we have chosen a local
view cell matching threshold for the magnetometer that favors
matches, including some false positive matches, above one that
finds few matches but avoids finding false positive matches.
This parameter setting improves experience node matching,
facilitating effective loop closure. A camera does not need
this coarse matching threshold, because it has a sample rate six
times higher than our magnetometer. Matches will be reported
many times more often than with the magnetometer.

The other two initial datasets showed similar results, so
we can test the obtained parameters on our more challenging
fourth dataset. An overview of our parameters can be found
in Table XII. A new local view cell will be created when
the weight calculated by our measurement model is lower
than the match threshold. The recency threshold prevents the
local view network from matching new measurements with
recently created local view cells. In other words, with a
magnetometer frequency of about 5Hz, the last eight seconds
of measurements are ignored when creating a match. The
dimension of the pose cell network is increased to further
cope with the false positive local view cell matches. The pose
cell injection energy is how much energy is injected into the
pose cell network on each local view match. Other parameters
are left on their default values. A detailed discussion of these
parameters when using the OpenRatSLAM system can be
found in [31].

Figure 19 shows the map created using only odometry, using
our geomagnetic RatSLAM, and using Grid Mapping. The
raw integrated odometry in Figure 19a shows some structure
of the environment when observed carefully, however, it can
in no way be used for either localization or navigation. The
trajectory created using Grid Mapping in Figure 19c shows

Table XII. PARAMETERS USED FOR THE GEOMAGNETIC RATSLAM.

Parameter Value
Match threshold 0.5
Recency threshold 40
Pose cell xy dimension 37
Pose cell injection energy 0.03

clearly what path has actually been followed by our robot.
Do note that this trajectory was created using a high preci-
sion laser range finder, in contrast to our simple smartphone
magnetometer. The trajectory created using the magnetometer
is shown in Figure 19b. It can be divided into two parts,
the coarse lower part and the precise upper part. The lower
part of the run has fewer experience node matches, i.e., loop
closure, so that different traversals of the same location are not
matched to each other. The upper part of the run has many
more experience node matches, so that different traversals of
the same location are matched to each other.

This difference is supported by the template match diagram
in Figure 18, where less experience node matches are seen in
the region when the robot is near location A (as indicated on
Figure 17), which is the 0th, 300th, 600th, and 900th second
region. The regions in Figure 17 indicated by A, C, and E
are located in a much older section of the building, with
wooden floors and thin walls, without any offices. This causes
the magnetic field intensity to be only slightly distorted in
these regions. Consequently, geomagnetic localization in these
regions is difficult.

The upper part of Figure 19b indicates a very precise
operation of geomagnetic RatSLAM. This is a more modern
region of the building, indicating that geomagnetic RatSLAM
is feasible to use as SLAM mechanism in average indoor
environments. The created experience map can subsequently
be used for both localization and navigation tasks.

V. CONCLUSION AND FUTURE WORK

In this research, we show that the geomagnetic B field is
feasible to use in both localization and SLAM applications.
We first show an extensive review of platform and sensor
independence when measuring the magnetic field intensity.
Subsequently, we show localization feasibility with tests in
various environments. Lastly, we demonstrate our newly de-
veloped geomagnetic input for the local view network of the
RatSLAM system.

Our results indicate that geomagnetic localization and geo-
magnetic RatSLAM is strongly dependent on the environment.
Environments with much magnetic field intensity distortion
will allow more accurate localization and SLAM. Such en-
vironments are rather commonplace for indoor applications:
most modern domestic or professional environments hold
enough metal and electric devices to distort the geomag-
netic field. Environments with little magnetic field intensity
distortion will not provide enough information for accurate
localization and SLAM.

We also note that geomagnetic localization performs better
when used for localization within limited areas, such as rooms.
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Figure 18. View template and experience matches for the first dataset: (a) shows the view template matches and experience node matches created using
camera; and (b) shows the view template matches and experience node matches created using magnetometer.
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Figure 19. Traveled path for the fourth dataset: (a) shows the raw integrated odometery; (b) shows the experience map created by geomagnetic RatSLAM;
and (c) shows the traveled path obtained from using the laser range finder based Grid Mapping algorithm available in ROS.

This suggests a complementarity with Wi-Fi as a localization
system, which provides a rather coarse spatial localization
and is used usually to locate up to room level [3]. In further
research we will focus on fusing the virtues of these systems
into the RatSLAM local view network. We will also look into
fusing other electromagnetic sensors in the same system.
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Abstract—There are many fuel quality standards introduced 
by national organizations and fuel producers. Usual techniques 
for measuring the quality of fuel, as for example cetane index, 
fraction composition and flash point, require relatively 
complex and expensive laboratory equipment. Therefore, 
testing of fuel is not rapid and can be costly. On the fuel user 
side, fast and low cost sensing of useful state of biodiesel fuel is 
important. One of the devices that address this task is the fiber 
optic capillary sensor in which forced local conversion of diesel 
fuel into vapor is implemented. The present paper concentrates 
on the critical elements the construction of the sensor as well as 
on the interpretation of experimental results. We have 
investigated the construction of the micro heater and the 
technology of smart capillary optrode preparation. We propose 
a capillary optrode construction and technology that reduces 
unwanted light coupling, as well as a new micro heater 
construction that uses a silicon carbide heating element. Our 
experimental assumption is that diesel fuel quality can be 
correlated with the type and concentration of its bio-
components. We examined fuels that are mixtures prepared 
from components that are in line with European Union 
standards. The components used are petrodiesel fuel and bio-
esters as well as edible rapeseed oil. For the mentioned fuels, 
we showed that the results of experiments are easy to interpret 
and that the useful state of diesel and biodiesel fuels can be 
determined from the time of local heating that is required for 
vapor phase creation and the local time of vapor bubble 
formation. 

Keywords-biodiesel fuel; fuel quality; useful state of fuel; 
fiber optic capillaries; fiber optic sensors; capillary sensor; smart 
capillary optrode 

I. INTRODUCTION 

This paper’s focus is on selected aspects of construction 
of sensor that uses capillary optrode and enables rapid testing 
of quality of diesel and biodiesel fuels, the principle and 
preliminary results of which were presented in [1]. 

A. Diesel and biodiesel fuel production examination and 
usage 

Rudolf Diesel constructed the first internal combustion 
engine using pure plant oil as carburant in 1912. The fuel 
was 100% peanuts oil; therefore, today this fuel 
classification is PPO – pure plant oil. The next time engines 
operated on PPO were built in 1985 [2]. 

Classical fuels are made from distillated products of 
crude oil. After distillation the oil composition depends on 
the process and on the crude oil parameters. The parameters 
of oil distillation process are not merely the boiling 
temperature but include such distillation characteristics as: 
initial distillation temperature (about 170ºC), end distillation 
temperature (about 370ºC) and the fractional contents 
temperatures. Those characteristics determine also the basic 
fuel parameters. 

On the practical side, diesel engine performance, fuel 
consumption, and emitted pollutants result from the 
combustion process. The environment of combustion, the 
injected fuel’s form and the fuel quality all play a primary 
role in the diesel combustion process. One of the most 
important diesel fuel quality parameters is ignition quality. 
The ignition quality depends on the molecular composition 
of the fuel. The ignition quality in turn is linked with ignition 
delay time, which is the time between the start of injection 
and the start of combustion. Measurements of ignition 
quality of fuel (CN) have to be carried out in the Cooperative 
Fuel Research (CFR -5) engine, under carefully controlled 
test conditions. The smaller is the delay of testing, the CN 
value is greater. The CN scale is based on the characteristics 
of know chemical single components liquid hydrocarbons. 
Therefore, the CFR-5 engine is also called cetane engine. 
The basic disadvantage of such approximation to fuel quality 
measurement is the high cost of the measurement device and 
the complexity of the procedure. The alternative 
approximation is the use of ignition quality tester (IQT™) 
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and the ASTM D6890/EN 15195(IP 498) test methods. The 
mentioned devices can be seen in [3, 4]. 

Nowadays, producers define the useful state of diesel fuel 
by several parameters: cetane number (min 51.0), density 
(860 to 890 kg/m3), and distillation temperatures (for 
example T90 maximal value is 360C), kinematic viscosity at 
40°C (3.5 to 5.0 mm2/s), etc. Other diesel fuel parameters 
characterize its operability: carbon residue, water and 
sediment, cloud point, conductivity at 20C, oxidation 
stability, acidity, copper corrosion, flashpoint, lubricity, 
appearance, and color [5]. For the ordinary fuel user such 
collection of parameters is often too complex for practical 
use because their testing requires special laboratory 
equipment. Therefore, fuel examination is not rapid and can 
be costly.  

The introduction of biodiesel fuel increases the number 
of parameters connected with the bio-component content [6]. 
In this situation the user requires the simplest possible 
answer to a question: Is that fuel useful for my engine?  

B. Economical reason of sensor of diesel and biodiesel fuel 
examination 

Sensing of useful state of biodiesel fuel is exceptionally 
important for car fleet owners and farmers.  

Car fleet owners are interested because of legal 
regulations and of the risks of buying poor quality fuel [7]. In 
certain countries, including Poland, units of public 
administration, production and customers the law prescribes 
public auction for transactions of larger quantities of fuel. In 
such auction the ordered fuel is certified on the day of 
delivery as meeting national standards, like the Polish norm 
PN-EN 590. The purchased quantity of the fuel is often split 
between different tanks belonging to the buyers. During the 
fuel transfer into the buyers’ tanks the buyers’ representative 
may be present. Even though the ordered fuels may have to a 
certificate of quality, the buyers often reserve the rights to 
check the quality of the fuel. Quite often the delivered fuel 
quality tests are at the option of the buyers, and are often 
waived because of the associated costs, with sometimes 
conflicts arising when the poor quality is discovered at a later 
stage.  

Farmers are often very interested in examination of diesel 
fuel quality because they can produce bio-fuel components 
for their own use. The characteristics of those home-
produced components are not optima [8]. One can see clear 
differences between the freshly pressed technical rapeseed 
oil and the edible rapeseed oil, which is chemically clarified 
and stabilized with antioxidants, such as vitamin E. For 
practical fuel application the technical rapeseed oils have too 
small cetane numbers and too high viscosities. It seems that 
one of the reasons of low biodiesel fuel mixtures usage by 
farmers is the absence of a low cost device to evaluate its 
useful state [9]. In certain regions, there are in use mixtures 
of rapeseed oil with diesel fuel, sometimes they are modified 
with n-butanol or ethanol [10]. However, the viscosities of 
oils decrease with the increase of temperature. For these 
reasons, in tropical countries the potential of using biodiesel 
fuels is larger. The uses of mixtures of soapnut oil with 
petrodiesel fuel are discussed in [11]. It turns out that, 

despite significant differences in fuel viscosity and flash 
point, the observed engine parameters with the prepared 
mixtures were very similar [12].  

In a European study, it was observed that using the 
biodiesel fuel of the first generation at low environment 
temperatures can lead to the degeneration of engine 
parameters [13]. Therefore, production standards for 
biodiesel fuel were introduced: density at 15°C (ISO3675) 
and temperature of fluidity for the transitional periods of 
season and winter (DIN EN 116). The disadvantages of 
biodiesel fuel can be overcome by fuel processing [14] or by 
using biopetrodiesel fuel mixtures [15]. There are also 
publications describing low energy processes for upgrading 
the technical parameters of biofuels. For example: 
transestrification of soybean oil with the use microwave and 
nanopowders enables creation of biodiesel fuel, which meets 
the requirements of the EN-14214 norm [16]. A new 
generation of 100% biodiesel fuel can be made with 
isomerization [17, 18]. Neste Oil proposes NExBTL bio 
component that can be used as 100% biodiesel fuel that 
means the diesel fuel without petrodiesel components, and is 
known as NesteGreen 100. The hydrogenated vegetable oils 
(HVO) are also used as biodiesel components. Their 
advantage is agreement with diesel particulate filter (DPF) of 
engines. 

C. Critical points of diesel fuel conversion into energy 

The starting point of this development of a new sensing 
method of the useful state of diesel and biodiesel fuels was to 
consider the two critical points of fuel conversion into 
energy. The first is the injector of atomized fuel into the 
combustion chamber by forcibly pumping it through a small 
nozzle. The second critical point is the exhaust of gases 
filtered with the diesel particulate filter. Periodically, the 
DPF has to be taken up to high temperatures to burn off the 
matter it has collected, which is realized by contact of DPF 
with a part of fuel vapor [19]. 

Typically, fuel is injected into the cylinders just after the 
vapor fires and the exhaust valve opens. At injection point, 
the fuel vaporizes and a part of vapor moves down the 
exhaust to the DPF and cleans it in a precisely controlled 
injection scheme [20]. Because biodiesel fuel has a higher 
distillation temperature than petrodiesel fuel, it does not 
vaporize as fast [21, 22]. Some of the biodiesel fuel can end 
up adhering to the injector, the cylinder wall or runs past the 
rings, diluting the engine oil and diluting DPF deposits 
instead of cleaning it. 

Therefore, the examination of vapor creation parameters 
of biodiesel fuels is critical to evaluate its useful state 
regardless of the composition of fuel. The methods of spray 
forming observation in diesel engine have been used [23], 
but are not good for integration into a sensor device.  

In this work, we present new developments and new 
applications of on capillary photonic sensors working on the 
principle of monitoring optical intensity changes in 
dynamically forced measurement cycles, first postulated in 
[24]. We present the idea of the sensor, the construction of 
the head, the experimental results of testing biodiesel fuels 
for their quality for use, and conclusions. 
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The sensors use fiber optic capillaries in which the phase 
of the filling liquid changes locally to gas when forced by 
local heating, while the propagation of light in the capillary 
is monitored. Therefore, the sensors examine simultaneously 
many parameters of the liquids. To evaluate the performance 
of the sensors, we used oils with known quality. 

II.  IDEA OF SENSOR HEAD  

The sensor head idea is inspired by one of most critical 
diesel engine element that is fuel injector and nozzle. The 
actual dimensions of the typical nozzle showed in Fig. 1 are 
ID/Id = 4, L/Id = 5 and Id = 0.2mm. The fuel injector nozzle 
diameters depending on construction can vary from 50 to 
200m [25].  

The influence of relation between nozzle dimensions, 
pressure ratio on the type of diesel fuel flown is under 
investigations [26]. The character of the fuel flow through 
the nozzle depends strongly on the pressure difference. It can 
be classified as cavitating or non-cavitating type, while in the 
non-cavitating flow case we distinguish between the 
turbulent and the laminar flow. The caviting flows happen 
when the difference in pressures is high enough. The input 
pressure (Pi) can vary from 15MPa to 110MPa. The output 
pressure (Pn) is of the order of 6MPa. 

Typical temperatures inside the fuel injection nozzle are 
from 235 to 275C, the maximum does not exceed 300C 
[25]. The flame temperatures in the cylinders (Tn) are about 
1500C and the wall temperatures are under 350C. 
Therefore, we cannot replicate the flame temperatures and 
pressures in small portable sensor devices. 

On the other hand, the volume of a single injection of the 
fuel is at the range of 3÷50mm3. The fuel injected into 
cylinder forms a spray and enters the cylinder in about few 
milliseconds [28]. Then it vaporizes and flames.  

 

 
Figure 1.  Schematic construction of the nozzle. 

 

 
Figure 2.  Schematic construction of sensor head. 

These processes are correlated with the quality of 
ignition, which forms one of the major factors of the fuel 
quality. The second factor when considering biodiesel fuel is 
connected with fuel viscosity. Therefore, we intend to 
examine in our sensor the fuel vaporization and forced flow 
in conditions that are as close to reality as possible. We have 
to create a setup allowing the examination of partial 
evaporation of fuel, which take place in the nozzle and can 
move the fuel into the orifice of few hundreds micrometers 
diameter. Such a nozzle can be modeled with two glass 
capillaries that would allow observation of the direct optical 
fuel phases and their movement. The capillary with the 
smaller outer diameter can be positioned inside the bigger 
capillary using glue forming a single-use replaceable optrode 
[1].  

The inner temperature that is needed to create the bubble 
of vapor can be achieved with a local heater positioned near 
the capillary. With one end of capillary closed, the local 
heater can act as a fuel pump by producing a vapor pressure 
(see Fig. 2). The set of commercially available capillaries 
produced by VitroCom enables to prepare the optrode that is 
characterized by dimensions close to those of practical 
nozzles. For example; as the inner capillary we can use 
CV3040Q capillary that Id = 300µm as the outer capillary 
we can use CV7087Q capillary, which ID = 700µm. Both 
capillaries can work in temperatures up to the quartz glass 
annealing point, which is 1070ºC. The outer capillary 
(CV7087Q) length should be greater than 7.8mm to move 
3mm2 of fuel.  

The creation and movement of the bubble in the liquid 
depends on the liquid thermo-dynamical parameters as well 
as its viscosity and its vapor phase parameters, and also on 
the container’s geometry and the outer thermo-dynamical 
conditions [29]. The faster is the bubble creation from liquid 
phase, the more probable is the turbulent flow of fuel in the 
nozzle. Therefore, we have to distinguish two stages of the 
bubble creation: the time of liquid fuel heating and the time 
of phase change from liquid to vapor that forms the bubble 
filling the full cross section of the capillary.  

 

III. HEAD CONSTRUCTION 

The sensor’s head consists of two functional blocks: the 
base and the optrode [30]. The base is used to integrate the 
micro heater, the optical path of source and receiver as well 
as for positioning the optrode. The optrode is the replaceable 
part of the head that imitates the geometry and the main 
physical characteristics of a fuel nozzle and enables 
monitoring of creation of the vapor bubble. 

A. Micro heater 

The micro heater has to supply sufficient heat for the 
biodiesel fuel to reach over 200C inside the capillary. We 
examined experimentally and by numerical modeling the 
map of temperatures in the model of nozzle. We used the 
Coventor software, a R300 NEC thermo-vision camera, and 
the InfReC analyzer software. The results of micro heater 
simulation are presented in Fig. 3.  
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Figure 3.  Temperature map in [˚K] at 30s of heating for a glass capillary 

CV7087Q filled with diesel fuel. 

In both cases, the capillary optrode and its position over 
heating element is the same. The situation in Fig. 3a 
concerns thick film type planar heating element with total 
dimension 4mm×8mm×0.635mm. The element is equipped 
with a resistance heating element and with connection pads. 
The resistance element area covers 4×4mm and is positioned 
at 50m under the capillary. For dissipating 5W in 30 
seconds the temperature of the surface of the heater reached 
327C while the temperature inside the capillary reached 
247C. The full microheater assembly (Fig. 3b) including the 
mounting base requires dissipating of 7W in 30 seconds to 
achieve the same temperature inside the capillary. 

Sequential simulations showed that for the 290ºC 
temperature inside the filled up capillary and for the assumed 
distance between the capillary and micro heater surface, the 
micro heater with dimensions of 5mm×5mm, the upper 
surface temperature has to be at least 350C. This 
temperature is more than can withstand the planar resistors, 
e.g., Vishay High Power Thin Film Wraparound Chip 
Resistor in type 2512 package [31]. Wire heaters can easily 
work at such temperatures, but since such constructions do 
not provide a constant and repeatable distance between the 
microheater and the capillary, they cannot replace the planar 
structures. The most favorable shape of planar microheaters 
is rectangular with side length from 2mm to 5mm, and the 
recommended power of heating is 7÷10W. The power 
density can reach 1.6W/mm2, which is also too high for 
commercial hybrid resistors. For the heater current supply 
the recommended value of resistance is between 10÷50Ω. 

Even current dividers from Vishay like the Current Sensing 
Bondable Chip Resistors type S.C. are not optimal for such 
application. More over, the head construction requires that 
the microheater has to be positioned on a rectangle shaped 
substrate with the length of 3cm and width of 5mm. On this 
substrate the electrical contacts for the heating element and 
wire connections have to be provided, as well as isolating 
pads for mounting the head. The isolating regions are 
necessary because the head base is made of metal. The micro 
heater base is outlined in Fig. 4. 

We have built different versions of planar micro heaters. 
In all construction we used alundum ceramic bases with the 
thickness of 635μm. For preparing the heating elements we 
used thick film and thin film hybrid technologies as well as 
monolithic silicon carbide semiconductor technologies.  

The thick film technology enabled us to make a fully 
integrated micro heater in the form of one piece. In our 
investigation this element worked repeatable in 20 seconds 
cycle without long term resistance changes when end 
temperatures did not exceed 200C. The parameters of the 
micro heater were stable for temperature shocks from 30°C 
to 200°C – the reversible resistance changes were low, 
within 1.5Ω at 30Ω of nominal resistance. When the 
temperature exceeded 200ºC we observed cracking of the 
resistive layer followed by the splitting of ceramic base into 
two parts. Therefore, we examined the two other 
technologies.  

We used thin film metal deposition technology to prepare 
standalone resistance elements. The metal was deposited on 
a silicon substrate. There were three areas in the element: 
one square resistive heating area and two areas for electrical 
connections. The connections between the heating element 
and the microheater base were made by wire bonding or with 
high temperature conductive glue use. To bond it, we at first 
positioned the element on the base with dielectric glue. At 
that, we observed two unwanted phenomena, both due to the 
high temperature of the connected elements. For wire 
bonding technology we observed at 150C that standard 
dielectric glue gave smoke, but we did not detect any rapid 
changes of the resistance of the micro heater. With 
conductive glue technology use at 300C we observed that 
the high temperature connecting glue, which was specified as 
working up to 400C also gave smoke while the connections 
resistance increased from 1 Ω to 10Ω. This increase had an 
unstable character, but the glue still properly positioned 
heating element on the base. 

 

 
Figure 4.  Micro heater base outline. 
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Figure 5.  Tested micro heaters. 

Moreover, the thin film heating element increased its 
resistance during heating cycles in such way that the initial 
resistance of following heating cycle was bigger than in 
previous one. We think that special passivation of thin metal 
layer will solve this problem.  

At last we evaluated monolithic silicon carbide heating 
elements. The element enabled heating capillary to the 
required temperature in 30 second cycles. The increase of 
time of heating from 25 to 30 second with decreased power 
but maintained final temperature resulted in partial 
degradation of the glue used for bonding. We used high 
temperature conductive glue; therefore, we observed the 
mentioned degradation as small permanent changes in the 
microheater’s resistance. Hence, we limited heating time to 
25 seconds. The next heating cycle with maximum power 
was safe, when the heater was allowed to cool down to room 
temperature. In normal condition it required about 2 minutes 
for cooling. The tested micro heaters are shown in Fig. 5. 

 

B. Path of optical signal 

The creation of the bubble can be observed from outside 
or inside of capillary with the use of optical fibers [32]. The 
bubble position can vary in the area of local heating due to 
variation of fuel composition and real geometrical 
dimensions of capillaries within with their specified 
tolerances. Moreover, the outside observations of effects 
happening inside the capillary are sensitive to outer capillary 
cleanness [33, 34]. Therefore, the observation from outside is 
not optimal for measuring the bubble creation time. 
Observation of the bubble creation with two fibers 
positioned inside the capillary is not convenient for a 
replaceable optrode setup, and also complicates the fuel 
flow. To overcome those problems, we used a modified 
capillary optrode with a phosphor layer to convert radiation 
(see Fig. 6).  

In the presented optrode, the phosphor converts the light 
from 460nm wavelength of the high power light emitting 
diodes, to 562nm. Only part of the light radiated in the full 
angle extent propagates in the inner capillary to the area of 
examination. The fragment of optrode where phosphor is 
deposited is presented in Fig. 7. When we illuminated the 
phosphor with the radiation of 460nm at the cross section of 
outer capillary of optrode we registered the presence of 
radiation at 460nm and 562nm wavelengths (see Fig. 8). 

 
Figure 6.  Optrode that uses phosphor to convert outer radiation into light 

inside capillary. 

 

Figure 7.  Optrode part where UV phosphor is deposited. 

 

Figure 8.  Cross section of outer oprtode when phosphor is radiated with 
radiation at 460nm wavelength, the output power is at the rank of 300nW. 

To eliminate the coupling to the receiver of the unwanted 
radiation propagating into the wall of outer capillary, we 
used two means of protections. First, the receiver fiber plug 
was inserted into optrode. Second, the optrode walls at the 
plug side were covered with a thin metal layer (see Fig. 9) 
[35]. The optical quality of thin film protection is presented 
in Fig. 10, where the optical beam coupled into the outer 
capillary has 2mW of power at 675nm. No optical signal that 
would output from the capillary walls is in evidence, 
contrary to the situation presented in Fig. 8. 
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Figure 9.  The end of optrodes with deposited thin film metal layers. 

 

Figure 10.  The end walls of outer capillary protected with metal layer, 
when 2mW optical beam was coupled into the capillary. 

The efficiency of light conversion in the developed 
optrode is low, but acceptable. We optimized the optrode 
elements position: Lp, Lb and Lw (see Fig. 6), as well as the 
method and parameters of phosphor deposition. After 
optimizing the construction, we got from a L7113QBC-G 
LED operating at 20mW, at the end of the plug made from 
optical fiber, 111nW for an empty capillary and 0.3µW for a 
capillary filled with biodiesel fuel. The uncertainty of low 
signal level in our construction was 10nW. The optrode was 
held in position with elastic magnetic strips, while the optical 
fiber was secured with miniature neodymium magnets. The 
construction of the head is presented in Fig. 11. The two 
types of micro heaters were installed. In Fig. 11A, the 
holders of micro heater are better visible than in Fig. 11B. 
The electrical connections from micro heater to power 
supply are made at some distance from the heating element 
to secure their proper working temperature.  

Though we predicted that thick film micro heater may be 
not proper for biodiesel fuel examinations, we checked such 
a possibility by making a series of fuel examination 
experiments. The results showed that a critical degradation 
of such micro heater happens after over a dozen measuring 
cycles. Therefore, for further experiments we used only 
micro heaters with SiC heating element. 

 

Figure 11.  The head construction. 

C. Optoelectronic signal processing 

As the light source driver we built an electronic device 
that enabled current modulation from DC to 50 kHz at 
selected frequencies, which was equipped with configurable 
current limiters to prevent accidental LED burning. To 
improve the rejection of ambient light influence on the 
experimental results in our experiment we used electrically 
modulated light with 1kHz frequency. 

The optoelectronic detection unit of our own construction 
had an SMA fiber input and consisted of an integrated photo-
amplifier and a band-pass filter with amplification and RMS 
detection. We used the S8745-01, AD8253, UAF42, AD536 
and AD8250 components. In the realized construction we 
were able to measure signals in the range from 10nW up to 
500nW with 2nW accuracy when the signal duration was 
0.01s. The optoelectronic unit was connected to a personal 
computer through an analog input IOtech personal Daq 3000 
16bit/1MHz USB data acquisition system. We fed the heater 
from a laboratory power supply Hameg HM8143 controlled 
by the analog output from Daq. The view of sensor hardware 
set-up is presented in Fig. 12. We also used a Daq 3000 
system to monitor the temperatures of the measuring head 
base and of the surrounding ambient with two LM35DT 
circuits connected by low pass filters.  
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Figure 12.  View of experimental set-up, [1]. 

To operate the system, we designed a script in DASYLab 
with a 0.01s sampling rate. The script automates the 
measurements and automatically switched off the micro 
heater when the light signal dropped under a specified value 
corresponding to the point of vapor bubble creation or when 
maximum time of local heating is exceed. The length of 
signal registration was 60s. 

 

IV. EXPERIMENTAL RESULTS 

In this section are presented the experimental procedure 
and the results of examination of different diesel and 
biodiesel fuels. 

A. Experiment procedure 

At the start of the experiment the optrode was closed 
with a fiber optic plug without use of sealant and then is 
placed in the head. The LED was switched on at the power 
of 20mW. The initial output signal was measured and when 
it was greater than 110nW we assumed that the optrode was 
qualified to use (see Fig. 13). Next, the optrode was filled 
with fuel, after which its end was closed with fiber optic plug 
secured with sealant. When there were bubbles of gas 
observed at the initial state of experiment, the optrode and 
capillary had to be withdrawn [29]. When the capillaries 
were filled uniformly by the liquid, the optrode was placed 
into the head and the initial levels of transmitted signal were 
examined and used as reference levels. In normal situation 
the signal should be greater than 300nW. We normalized 
such initial signal level to 4 a.u. (in Fig. 13).  

As the examined fuel in the useful state was 
semitransparent, we expected initially high signal levels, and 
then low signal levels when the bubble would appear. The 
bubble directed the signal from the liquid to the capillary 
walls [32]. When the transmitted signal decreased rapidly it 
gave the impulse to switch off the microheater. We 
terminated the heating when the signal dropped under 
2.5 a.u.  

 

 
Figure 13.  Initial situations of experimental procedure. 

Depending on the thermo-dynamical conditions; the 
vapor gas phase moved the fuel to the open end with a 
laminar or a turbid flow. The turbid flow could be detected 
optically after the experiment as a presence of series of small 
bubbles in the optrode. Depending on the flow type and fuel 
decomposition after heating we could observe two situations 
presented in Fig. 14. 

Both situations presented in Fig. 14 result in the 
reduction of the output optical signal and are difficult to be 
distinguished in the measurement, but are easy to be 
distinguished visually. The small bubble appears at the stable 
position over center of micro heater, where the temperature 
achieves its maximum. We thought that a small bubble 
appeared and lasted in the fuel due to structural changes 
induced by heating to some components that were added 
after distillation, or to some decomposition of bio-
components, since the bubble was particularly present after 
examination of edible oils [36].  

 

 
Figure 14.  Two possible situations after local heating procedure. 
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B. Diesel and biodiesel fuels used for examination 

 
We examined six potential fuels in which set five fuels 

were prepared from the same pure and fresh components at 
different ratios. For these fuels we use petrodiesel, fatty acids 
methyl esters (FAME) and additives according to EU 
standard. As sixth potential fuel we suppose edible rapeseed 
oil (ERO). The edible rapeseed oil has to be distinguished 
from technical rapeseed oil (TRO). Technical rapeseed oil is 
the direct product of rapeseed corn pressing, while edible oil 
is the product of technical oil purification and addition of 
antioxidants.  

We defined the fuel quality as: premium, good, 
acceptable for selected engines and acceptable for special 
engines. As the premium quality fuel we evaluated the clear 
and fresh petrodiesel component that was mixed with 
selected additives according to EU standards. The good 
quality fuel was premium quality fuel mixture with 10 of 
FAME. The acceptable for selected (tolerant) engines fuels 
consisted of 30 and 60% of FAME. We assumed that the 
FAME with additives fuel known as 100% biodiesel fuel 
could be used in special engines.  

Selected parameters of prepared fuels are grouped in 
Table I. The examination of the fuels in the laboratory prior 
to the experiment showed that fuels P100, B10, B30 and B60 
were meeting the norms. The FAME fuel starts to distillate at 
an unacceptable high temperature. B100 - modified FAME 
may start distillation at T0 = 280ºC while 
T10≈T50≈T90≈340ºC, therefore, its usage in classic diesel 
engines is questionable [13]. The used ERO is characterized 
by a very quick start of distillation at 170-200ºC, then no 
observable change to 295ºC, where it starts distillate as fuel 
up to 363ºC. The B100, TRO and ERO did not meet the 
distillation standards of fuels.  

 

TABLE I.  SELECTED PARAMETERS OF PREPARED FUELS 

Parameter Fuel acronym 
P100 B10 B30 B60 B100 

Assumed fuel 
quality 

P G Ab Ab Bb 

Base oil [%] 100 90 70 40 0 
FAME [%] 0 10 30 60 100 
Density at 15ºC 
[kg/m3] 

832.6 837.4 847.0 862.3 883.2 

Temp of flame [°C] 74 75.5 79.5 90 163 
Kinematic viscosity 
at 40ºC [mm2/s] 

3.367 3.432 3.595 3.934 4.509 

CI 54.9 57.7 57.5 56.8 * 
CN 59.6 57.3 54.9 54.0 51.2 
T0 [ºC] 188.6 195.6 196.7 200.2 369*# 
T10 [ºC] 225.7 230.4 242.1 278.1 * 
T90 [ºC] 345.5 343.6 344.1 345.3 * 

 
Abbreviations used: FAME – Fatty acids methyl esters (bio-component); 
CI – cetane index, CN – cetane number, T0 temperature of distillation start, 
TX – temperature of x% volume of distillation, * - our lab equipment do to 
allow of such examination, value given in [14]. Assumed fuel quality set: P 
– premium, G – good fuel, Ab – acceptable bio fuel for selected engines, 
Bb – acceptable biofuel for special engines. 

C. Examination of biodiesel fuels using the developed 
sensor 

Our aim was to distinguish fuels by their quality. For 
this purpose we set in the experiment the power of micro 
heater and the maximum time of local heating. The 5W of 
power in thick film heating element and corresponding 7W 
of power dissipated in SiC micro heater in up to 25 seconds 
enabled to produce vapor phase for fuels that meets the norm 
as well as ERO. 

We examined at least 3 times samples of each fuel, and 
on the following figures we present representative 
measurement cycle signal. As micro heater we used the SiC 
component.  

We made the first experiments with P100 fuel at two 
powers of heating 5W and 7W (Fig. 15 and Fig. 16). The 
experiments showed that increasing the power from 5W to 
7W reduced the average time of heating  from 14.5 seconds 
to 9 seconds, and it reduced the average time of vapor phase 
creation from 0.2 seconds for 5W, to 0.1 seconds for 7W. 
The reductions in those times were in agreement with the 
theory of thermo dynamics.  

The next experiments were made with 7W heating power 
and their results are presented in Fig. 17 to Fig. 20.  

From our experimental results we saw that P100, B10 
and B30 fuels did not differ significantly. The B60 fuel 
formed in our heating condition a vapor phase, but the 
mixture was characterized by very high dispersion of time of 
heating - . 
 

 
Figure 15.   Measurement procedure representative signal of P100 heated 

with 5W. 

 
Figure 16.   Measurement procedure signals of P100 heated with 7W. 
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Figure 17.  Measurement procedure signals of B10 heated with 7W. 

 
Figure 18.  Measurement procedure signals of B30 heated with 7W. 

 
Figure 19.  Measurement procedure signals of B60 heated with 7W. 

 
Figure 20.  Measurement procedure signals of ERO heated with 7W. 

 
Figure 21.  Small bubble remaining after heating of rapeseed edible oil in 

the center of the micro heater. 

B100 required a longer time of heating to form bubble 
phase than our procedure enables. Only 30% of samples 
showed bubble creation in 25 seconds of local heating. This 
was made intentionally to enable proper classification of 
diesel fuel with acceptable parameters while time of heating 
is considered as a one of key factors. Sometimes B100 
showed a lower time of bubble creation than ERO. 
Interestingly, according to our experimental data the B100 
seemed to be a worse fuel than ERO. The ERO forms vapor 
phase in all cycles was similar to that of B10 fuel. But ERO 
had the lowest  dispersion, which was in agreement with its 
distillation starting point at 170-200ºC. This is not a good 
property for a fuel. For ERO we observed a repeatable 
presence of a small bubble that remained after heating of 
edible rapeseed oil in the center of the micro heater (see 
Fig. 21). 

We think that was the result of thermal decomposition of 
rapeseed edible oil components. It was most probably 
connected to the degradation of vitamin E, which occurs at 
200ºC. Therefore, in ERO we examined only a part of 
distillation parameters, but this disadvantage could be 
corrected by observation of optrode after sample 
examination. 

The summarized results of experiment of fuel 
examination are presented in Table II. What was expected 
but not obvious, our head was not sensitive to local heater 
construction as long as the temperature conditions of heating 
were the same. We see an agreement of the results collected 
with hybrid micro heater presented in [1] and those presented 
in this paper measured using the SiC micro heater. 

TABLE II.  EXAMINED PARAMETERS OF FUELS HEATED WITH 6W 

Parameter Fuel acronym 
P100 B10 B30 B60 B100 ERO 

Average [s] 9 12 13 22 * 13 
Average [s] 0.10 0.13 0.18 0.30 * 0.64 
Percent of samples 
with created bubble 

100 100 100 100 30 100 

*- the average value does not exist. 
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On the base of data collected in the experiments we can 
set the parameters determining the useful state of biodiesel 
fuel as: the upper limits of average time of heating – avg(, 
the range of dispersion of time of heating – std() and the 
upper limit of time of vapor phase creation – max(). The 
analysis of data showed that in our method the useful state of 
diesel biodiesel fuel was directly and firmly connected with 
the gas phase creation. For example, the unacceptable fuels 
are characterized by  greater than 0.3s while premium 
fuels  have to be lower than 0.13s. 

CONCLUSIONS 

We proposed a sensor working on the principle optical 
examination of fuel under local heating. Our optoelectronic 
devices allowed conducting the experiment in ambient room 
conditions. The analysis of the measured signals of diesel 
and biodiesel fuels showed the relationship of times of gas 
phase creation parameters with the useful state of diesel fuel. 
We showed that the information on useful state of diesel fuel 
could be presented in the form of recommended ranges and 
times of fuel heating and vapor creation. Because the heating 
was taking place in a closed capillary, the fuel did not ignite 
during experiments. We conclude that the proposed 
construction may be in future the base of commercially 
marketable instruments.  

The future work will consist of optimization of the 
construction especially enabling observation of optrode 
above the center of micro heater. The sensor construction 
needs to be integrated into a complete portable instrument 
and be built more resistant for use in harsh environments 
outside of the laboratory. For this purpose, the first step was 
achieved, as thanks to indirect light coupling the optrode 
walls are not much sensitive to soiling. The next required 
step is the development of new simpler in usage optrode 
plug. 
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Abstract — Wearable technologies provide a refinement to 

personal monitoring by permitting a long-term on-person 

approach for capturing physiological signals. Sensors, textile 

integration, electronics miniaturization and other technological 

developments are directly responsible for advancements in this 

domain. However, in spite of the present progress, there are still 

a number of obstacles to overcome for truly achieving seamless 

wearable monitoring technology. That concerns, namely, 

improvements on the reliability of the system at the design stage, 

including the adoption of built-in self-test and embedded test 

instruments, features able to detect functional and structural 

failures. Biopotential monitoring has been part of medicine and 

rehabilitation protocols for decades now, thus its integration 

within wearable systems is a natural progression; nonetheless, a 

number of factors can affect acquisition reliability such as 

electrode-skin impedance fluctuations and the malfunction of 

the data-acquisition circuits. This article presents a built-in self-

testing approach for an electromyography data acquisition unit, 

part of a wearable gait monitoring system. The approach makes 

use of the inter-integrated circuit bus in a dual purpose role, as 

a communication bus and for stimuli and test response 

propagation. The targeted tests are electrode-skin impedance 

checking through a straightforward threshold strategy and 

detection of functional deviations of the signal conditioning 

circuit of the electromyography unit, through a digital signature 

based approach. 

Keywords - BIST; EMG; electrode-skin impedance; digital 

signatures; structural faults; I2C. 

I. INTRODUCTION 

 The present paper provides an updated and extended 

description of the work presented by the authors at the 

GLOBAL HEALTH 2013 conference [1]. 

An increasing ageing population and consequently rising 

number of individuals with chronic movement and 

neurological disorders, are forcing societies to adapt to ever-

growing demands. Currently, the capacity of most countries 

to address such alarming issue is inadequate, due to limited, 

understaffed and under-resourced facilities, proving 

ineffectual at times. For example, there were an estimated 

10.3 million first-ever stroke survivors in 2005 worldwide [2] 

and stroke is projected to remain a leading cause of disability-

adjusted life years (DALYs) [3] through 2030. Stroke care 

represents a major burden on global healthcare expenditures, 

representing roughly 3% of healthcare costs [4]. Despite the 

cost, there exists a general agreement on the importance of 

addressing the sequelae of stroke. Concurrently, hip injuries 

and disorders are also likely to occur with aging. It is 

estimated that by the year 2030, the number of hip fractures 

in the USA will reach 289,000, an increase of 12% [5]. 

In order to safeguard the quality of life of the elderly and 

individuals with chronic ailments, a paradigm shift in the 

personal healthcare process is necessary; moving from a 

reactive (post-event) to a proactive (preventive) stand [6]. 

Nowadays, information and communication technologies 

(ICT) are supporting and promoting the aforementioned shift, 

by pushing health monitoring technologies closer to the end-

user, in an effort to reduce costs through remote care. This 

way, the hospital based healthcare concept is being translated 

into smaller and more distributed health care services, 

including the home, up to the point where some health 

monitoring tasks can be done with the patient living her/his 

daily activities [7]. 

The use of portable devices for healthcare enables the early 

detection of abnormal conditions and facilitates the 

prescription of ambulatory treatments [8]. Until recently, 

most research involving the capture and analysis of 

biomedical and physiological signals has been limited to a 

laboratory or otherwise controlled environment, making use 

of cumbersome and costly equipment, which requires 

specialized facilities and trained personnel. Such practices, 

although useful in their own right, fail to consider real life 

scenarios and their impact on the subject. The fast paced 

developments of body sensor networks (BSN) and wearable 

technologies (including the so-called smart textiles) have 

allowed to open the next stage in human behaviour analysis 

tools, and introduce a new understanding of the interaction of 

individuals with their surrounding environment [9]. 

Although wearable and portable biomedical monitoring 

devices are rapidly becoming a recognized alternative, little 

attention has been paid to field testing protocols and 

methodologies, in order to insure measurement reliability, 

especially on long-term scenarios. When considering the 

reliability of wearable EMG monitoring systems, one can 

divide the focus in two main parts: that concerning the data 
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acquisition system and that dependent on the condition of the 

electrode-skin interface. 

Testing and design for testability (DfT) have become a 

crucial aspect of most electronic designs; moreover, 

considering the structural complexities involved in modern 

packaging technologies. Intellectual property (IP) cores, 

hybrid technologies and mixed-signal systems have 

introduced a number of challenges that have dominated 

testing and development time and cost. Traditional 

approaches such as parametric characterization or hardware 

specific testing apparatus are far from providing the cost 

stabilizing effects achieved by automatic testing equipment 

(ATE) during the last decades of digital technology 

revolution. This is of particular concern when considering 

scenarios for remote or on-location monitoring solutions, 

which require constant self-diagnostic strategies in order to 

insure data reliability, such as the ones presented by wearable 

technologies. Additionally, the continuous tendency for 

mixed analog and digital (MAD) signal integration within 

modern designs drives towards new testing solutions, adapted 

to an evolving set of needs. 
Although significant advances in the last decades have 

been made on the development and use of standard test 
infrastructures for digital circuits, such is not the case for 
analog or mixed-signal scenarios, in spite of the availability of 
the IEEE 1149.4 test bus [10] [11]. Nevertheless, a number of 
ad hoc contributions and strategies exist, where the general 
idea is the evaluation of an analog response to controlled 
stimuli, in order to verify expected response behaviors and 
correlating deviations to specific faults in certain cases [12] 
[13] [14]. 

In contrast, the electrode-skin interface [15] [16] [17], as 

well as its effect on biosignals measurements [18] [15] [16] 

[17] have been well studied. A number of studies and 

strategies exist on the electrode-skin impedance 

characterization domain [19] [20] [21], but the introduction 

of new electrode types (textile and capacitive for example) 

present novel challenges, especially in the case of 

electromyographic (EMG) signals acquisition [22]. The 

traditional approach for insuring quality electrode based 

bioelectric monitoring resorts to a thorough skin preparation 

of the target area, while qualified personnel positions the 

electrodes based on specific anatomical landmarks, verified 

with a portable skin-impedance meter or utilizing a test signal 

of the acquisition system. This approach is not readily 

applicable to certain subjects, such as elderly, allergenic and 

pediatric [23], or for most forseen wearable strategies; 

moreover, variations of the electrode-skin interface 

impedance are to be expected [24]. Alternatively, methods 

such as those presented in [25] [26] provide a continuos 

monitoring of electrode-skin interface through the inclusion 

of additional hardware such as signal generators, current 

sources, and filters, used in parallel with the target signal 

acquisition components. 

During biological signals capture, faults within modules 

(either catastrophic or parametric) can occur in both sensors 

and signal conditioning circuitry. This is even more acute 

when these modules are integrated within wearable systems, 

due to the harsh conditions they are subjected to. The 

imprecise nature of electrical biosignals, combined with the 

parametric tolerance of the involved components; not to 

mention addressing transient variations caused by 

temperature changes, triboelectric and piezoelectric effects, 

positioning fluctuations, and sensor contact variation, require 

adopting testing approaches different from those used in 

traditional electronic scenarios. In order to improve the 

reliability of wearable systems, built-in testing and 

calibration functionalities are required for fault detection, 

localization and diagnosis prior data is erroneously captured. 

This article presents a built-in self-testing (BIST) solution 

for an EMG sensor module of a wearable system intended for 

gait analysis. The strategy focuses on resource reutilization 

and component count minimization, through the reuse of an 

inter-integrated circuit (I2C) bus as a stimuli/response 

transport, managed through a novel protocol. Section II 

provides an overview of the wearable acquisition system for 

gait analysis on which the present work was based. Section 

III presents the implemented BIST strategies, as well as the 

management framework. Section IV summarizes the 

experimental test results, and Section V highlights the main 

conclusions and future developments of the work.  

II.  WEARABLE DATA ACQUISITION SYSTEM FOR GAIT 

ANALYSIS 

Current instrumentation and methods for gait analysis are 
still expensive and complex, difficult to setup by healthcare 
staff, hard to operate and uncomfortable for the patient, while 
requiring a very high level of expertise for data gathering, 

Figure 1. (a) Early prototype of gait analysis system. (b) Textile embedded 

wires and electrodes. 
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analysis and interpretation. A new wearable instrument 
infrastructure specifically dedicated to capturing locomotion 
data is being developed [27]; an early prototype can be 
observed in Fig. 1 (a), while Fig. 1 (b) presents the textile 
embedding strategy that permits replacing cumbersome 
wiring; a close-up of the textile electrodes can be seen in Fig. 
2. 

This system includes, in a single infrastructure, the means 

to capture inertial and surface electromyographic signals 

(sEMG) of the lower limbs. It is presented as a network of 

sensor nodes interconnected through textile-conductive yarns 

and provides the measurement of kinematic variables, as well 

as the sEMG signals that are most important for locomotion. 

Each node comprises a sEMG sensor, an accelerometer, and 

a gyroscope, as well as an operation managing 

microcontroller responsible also for routing data in the 

established mesh network. EMG electrodes and the 

interconnections among sensor nodes are sewed on the 

leggings using yarns made with twisted filaments, each one a 

polymeric filament covered by a very thin layer of silver. 

Aggregated information is sent to a personal computer 

through a Bluetooth wireless link from a central processing 

module (CPM), as seen in Fig. 3. 

The objective is to develop instrumented leggings for 

measuring human locomotion parameters in a practical and 

non-invasive way, even for people with strong impairments 

or disabilities. It is meant for capturing data, for prolonged 

periods of time, of typical movement activities under 

everyday living conditions, without interference or 

discomfort to the subject. The system allows the 

measurement of typical kinematic variables of the lower 

limbs, namely linear and angular movement of thighs and 

shanks, as well as the myoelectric signals of strategic muscles 

for locomotion analysis, as seen in Fig. 4, following 

recommendations from the Surface ElectroMyoGraphy for 

the Non-Invasive Assessment of Muscles (SENIAM) project 

[28] and a team of physiotherapists and specialists in gait 

analysis. 

A. EMG Module 

The EMG module contained within each sensor node, 
shown in Fig. 5, can be divided in two main sections: the 
electrodes and the signal conditioning circuitry (SCC). The 
electrodes are grouped in sets of two acquisition electrodes per 
targeted muscle plus a reference electrode per leg placed on 
the knee. The SCC comprises the following stages: an 
instrumentation amplifier, drift removal, filtering, gain 
adjustment, and a body reference drive feedback connected to 
the reference electrode. These stages have a predictable 
behavior established by their configuration and/or 
combination of elements such as resistors and capacitors, 
which show an acceptable dispersion of values among them, 
maintaining the proper functioning of the system. However, 
variations in the manufacturing process of the components, 
different life-time degradations, electrical faults (shorts and 
open circuits), or environmental issues such as, humidity, 
pressure or temperature, can alter such balance of values. 

Figure 2. Embedded textile EMG electrodes. 

CPM 

Sensor 

Module 

Figure 4. Gait analysis structure detailed view. 

Figure 3. Gait analysis infrastructure. 
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Therefore, it is important to ensure that the system is operating 
within the defined limits before and during its usage, in order 
to insure the reliability of the captured data. 

III. BUILT-IN SELF-TESTING 

Built-in self-testing/calibration (BISTC) strategies have 

traditionally focused on performing detection, diagnosis and 

repair actions of a specific module, section, component, or IP 

core [29] [30]. The increasing complexity of modern 

wearable monitoring technology (WMT) can seldom benefit 

from strategies that are either too centralized, external 

data/equipment dependent, or component focused. 

Communication and area overhead, increased complexity 

and resources, or energy expenditure, are just a few factors 

that limit traditional approaches.  

In order to address some of the aforementioned 

limitations, a BIST structure was proposed, which reduces 

implementation overhead, in terms of design time, pin-count 

and board area,   through the reuse of the I2C bus (already 

used for connecting the accelerometer and the gyroscope) for 

testing management purposes, as seen in Fig. 6. Such 

approach permits taking advantage of the I2C bus, generally 

present within wearable systems for multi-component 

communication, as a means for stimuli/response transport, as 

well as for testing management. Further explanation of the 

methodology can be found in Section IIIC. 

In this particular scenario the embedded instrument refers 

to the EMG module previously described. The approach 

seeks to integrate within the module elements required for 

testing different aspects, such as the electrode-skin 

impedance for proper sensor contact verification, as well as 

the signal conditioning circuitry functional response. In such 

setup, a switching matrix that manages the different signals 

 

Figure 5. EMG signal conditioning module structure. 

Figure 6. Overview of generic embedded instrument with proposed 

infrastructure. Figure 7. EMG module BIST structure. 
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routing is necessary to perform the necessary actions, with 

special consideration to active operation time 

synchronization, i.e., meaning that safety considerations are 

also in play due to the nature of the electrode-skin interface. 

Fig. 7 presents an overview of the strategy applicable to the 

described scenario, where the signature generator and 

electrode validator stand for the circuitry utilized for testing; 

which will be described in the next sections. 

A. Electrode-skin Verification 

Surface electrodes are likely the most utilized sensors for 

capturing electrical biosignals measurements, such as 

electrocardiography, electromyography, electro-

encephalography, electrooculography, bioimpedance, 

impedance tomography, among others. The contact 

impedance achieved in the electrode-skin interface affects 

biosignals measurements (as stated earlier), a matter of 

concern, traditionally solved through, namely, skin 

preparation procedures, equipment checking, and electrode 

replacement. Even under such controlled conditions, 

variations of the electrode-skin contact impedance are to be 

expected. However, in applications such as daily activities 

monitoring and the performance measurement of an athlete, 

or other scenarios where the individuals will have to position 

the electrodes themselves or the electrodes are integrated 

within a garment, careful positioning and skin preparation 

cannot be guaranteed. 

Fig. 8 presents an eight hour time lapse measurement of 

the impedance of a commercially available disposable 

pediatric Ag/AgCl foam electrodes, of 1 cm of diameter core 

and 3 cm of diameter foam (DORMO, ref SX-30) over an 

Agar based gel, following the preparation procedures 

presented in [31]. A conventional three electrode setup with 

a GAMRY Series G-300 Galvanostat with 50 μA stimuli 

compatible with IEC 60601-1 standard [32] and ANSI/AAMI 

EC12:2000 recommendations [33], was performed in a 

controlled environment in order to ascertain the time 

variation of the electrode material interface impedance. As 

can be observed in Fig. 8, there is a prolonged settling period 

caused mainly by hydrophilic effects and temperature 

equilibration between the two interacting elements, similar to 

the effect reported on the electrode-skin interface [34], 

observed in Fig. 9 as well. 

Fig. 9 presents the measurements of an electrode-skin 

interface of a human volunteer. The skin was prepared with a 

straightforward technique, limited to light shaving, degreased 

with alcohol, dead cells removed with a soft brush, later 

cleansed with soap and water, and allowed to rest for 10 

minutes. The target electrode and its reference were located 

roughly 3 cm proximal to the elbow and the signal injection 

electrode roughly 6 cm from the center point of the target-

reference electrode line, proximal to the forearm mid-point 

(all measurements were considered from the center of the 

electrodes), the ground electrode was located at the 

contralateral posterior side elbow, as seen in Fig. 10. The 

subject was then placed within a Faraday cage, in order to 

reduce electromagnetic noise, following a sitting position 

with the forearm containing the electrodes resting 

Figure 8. Electrode-Gel time lapse impedance. 

Figure 9. Time lapsed electrode-skin impedance. 

Figure 10. Electrode placement. 
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horizontally. As can be observed in Fig. 9, a similar 

hydrophilic phenomenon occurred as in the case of the 

electrode-gel. Such phenomenon is known by healthcare 

personnel, reason for which most electrode related 

procedures include a settling period prior to measurements. 
The phenomenon described above is worth mentioning in 

order to illustrate the variability of the electrode-skin 
interface; although it is not the greatest concern within a 
wearable system. Conventionally, analog faults are classified 
as hard (catastrophic) or soft (parametric), referring to the 
trace continuity; however, when considering sensors, the fault 
classes are not so well defined. For instance from a data 
centric point of view one can summarize, following [35] [36] 
[37] [38] [39]: 

• Constant or dead: measures provide invariant arbitrary 
values, uncorrelated to the observed phenomenon. 

• Random noise: increased variance of the target sensor 
measurements. 

• Short: sharp momentary irregularities between 
measurement points. 

• Accumulative or drift: continuous deviation trend from 
the correct value, expressible through a deterministic relation 
with true value, possibly cause by age, decay, damage, etc. 

In the case of textile electrodes the problems are 

exacerbated, due to their sensitivity to pressure, fabric 

stretching, and motion artifacts [40] [41] [42]. In addition, 

textile electrodes and wires, such as those presented back in 

Fig. 2, are relatively new technologies and strong behavioral 

models have not been well established when compared to pre-

gel electrodes; which complicates issues related to interface 

impedance variability. 

Several approaches have been implemented, through the 

years, for the measurement and monitoring of the electrode-

skin impedance, such as the ones presented in [18] [20] [21] 

[25] [26] [34]. An electrode-skin impedance verification 

circuit was developed following a straightforward approach, 

based on the injection of a low amplitude stimulus current 

(less than 10µA) in order to ascertain an electrode pair target 

load. Individual electrode-skin interface strategies generally 

utilize a three electrodes approach (one electrode-skin contact 

target and two others for sinking and voltage reference 

respectively). 

However, an electrode pair-wise verification was 

preferred in this case, in order to maintain simplicity. A 

single-supply current to voltage converter was used as 

observed in Fig. 11, which includes a calibration resistor in 

parallel with the target load in order to control threshold 

limits and avoid open feedback scenarios. The configuration 

follows that of a current controlled voltage source, where the 

current observed across the reference resistor flows towards 

the electrodes and calibration resistance generating a voltage 

proportional to the impedance under test. Momentary sharp 

irregularities are limited by the calibration resistor, as well as 

stabilizing capacitors (not observed in the figure). The 

magnitude of the stimulus current is a paramount 

consideration due to the possible negative effects in the 

human body, hereby achieved through the introduction of a 

limiting reference resistor. A local DC reference can be 

applied as stimulus in addition to a virtual ground 

compensated square wave signal sent through the I2C bus. 

B. Signal conditioning circuitry verification  

Common-mode rejection, amplification and filtering are 

regular stages of any electrode based signal conditioning 

circuit [42][48]. These are required to reduce the effects of 

common-mode potentials, random noise, motion and power-

line artifacts, as well as to effectively retrieving the 

components of interest of the measured signal. Amplification 

factors and cut-off frequencies are dependent on the signal 

type [42][48], and deviations can cause unwanted elements 

to be introduced into the captured signal. 

The test of the SCC (see Fig. 12) is achieved by means of 

the injection of an impulse stimulus at the input, fusion of the 

response of targeted nodes within the SCC, and the collection 

of the final response in the form of a digital signature that can 

be compared against a response table, composed by a set of 

signatures corresponding to the tolerance determined by 

acceptable components variations. 

Initially, a Built-In Logic Block Observer (BILBO)-like 

[43] based approach was attempted in which the stimulus was 

Figure 11. Electrode-skin verification structure. 
Figure 12. SCC test infrastructure. 
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provided by an LFSR (Linear Feedback Shift Register), and 

the response of the SCC was collected by a Multiple Input 

Signature Register (MISR). These are solutions commonly 

found in the structural test of digital circuits, which are prone 

to aliasing errors, i.e., there is a (small) probability that the 

signature of a bad circuit is the same as that of a good circuit.  

In fact, such solution proved to be ineffective in the present 

case, since large variations of some components of the SCC 

module rendered signatures not so different from those 

obtained considering valid values, thus providing unreliable 

and ambiguous error detecting methods for this specific 

purpose. 

Alternatively, a different testing approach was chosen, 

where a delta-sigma (ΔΣ; or sigma-delta, ΣΔ) like modulator 

is used to convert the SCC response into a bit stream, being 

the I2C bus used for stimulus generation and response capture 

purposes (Fig. 12). An I2C bus driven stimulus was preferred 

over a locally generated one, in order to reduce local sources 

of noise (such as clocks), gain increased stimulus shaped 

flexibility, and reuse of existing resources. The target 

observation nodes were determined through a sensitivity 

analysis after a SPICE simulation, which established that the 

low-pass filter output and the ADC input are the nodes that 

best reflect variations within the components of the SCC, 

seen in Fig. 13. 

The SCC test impulse is designed to stimulate the SCC 

frequency bandwidth and amplitude full range. The 

observation of different analog nodes and their compression 

into a single bit stream improves observability and saves test 

response resources and time. This way, the need for an analog 

test bus line, the inclusion of a bulky analog to digital 

converter, and the need for a multiplexed test response 

acquisition are avoided. Fig. 14 shows the test impulse 

response, of the two selected inputs to the signature generator 

for a Monte Carlo simulation considering 10% variations of 

the SCC’s capacitors and resistors values. 

In order to reduce noise along the communication lines, 

complexity and total area of the test circuit, it was decided to 

differ from traditional ΔΣ modulators, by eliminating the flip-

flops generally present between comparators. The output of 

the signature generator is kept in a non-ground state through 

the use of a pull-up resistor until the test stimulus forces the 

first ‘0’, to ensure a known initial condition and thus a 

predictable start sequence, compatible with I2C as well. After 

such start event, the signal is captured every 10 µs during 1.05 

ms generating a 105-bit long signature. 

The resulting signature is acquired through the I2C bus by 

the local processing module, which applies a window bit 

density filtering and Ziv-Lempel based lossless compression 

algorithm [44]. As the SCC test response presents variations 

due to the acceptable tolerances of its components, the golden 

signature is actually a set comprising the signatures of 

different admissible responses. 
The Ziv-Lempel based lossless compression algorithm 

replaces repetitive bit sequences by a shorter code, as 
described in the following pseudo-code and observed in Fig. 
16: 

array  = ∆∑ output 

foreach segment from array 

    if segment ∈ dictionary 

        then signature + = segment  
foreach segment from signature 

    if segment ∈ 2nd dictionary 

        then final signature += segment 

Figure 16. Pseudo-code for compression algorithm. 

The use of this compression algorithm is twofold. On one 

hand, compression allows reducing the length of data to be 

transmitted along the wired network from the sensor node to 

the CPM, as well as through the Bluetooth link, thus reducing 

communication time and power. On the other hand, it allows 

to recover the original analog response at an external 

Figure 13. SCC target test nodes. 

Figure 15. Compression algorithm overview. 

Figure 14. SCC response to the test stimulus. 
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processing unit, using a corresponding decompressing 

algorithm. 

C. I2C bus and test management handler 

A testing and/or calibration strategy for WMT benefits 

from distributed or multi-sensor aware approaches. Such 

approach could seek to maintain data reliability after the 

recognition of deviating degradation patterns on sensors that 

could provide insight into system problems due to, e.g., 

improper sensor positioning, induced electrical effects due to 

movement (turboelectric and piezoelectric effects), structural 

flaws and other factors that require the coverage provided by 

the analysis of multiple temporal instances, redundant 

structures comparison, or introspection into fused data 

components. In order to manage the previously mentioned 

approach, a testing framework was designed based on a 

protocol named SCPS [45]; which seeks to standardize the 

command sequence for sensor acquisition/testing access. 

In the present case, an instruction enables a testing 

procedure, activating pre-determined routing configurations. 

It is possible as well to use an I2C compatible sequence for 

transporting stimuli and responses to and from the target 

module as described in Fig. 17. 
The sequence sets up the appropriate routing configuration 

through acknowledgement of a test command and uses the 
next two SCK low-state for stimulus and response transport. 
In order to avoid start/stop events from occurring, the master 
element insures a low-state of the SDA prior to SCK high. A 
re-start or stop event can then be used at the event of the 
sequence to finalize the action. 

IV. RESULTS 

The electrode verification circuit was first simulated on 

Multisim 11.0.775, for functional and electrical parameters 

validation and to confirm the suitability of the arrangement. 

Preliminary experiments were then performed on an Agar 

based gel for performance verification prior to testing on 

human volunteers. A number of signals were used for 

behavioral confirmation, as can be seen in Figs. 18, 19, and 

20. 

The electrode-skin impedance was changed through 

variations of the contact surface between the electrode and 

the skin, Fig. 18 presents different responses of the circuit to 

such variations for a 10 µA DC stimulus, demonstrating its 

sensivity to the electrode-skin impedance variations, thus 

compatible with a threshold based fault detection approach. 

Fig. 19 and Fig. 20 present corresponding responses to 

square-wave and sine-wave, respectively, stimuli of 

matching peak to peak amplitude, respectively (limited to 50 

µA). These responses also demonstrate their sensitivity to the 

reactive component of the electrode-skin impedance (through 

phase and time response effects), by presenting a measurable 

Figure 17. I2C compatible sequence for Stimulus/Response transport. 

Figure18. DC Stimuli response for varying conditions, where S1 is the 
stimuli, S2 is low impedance response, S3 is an expected impedance 

response and S4 is a high impedance response. 

Figure 19. Square wave of 100 Hz stimuli, where S1 is the stimuli, and S2 
is an expected impedance response. 

Figure 20. Sine wave of 100 Hz stimuli response for varying conditions, 

where S1 is the stimuli, S2 is a normal impedance response and S3 is a 
high impedance response. 

75

International Journal on Advances in Systems and Measurements, vol 7 no 1 & 2, year 2014, http://www.iariajournals.org/systems_and_measurements/

2014, © Copyright by authors, Published under agreement with IARIA - www.iaria.org



phase difference in the case of S2 within Fig. 19 and through 

the behavior of S2 in Fig. 20, showing a classical 

charging/discharging behavior. On the other hand, the S3 

saturation level seen in Fig. 19 corresponds to an 

unacceptable over the limit electrode-skin impedance case. 

A. Signature generation results 

The SCC and the ΔΣ circuits were simulated within a 

SPICE like simulator, using the models of manufacturers for 

the operational amplifiers, comparators and analog switches. 

Figs. 21 to 24 show the waveforms obtained in response to 

the test impulse, for golden and faulty cases. The input pulse 

stimulus was designed considering the circuit time constants 

and the I2C time specifications – I2C’s fast-mode and fast-

mode plus specifications impose minimum durations of 0.6 

µs and 0.26 µs high periods, respectively [46]. 

Figs. 22, 23, and 24 present faulty responses for the cases 

of, respectively, a 5% reduction of the filter gain, a 30% 

reduction of the low-pass filter capacitor value, and an open 

connection in the instrumentation amplifier – Fig. 21 shows 

the golden response. The sequences of pulses presented in 

each case are the corresponding outputs of the ΔΣ modulator. 

It can be seen that, after comparing these sequences with the 

golden case, the three faults are detectable as different bit 

streams are generated. 

The direct capture of these test responses is possible 

because the I2C sampling frequency allows doing it with an 

adequate resolution, i.e., no pulses are lost. 

Experimental results were obtained with a demonstration 

prototype. For that purpose faults were introduced in the SCC 

in some of the most critical components for the proper 

operation of the circuit. According to the literature, the low-

pass filter cutoff frequency (fc) for EMG signal conditioning 

Figure 21. Signature generator input signals (Vfilter; Vout) and ΔΣ output 

– golden case. 

Figure 22. Signature generator input signals (Vfilter; Vout) and ΔΣ output 

– 5% reduction of the filter gain. 
 

Figure 23. Signature generator input signals (Vfilter; Vout) and ΔΣ output 

– 30% reduction of a capacitor value. 

 

Figure 24. Signature generator input signals (Vfilter; Vout) and ΔΣ output 

– open circuit in the instrumentation amplifier. 
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circuits should be considered in the range from 500 Hz [28] 

to 700 Hz [47] or even 1000 Hz [48]. In our case, the 

tolerance band of the cut-off frequency imposed by the 

admissible components variations, shows a width from 480 

Hz to 800 Hz. Deviations were introduced in some 

components in order to change the cutoff frequency to values 

inside and out of the tolerance band, i.e., fc = [300, 492, 688 

Hz, 1450, 10130] Hz. 

In Figs. 25 and 26 one can see the input (yellow/top 

signal) and the output (blue/bottom signal) of the test 

signature generator in case of, respectively, an acceptable and 

an unacceptable cutoff frequency. The bit-stream that is then 

obtained presents a duration of 1.05 ms, or a length of 105 

bits.  

After compressing, the captured bit-streams are compared 

against the expected golden responses. This is achieved by 

evaluating the bits in specific windows, were common pattern 

are produced among good responses. Fig. 27 shows the 

compressed signatures obtained for valid (top three) and 

faulty (bottom four) responses, corresponding to deviations 

of the cutoff frequency to fc = [300, 1450, 2500, 10130]. A 

circuit is considered faulty when the bits in the evaluation 

windows are different from the expected ones. 

V. CONCLUSION AND FUTURE WORK 

A significant research effort has been made to develop 

economic and reliable tools capable of providing, as non-

obtrusive as possible, portable monitoring of biological 

signals. Many of the solutions that have been proposed so far 

are based on placing sensors on garments that can be worn 

without any extra special care. However, the testing of these 

electronic systems has not deserved the same attention and 

solutions are required in order to improve that reliable data is 

captured and used in medical protocols. 

The inclusion of testing features within wearable 

technologies is of paramount importance due to their portable 

nature and target monitoring scenarios. In contrast with 

medical devices found within hospital and healthcare 

facilities, wearable healthcare systems do not necessarily 

count with the support of professional personnel to verify 

their placement and continuous operation.  

A mixed-signal built-in self-test infrastructure and 

methodology is presented that addresses the in-situ 

verification of the electrode-skin interface, as well as the 

functionality of the signal conditioning circuitry of a 

wearable electromyographic data acquisition system. The 

approach being proposed uses an I2C bus for test event 

management and stimuli/response transport, through a 

protocol meant for resource optimization and sensor group 

testing strategies. The electrode-skin interface is evaluated 

after the measurement of the complex impedance and the 

signal conditioning circuitry is tested after comparing its 

impulse response with the expected golden response. A Ziv-

Lempel compression algorithm is used to allow transferring 

a shorter version of the captured bit stream, thus saving 

communication time and power, while preserving the 

possibility of reconstructing the impulse response of the 

circuit. The simulations and circuit implementation results 

confirm the validity of the approaches being proposed and 

reveal their compatibility to the target system and available 

resources. 

This work is expected to be further developed with the 

design of new versions of the proposed test instruments, 

namely with the on-chip implementations, and the design of 

instruments to test other parts of the systems, always using 

the SCPS infrastructure for test data and operations 

management. 

Figure 25. Cutoff frequency at 482 Hz. 

Figure 26. Cutoff frequency at 1.45 kHz. 

Figure 27. Valid (top three) and faulty (bottom four) test signatures. 
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Billion Rectangles under 10 Minutes
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Abstract—We present a novel heuristic for 2D-packing of rect-
angles inside a rectangular area where the aesthetics of the
resulting packing is amenable to generating large collages of
photographs or images. The heuristic works by maintaining
a sorted collection of vertical segments covering the area to
be packed. The segments define the leftmost boundaries of
rectangular and possibly overlapping areas that are yet to be
covered. The use of this data structure allows for easily defining
ahead of time arbitrary rectangular areas that the packing must
avoid. The 2D-packing heuristic presented does not allow the
rectangles to be rotated during the packing, but could easily
be modified to implement this feature. The execution time of
the present heuristic on various benchmark problems is on par
with recently published research in this area, including some
that do allow rotation of items while packing. Several examples
of image packing are presented. A multithreaded version of our
core packing algorithm running on a 32-core 2.8 GHz processor
packs a billion rectangles in under 10 minutes.

Keywords–bin packing; rectangle packing; multi-threaded and par-

allel algorithms; heuristics; greedy algorithms; image collages.

I. INTRODUCTION

We present a new heuristic for placing two-dimensional
rectangles in a rectangular surface. The heuristic keeps track
of the empty area with a new data structure that allows
for the natural packing around predefined rectangular areas
where packing is forbidden. The packing flows in a natural
way around these “holes” without subdividing the original
surface into smaller packing areas. The main application for
this heuristic is the creation of collages of large collections
of images where some images are disproportionally larger
than the others and positioned in key locations of the original
surface. This feature could also be applied in domains where
the original surface has defects over, which packing is not to
take place.

This article is an extended version of a paper presented at
Infocomp 2013 [1]. Here we include new results relating to the
performance of the core algorithm, and extend our original
results by reporting the execution times of a multithreaded
version of the core algorithm running on an Amazon EC2 32-
core instance, and packing a billion rectangles.

We are especially interested in avoiding packings that place
the larger items concentrated on one side of the surface, and
keep covering the remainder of the surface using decreasingly
smaller items. These are not aesthetically pleasing packings.

This form of 2D-packing is a special case of the 2D Or-
thogonal Packing Problem (OPP-2), which consists in deciding
whether a set of rectangular items can be placed, rotated or
not, inside a rectangular surface without overlapping, and such
that the uncovered surface area is minimized. In this paper
we assume that all dimensions are expressed as integers, and
that items cannot be rotated during the packing, which is
important if the items are images. 2D-packing problems appear
in many areas of manufacturing and technology, including
lumber processing, glass cutting, sheet metal cutting, VLSI
design, typesetting of newspaper pages, Web-page design or
data visualization. Efficient solutions to this problem have
direct implications for these industries [2].

Our algorithm packs thousands of items with a competitive
efficiency, covering in the high 98 to 99% of the original
surface for large collections of items. We provide solutions
for several benchmark problems from the literature [3]–[5],
and show that our heuristic in some cases generates tighter
packings with less wasted space than previously published
results, although running slower than the currently fastest
solution [6].

To improve the aesthetics of the resulting packing, we
use Huang and Chen’s [7] surprising quasi-human approach
borrowed from masons who pack patios by starting with the
corners first, then borders, then inside these limits (similarly
to the way one solves a jigsaw puzzle). Our algorithm departs
from Huang and Chen’s in that it implements a greedy lo-
calized best-fit first approach and uses a collection of vertical
lines containing segments. Each vertical segment represents the
leftmost side of rectangular area of empty space extending to
the rightmost edge of the area to cover. The collection keep
the lines ordered by their x-coordinate. All the segments in a
line have the same x-coordinate and are ordered by their y-
coordinate. Representing empty space in this fashion permits
the easy and natural definition of rectangular areas that can
be excluded from packing, which in turn offers two distinct
advantages: the first is that some rectangular areas can be
defined ahead of time as containing images positioned at key
locations, and therefore should not be packed over. The second
is that subsections of the area to pack can easily be delineated
and given to other threads/processes to pack in parallel. Simple
scheduling and load-balancing agents are required to allow
such processes to exchange items as the packing progresses.
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II. THE AESTHETICS OF PHOTO COLLAGES ON A LARGE
SCALE

The impetus for this algorithm is to pack a large number
of images, typically thousand to millions, in a rectangular
surface of a given geometry to form large-scale collages. In
such applications items are not rotated 90 degrees since they
represent images. This type of packing is referred to as nesting
[8].

Large collages of images are challenging, both because
of the packing required, and also because of the required
aesthetics. Herr et al. [9] present a large collage of images
associated with Wikipedia articles organized as a graph that
groups together images based on the similarity of the pages on
which they appear. In this context, similar pages are pages that
have the same number of shared links. The packing is a simple
2D packing where all images are given the same rectangular
frame, and is made to occupy a large circle fit for printing
on a poster. In this data visualization, articles are represented
by green, blue and yellow disks overlapping each to form
clusters around text labels identifying concepts, and all overlay
the mosaic of packed images. The aim of this visualization
is to present a qualitative aesthetics, rather than to use the
packing of variously sized images to convey some quantified
relationship. Little effort is made to make the images carry
any significant information. The number of images displayed
is less than a thousand and already illustrates the challenge of
displaying a large collection of images.

On a much larger scale is the packing of the over one
billion faces of Facebook users attempted by Natalia Rojas
[10]. In this visualization, Rojas presents the visitor of the
app.thefacesoffacebook.com page with an approximately 1,200
by 1000 pixel image, where each of the 1.2 million randomly
colored pixels represent a Facebook profile image. Packing in
this case is straightforward: each rectangle is 1x1 and randomly
placed. The visitor of the Web site can zoom in on any of
the pixels and is presented by a grid of 100 by 100 pixel
images, each image representing an actual profile picture of
a Facebook user. The uniform size for the images makes for
a trivial packing. It is worth noting that Rojas picked a fairly
large 100x100 pixel format for each image, allowing visitors
to quickly spot the various faces.

In [11], Wattenberg, Viegas and Hollenbach use chromo-
grams, colored fixed-height rectangles aligned in a horizontal
bar, to show the edits by users on various Wikipedia pages.
While their techique is not a collage, it involves using rectan-
gles of various colors to convey some information pertinent to
Wikipedia contents. They cite the large-scale historics contain-
ing more than 100,000 events or the irregular structure of the
edit logs as significant challenges for making the visualization
both effective and aesthetically pleasing.

New developments in display technology that covers walls
with video screens and displays billion-pixel digital images
have been embraced recently by museum, research centers,
and corporate offices. The Cleveland Art Museum [12] is an
example where museum goers are presented with a packing
of images from the museum collection on a wall of large
connected touch-screens. The visitors interact with the display,

picking images for additional information. The packing is in
bands of same-height images. The result is a pleasing collage
of images that are allowed to overlap when the user interacts
with them. The Texas Advanced Computing Center’s Massive
Pixel Environment library [13] allows users to display Pro-
cessing sketches/citeProcessingOrg over multiple large screen
displays. Its use is mostly for visualizing simulation results.

These various efforts are all based in part on the availability
of new libraries such as Shiffman’s most-pixels-ever Process-
ing package [14], which makes it feasible to display very
large images or a large collection of small images, making the
problem of packing them efficiently a timely one to address.

Algorithm 1 Simplified Packing Heuristic
1: N = dimension( rects )
2: VL = {L0, L1}
3: while not VL.isempty() do
4: success = false
5: for all line vl in VL do
6: list = { } // empty collection
7: for all segment sl in vl do
8: rect = rectangle in Rects with height closest to

but less than sl
9: if rect not null then

10: list.add( Pair( rect, sl ) )
11: end if
12: end for
13: if list.isempty() then
14: continue
15: end if
16: sort list in decreasing order of ratio of rect.length to

sl.length
17: for all pair in list do
18: rect, sl = pair.split()
19: if rect fits in VL then
20: pack rect at the top of sl
21: update VL
22: success = true
23: break
24: end if
25: end for
26: if success == true then
27: break
28: end if
29: end for
30: if Rects.isEmpty() then
31: break
32: end if
33: end while

III. REVIEW OF THE LITERATURE

Possibly because of its importance in many fabrication
processes [2], different forms of 2D-packing have evolved
and been studied quite extensively since Garey and Johnson
categorized this class of problems as NP-hard [15]. It is hence
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Figure 1. The basic concept of the packing heuristic. (a) The algorithm starts with one vertical line L0 in the left-most position. (b) A rectangle is added,
shortening the L0 line and forcing the addition of a second vertical line L1. (c) A second rectangle is added on L1, cutting L1 and forcing the addition of a third
line L2. (d) Starting from (a) a rectangle is added in the middle of the available space, creating the addition of a segmented Line L1a, L1b, and a full line L2.

Figure 2. Two examples of potential rectangle placements. In (a) the proposed location for the rectangle (shown in dashed line) is valid and will not intersect
with other placed rectangles (not shown) because 1) its horizontal projection on the line Li directly left of it is fulling included in a segment of Li, and 2) its
intersection with Lines Lj , Lk , and Lm is fully covered by segments of these lines. In (b) the proposed location for the rectangle is not valid, and will result
in its overlapping with already placed rectangles since its intersection with Line Lj is not fully included in one of Lj ’s segments.

a challenge to create a comprehensive review of the literature,
as any 2-dimensional arranging of rectangular items in a
rectangular surface can be characterized as packing. Burke,
Kendall and Whitwell [3] and Verstichel, De Causmaecker,
and Vanden Berghe [16] provide among the best encompassing
surveys of the literature on 2D-packing and strip-packing

research.

While exact solutions are non-polynomial in nature and
slow, researchers have achieved optimal solutions for small
problem sizes. Baldacci and Boschetti, for example, reports
four known approaches to the particular problem of 2D orthog-
onal non-guillotine cutting problem [17], Beasley’s optimal
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algorithm [18] probably being the one most often cited. Unfor-
tunately such approaches work well on rather small problem
sets. Baldacci and Boschetti, for example, report execution
times in the order of tens of milliseconds to tens of seconds
for problem sets of size less than 100 on a 2GHz Pentium
processor.

Scientists from the theory and operations-research commu-
nities have also delved on 2D-packing and have generated
close to optimal solutions [19], [20]. The Bottom-Left heuristic
using rectangles sorted by decreasing width has been used
in various situations yielding different asymptotic relative
performance guarantees [21]–[24]. Other approaches concen-
trate on local search methods and lead to good solutions in
practice, although computationally expensive. Genetic algo-
rithms, tabu search, hill-climbing, and simulated annealing
[25], [26] are interesting techniques that have been detailed
by Hopper and Turton [2], [4]. These meta-heuristics have
heavy computational complexities and have been outperformed
recently by simpler best-fit based approaches, including those
of Hwang and Chen [5], [7], or Burke, Kendall and Whitwell
[3]. Huang and Chen show that placement heuristics such as
their quasi-human approach inspired by Chinese masons out-
performs the meta-heuristics in minimizing uncovered surfaces
in many cases, although requiring relatively long execution
times. Burke et al. propose a best-fit heuristic that is a close
competitor in the minimization of the uncovered surface but
with faster execution times.

Probably the fastest algorithm to date is that of Imahori
and Yagiura [6], which is based on Burke et al.’s best-fit
approach. Their algorithm is very efficient and requires linear
space and O(n log n) time, and solves strip-packing problems
where the height of the surface to pack can expand infinitely
until all items are packed. They report execution times in
the order of 10 seconds for problems of size 2

20 items. Our
serial application is slower, as our timing results show below,
but provide a better qualitative aesthetic packing in a fixed
size surface with similarly small wasted area. A multithreaded
version of our heuristic, however, will pack a million rectangles
under 4 seconds, and is presented in details in Section VII.
Furthermore, the ability to pack around rectangular areas make
for easy parallelization of the algorithm, as we illustrate below.
Because the time consuming operation of a collage of image is
in the resizing and merging of images on the canvas that vastly
surpasses our packing time by several orders of magnitude,
the added value of the quality of the aesthetics of the packing
makes our algorithm none-the-less attractive compared to the
above cited faster contenders.

In the next section we present the algorithm, its basic
data structure, and an important proposition that controls the
packing and ensures the positioning of items without overlap.
We follow with an analysis of the time and space complexities
of our algorithm, and show that the algorithm uses linear
space and requires at most O(N3

log(N)

2
) time, although

experimental results show closer to quadratic evolution of the
execution times. This is due to the fact that the algorithm
generally finds a rectangle to pack in the first few steps of the
process, and the execution time is proportional mostly to the
number of rectangles. Only the last few remaining rectangles

take the longest amount of time to pack in the left over space.
We compare our algorithm to several test cases taken from
the literature in the benchmark section, and close with several
examples illustrating how the algorithm operates. We then take
the core packing loop and show that by subdividing the area to
pack into thin horizontal bands, the speed of the packing can
be significantly sped up, making the packing of billions of
rectangles possible in the space of minutes. The conclusion
section presents possible improvements and future research
areas.

IV. THE ALGORITHM

A. Basic Data-Structures

The algorithm is a greedy, localized best-fit algorithm that
finds the best fitting rectangles to pack closest to either one of
the left side or top side of the surface. Figure 1 captures the
essence of the algorithm and how it progresses.

The algorithm maintains ordered collections of vertical seg-
ments representing rectangular areas of empty space. Segments
are vertical but could also be made horizontal without imped-
ing the operation of the algorithm. These vertical segments
can be thought of as the left-most height of a rectangle
extending to the right-most edge of the surface to pack. Vertical
segments with the same x-coordinate relative to the top-left
corner of the surface to cover are kept in vertical lines. The
algorithm’s main data structure is thus a collection of lines
ordered by their x-coordinates, each line itself a collection of
segments, also ordered by their y-coordinates. The collections
are selected to allow efficient exact searching, approximate
searching returning the closest item to a given coordinate,
inserting a new item (line or segment) while maintain the
sorted order. Red-black trees [27] are good implementations
for these collections.

The main property on which the algorithm relies to position
a new rectangle on the surface without creating an overlap with
already positioned rectangles is expressed by the following
proposition:

Proposition 1: A new rectangle can be positioned in the
surface such that its top-left corner falls on the point of
coordinates (xtl, ytl) and such that it will not intersect with
already positioned rectangles if it satisfies two properties
relative to the set of vertical lines:

1) Let Lleft be the vertical line whose x-coordinate xleft is
the floor of xtl, i.e., the largest x such that x <= xtl.
In other words, Lleft is the vertical line the closest
to or touching the left side of the rectangle. For the
rectangle to have a chance to fit at its present location,
the horizontal projection of the rectangle on Lleft must
intersect with one of its segments that completely contains
this projection.

2) The horizontal projection of the rectangle on any vertical
line that intersects it must also be completely included in
a segment of this line.

Figure 2 illustrates this proposition.
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Figure 3. A solution generated by our algorithm for the packing of 100 items in 16 objects as proposed by Hopper as the “M1a” case.

B. Basic Operation

The algorithm starts with two vertical lines, L0 and L1.
The first line originates at the top-left corner of the surface to
cover, and contains a single segment whose length defines the
full height of the surface to pack. L1 is a vertical line located
at an x-coordinate equal to the width of the surface to pack.
L1 contains no segments. It identifies the end of the area to
pack. Any rectangle that extends past the end of the area to
cover will cross L1, and because this one does not contain
segment, the second part of the proposition above will reject
the rectangle.

To simplify the description of the algorithm, we use the
generic term line to refer to lines and segments. The algorithm
packs from left to right, and favors top rather than down
locations. Starting with the vertical line L0 it finds the item
R0 with the largest height less than L0. If several items have
identical largest height, the algorithm picks the one with the
largest perimeter and tests whether it can be positioned without
overlapping any other already placed items. The algorithm tries
three different locations: at the top of L0, at the bottom of
L0, or at the centre of L0. The item is positioned at the first
location that offers no overlap, otherwise the next best-fitting
item is tested, and so on.

The positioning of R0 shortens L0, as shown in Figure 1(b).
A new line L1 is added to the right of R0 to indicate a new
band of space to its right that is free for packing.

The goal is to place all larger items first and automatically

the smaller ones find places in between the larger ones.
In Figure 1(c), the algorithm finds R1 as the rectangle

whose width is the largest less than L1 and positions it against
the left most part of L1. Adding R1 shortens L1, indicating that
all the space right of the now shorter L1 is free for packing.
Again, a new line L2 is added to delineate a band of empty
space to the right of R1.

We implement the data-structures for the lines as trees sorted
on the line position relative to the top-left corner of the initial
surface, so that a line or a group of lines perpendicular to
particular length along the width or height of the original
surface can be quickly found.

Note that in our context these line-based data-structures
allow for the easy random positioning of rectangles in the
surface before the packing starts, as illustrated in Figure 1(d)
where a rectangle R0 is placed first in the middle of the surface
before the packing starts.

C. The Code and its Time and Space Complexities
We now proceed to evaluate the time complexity of our

heuristic, whose algorithmic description is given in Algorithm
1. In it, N is the number of items to pack, rects is the list of
items to pack, VL the collection of vertical lines, and vl one
such individual line.

Since N is the original number of items to pack, then clearly
the size of VL is O(N). Given a line vl of VL, we argue that
the average number of segments it contains (exemplified by
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Figure 4. The packing of 97,272 randomly generated items in a a rectangular surface. The application is multithreaded, each thread associated with a rectangular
border. 5 large lime-green rectangles with different geometries are placed in various locations before the computation starts.

L1a and L1b in Figure 1) is O(N). The goal of the Loop
starting at Line 3 is to pack all rectangles, and it will repeat
N times, hence O(N). The combined time complexity of the
loops at Lines 5 and 7 is O(N) because they touch at most
all segments in all the lines, which is bounded by O(N). The
time complexity of Line 16 is clearly O(N log N), although on
the average the number of pairs to sort will be O(

p
N) rather

than O(N log N). The loop starting at Line 17 processes at
most O(N) pairs, and for each rectangle in it, must compare
it to at most O(N) line vl. So it contributes O(N2

), which
overpowers the sorting of the list. Therefore, the combined
complexity of the whole loop starting on Line 3 is O(N3

).
Empirically, however, the algorithm evolves in quasi

quadratic fashion as illustrated in Figure 6, where various
selections of rectangles with randomly set dimension are
packed in a rectangular surface that is selected ahead of time
to be of a given aspect ratio, and whose total area is 1%
larger than the sum of all the items to pack. We found this
approach the best for packing quickly. The dimensions of the
randomly-sized rectangles for all the experiments reported here
are computed by the following equations:

width = max(20, RandInt(500))

height = max(20, RandInt(500))

where RandInt() returns a random integer between 0 and
500, excluded. This translate in 230,400 uniformly distributed
possible geometries. Remember that we do not allow for
rectangles to rotate, so all geometries are unique.
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Figure 6. Running times and regression fits for packings of 100 to 5,000,000
random rectangles on one core of a 3.5 GHz 64-bit AMD 8-core processor.

Note that the times reported are user times, and that
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Figure 5. The packing of 2,200 photos of various sizes and aspect-ratios, as many are cropped for artistic quality. The size of the photos is randomly picked
by the algorithm. All the photos belong to this author.

only one core of the processor is used, corresponding to
a totally serial execution time. A second-degree polynomial
fit of the measured times is shown. The fit has equation
y = 5.985 10

�11 x2
+ 6.447 10

�4 x � 3.514 10

1, with a
correlation coefficient r2 of 0.99898, and a standard error of
49.263.

The space complexity is clearly O(N2
), since the addition

of a rectangle to a group of R already packed rectangles will
cut at most R lines and introduce at most R new segments.
The cumulative effect results in a quadratic variation of the
number of segments.

D. Algorithmic Features
Our heuristic sports one feature that is key for our image-

collage application: Rectangular areas in which packing is
forbidden can easily be identified inside the main surface to
be packed, either statically before starting the packing or even
dynamically during run time. We refer to these areas as empty
zones. This feature offers the user the option of positioning
interesting images at key positions on the surface to be packed
ahead of time. In other domains of application these could
be areas with defects. Additionally, it allows parallel packing
approaches where rectangular empty zones can be given out
to new processes to pack in parallel, possibly shortening the
execution time.

V. BENCHMARKS

A set of benchmark cases used frequently in the literature
are those of Hopper and Turton [4], and of Burke, Kendall
and Whitwell [3]. For the sake of brevity we select a sample
of representative cases and run our heuristic on each one. The
computer used to run the test is one core of a 64-bit Ubuntu
machine driven by a 3.5GHz AMD 8-core processor, with
16GB of ram. The heuristic is coded in Java. Note that all
published results do not always provide a derivation of the
time complexity of the heuristic presented, and the goodness
of the algorithm is measured by its execution time on various
benchmark cases. Unfortunately, all experiments are run are
on different types of computers, ranging from ageing memory-
limited laptops to supped up desktops, all with different proces-
sor speed and memory capacities. To provide a more objective
comparison, we make the following assumptions: a) all results
reported in the literature corresponded to compiled applications
that are all memory residents, b) they are the only workload
running on the system, c) MIPS are linearly related to CPU
frequency, and thus we scale the execution times of already
published data reported by the ratio of their operating CPU
frequencies to that of our processor (3.5GHz).

We follow the same procedure used by the researchers
whose algorithms we compare ours to, and we run our ap-
plication multiple times (in our case 30 times) on the same
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TABLE I. PERFORMANCE COMPARISON TABLE

Burke GRASP 3-way DT
Case Number items optimal height diff. time (s) diff. time (s) diff. time (s) diff. time (s)
N1 10 40 0 ⇠14.571 0 ⇠34.286 5 <0.009 0 0.05
N2 20 50 0 ⇠14.571 0 ⇠34.286 3 <0.009 6 <0.01
N3 30 50 1 ⇠14.571 1 ⇠34.286 4 <0.009 10 <0.01
N4 40 80 2 ⇠14.571 1 ⇠34.286 6 <0.009 49 <0.01
N5 50 100 3 ⇠14.571 2 ⇠34.286 4 <0.009 5 0.03
N6 60 100 2 ⇠14.571 1 ⇠34.286 2 <0.009 22 0.01
N7 70 100 4 ⇠14.571 1 ⇠34.286 7 <0.009 14 <0.01
N8 80 80 2 ⇠14.571 1 ⇠34.286 3 <0.009 23 <0.01
N9 100 150 2 ⇠14.571 1 ⇠34.286 13 <0.009 5 0.04
N10 200 150 2 ⇠14.571 1 ⇠34.286 2 0.01 10 0.03
N11 300 150 3 ⇠14.571 1 ⇠34.286 2 0.01 2 0.49
N12 500 300 6 ⇠14.571 3 ⇠34.286 5 0.02 7 0.07
N13 3152 960 4 ⇠14.571 3 ⇠34.286 4 0.20 5 0.927

C7-P1 196 240 4 ⇠14.571 4 ⇠34.286 6 <0.009 17 0.02
C7-P2 197 240 4 ⇠14.571 3 ⇠34.286 4 <0.009 41 0.02
C7-P3 196 240 5 ⇠14.571 3 ⇠34.286 5 <0.009 24 0.01

problem set and keep the best result.
Table I shows the scaled execution times of the various

heuristics for problem sets taken from the literature. Column
1 identifies the various cases from Burke et al. [3], with the
number of items packed in Column 2, and the optimal height of
the packing in Column 3. The difference between the resulting
height of algorithm’s packing and optimal along with the
execution time in seconds are shown for each of 4 algorithms,
in Columns 4-5, 6-7, 8-9, and 10-11. Our heuristic’s data
covers the last two columns. The times are those reported
in the literature multiplied by a scaling factor equal to the
3.5GHz/speed of processor, where the processor is the one
used by the researchers. For the Burke column, the speed of
the processor is 850MHz. For the GRASP column, 2GHz, and
for the 3-way column, 3GHz.

We observe that, as previously discovered [6] our packing
efficiency improves as the number of items gets larger (in the
thousand of items), which is the size of our domain of interest.
The execution times of our heuristic are faster than those of
Burke’s best-fit, or of GRASP, and at most five times slower
than the fast running 3-way best-fit of Imahori and Yagiur
[6]. This difference might be attributed to either the choice of
language used to code the algorithm, Java in our case, versus
C for theirs.

VI. PERFORMANCE FOR LARGE SCALE PACKING

A. Subdividing the space into horizontal bands
In this section, we report on experiments conducted on a

modified version of our heuristic where we skip the packing of
the corners and borders first, and divide the rectangular packing
area in small non overlapping horizontal bands of the same
length as the large area to pack. We have found that limiting the
packing to smaller bands significantly decreases the packing
time by reducing the size of the Red-Black tree data-structures
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Figure 7. Running times for packing 1,000,000 rectangles with 1 to 256
bands dividing the packing area. User times measured on one core of a 3.5
GHz 64-bit AMD 8-core processor.

holding all the lines and segments. Typically, the area to pack is
divided in 256, 512, 1024 or more horizontal bands as long as
all the rectangles can be packed in the given area (small-height
bands decrease the packing efficiency). For packing 1,000,000
rectangles without dividing the space into band requires 603
seconds on one core of our 3.5 GHz processor. Dividing the
space into 256 bands and packing each band one after the
other, serially, on one core, brings the user execution time to
4.03 seconds and maintains a packing efficiency greater than
99%. Figure 7 shows the user-times in seconds for packing
1,000,000 randomly selected rectangles when the area to pack
is divided in 1, 2, 4, 8, ... 256 bands. Note that when we
increase the number of bands by two, the execution time
is almost halved. Therefore, applications that require high-
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speed 2D-packing should organize the area to pack in as many
narrow horizontal bands as possible while maintaining a target
efficiency.

In the next section, we show several packings generated by
our heuristic.

VII. PACKING EXAMPLES

In this section, we provide several examples of packing
under various conditions and constraints, some of them taken
from the literature.

In Figure 3, we apply our heuristic to Hopper’s M1a case
[2] where 100 items must be packed into 16 different objects.
Our algorithm also packs the objects, although this is not a
requirement of the test. In this experiment, our heuristic is
multithreaded and several threads pack the different objects.
A scheduler simply distributes the objects to separate threads,
picking the largest object first and assigning it to a new thread
implementing our packing heuristic. Then the scheduler picks
the next largest object (in terms of its area) and assigns it to a
new thread, and so on. The earliest starting threads are given a
random sample of the items to pack. Threads that start last have
to wait until earlier threads finish packing and return items that
could not be packed. This automatically packs objects in such
a way that as few objects as possible are packed, and some
left empty, which may be desirable.

In Figure 4, the original surface is divided at run time
into smaller surfaces, or borders one inside the other as the
packing progresses, and individual threads are running the
packing on individual borders. Here again the threads are given
random samples of the original population of items and a load
balancing scheme allows for the exchange of items between
threads. This is represented by items with different colors. For
example, the items associated with the first thread are all dark
green, and some can be found in the light green, orange or
pink borders as they are rejected by the first thread once it has
packed the dark green band. Note that the utilization of the
surface is 99.30%.

In Figure 4, we have placed five large items (yellow-
green rectangles) on the surface before launching the packing
algorithm. Notice how the heuristic naturally packs around
these areas. Note also that as in Figures 3 and 4, we follow
Huang and Chen’s quasi-human approach [7] and pack corners
and borders first before proceeding with the inside areas. Note
that this modification of the algorithm fits completely with
the natural properties of the heuristic, and enhances the visual
aspect of the final packing.

VIII. 2D-PACKING A BILLION RANDOM RECTANGLES

The ability to divide the rectangular area to pack into
thin horizontal bands leads us to consider the challenge of
packing a billion rectangles with random dimensions. The
main obstacle to solve this problem is not in a long execution
time, but rests in the ability to keep a billion objects in random-
access memory (RAM). Given that a rectangle is defined
by a geometry requiring a minimum of two longs for the
coordinates, and two ints for the dimensions, at least 24 to

32 Gigabytes of storage are required to store a billion such
objects, depending on whether the application runs on a 32
or 64-bit system. If packing speed is of the essence, then the
objects must reside in memory.

To keep the computation CPU-bound as well as RAM-
bound, and measure the best possible packing performance, we
multi-thread our packing heuristic and run it on an Amazon
c3.8xlarge instance, which, at the time of this writing, sports
the following characteristics:
• CPU Architecture: 64 bits.
• Cores: 32 hyperthreaded 2.8 GHz Intel Xeon E5-2680v2

cores (Ivy Bridge).
• Performance: Combined CPU speed equivalent to 108

m1.small Amazon instances. An m1.small typically has
the same performance as a 1.0-1.2 GHz 2007 Intell
Opteron or 2007 Xeon processor.

• RAM: 60 Gigabytes.
• Disk Storage: two 320-GB Solid-Stated Device disks.
• Network Speed: 10 GBits.

Note that the c3.8xlarge processor frequency can be turbo-
boosted to 3.6 GHz if enough thermal room is available.

A. Multithreaded Algorithm

We adopt a simple scheduling and load-balancing of the
different threads. Assuming that there are N rectangles to
pack and that the area to cover is divided into B bands, we
assign each one to a single thread, and we run in parallel the
packing of the first B� 1 bands. We perform a join operation
on all the running threads. We allocate alpha N /B rectangles
(alpha > 1) to each thread so that the packing can benefit from
a greater collection of rectangles than what can fit during the
packing. We have found that alpha = 1.01 yields good packing
efficiencies. When the first B�1 bands have been packed, the
threads return the rectangles that could not be packed and these
are returned to the pool of unpacked items. This collection,
along with all remaining unallocated rectangles, is given to a
final thread that packs the last band.

The algorithm is detailed in Algorithm 2 below.

B. Execution Time

Dividing the total area to be covered in 4096 bands, and
launching the multithreaded algorithm to pack a billion rect-
angles on an Amazon c3-8xlarge instance takes 8 minutes and
56 seconds of user time. For comparison, dividing the space
in 2048 bands, instead, results in a user time of 11 minutes
and 52 seconds. Packing 1 million rectangles in 256 bands
now takes only 3.2 seconds. We keep the RAM usage low by
observing that since we need randomly sized rectangles, they
do not need to be stored ahead of time, but instead they can
be generated on the fly as they are passed to each thread. Only
the rectangles that have been packed and assigned coordinates
relative to each band’s top-left corner are kept.
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Algorithm 2 Multithreaded Packing Scheduling and Load-
Balancing

1: rects = list of all rectangles to pack
2: N = dimension( rects )
3: B = dimension( bands )
4: noBandsPacked = 0
5: ↵ = 1.01
6: while noBandsPacked < B-1 do
7: create Thread ti for Band bi

8: allocate (N /B * ↵) rectangles to ti
9: rects.remove( all allocated rectangles )

10: start ti
11: noBandsPacked noBandsPacked + 1

12: end while
13: join on all threads ti
14: for all joined thread ti do
15: rects.append( rectangles unpacked by ti )
16: end for
17: create Thread tB�1

18: allocate rects to tB�1

19: start tB�1

20: join on tB�1

C. New Application Domains
The ability to quickly pack large collections of rectangles

opens applications based on 2D-packing to the realm of real-
time and interactive implementations.

It is now conceivable that a user may interact with a large
display, say in a museum showing its entire collection as a
packing of images, pick one or a group of images and have the
application automatically remove, reposition, or resize them,
quickly refreshing the space around or underneath them with a
new 2D-packing. This new feature requires the implementation
of fast data structures for quickly locating packed rectangles
inside an area or overlapping a given point. R-trees [28],
which maintain groupings of objects in space by geographical
closeness, offer interesting possibilities, and are the subject of
ongoing research.

IX. CONCLUSIONS

We have presented a new heuristic for packing or nesting
two-dimensional images in a rectangular surface. The heuristic
packs the items by creating a collection of segments that are
maintained in two data structures, one for horizontal segments,
and one for vertical segments. The segments represent the
leftmost and topmost side of rectangular surfaces that extend to
the edges of the original surface to pack. These data structures
permit to test quickly whether a new item can be positioned
in the surface without overlapping a previously placed item.

Our packing heuristic does not rotate items, but none-the-
less compares favourably with other heuristics published in
the literature that solve 2D-strip packing with rotation of items
allowed. If rotation of items is required, a possible modification
of the algorithm is to give a packing thread two versions of
the same rectangle, one the 90-degree rotated version of the

other, both linked to each other. Whenever one of the versions
is packed, the algorithm quickly searches its list of unpacked
items and removes the item linked to the one just packed.

The data structure used to maintain the empty areas lends
itself well to positioning items in key places ahead of time, or
in subdividing the original surface into multiple holes that can
be either left empty, reserved for large size items, or assigned
to separate processes that will pack in parallel. Such holes may
contain defects (for example in a sheet of metal, or glass) that
need to be avoided by the packing process.

It is possible to significantly speed the core packing al-
gorithm up by slicing the area to cover into individual thin
horizontal rectangular bands. This limits the amount of search-
ing for the best fitting place for the next rectangle, and the
execution time drops inversely proportionally with the width
of the bands.

If the slicing of the packing area creates undesirable horizon-
tal dividing lines on which rectangles align themselves during
the packing, one can easily pre-pack small rectangles over the
boundaries of bands, hiding in effect the dividing line.

Because our domain of application is that of image collages,
we have found that the the quasi-human approach of Huang
and Chen, along with subdividing the surface into nested
rectangular area significantly improves the aesthetic quality of
the packing compared to most heuristic that privilege one side
or corner and put all largest items there and finish packing
with the smaller items at the opposite end.
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Abstract—Efficient state space reconstruction is necessary to
carry out on-line model checking, a variant of model checking
where parameters of a model are continually adjusted to remedy
possible modeling faults. On-line model checking is, for example,
useful in the medical domain where models of patient states
and reactions are always inaccurate, but ensuring patient safety
with model checking techniques is still desirable. In this paper,
we propose a transformation reduction method based on use-
definition chains to efficiently carry out the required state space
reconstruction. We provide a formal specification of the general
algorithm and proofs for its correctness. For evaluation we
applied our reduction approach to the state space of the model
checker UPPAAL. The experiments resulted in a reduction of the
number of transformations necessary to reach a certain state by
42% on average.

Keywords—State Space Reconstruction; On-line Model Check-
ing; UPPAAL; Reference Counting; Use-Definition Chain.

I. INTRODUCTION

Medical treatment facilities have grown to rely significantly
on medical devices for monitoring and treatment. Most devices
are still operated manually today and need to be configured,
maintained, and supervised by medical staff. Recently, closed-
loop monitoring and treatment of patients became a research
topic as experience shows that human errors are prevalent.
Patient-in-the-loop systems try to autonomously assess the
patient’s state using a monitoring device and if necessary treat
the patient automatically, e.g., via a remote infusion pump.
Clearly, such a system must be shown to cause no harm to
the patient. Safety must be ensured to prevent harm from
the patient not only during normal operation but also in case
emergency situations arise.

Model checking is a well developed technique for verifying
that a system model conforms to its specification and thus
may be applied to show the safety of such systems. However,
to make meaningful conclusions about the system’s behavior
it is necessary to have detailed and accurate models of the
individual components of the system. In the medical domain,
model checking is therefore severely hampered if the patient
needs to be modeled accurately, e.g., to make estimates on a
drug concentration in the patient. Generally, a patient model
is likely to be inaccurate as the physiology of the human body
is complex and varies between individuals, e.g., blood oxygen
and heart rate depend on the patient’s condition. A generalized
model will always miss individual characteristics. Patient-in-
the-loop systems thus could be proved safe with such models
but might still put patients at risk.

On-line model checking is a recent model-checking variant
that relaxes the need for models to be accurate far into the
future. On-line model checking provides safety assurances for
short time frames only and renews these assurances continually
during operation. Appropriate models for the system thus only
need to be correct for the short time frame they are used in.
The renewal of safety assurances then is carried out on models
adapted to the current system state to ensure the system’s safety
for the next time window. This on-line approach thus allows
safety assessment at all times and provides means to react
before safety violations occur.

Because parts of the previous state should be maintained
and cross-correlations between state variables could be de-
stroyed inadvertently a model adaptation step may first create
an initialization sequence that recreates the previous model
state before adjusting single values. The reconstruction is
necessary to allow the simulation of the model to continue
from the state it was interrupted in. This paper presents an
automated state reconstruction approach for the Uppsala and
Aalborg model checker (UPPAAL) that eliminates the need for
custom reconstruction procedures for every application. The
developed reconstruction method serves as a base for an on-
line model checking interface with UPPAAL as the underlying
verification engine.

Naively, the state space can be reconstructed by executing
the same transition sequence that was used to create the state
in the beginning. However, if the simulation has already run a
significant time the executed transition sequence is likely to be
long and only continues to grow over time. A more direct way
to the desired state space is needed to keep the reconstruction
process fast and on-line model checking feasible. For our
reconstruction approach we adopted use-definition chains, a
data flow analysis capturing relations of data sources and sinks,
to eliminate transformations that have no effect on the final
state space. Such transformations occur when their results are
overwritten before they are read. Our reconstruction method
has been applied to seven different test models. The method
always reconstructed the original state space while yielding a
reduction of the executed transformations in the range from
23% to 84%.

To summarize, in this paper we, first, contribute to the
field of on-line model checking by presenting a transformation
reduction algorithm together with its proof that may be used
to reconstruct a particular model-checking state space, and,
second, also contribute to the applicability of the UPPAAL
model checker by providing a specialization of the algorithm
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together with its implementation evaluation.

The rest of the paper is organized as follows: Section II
gives an overview on related literature. Section III briefly intro-
duces model checking, on-line model checking, and the model
checker UPPAAL. Section IV provides necessary information
on UPPAAL’s state space and its transformations. Section V
then explains our reconstruction approach with a focus on the
reduction algorithm using use-definition chains. Section VI
presents our evaluation results and, lastly, Section VII sum-
marizes the paper and suggests further research.

This paper is an extended version of the paper published at
VALID 2013 [1]. In contrast to the explanation of the reduction
approach by way of a running example, this paper provides
detailed information on the reduction by formalizing the ap-
proach and providing correctness proofs for the algorithm.

II. RELATED WORK

The on-line model checking approach our reconstruction
method is complementing and thus is closest to has recently
been proposed by Li et al. [2][3]. They employ a hybrid
automata model to ensure correct usage of a laser scalpel
during laser tracheotomy to prevent burns to the patient. Yet,
the necessary model initialization and reconstruction step is
a custom solution and is not presented in detail. To our
knowledge there are no other reconstruction methods for a
particular UPPAAL state in the context of on-line model
checking. However, the UPPAAL variant UPPAAL Tron, an
on-line testing tool that can generate and execute test cases
on-the-fly based on a timed automata system model, has
been developed [4]. While the tool focus lies on input/output
testing using a static system model the fact that the underlying
model is an UPPAAL model means that our reconstruction
approach might be beneficial for tests when the system model
is inaccurate or still needs to be developed. Other related work
falls in two categories: different ways to use or implement on-
line model checking, and different ways to optimize state space
exploration and representation in model checkers.

Qi et al. propose an on-line model checking approach
to evaluate safety and liveness properties in C/C++ web
service systems [5]. Their focus lies on consistency checks
for distributed states to debug a system from known source
code. Reconstruction is not an issue because the source code is
static during execution. Easwaran et al. use a control-theoretic
approach to the general runtime verification problem [6]. They
introduce a steering component featuring a model to predict
execution traces. Their approach uses a fixed prediction model
while our reconstruction is for adapting inaccurate models.
Sauter et al. address the prediction of system properties using
previously gathered time series of measurements, e.g., taken
by sensors [7]. They propose a split into an on-line and an
off-line computation and to precompute expensive parts of
the prediction step to reduce on-line work load. While their
scenario of adapting using sensor measurements is applicable
to our medical scenario with inaccurate patient models they
focus on the verification load problem while we address model
inaccuracy. Harel et al. propose usage of model checking
during the behavior and requirement specification step during
development. Instead of interactively guiding the system to
derive requirements a model checker executes the model

and generally finds more adequate requirements. While their
approach employs on-line model checking their goal thus lies
on early requirement development. In contrast, our approach
is useful in adaptation of deployed systems to ensure safety.
Arney et al. present a recent patient-in-the-loop case study
for automatic monitoring and treatment where UPPAAL and
Simulink models were developed to verify safety questions
beforehand [8]. They monitor heart rate and blood oxygen
levels of the patient and automatically control drug infusion
via a remote pump. On-line model-checking could benefit this
scenario as currently a generalized patient model is employed
and drug absorption rates may vary per patient.

Alur and Dill introduced timed automata and the under-
lying theory in 1994 [9] and Yi et al. developed the first
implementation of the model-checker UPPAAL shortly after
[10]. Many improvements have been made to the model-
checking approach over the years. Larsen et al. proposed
symbolic and compositional approaches to reduce the state-
space explosion problem [11]. Partial order reduction on the
state space was employed by Bengtsson [12]. Larsen et al.
reduced memory usage on-the-fly using an algorithm that
exploits the control structure of models [13][14]. Further
memory reductions were achieved by Bengtsson et al. with
efficient state inclusion checks and compressed state-space
representations [15]. Behrmann et al. provide an overview on
current functionality and the usage of UPPAAL [16]. They also
provide a more detailed presentation of UPPAAL’s internal
representations [17]. For a summary on timed automata, the
semantics, used algorithms, data structures, and tools see [18].
Bengtsson’s PhD thesis provides more in-detail information on
difference bounded matrices [19].

III. ON-LINE MODEL CHECKING

This section introduces model checking and its on-line
variant, on-line model checking. The technique is shown by
way of example using the model checker UPPAAL; for a
formal specification of UPPAAL see [18].

Generally, model checking explores the state space of a
given system model in a symbolic fashion to check whether
the state space satisfies certain properties. Such properties are
mostly derived from a requirement specification for the system,
e.g., one could check whether or not a certain system state
is actually reachable. The modeling and property languages
vary greatly depending on the model-checking tool. Tools
for various programming languages coexist with dedicated
tools that support their own modeling language. Dedicated
tools often use finite state automata as a base formalism for
their models. UPPAAL is such a well-established, dedicated
model checking tool, jointly developed by Uppsala University,
Sweden, and Aalborg University, Denmark [13][16]. It is based
on the formalism of timed automata, an extension of finite
state automata with clock variables to allow modeling of time
constraints. A finite state automaton defines a transition system
by defining locations and edges that connect these locations.
Edges are fired to execute a transition from one location to
another. The system state in this case is the current location
of the automaton and the possible valuations of the clock
variables.

Figure 1 shows the example model that will be used to
demonstrate the proposed state space reconstruction method.

92

International Journal on Advances in Systems and Measurements, vol 7 no 1 & 2, year 2014, http://www.iariajournals.org/systems_and_measurements/

2014, © Copyright by authors, Published under agreement with IARIA - www.iaria.org



x <= 2

x = 0,
c = 0

x = 0,
c = (c + 1) % 7InvInit Count

x = 1x >= 3

x >= 3

Figure 1. UPPAAL Model Example

The model consists of three locations, Init, Inv, and Count,
where Init is the initial location indicated by the double
circle. The model uses two variables: x, a clock variable,
and c, a bounded integer variable. Clock variables are special
variables that synchronously advance indefinitely unless they
are bounded by one or more invariants on the current locations.
The location Inv has such an invariant, x <= 2, to bound the
clock x, thus the value of x in Inv can be any value between
its value when it entered the location and 2. The model
has a single transition from the initial location to Inv. This
transition is annotated with a guard, x >= 3, and an update,
x = 0, c = 0. Guards are used to enable and disable edges
depending on the current state. Here, the clock x needs to be
greater or equal to 3 for the edge to be enabled. Only then
can it be fired and a transition occurs. Indeed, as there is no
invariant on x on the initial location the edge is enabled for
values greater or equal to 3. Upon firing of the edge the update
is executed: the clock x and the bounded integer c are both
reset to 0. The edge from Count to Inv is nearly identical to the
previous edge: when x is greater or equal to 3 the edge may be
fired but x is reset to 1 instead of 0 and c is not modified. As
a consequence, the value of x in Inv is between 0 and 2 when
the location is first entered and between 1 and 2 on every
subsequent visit. The transition between Init and Count has
no guard and shows that an update may consist of a complex
expression: the update c = (c + 1) % 7 increases c by 1
modulo 7.

As explained in the introduction, model checking relies on
accurate long term models. On-line model checking is a variant
of classic model-checking that eliminates the need for such
models and thus may be applied when they are unavailable.
It reduces the modeling error by periodically adjusting the
current state to the observed real state, e.g., by setting a model
value to the exact value measured by a sensor attached to a
patient. For example, if we consider the model in Figure 1 one
could assume that the counter variable c is modeling some
patient’s parameter. If that parameter in reality occasionally
jumps the model is inaccurate and needs to be adjusted by
setting c to the correct value. On-line model checking performs
the adjustments and thus the jumps do not need to be modeled
accurately. Note that errors may still be present in the system
under on-line model checking but the method predicts them in
advance to react to them.

On-line model checking requires the model analysis to
finish before the next update interval to give meaningful
results. Although generally the main work is done by the
model checker the reconstruction still consumes some time,
which our method reduces compared to the naive automatic
reconstruction approach.

IV. UPPAAL’S STATE SPACE

UPPAAL’s state space can be divided into three parts: the
time state, the location state, and the data state. The location
and the data state are straightforward: every data variable is
assigned exactly one value for the data state and the location
state consists of the current location vector, i.e., a vector that
contains the current location for every automaton instance.
The time state is more complicated as it needs to capture all
possible valuations for every clock in the model as well as
all relations between the clocks. Difference bound matrices
(DBM) are a common and simple representation method for
such time states [18][19]. By introducing a static zero clock in
addition to all the clocks in the model (C0 = C ∪ 0, C the set of
all clocks) all necessary clock constraints can be written in the
form x − y � n where x and y are clocks (x, y ∈ C0), � is a
comparator (� ∈ {<,≤}), and n is an integer (n ∈ Z). A value
in a difference bound matrix then is a tuple of an integer and a
comparator (n, �), n ∈ Z, � ∈ {<,≤} or the special symbol
∞, which indicates no bound. We denote the set of such entries
by K = ({Z × {<,≤}} ∪ ∞). An order on the entries is
given by (n,�) < ∞, (n1,�1) < (n2,�2) if n1 < n2, and
(n,<) < (n,≤). Furthermore, addition is defined as follows:
(n,�) + ∞ = ∞, (m,≤) + (n,≤) = (m + n,≤), and
(m,<)+(n,�) = (m+ n,<). A difference bound matrix thus
contains one bound, either including or excluding, for every
pair of clocks: M ∈ K|C0|×|C0|.

As an example a clock constraint system with two clocks
a and b and the constraints a ∈ [2, 4), b > 5, and b− a ≥ 3 is
transformed to the canonical constraints a−0 < 4, 0−a ≤ −2,
b − 0 < ∞, 0 − b < −5, a − b ≤ −3, and b − a < ∞. The
corresponding DBM is

0 a b[ ]
0 0 (−2, ≤) (−5, <)
a (4, <) 0 (−3, ≤)
b ∞ ∞ 0

During simulation of an UPPAAL model its transitions are
repeatedly executed. Every transition generally has multiple
effects on the time state and each such effect corresponds to a
transformation of the difference bound matrix that represents
the current time state. The following summary lists the DBM
transformations necessary to traverse the state space [19]:

• Clock Reset A clock reset is performed when an
edge is fired that has an update for a clock variable
(x = n). A clock reset sets the upper and lower
bound on the clock x to the given value and depending
constraints, i.e., constraints on a clock difference in-
volving x are adjusted. This corresponds to modifying
the matrix row and column for the clock x.

• Constraint Introduction A constraint introduction is
performed if either a firing edge has a guard on a
clock or an invariant on a clock is present in a current
location and the bound is more restrictive than the
current constraint on the involved clock. In that case
the relevant matrix entry is set to the new constraint
and for all other entries in the matrix it is checked
whether the new bound induces stricter bounds.
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• Bound Elimination Bound elimination is performed
when a new location is entered. All bounds on clock
constraints of the form c − 0 < n are removed,
i.e., the upper bounds on clocks are removed. Bound
elimination is equivalent to setting the first matrix
column except the top-most value to ∞.

• Urgency Introduction An urgency introduction is per-
formed if an urgent or committed location is entered or
an entered location has an outgoing, enabled transition
that synchronizes on an urgent channel. Unlike the
previous transformations, urgency is a modeling con-
struct specific to UPPAAL to prevent time from pass-
ing. An urgency introduction is semantically equiv-
alent to introducing a fresh clock on the incoming
edge and adding a new invariant on that clock with a
bound of 0 to the location. An urgency introduction
thus can be derived from a clock reset and a constraint
introduction.

Returning to the example model (Figure 1) the individual
transitions can now be broken down into their respective
transformations. The initial location Init induces a bound elim-
ination on the initial state where all clocks are set to zero. The
transition from Init to Inv yields a constraint introduction for
the guard (x >= 3) and a subsequent clock reset (x = 0,
c = 0). The reset of the bounded integer c is ignored here
as c is part of the data state. The location Inv results in a
bound elimination and a following constraint introduction to
accommodate the invariant (x <= 2). The transition from Inv
to Count simply induces a single clock reset transformation
before the location Count eliminates the bound on the state
space again. Lastly, the transition from Count to Inv introduces
the same kind of transformations as the transition from Init to
Inv: both perform a constraint introduction and a clock reset.
The values computed for the clock variable x are as follows:

1) Location Init
a) Initial: x = 0
b) Bound Elimination: x ∈ [0,∞)

2) Transition Init −→ Inv
a) Constraint Introduction: x ∈ [3,∞)
b) Clock Reset: x = 0

3) Location Inv
a) Bound Elimination: x ∈ [0,∞)
b) Constraint Introduction: x ∈ [0, 2]

4) Transition Inv −→ Count
a) Clock Reset: x = 0

5) Location Count
a) Bound Elimination: x ∈ [0,∞)

6) Transition Count −→ Inv
a) Constraint Introduction: x ∈ [3,∞)
b) Clock Reset: x = 1

7) Location Inv
a) Bound Elimination: x ∈ [1,∞)
b) Constraint Introduction: x ∈ [1, 2]

V. STATE SPACE RECONSTRUCTION

In many models a large number of past transitions do not
have an impact on the current state space. In the example

model (Figure 1) this behavior can be observed: in the location
Count the clock x is in the range [0,∞). This valuation was
completely created by the clock reset of the ingoing edge
and the bound elimination of the location itself. Previous
state space transformations do not influence the valuation of
x. Therefore, instead of executing the transition sequence
Init −→ Inv −→ Count totaling 7 transformations only 3
transformations are required to reach the same state space. The
introduction of a new initial state and the direct transition to
Count with an update x = 0 is sufficient to recreate this time
state space. During reconstruction it is thus beneficial to exploit
the fact that effects of certain state space transformations are
overwritten by subsequent transformations.

The remainder of this section first formally defines a
transformation system and conditions for removing transfor-
mations from a sequence (Subsection V-A). Subsection V-B
then presents our reduction algorithm based on use-definition
chains. The application of the algorithm to the reconstruction
problem in UPPAAL is discussed in Subsection V-C. Lastly,
Subsection V-D summarizes the complete reconstruction pro-
cess in UPPAAL.

A. Transformation Elimination Formalized

We now formally derive when transformations may be
removed from a general transformation sequence. Examples
of the individual parts of the formalization can be found
in Subsection V-C, where we specialize the formalization to
UPPAAL. Parts of our formalization and its specialization
to UPPAAL are also published at FM 2014, where a more
recent graph-based state space reconstruction algorithm using
the same transformation abstraction is described [20].

Definition 1. An evaluation function is a mapping

e : V → D

where V is a set of variables and D is the valuation domain
of these variables.

We denote the set of all evaluation functions by E(V,D).
Definition 2. A transformation of the evaluation functions is
a mapping

t : E(V,D) → E(V,D)

Let e1
t1−→ e2

t2−→ . . .
tN−1−−−→ eN be a sequence of

evaluation functions created by the transformations ti where
t−→ indicates the application of a single transformation t. We

denote the transformation sequence t1, t2, . . . , tN−1 by T and
the evaluation function sequence e1, e2, . . . , eN by E.

For the transformation reduction we are interested in find-
ing a subsequence T ′ ⊆ T such that e1

T ′
=⇒ eN where T

=⇒
denotes the ordered application of a sequence of transforma-
tions T . Note that we use set notation for sequences although
sequences are ordered and may contain duplicates. Such a
transformation sequence T ′ then results in the same last eval-
uation function eN but has potentially fewer transformations
than T .

The reduction requires the specification of the transfor-
mations involved to capture their influence on the evaluation
functions.
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Definition 3. An evaluation calculation is a mapping

m : 2V × E(V,D)→ D

where m(V, e) computes a domain value by using exactly the
evaluations e(v) where v ∈ V .

For example, the evaluation calculation

add : ({x, y }, e) 7→ e(x) + e(y)

calculates the sum of the two variables x and y. We denote
the set of all evaluation calculations by C(V,D).
Definition 4. The set of specifications is

S = V × 2V × C(V,D)

We can specify transformations by providing a subset of S
to the specification function:

Definition 5. The specification function is a mapping

s : 2S → (E(V,D)→ E(V,D))
S 7→ (e 7→ e′) where

e′(x′) =

{
m(V, e) if (x, V,m) ∈ S ∧ x′ = x

e(x′) otherwise

where ∀(x, V,m), (x′, V ′,m′) ∈ S [x = x′ =⇒ V = V ′ ∧
m = m′]

Definition 5 states that for each x ∈ V a specification set
S may contain at most one element (x, V,m). The uniqueness
of x in S ensures that the specification function s(S) is well-
defined as otherwise the definition for e′(x′) is ambiguous.
We write (x, Vx,mx) for the single element for x in S if it
exists and further associate the evaluation calculation mx with
a term mx(Vx) that uses the variable symbols in Vx. We call
the term mx(Vx) irreducible if there is no equivalent term in
the underlying term algebra that uses fewer subterms, e.g., due
to distributivity or the presence of zeros.

Proposition 1. If there is no equality relationship between
the variable symbols, expressed in the term algebra, then
there exists a unique specification set S where all evaluation
calculation terms are irreducible.

Proof: Let S, S′, S 6= S′ be two specification sets with
irreducible evaluation calculation terms such that t = s(S) =
s(S′). Then for all variables x ∈ V [mx(Vx) = m′x(V

′
x)], i.e.,

the terms are equivalent in the term algebra. Assume w.l.o.g.
Vx contains a variable symbol y not contained in V ′x. Then
either the term mx(Vx) can be rewritten in a way that elimi-
nates y and mx(Vx) was not irreducible or the variable symbol
y can not be eliminated. Then mx(Vx) = m′x(V

′
x) constitutes

a non-trivial equality relation between the variable symbols.
Both cases contradict the assumption and thus S = S′.

Definition 6. The specification set of a transformation t is the
unique set

S(t) ⊂ S

with irreducible evaluation calculation terms such that t =
s(S(t)).

The specification set S(t) of a transformation t captures
all modifications to the input evaluation function as every
member (x, V,m) defines which (x) and how (m) a variable
is modified. Thus, providing a specification set for t fully
characterizes t. Furthermore, using the specification set we can
derive the write and read characteristics of the transformation.

Definition 7. The write set of a transformation t is

W(t) =
⋃

(x,V,m)∈S(t)

{x }

Definition 8. The read set of a transformation t is

R(t) =
⋃

(x,V,m)∈S(t)

V

Moreover, to conveniently chain transformations together
we define compound transformations in addition to the simple
transformations.

Definition 9. A compound transformation is a transformation

tc = t1 ◦ t2 ◦ · · · ◦ tn

such that e1
tc−→ en+1 ≡ e1

t1−→ e2
t2−→ . . .

tn−→ en+1.

Note that ◦ denotes concatenation ((a◦b)(x) = b(a(x))) in
contrast to composition ((a ◦ b)(x) = a(b(x))). For compound
transformations the write and read sets can be derived from
the individual transformations ti.

Definition 10. The write set of a compound transformation tc
is

W(tc) =
⋃
i

W(ti)

Definition 11. The read set of a compound transformation tc
is

R(tc) =
⋃
i

(R(ti) \
⋃
j<i

W(tj))

Using these definitions two cases exist where a transfor-
mation ti may be removed from the transformation sequence
T without changing eN . The cases can be described in the
following way:

1) no write
W(ti) = ∅
The transformation ti may be removed if the write
set W(ti) is empty.

Proof: As W(ti) = ∅ =⇒ S(ti) = ∅ =⇒
ti = I by definition we find ei

ti−→ ei+1 =⇒ ei =

ei+1 and thus ei
ti−→ ei+1

ti+1−−→ ei+2 = ei
ti+1−−→ ei+2.

2) no read overwritten
∀x ∈ W(ti) [j > i ∧ x ∈ R(tj) =⇒ ∃k [i < k <
j ∧ x ∈ W(tk)]]
The transformation ti may be removed if for all fol-
lowing transformations tj that read a variable written
by ti there is a transformation tk between ti and tj
that writes that variable.

Proof: Let e′i
I−→ e′i+1 → · · · → e′M be the tran-

sition sequence E′ that replaces ti with the identity
transformation I in ei

ti−→ ei+1 → · · · → eM . Note
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that the new transformation sequence is equivalent
to removing ti in the old one. Now if we assume
eM 6= e′M then there must be a variable x such that
eM (x) 6= e′M (x). It follows that there must be a
transformation tj , j < M , such that ej(x) = e′j(x)
and ej+1(x) 6= e′j+1(x) because ei = e′i. Hence, the
variable x is written by tj , i.e., x ∈ W(tj). As x ∈
W(tj), ej+1(x) = m(V, ej) for (x, V,m) ∈ S(tj)
and there must be a variable v ∈ R(tj) such that
ej(v) 6= e′j(v) to satisfy m(V, ej) 6= m(V, e′j). If
j = i, we have a contradiction to the assumption
ei = e′i and are finished. Otherwise, we apply the
same argument to the variable v and would get
another transformation tk, k < j, and a variable
w ∈ R(tk) such that ek(w) 6= e′k(w). This process
leads to a contradiction to our assumption in at most
M − i iterations.

B. Use-Definition Chain Reduction

The key idea of our approach is the construction of use-
definition chains to identify transformations satisfying the
requirements presented in Subsection V-A. A use-definition
chain is a data structure that provides information about the
origins of variable values: for every use of a variable the
chain contains definitions that have influenced the variable and
ultimately lead to the current value. Our idea is to adapt the
definition-use chain technique from static data flow analysis
on a program’s source code to the state space reconstruction:
every entry in the model’s difference bound matrix is treated
as variable and thus is observed for uses and modifications.
DBM entries are only modified by applying a state space
transformation on the DBM. We thus analyzed the read and
write access to matrix entries for every transformation to derive
the use-definition chains where the transformations are the
basic operations.

We now propose an algorithm that removes the transforma-
tions in question. Our algorithm consists of two smaller algo-
rithms: the APPLY algorithm and the ELIMINATE algorithm.
The APPLY algorithm is used to perform a transformation
and the ELIMINATE algorithm removes unnecessary trans-
formations in a sequence of applied transformations. Usage
of the algorithms is assumed as follows: for a sequence of
transformations T first the APPLY algorithm is called on all
transformations in order, then the ELIMINATE algorithm is
executed to obtain the reduced transformation sequence. Note
that a transformation sequence T could be split into two
subsequent sequences T1 and T2 and the ELIMINATE algorithm
could be run on the sequence T1 as soon as all transformations
in T1 have been applied. Thus, the ELIMINATE algorithm
can be run with an appropriate transformation sequence after
every execution of APPLY , which achieves on-the-fly removal.
However, for formalization purposes, we assume the algorithm
execution sequence given in Figure 2 where the initial map-
pings c1, r1 and u1 satisfy ∀t ∈ T [c1(t) = 0 ∧ u1(t) =
∅]∧∀x ∈ V [r1(x) = ⊥]∧c1(⊥) = |V|. The algorithm generates
the following sequences:

• Transformation sequence T = t1, t2, . . . , tN−1

• Evaluation function sequence E = e1, e2, . . . , eN

• Reference counter sequence C = c1, c2, . . . , cN

t1

APPLY

t2

APPLY

t3

APPLY

tN−1

APPLY
ELIMINATE

e1
c1

u1

r1

e2
c2

u2

r2

e3
c3

u3

r3

eN
cN

uN

rN

Figure 2. Algorithm Execution Sequence

• Responsibility sequence R = r1, r2, . . . , rN

• Use-definition sequence U = u1, u2, . . . , uN

where a reference counter is a mapping c : T ∪ {⊥} → N0,
a responsibility mapping is a mapping r : V → T ∪{⊥}, and
an use-definition mapping is a mapping u : T → 2T .

Figure 3 shows the APPLY algorithm. The algorithm takes
the to-be-applied transformation t, an evaluation function e,
a reference counter c, a responsibility mapping r, and a use-
definition mapping u as parameters. Except t all the parameters
are stored locally in lines 2 to 5 to allow internal manipulations
and the results are returned in lines 17 to 20. The algorithm
can be divided into two parts, one handling the reads of the
transformation t and one handling its writes. Lines 6 to 11
process the variables read by t. For every variable xi it is
determined if the transformation responsible for its current
valuation r(xi) is already used by t in line 7. If r(xi) was not
marked used yet it is marked used in line 9 and the reference
counter is increased accordingly in line 8. Lines 12 to 16
then handle the writes of t. First the evaluation function is
updated to map xi to the value mi(Vi, e) as specified by the
transformation. Then line 14 reduces the reference counter of
the transformation previously responsible for the value of xi

and line 15 updates the responsibility mapping such that now
the transformation t is responsible for the value of xi. Lastly
in the return section in line 18 the reference counter is set to
|S(t)| to show that t is now responsible for |S(t)| variable
valuations.

Figure 4 shows the ELIMINATE algorithm. The algorithm
takes a sequence of transformations T , a reference counter
c, and a use-definition mapping u as parameters where all
transformations in T must already have been applied with the
APPLY algorithm. In lines 2 to 3 the transformation sequence
and the reference counter are stored locally and the results of
the algorithm are returned in lines 16 to 17. In between, in
lines 4 to 15, a fix point is calculated by removing as many
transformations from T as possible. The algorithm checks
for every transformation t in T if the reference counter c(t)
evaluates to zero in line 7. If a transformation t satisfies
c(t) = 0 the algorithm at first removes t from T in line 8,
then adjusts the reference counter by decreasing all counters of
transformations used by t in lines 9 to 11, and lastly schedules
another iteration of the fix point calculation in line 12 as the
modifications to the reference counters may induce additional
removals.

We now show the correctness of the algorithm. We assume
that there implicitly is a transformation te appended to the
transformation sequence T that satisfies R(te) = V to indicate
that the final calculated values are actually read and need to
be recreated correctly. Otherwise, the whole transformation
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1: procedure APPLY(t, e, c, r, u)
2: el ← e
3: cl ← c
4: rl ← r
5: ul ← u
6: for all xi ∈ R(t) do
7: if r(xi) /∈ ul(t) then
8: cl ← cl[r(xi) 7→ cl(r(xi))+1]
9: ul ← ul[t 7→ ul(t)∪{ r(xi) }]

10: end if
11: end for
12: for all (xi, Vi,mi) ∈ S(t) do
13: el ← el[xi 7→ mi(Vi, el)]
14: cl ← cl[r(xi) 7→ cl(r(xi))− 1]
15: rl ← rl[xi 7→ t]
16: end for
17: e′ ← el
18: c′ ← cl[t 7→ |S(t)|]
19: r′ ← rl
20: u′ ← ul

21: end procedure

Figure 3. APPLY Algorithm

Require: ∀t ∈ T [APPLY(t, ...)]
1: procedure ELIMINATE(T, c, u)
2: Tl ← T
3: cl ← c
4: repeat
5: b← true
6: for all t ∈ Tl do
7: if cl(t) = 0 then
8: Tl ← Tl \ { t }
9: for all s ∈ u(t) do

10: cl ← cl[s 7→ cl(s)−1]
11: end for
12: b← false
13: end if
14: end for
15: until b = true
16: T ′ ← Tl

17: c′ ← cl
18: end procedure

Figure 4. ELIMINATE Algorithm

sequence T could be removed as no data is consumed. As
a transformation t can only be removed in line 8 of the
ELIMINATE algorithm, which is only executed if c(t) = 0,
the following implications need to be shown to prove the
algorithm.

1) W(t) = ∅ =⇒ ∀c ∈ C [c(t) = 0] (⇒)
If a transformation t does not write any variable then
the transformation may be removed at any time.

2) ∀x ∈ W(ti) [∀tj ∈ T [i < j ∧ x ∈ R(tj) =⇒ ∃tk ∈
T [i < k < j ∧ x ∈ W(tk)]]] =⇒ ∀cl ∈ C [l >
max k =⇒ cl(ti) = 0] (⇒)
If every variable written by a transformation ti is
overwritten by transformations tk before it is read
by a transformation tj then the transformation may
be removed as soon as the last overwriting transfor-

mation tk is performed.
3) i < l ∧ cl(ti) = 0 =⇒ W(ti) = ∅ ∨ ∀x ∈

W(ti)[@tj ∈ T [i < j∧x ∈ R(tj)∧cl(tj) 6= 0∧∀tk ∈
T [i < k < j =⇒ x /∈ W(tk)]]] (⇐)
If a transformation ti may be removed the transfor-
mation either does not write any variable or every
variable written by it is overwritten overwritten by
transformations tk without being read beforehand.
Derivation Note: Application of identities yields ∀x ∈
W(ti) [∀tj ∈ T [i < j ∧ x ∈ R(tj) =⇒ ∃tk ∈
T [i < k < j ∧ x ∈ W(tk)]]] ⇔ ∀x ∈ W(ti) [@tj ∈
T [i < j ∧ x ∈ R(tj) ∧ ∀tk ∈ T [i < k < j =⇒
x /∈ W(tk)]]]. Adding cl(tj) 6= 0 only makes sure
the transformation can not be removed, i.e., it really
exists.

We first derive two lemmas that characterize execution depen-
dencies of certain lines in the algorithms to break the proof
down into smaller parts.

Lemma 1. Every execution of line 10 in the ELIMINATE
algorithm is preceded by an execution of line 8 of the APPLY
algorithm where r(x) = s for some variable x, i.e., for every
decrease of cj(s) in line 10 there is an increase of ci(s) in
line 8 where i < j.

Proof: An execution of line 10 in the ELIMINATE al-
gorithm for a transformation s implies s ∈ u(t) for some
transformation t because of line 9. As only line 9 of the APPLY
algorithm modifies u an execution of it is implied where
r(x) = s for some variable x. Additionally, line 10 may not
be executed multiple times with the same transformation s for
a single execution of line 8 because u(t) is a set and therefore
does not contain duplicates of s and the transformation t is
removed from Tl in line 8 rendering a subsequent access to
u(t) impossible. It follows that every execution of line 10 in the
ELIMINATE algorithm is paired with a preceeding execution of
line 8 in the APPLY algorithm.

Lemma 2. Before the execution of the APPLY algorithm for
a transformation t there are zero variables xi that satisfy
r(xi) = t. After its execution there are at all times at most
|S(t)| variables xi that satisfy r(xi) = t for a transformation
t.

Proof: Only line 15 of the APPLY algorithm may modify
r(x). A valuation satisfying r(x) = t can only be established
when it is executed for the transformation t. In that case
line 15 is executed |S(t)| times due to line 12 and because
∀(xi, Vi,mi), (xj , Vj ,mj) ∈ S(t) [xi 6= xj ] there are exactly
|S(t)| variables xi that satisfy r(xi) = t after the execution of
the APPLY algorithm for t. Because subsequent executions of
line 15 always result in valuations r(x) 6= t for a variable x it
follows that the amount of variables xi that satisfy r(xi) = t
may only be reduced. The proposition follows by taking into
consideration that initially ∀x ∈ V [r(x) = ⊥].
Corollary 1. Line 14 of the APPLY algorithm may be executed
for a transformation t at most |S(t)| times, i.e., line 14 reduces
c(t) by one at most |S(t)| times.

Proof: An execution of line 14 for a transformation t
implies that r(x) = t for a variable x. Additionally, the
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execution is always followed by an execution of line 15, which
sets r(x) 6= t. It follows that every execution of line 14 for a
transformation t implies a reduction of the amount of variables
that satisfy r(x) = t by one. It follows that line 14 may at
most be executed |S(t)| times for a transformation t due to
Lemma 2.

We now prove the algorithm correct by showing that the
presented requirements hold.

1) W(t) = ∅ =⇒ ∀c ∈ C [c(t) = 0]
Proof: There are four occurrences where refer-

ence counters may be modified: in lines 8, 14 and
18 of the APPLY algorithm and in line 10 of the
ELIMINATE algorithm.

a) APPLY algorithm, line 8
Due to Lemma 2 W(t) = ∅ =⇒ S(t) =
∅ =⇒ ∀r ∈ R [@x ∈ V [r(x) = t]] and thus
line 8 cannot modify c(t).

b) APPLY algorithm, line 14
Due to Lemma 2 W(t) = ∅ =⇒ S(t) =
∅ =⇒ ∀r ∈ R [@x ∈ V [r(x) = t]] and thus
line 14 cannot modify c(t).

c) APPLY algorithm, line 18
As W(t) = ∅ =⇒ S(t) = ∅ line 18 sets
c(t) to |S(t)| = 0 if APPLY is executed for t
and c(t) is not modified otherwise.

d) ELIMINATE algorithm, line 10
As line 8 cannot modify c(t) (see above) line
10 cannot modify c(t) due to Lemma 1.

According to the case analysis it follows that c′(t) =
c(t) or c′(t) = 0 for every application of the APPLY
or ELIMINATE algorithm. Using that c1(t) = 0 it
follows that W(t) = ∅ =⇒ ∀c ∈ C[c(t) = 0]
by induction.

2) ∀x ∈ W(ti) [∀tj ∈ T [i < j ∧ x ∈ R(tj) =⇒ ∃tk ∈
T [i < k < j ∧ x ∈ W(tk)]]] =⇒ ∀cl ∈ C [l >
max k =⇒ cl(ti) = 0]

Proof: There are four occurrences where refer-
ence counters may be modified: in lines 8, 14 and 18
of the APPLY algorithm and in line 10 of the ELIM-
INATE algorithm. We consider the transformation ti.

a) APPLY algorithm, line 8
Assume a transformation tj modifies c(ti) in
line 8. Then due to Lemma 2 it follows that
i < j and ∃x ∈ V [r(x) = ti]. It follows
that ∃x ∈ V [x ∈ R(tj) ∧ x ∈ W(ti)]
must be satisfied. Thus, the inner premise
in the proposition holds and there must be
a transformation tk satisfying i < k < j
and x ∈ W(tk). The execution of the APPLY
algorithm for the transformation tk, however,
then results in r(x) 6= ti (see proof of
Lemma 2) and tj can no longer modify
c(ti). The premise thus prevents line 8 from
modifying c(ti).

b) APPLY algorithm, line 14
As we are only interested in modifications to
c(ti) we only need to consider executions for
transformations tj , j > i due to Lemma 2 as
line 14 requires ∃x ∈ V [r(x) = ti] to modify
c(ti). According to Corollary 1 line 14 may

reduce c(ti) maximally by |S(ti)|. The max-
imum reduction occurs if ∀x ∈ W(ti) [∃tj ∈
T [i < j ∧ x ∈ W(tj)]] (see proof of
Corollary 1). According to the premise of
the proposition this requirement is satisfied
if ∀x ∈ W(ti) [∃tj ∈ T [i < j ∧ x ∈ R(tj)]].
This requirement, however, is always satis-
fied because of the implicit transformation
te at the end of the transformation sequence,
which satisfies R(te) = V . It follows that
the premise of the proposition implies the
existence of a set of transformations Tr ⊆ T ,
which satisfies W(ti) ⊆

⋃
t∈Tr
W(t) and,

thus, line 14 reduces c(ti) by |S(ti)| in total.
c) APPLY algorithm, line 18

As we are only interested in modifications to
c(ti) we only need to consider the execution
for ti. In that case line 18 sets c(ti) to
|W(ti)| as |W(ti)| = |S(ti)|.

d) ELIMINATE algorithm, line 10
Due to Lemma 1 there is no execution of
line 10 that modifies c(ti) as there is no
modification of c(ti) in line 8 in the APPLY
algorithm (see above).

According to the case analysis c(ti) is modified
in the following way: at first line 18 sets c(ti) to
|S(ti)|. Then the transformations from the set Tr

are executed and lead to a monotonously descending
c(ti) value (no reads). The execution of the last
transformation from Tr results in a c(ti) = 0. This
transformation is the transformation with the highest
k of the transformations tk in the proposition as all
transformations tk satisfy W(ti) ∩W(tk) 6= ∅. Thus
∀cl ∈ C [l > max k =⇒ cl(ti) = 0] is satisfied and
the proposition holds.

3) i < l ∧ cl(ti) = 0 =⇒ W(ti) = ∅ ∨ ∀x ∈
W(ti)[@tj ∈ T [i < j∧x ∈ R(tj)∧cl(tj) 6= 0∧∀tk ∈
T [i < k < j =⇒ x /∈ W(tk)]]]

Proof: There are three occurrences where refer-
ence counters may be set or reduced to zero after ti is
processed. Lines 14 and 18 of the APPLY algorithm
and line 10 of the ELIMINATE algorithm potentially
modify cl(ti) in such a way.

a) APPLY algorithm, line 14
In this case we prove i < l∧ cl(ti) = 0 =⇒
∀x ∈ W(ti) [@tj ∈ T [i < j ∧ x ∈ R(tj) ∧
cl(tj) 6= 0 ∧ ∀tk ∈ T [i < k < j =⇒ x /∈
W(tk)]]] by contraposition. Assume x to be a
variable satisfying x ∈ W(ti) and assume tj
to be a transformation satisfying i < j ∧x ∈
R(tj)∧cl(tj) 6= 0∧∀tk ∈ T [i < k < j =⇒
x /∈ W(tk)]. When executed tj increases
cj(ti) in line 8 as x ∈ R(tj) and no interme-
diate transformation tk invalidates r(x) = ti.
Then for the transformation tl−1 to reduce
cl(ti) to zero in line 14 it is necessary to
revert the increase by an execution of line 10
in the ELIMINATE algorithm before tl−1 is
executed due to Corollary 1. Due to Lemma
1 the reduction must result from c(tj) being
reduced to zero (ELIMINATE algorithm, line

98

International Journal on Advances in Systems and Measurements, vol 7 no 1 & 2, year 2014, http://www.iariajournals.org/systems_and_measurements/

2014, © Copyright by authors, Published under agreement with IARIA - www.iaria.org



7) as otherwise additional increases would
have happened in line 8 beforehand. Assume
tm, j < m < l − 1 to be the transformation
that reduced cm+1(tj) to zero to revert the
increase of cj(ti). We find that cm+1(tj) =
0 =⇒ cl(tj) = 0 unless c(tj) is increased
again between the execution of tm and tl−1.
However, a reduction of c(t) to zero implies
@x ∈ V [r(x) = t] and thus such an increase
is impossible. It follows that if tj exists cl(ti)
can not be reduced to zero.

b) APPLY algorithm, line 18
Line 18 may only modify cl(ti) if APPLY
is executed for ti. In that case cl(ti) is
set to zero if |S(ti)| = 0. As |S(ti)| =
0 =⇒ W(ti) = ∅ it follows that in this
case cl(ti) = 0 =⇒ W(ti) = ∅, which is
part of the proposition.

c) ELIMINATE algorithm, line 10
If line 10 reduces cl(ti) to zero then there
must have been a reduction of a different
reference counter to zero beforehand as line
7 requires c(t) = 0. As this argument holds
recursively a reduction in line 10 ultimately
implies a reduction due to either line 14
or line 18 in the APPLY algorithm. Thus, a
reduction in line 10 implies the implications
for those lines found above.

Combining the case analysis results with the premise
i < l ∧ cl(ti) results in all cases in either W(ti) = ∅
or ∀x ∈ W(ti) [@tj ∈ T [i < j∧x ∈ R(tj)∧cl(tj) 6=
0 ∧ ∀tk ∈ T [i < k < j =⇒ x /∈ W(tk)]]] yielding
the proposition.

C. Algorithm Application to UPPAAL

We now specialize the general formalization to UPPAAL’s
state space and transformation system such that we may apply
the presented reduction method to UPPAAL models. The re-
duction is only relevant for the time state of UPPAAL because
the data and location states may be modified directly during
on-line model checking. Only the time state has constraints that
may be invalidated by individual changes to the time state.

Consider an UPPAAL model M with the clock set C. The
time state of M can be represented with a difference bound
matrix containing |C0|2 entries. Therefore, in our specialization
the variable set V contains that many variables: |V| = |C0|2.
The domain of the variables (D) is K because every variable
represents an DBM entry. We refer to the variables by DBMr,c

where r denotes the row number and c denotes the column
number. Next, we define UPPAAL’s DBM transformations for
our formalization. As presented in Section IV, the relevant
transformations are the Clock Reset (RESET(x, v)), the Con-
straint Introduction (CONSTRAINT(x, y, v,�)), and the Bound
Elimination (UP):

RESET(x, v) Sets the clock variable x
to the value v and adjusts
constraints on that clock
accordingly

CONSTRAINT(x, y, v,�) Introduces a new upper
bound on a clock or on
a difference of clocks and
propagates dependencies

UP Removes the upper
bounds on every clock
but not on differences of
clocks

Four specification calculations are necessary to specify these
transformations, where two assign values based on constants
and two calculate minima. The first two are the assign(v) cal-
culation and the add(v) calculation: assign(v) simply assigns
the constant value v to a variable; add(v) calculates the sum
of the constant value v and the current evaluation of a variable
and assigns it:

assign : K → (2V × E(V,D)→ K)
v 7→ ((∅, e) 7→ v)

add : K → (2V × E(V,D)→ K)
v 7→ (({x }, e) 7→ e(x) + v)

The minima calculations are minassign(v) and minadd(). As-
signing a variable with minassign(v) results in an evaluation
equal to the minimum of v and the evaluation of the comparing
variable. minadd() checks whether the sum of two variable
evaluations is smaller than a third evaluation and if so assigns
the sum:

minassign : K → (2V × E(V,D)→ K)
v 7→ (({x }, e) 7→ min(e(x), v))

minadd : 2V × E(V,D)→ K
({x, y, z }, e) 7→ min(e(x), e(y) + e(z))

Providing adequate specification sets S(t) with these specifi-
cation calculates now allows defining the transformations UP,
RESET(x, v), and CONSTRAINT(x, y, v,�). For convenience
we use ix and iy for the indices of the clocks x and y in the
DBMs. The UP transformation begins straight-forward: setting
all values in the first DBM column except the top-most one to
∞ removes the upper bounds on the clocks:

S(UP) = { (DBMi,1, ∅, assign(∞)) | 1 < i ≤ |C0| }

The RESET(x, v) transformation performs two actions. First,
it sets x to v, i.e., it sets both bounds to v. Then constraints
in the clock’s row and column are adjusted. A compound
transformation models this behavior:

RESET(x, v) = ts ◦ tp
S(ts) = { (DBMix,1, ∅, assign((v,≤))),

(DBM1,ix , ∅, assign((−v,≤))) }
S(tp) = { (DBMix,i, {DBM1,i }, add((v,≤))),

(DBMi,ix , {DBMi,1 }, add((−v,≤)))
| 1 < i ≤ |C0| }

At last, the CONSTRAINT(x, y, v,�) transformation first in-
troduces the constraint x − y � v and then propagates
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it to depending constraints. Note that the propagation itself
also is divided into multiple transformations as subsequent
transformations require previous calculations:

CONSTRAINT(x, y, v,�) = tc ◦
t1,1 ◦ · · · ◦ t1,|C0| ◦
t2,1 ◦ · · · ◦ t2,|C0| ◦

...
t|C0|,1 ◦ · · · ◦ t|C0|,|C0|

ti,j = ti,j,1 ◦ ti,j,2
S(tc) = { (DBMix,iy , {DBMix,iy },minassign((v,�))) }

S(ti,j,1) = { (DBMi,j , {DBMi,j ,DBMi,ix ,DBMix,j },
minadd) }

S(ti,j,2) = { (DBMi,j , {DBMi,j ,DBMi,iy ,DBMiy,j },
minadd) }

D. Reconstruction Summarized

The complete state space reconstruction process consists
of three steps:

1) Initialization Canonize model by introducing general
starting points for later model synthesis, extract nec-
essary information from the model, e.g., clock and
variable definitions.

2) Simulation Select transitions in the model according
to intended behavior, execute and store them. Si-
multaneously break them down into matching state
space transformations and use the APPLY algorithm
to internally construct the use-definition chains of the
transformations. Then use the ELIMINATE algorithm
to remove unnecessary transformations on-the-fly by
evaluating the reference counters.

3) Synthesis Group the sequence of reduced transforma-
tions to form valid transitions and add the transitions
to a newly created model obtained from the original
one. The last transitions connect to the current lo-
cations when the reconstruction was initiated. Those
transitions also update the data state.

Note that the synthesis of the actual UPPAAL model
from the reduced transformation sequence has to take into
consideration that UPPAAL allows a single automaton to be
instantiated multiple times with possibly different parameters.
During initialization of the reconstruction we therefore analyze
the model definitions for automaton instantiation and save
the relevant parameters. Also, as the location space needs to
be correctly reconstructed an automaton that is instantiated
multiple times has multiple initializations transitions for every
instantiation. We use a single bounded integer variable in
conjunction with appropriate guards to correctly order these
transitions. Another important aspect of the synthesis step is
that the model initialization needs to be self-contained, i.e.,
the initialization of multiple automata needs to finish syn-
chronously to prevent parts of the model from advancing pre-
maturely. As the initialization transitions per automaton may
differ in length we employ a broadcast channel to synchronize
the last transition to the original model. We use these final
transitions to initialize the data variables as well. In case global
variables are present an additional init automaton is introduced

TABLE I. EVALUATION RESULTS

Model
Transitions Transformations

Before After Reduction Before After Reduction
2doors 100 65.89 34.1% 364.7 254.46 30.2%
bridge 100 68.21 31.8% 188.39 144.09 23.5%

train-gate 100 66.18 33.8% 320.09 214.17 33.1%
fischer 100 91.27 8.7% 345.33 249.46 27.7%

csmacd2 100 100 0% 709.71 434.19 38.8%
csmacd32 75.58 75.58 0% 1818.6 327.49 79.7%

tdma 100 68.16 31.8% 719.88 240.11 66.6%

2doors 1000 627.9 37.2% 3722.3 2612.9 29.8%
bridge 1000 641.3 35.9% 1882.8 1436.4 23.7%

train-gate 1000 606.1 39.4% 3200.1 2194.1 31.4%
fischer 1000 853 14.7% 3455.3 2486.8 28%

csmacd2 1000 1000 0% 7238.1 4375.5 39.5%
csmacd32 619.6 619.6 0% 22491.1 2540.3 84%

tdma 1000 663.1 33.7% 6446.3 2651.5 58.9%

for their initialization. Figure 5 shows the reconstruction model
for the example model (Figure 1) after 2 transitions on the
right side. The additional initialization automaton is shown
on the left. It sets the global, bounded integer c to 1. The
clock x is set to 0 and the location is correctly initialized to
Count after an initial first transition. The reconstructed model
only needs to execute a single transition in contrast to the
original model, which uses two to reach the correct state.
For DBM transformations the reconstructed model uses three
transformations while the original model needs seven.

VI. EVALUATION

We evaluated our use-definition reconstruction method by
applying it to seven different UPPAAL models and comparing
it to the naive reconstruction approach. The models 2doors,
bridge, train-gate, and fischer are part of the UPPAAL example
model suite. The csmacd models and tdma were taken from
case studies [21][22]. We ran two test sets for every model.
The first test executed 100 times 100 random transitions of
the model before reconstructing the state. The second test set
executed 1000 random transitions 10 times. For the csmacd32
model it was not always possible to execute the maximum
number of transitions during simulation as the model exhibits
deadlock states. Table I shows our evaluation results. In the top
half the results of the first test set and in the bottom half the
results of the second test set are shown. All values are averages
over the respective test runs but their variances are small. In
our experiments the reduction of transformations is between
23% and 84% while the reduction of transitions is between 0%
and 39.4%. This difference mainly stems from the fact that to
delete a single transition all induced transformations need to
be removed. However, our model synthesis algorithm still is
unoptimized and sometimes produces unnecessary transitions.
In cases where the transition reduction is higher than the
transformation reduction the removal of transformations made
it possible to merge multiple transitions. Interestingly, the cs-
macd models contain use-definition chains spanning the whole
simulation, which prevent removal of transitions though many
transformations are irrelevant to the state. Future work will
need to address this issue, e.g., by also evaluating concrete state
values. Regarding total execution time, our adjustments have a
small impact as the model checking procedure consumes most
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Figure 5. Reconstructed example model

of the time. Also, compared to the model checking part our
approach scales well with the complexity of the used models.

VII. CONCLUSION AND FUTURE WORK

In this paper, we addressed the problem of state space
reconstruction of UPPAAL models in the context of on-line
model checking. Our reconstruction method uses use-definition
chains to track influence of individual transformations on
the state space during model simulation. An algorithm for
the chain construction with reference counters was presented.
It is able to identify and remove transformations in the
transformation sequence that do not have an impact on the
final state space. We provided proofs for the algorithm itself
and the requirements for the removal of a transformation
without altering the final state. The reconstruction process was
implemented in a prototype implementation and compared to
the naive reconstruction approach, which does not remove
any transformations. Seven UPPAAL models from different
sources were analyzed and our approach reduced the amount
of transformations necessary for reconstruction by 23% to 84%
and reduced model transitions by up to 39.4%.

The prototype implementation is part of our UPPAAL on-
line model checking interface that is currently in development.
Interestingly, this interface could not only be used to automat-
ically carry out on-line model checking. The interface also
allows generic dynamic adaptation of model parameters. In
the future enhancing on-line model checking by combining
it with parameter learning algorithms and model calibration
methods might broaden the applicability of model checking
even further.

However, the proposed reconstruction method still yields
infeasible reconstruction sequences for real-time on-line model
checking in general as the reconstruction sequence length still
grows over time. A reconstruction sequence of constant length
is desirable to ensure real-time properties. Future research
thus also need to focus on further optimizing the proposed
reconstruction method. For example, the proposed method
currently only relates transformations according to read and
write accesses. Concrete variable values are not taken into ac-
count. Transformations that produce the same values could be
removed, but are currently not. Experience during development
has shown that such transformations occur often especially
in periodic use-definition chains that arise due to cycles in
the model. Removal of them could improve the reconstruction
sequence significantly by breaking such cycles.
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Abstract—The target of our effort is the definition of a dynamic
network architecture meeting the requirements of applications
competing for reliable high performance network resources.
These applications have different requirements regarding reli-
ability, bandwidth, latency, predictability, quality, reliable lead
time and allocatability. At a designated instance in time a virtual
network has to be defined automatically for a limited period of
time, based on an existing physical network infrastructure, which
implements the requirements of an application. We suggest an
integrated Software Defined Network (SDN) architecture providing
highly customizable functionalities required for efficient data
transfer. It consists of a service interface towards the application
and an open network interface towards the physical infrastruc-
ture. Control and forwarding plane are separated for better
scalability. This type of architecture allows to negotiate the reser-
vation of network resources involving multiple applications with
different requirement profiles within multi-domain environments.

Keywords – Software Defined Networking, Huge Data, Network
Architecture

I. INTRODUCTION

The amount of data to be handled by networks and asso-
ciated resources across industry, universities and supercom-
puting centers for research, education, commerce and the
internet business at large, grew significantly over the past
few years. Furthermore, international collaboration became
standard. Federation techniques implement a consolidated
view on distributed data for end users. On the other hand,
hybrid network architectures, multi-vendor environments and
heterogeneous infrastructures steadily increase the complexity
of data mining, computing and networking. Software Defined
Networking (SDN) is a promising solution for the reduction
of complexity: It opens the control layer allowing for direct
programmability. Our target – first introduced in 2013 for
geographically, dispersed datasets [1] – is to provide an auto-
mated arbitration layer between applications and network, thus
reducing the operational complexity within heterogeneous en-
vironments. Furthermore, network resources can be distributed
in a more efficient way by offering an open network interface
for the application layer, which can be used to specify user
requirements even beyond mere networking. Additionally, a
central management provides a global view on the underlying

infrastructure and enables the optimization of demands and
available resources.

In this extended journal paper, we introduce an integrated
multi-domain SDN architecture, in which network control is
decoupled from forwarding and directly programmable by
open interfaces between different layers. Therefore, Section
II gives an introduction into SDN, followed by SDN use
cases in Section III. In Section IV some approaches providing
automated configuration of network services are discussed and
differentiated from our approach. Our architecture as well
as an automated network configuration process arbitrating
between the concurrent applications competing for network
resources is described in Section V. Section VI describes a
feasible migration process from existing network architectures
to an application driven network architecture step by step.
Finally, we present our results from a first prototype in a 400-
Gigabit/s-Testbed in Section VII and summarize our approach
in Section VIII.

II. SOFTWARE DEFINED NETWORKING

Today, network intelligence and state are inherent part of
network devices and distributed among the entire infrastruc-
ture. Decisions can only be made based on local information,
which often results in an inefficient distribution of global
resources. Implementing network-wide policies can increase
the efficiency of resource distribution, but therefore, all par-
ticipating devices have to be configured. This results in long
delays and implies additional expenditure and can also lead
to inconsistencies, security breaches or non-compliance to
regulations. In addition, large discrete sets of protocols are
used to connect hosts over arbitrary distances, link speeds
and topologies. Most of these protocols tend to be defined
in isolation, without any abstraction layer. This leads to a
more and more increasing complexity and as a result, to static
networks in a dynamic IT environment.

Based on this heterogeneous, complex and static infrastruc-
ture, applications and network services with different require-
ments try to utilize the network at the same time. In most
cases these resources are offered as a best effort service, which
means they are distributed between the streams, depending
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Figure 1: Conventional vs. SDN driven network, full separation of forwarding and control plane

on the current load. Because of missing information at the
application layer, users do not know about the optimal point
in time to start a data transfer. On the other hand, there is
also no mechanism available which allows users to announce
their requirements, so that the infrastructure can plan the
upcoming traffic in advance. To enable an efficient resource
management and reduce the complexity within networks, an
open and programmable control layer is necessary, which
interacts with users to manage their requirements, and with
the underlying infrastructure, to map incoming requests to the
available network devices.

Software Defined Networking (SDN) is an upcoming trend,
promising the reduction of complexity: it opens the control
layer and makes it directly programmable. SDN enabled net-
works provide an automated arbitration layer between applica-
tions and network and in consequence reduce the operational
complexity within heterogeneous environments. Furthermore,
network resources can be distributed in a more efficient way by
offering an Open Network Interface for the Application Layer
which can be used to specify user requirements. Additionally, a
central management provides a global view on the underlying
infrastructure and enables the optimization of demands and
available resources. A comparison between the traditional
network architecture and an SDN-enabled network is depicted
in Figure 1.

III. USE CASES FOR SDN

In this section we introduce two applications, one from the
climate community and one from high energy physics, both
of which provide a use case for our architecture. So far if
viewed separately. These two applications using the same SDN
network simultaneously form a third use case.

Common buzz words of today’s IT landscape are “Data
Tsunami” or “Big Data”. Whether countless small data pack-
ages have to be moved with minimal latency and highest
safety, or humongous volumes of data have to be reliably
moved from one place to another: The activities in data

management rely on fast, broadband, reliable networks. At
the moment, intercontinental network speeds are limited to
40 Gb/s [2]. The project Advanced North Atlantic 100G Pilot
(ANA100G) tries to reach the 100 Gb/s barrier [3]. But practi-
cal experiences show, that the opportunistic networks (WANs)
available today do not offer enough reliability, predictability
and speed per cost necessary for the applications from the
“Data Tsunami”. Consequently, every “Big Data” application
is a use case.

A practical example for these facts is the international
Coupled Model Inter-comparison Project (CMIP) [4], which
conducts sets of co-ordinated experiments with numerical
climate models to compare them against each other. The
project recently completed its 5th edition (CMIP5) [5], Such
comparisons of climate models serve as basis for the As-
sessment Reports, on which the Nobel Laureate International
Panel on Climate Change (IPCC) bases its recommendations
for policy makers.

Numerical Climate Models are complex numerical realisa-
tions of the physical, chemical, biological and other processes
that play a role in the climate system. They regularly utilise
to a high percentage high performance computers like those
to be found in the TOP500 list [6]. They also swamp these
computers with data volumes at the bleeding edge of the most
current technologies available (for an overview of some of
the problems see, e.g. [7]). CMIP5 produced a sum of about
100 PB world-wide [8], produced in about 30 centres [9].
As the name of the project suggests (Coupled Model Inter-
comparison Project), these data need to be compared. Since the
models and their data are situated at different places, they have
to be transported. Or the applications that compare the data
have to be available near to the data – unfortunately practical
experience shows that it is much easier to organise data near to
applications than applications near to data, e.g., see the results
of the German C3-Grid initiative [10].

The climate modelling community agreed upon sub-setting
the data to a volume of about 1.5 PB, containing only those
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Table I: TIME TO TRANSPORT 1 TB AND 1 PB OF DATA FROM ONE
CLIMATE CENTER TO ANOTHER [11]

Transfer Time to Transport Data of Size
Rate 1 TB 1 PB

10 Mbps 9.7 days 27.20 years
50 Mbps 1.94 days 5.44 years

100 Mbps 23.3 hours 2.72 years
1 Gbps 2.28 hours 97.1 days

10 Gbps 13.65 minutes 9.7 days
100 Gbps 81.9 seconds 23.3 hours

Table II: CMIP6 CENTRES

Type EU America Asia Australia

PRODUCING 10 6 6 1
PROVIDING 2 3 3 1
DOWNLOADING 100s 10s 100s 10s

data most relevant for the comparison, and to make these
data available in five centers world-wide for easier access and
replication [4]. But, as experience shows, the process to do so
took much more effort and time than expected, and stressed the
scientific community considerably, leaving less time to creative
scientific work that potentially would benefit the scientific
value of the assessment report. Apart from a lot of hassle in
the upper layers (co-ordination, federation, meta-data-systems,
applications, formats) it was obvious that the network posed a
crucial problem here. Not only is it error prone and unreliable,
but just simply much too slow in many instances. ESnet says:
”The fastest we could hope to move only 1 PB of data from
PCMDI to one of the RCA data centers is essentially one
day at 100 Gbps, whereas with a peak of 10 Gbps, it would
take almost 1.5 weeks.“ An estimation of the speeds following
the ESnet can be found in Table I, whereas the last row –
the 100 Gbps – are not reached yet, but only addressed in
the ANA100G project [3]. The fact that many network lines
outward bound from centers seem rather underutilised does not
contradict this observation: Burst-wise utilisation is common-
place, people try to get their job done, but the unreliability
of the connections and the fact that the slowest part of the
complete connection limits the transfer speed, make life of
the users difficult: Maintaining constantly high data transfer
speeds is near to impossible today.

If we interpret current negotiations about CMIP6, the future
edition of CMIP, correctly, it can be expected that the data
volumes will be 1 to 2 orders of magnitude higher than in
CMIP5, with the intercontinental network speeds staying about
the same (see Table II). More participating centres in Asia
and South America will put higher demands on the network
architecture in terms of geographical coverage and network
quality. With respect to the architecture of the application
layer it can be expected that the available system (ESGF)
will be stabilized and possibly extended by a federated file
system. The situation for the CMIP5 data: Until now the
scientists have to search through a data jungle by clicking

through web portals, looking at folders on different servers
or using scripts. With neither of these methods all data can
be accessed. E.g., the script bundle called synchro-data [12]
can access only the data available with the new ESGF login
method, not with the old one, and requires a special port which
is then locked. Two users at one time cannot download from
the same machine at the same time. Again: many networks
seem to be underutilised, but not because the scientists do not
need their data, but because retrieving them is intransparent.
The scientists want to know how to get the data and how long
the transfer takes.

A totally different, but also very demanding application for
the network is state-of-the-art turbine development as it is
performed at DLR (German Aerospace Centre). It requires
a multitude of different process chains to be completed. Such
process chains typically consist of different simulation tools
such as Computational Fluid Dynamics (CFD) and Com-
putational Structural Mechanics (CSM) solvers, which are
executed in a specific collaborative order. The data is needed
“just in time”: At DLR different clusters of different sizes
and configurations are available at geographically distributed
locations. Optimal resource usage implies high flexibility in
where to run jobs. In order to avoid necessity of moving data
to a selected resource in order to be able to run a job it is
desirable to provide reliable and fast access to all data from
all different resources and locations. This is not “Big Data”
application but it urges the network to be prioritized.

A recurrent task here is the simulation of flow response to
different Eigenmodes and phase angle combinations. An initial
steady state CFD simulation of, e.g., a turbine runner blade
passage is done to obtain boundary conditions for a subsequent
CSM simulation, which results in the m Eigenmodes of the
respective blade. Now for each Eigenmode a specific set
of n relevant phase angles is identified. In the next step
corresponding displacements are applied to the blade mesh
resulting in n×m different CFD simulation setups that have
to be solved. These simulations run for a fixed iteration count
after which convergence analysis is performed. Based on the
result of this analysis for each job a decision is made whether
they need to run for further iterations or not.

Single simulation jobs hereby typically run on 32-64 cores
and produce result files in the range of 100 MB written at
the end of the simulation. Considering a real world setup with
n×m = 300 leads to a relatively moderate data volume of 30
GB. Ideally all jobs can be run at the same time, thus requiring
300× 64 = 19.200 cores.

Therefore, the data replication mechanisms of the General
Parallel File System (GPFS) are applied, to simultaneously
replicate data to all clustered resources whenever write access
to the filesystem occurs.

Now, looking at the ideal but none the less likely situation
where 300 simulation jobs start at the same time and all writing
their results within a time frame off 15 minutes quickly leads
to peak bandwidth requirements up to 400 GB. In the case of
less regularity in the workflow, where potentially all jobs are
started at different points in time, write access might occur
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over a time frame that corresponds to the duration of the
overall workflow. In this case a much lower but sustained
bandwidth can be observed.

To enable an application adapted virtual network config-
uration the respective applications need to have an interface
communicating their requirements with regard to the available
network resources.

Thus, we have the climate application which needs high
bandwidth for a long time and can manage interruptions, and
the turbine application which needs prioritization to receive
the data as fast as possible. These two applications do not
cumber each other and are a good example for challenging
our SDN architecture.

IV. RELATED WORK

Approaches to provide automated configuration of network
services already exist for some time. Protocols for traffic engi-
neering were specified to enable dedicated resource allocation
to different applications. Most of these solutions were limited
to a single carrier domain, in many cases to a single equipment
vendor. Vertical interaction was achieved, i.e., communica-
tion between different layers, is well defined. Automation of
configuration across domain borders was not considered. All
control interaction had its origin in operator actions. The appli-
cations itself did not have any direct influence. In this section,
we give an overview over the development starting with an
information model and first attempts of implementation.

Within the ITU-T recommendation G.805 03/2000 [13]
the authors abstract from the actual network elements. The
recommendation describes a set of functional elements instead
and the relationship between these elements. It is a generic
multi layer information model, which is open to any kind
of implementation. The notion of a layer in G.805 does
not necessarily coincide with one layer of the OSI model.
A layer can best be described as a set of all connection
points of the same type, i.e., sources and sinks of data that
can communicate without adaptation. Adaptation allows for
communication between the layers. The information model
developed in G.805 is the basis for any multi-layer interaction
model of the future, the actual communication processes, both
vertical and horizontal can be described based on this agnostic
approach. Networks described in G.805 are connection ori-
ented whereas the follow-up, ITU-T recommendation G.809
03/2003 [14], describes connectionless networks. However,
both have in common an implementation agnostic information
model. Communication between layers in both recommenda-
tions is enabled by adaptation functions.

Generalized Multi-Protocol Label Switching (GMPLS) [15]
is a generalization of IP/MPLS for the connection oriented
transport layer. It was originally defined to provide a con-
trol plane for Synchronous Digital Hierarchy (SDH), Optical
Transport Hierarchy (OTH) and Wavelength-Division Multi-
plexing (WDM). The network elements are equipped with
a GMPLS Routing Engine (GMRE) which made dynamic
configuration and automated restoration possible. In a first
iteration there was no interaction with layers above transport.

With the definition of a northbound User Network Interface
(UNI), communication with higher layers was enabled. In
consequence, there were means to adapt transport bandwidth
to the requirements of upper layers. Requirements from ap-
plications are not automatically considered. They still rely
on operator intervention. Generalized MPLS is a method to
do multi layer provisioning and traffic engineering, but it is
normally restricted to one carrier and often to a single-vendor
domain. Hence, it is sufficient for vertical integration but not
for horizontal configuration purposes. Furthermore, flapping
due to changing IP address spaces can be a problem. In the
course of the VIOLA project [16] UNI-Client and UNI-Server
interworking was implemented between the transport layer and
an IP/MPLS layer. This way bandwidth requirement from the
IP/MPLS layer could be communicated to the transport layer.

In 2008 a Multi-layer Network Model based on the ITU-
T recommendation G.805 was published by Freek Dijkstra et
al. [17], containing a proposal for a multiple layer control
interaction model. Making use of the functional elements
defined in G.805 it is possible to implement a multi layer data
model. From GMPLS the technique of label switching was
taken. The translation of client or application requirements
still remains with the operator.

The common Network Information Service Schema Spec-
ification (cNIS) activities [18] by Geant2 community are
targeted at supplying domain related network information to
the application layer regardless of the network layers present in
the respective domains. Inter domain exchange of information
is part of the service. The cNIS activities are vital for the NSI
definition.

The ITU-T recommendations G.805 and G.809 as well as
the multi-layer network model from Dijkstra abstract from
hardware related description of transport networks. GMPLS
defines cross network layer interworking and cNIS finally
makes the networking layer transparent for the application
layer. The missing link is a control interface between the
application and the network, enabling fully automated network
resource management. Furthermore, this interface should not
only address network resources but should take into account
other virtualized functions. Our integrated approach will ad-
dress both, network and other resources as building blocks of
a final functional graph.

V. INTEGRATED SDN ARCHITECTURE

To provide application-oriented network services, we sug-
gest an architecture consisting of three layers, depicted in
Figure 2. The infrastructure layer defined by the network
providers and hardware vendors is usually characterized by
a vast heterogeneity. It lays at the bottom of our architecture.
The control layer in the middle abstracts from the infrastruc-
ture layer and prevents direct user access to the hardware. At
the top level sits the application layer representing the users
view on this network architecture.

Interoperability between these layers enables an application-
and user-oriented network infrastructure. To achieve this, addi-
tional communication protocols have to be specified providing
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Figure 2: Integrated multi layer, multi domain SDN architecture

the required functionality. Therefore, we introduce an Open
Network Interface (ONI) between infrastructure and control
layer as well as a Service Interface (SI) with an appropriate
connection service protocol between control and application
layer.

In the following, we describe the layers and the intermediate
communication protocols in more detail and give an example
of a communication process within this architecture.

A. Layer description

In the following sections we describe the three layers of
the introduced architecture. The application layer representing
the users view, the control layer as intermediary between
application and network hardware, and the infrastructure layer,
consisting of the network elements and their interconnects.

1) Application Layer: The requirements of both applica-
tions and predefined services are not just network resources.
We can think of storage, compute capacity and additional
functionality related to the network. This of course makes
the general model more complex to construct, but it takes
strain from both, user and carrier. The main feature of this
fully integrated model will be access to a building block
repository [19]. Here we have infrastructure building blocks
and functional building blocks. Infrastructure building blocks
on the one hand, are network segments, covering different

layers and different domains. Functional building blocks on
the other hand, represent network services, e.g., encryption,
compression or acceleration. An application link between
Lawrence Livermore National Laboratory and German Data
Centre for Climate Research involves for example multiple
layers and multiple network domains. The application queries
for the link and the extended SDN-enabled network protocol
combines the required infrastructure building blocks to form
a virtual network. Furthermore, the application requires ad-
ditional services, like WAN acceleration, storage and a tool
for ensuring data integrity. Depending on availability, the
appropriate building blocks are added to the network graph.
A real-time multi-site application like TV production involves
multiple layers and possibly multiple domains. It requires a
highly elastic network configuration, extremely low latency
and high peak bandwidth. Data integrity must be guaranteed
and synchronization must be provided. WAN acceleration
would impose too much latency for a real time life production.
Selected building blocks would again be network segments
to form a virtual network as required, plus a tool to guaran-
tee data integrity and synchronization functionality. Genome
Sequencing to support surgeons requires high bandwidth for
medium periods on short notice. While handling medical data
a high level of privacy must be maintained. Again we have
infrastructure building blocks in form of network segments
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Figure 3: Functional model of an application-driven network architecture

plus functions to guarantee privacy, e.g., encryption and a
Public-Key Infrastructure (PKI). The public Internet today
is a major medium of social interaction and it is of utmost
importance for an open society to guarantee equal rights and
secure access to its resources. The provider would have to
select suitable network segments to commission an Internet
platform plus additional building blocks to guarantee privacy
and security for the individual user.

Figure 3 shows our functional building block model to
realize the work flow for the described application scenarios.
Applications communicate their certain requirements towards
the network-building stack. This in turn checks, if available
resources satisfy these requirements and answers with a
proposal of a combined graph.

2) Control Layer: Our control layer, depicted in Figure 4,
consists of two main components – the Network Operating
System (NOS) on the application side and one or more
Controllers on the side of the infrastructure. The communi-
cation between the upper and lower layer is realized by a
north- and southbound API. Additionally, the NOS module
within the control layer needs an interface for inter-domain
communication to enable multi-domain interoperability.

The NOS we introduce operates similar to typical operating
systems. Within its domain it interacts as an intermediary
between applications and network hardware, to avoid direct
access to the network hardware and to hide unnecessary
information. This increases the security on the one hand
and enables the possibility to virtualize the network on the
other hand. Therefore, the integrated Broker compares the

requirements – transmitted through the northbound API – with
the available network resources – which can be requested
through the southbound API – and instructs the reservation
if available resources meet the requirements. Negotiation be-
tween application layer and network layer should be possible.
The requesting application receives only a partial graph, which
can be a direct link with the corresponding characteristics
between ingress and egress at the end.

Besides the virtualization our approach also takes traffic
engineering into account. Link state information can be up-
dated periodically or requested on demand via the southbound
API. This way, weighted graphs are composed for the entire
domain, in which the weights can represent any link parameter
– like bandwidth, latency, utilization or costs – or any combi-
nation of them. Based on these graphs the route is optimized
w.r.t. the requirements of the applications. Link parameters
should not change during transmission. However, if a change
is inevitable, the network resources dedicated to a certain
application should be adapted within feasible bounds.

Real time communication is another feature which can be
implemented within this network architecture. Especially with
respect to large data volumes the transfer completion time is
often more important than the entire transfer time. Knowing
this point in time allows more efficient resource planning
which can result in reduction of costs. This functionality is
enabled by allowing reservations of network resources for
specific periods of time. The reservations for specific flows
are managed by the Broker, which has a global view on the
entire domain. Thereby, overcommitment can be avoided and
start and end points of the data transfer can be guaranteed.
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All described features are necessary to transfer the amounts
of data described in Section V-A1 efficiently through a shared
multi-user network. Many different algorithms and other fea-
tures exist, which can be realized by this architecture. So, we
encapsulate these functionalities in different modules, which
can be added, replaced or removed during runtime without in-
terruption, similar to loadable kernel modules. Thereby, every
domain can optimize its control layer for its requirements as
long as the interoperability is still guaranteed.

To enable the described functionality between multiple
domains, an inter-domain communication is required. Those
incoming and outgoing requests are also handled by the
Broker and will be processed similar to intra-domain requests.
Therefore, external and internal request messages may only
differ in the source tag which determines the security group
classification and the consequential permissions of the service
requestor.

Beside the loadable kernel modules and the Broker we
suggest to encapsulate the Controller as executive unit. Con-
trollers implement the interface to the network infrastructure
and perform requests or reservations, instructed by the Broker.
Since this can result in a bottleneck depending on the number
of requests and the domain size, we recommend to use
more than one Controller. Thereby, the separation from the
NOS enables scalability by varying the number of Controllers
depending on the network size and work load. An additional
aspect which motivates for separation of NOS and Controller
are the heterogeneous interfaces we expect to be provided by
the network hardware vendors. To enable compatibility, at least
one Controller for every network interface implementation
has to be provided. The integration is mainly realized by the
hardware vendors, similar to hardware drivers in conventional
operating systems. Hence, the encapsulation of the Controllers
guarantees scalability and interoperability in our proposed
architecture.

In summary, the control layer we introduce provides re-
quired functionalities – like network virtualization, adaptive
routing or real time communication – for the application layer,
to enable an efficient transfer of big data volumes. The layer

is highly customizable by integrating the functionality within
loadable kernel modules which can be added, substituted
or removed on demand. Additionally, we took into account
scalability and compatibility of an heterogenous infrastructure
by encapsulating the Controllers as executive units.

3) Network Layer: In data networks there is a hierarchy
of deterministic transport and statistical multiplexing. Deter-
ministic transport can be utilized for client-to-client commu-
nication and as a transport layer for, e.g., routed services.
The Broker instance shown in Figure 5 arbitrates between
the requirements of multiple applications and available net-
work services. Based on requirements communicated by the
Network Service Agent (NSA), it will decide if the requested
capacity will be provided on a deterministic or routed path.
Multi domain networks suffer from a lack of homogeneity.
This in turn requires abstraction that allows for a unified
network description language. The Network Description Lan-
guage (NDL), introduced in [20], is a modular set of schemata.
The topology schema describes devices and interactions be-
tween them on a single layer. The layer schema takes into ac-
count the existence of multiple layers and interactions between
these layers. Capabilities of network devices are described
in the capability schema and domain schemata have to deal
with different domains and in consequence with administrative
entities and services linked to these entities. Finally, the
physical schema describes the physical aspects of network
elements. This set of schemata defines the ontology of network
functionality.
Since most applications rely on resources from different do-
mains, information about services and capabilities of these
domains will have to be interpreted and coordinated. An
application and its related data management is attached to a
single domain. All information from external domains should
be gathered here and communicated to the data manager to
enable negotiation.

B. Communication Interfaces

Interoperability between the layers introduced in Sec-
tion V-A requires information exchange. Therefore, interfaces
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Figure 5: Deterministic and statistically multiplexed transport

Table III: SERVICE INTERFACE PRIMITIVES

Primitive Description

RESERVE The requesting agent (RA) requests the providing agent
(PA) to reserve network resources

PROVISION The RA requests the PA to provision network resources
according to the previous reserve request. Depending on
actually available resources the provision request may
differ from the reserve request.

RELEASE The RA requests the PA to de-provision resources without
removing the reservation

ACTIVATE The RA requests the PA to activate provisioned resources
TERMINATE The RA request the PA to release provisioned resources

and terminate the reservation
FORCED END PA notifies RA that a reservation has been terminated
QUERY Can be used as a status polling mechanism between RA

and PA

have to be defined, which enable communication in both
directions. To achieve compatibility, open interface standards
are preferred. The following sections describe general require-
ments for service and network interfaces.

1) Open Service Interface (OSI): The northbound interface
of the control layer communicates with the application layer,
the southbound interface with the network layer. Since there
is a multitude of network domains, horizontal communication
is mandatory to enable federated network services based on
a virtual multi domain network. Therefore, both application
and control layer, implement embedded Network Service
Agents (NSA) which are connected by a service interface.
The application NSA is called requesting, the control layer

NSA providing agent. Multiple services can be handled by a
single NSA, in fact, as many as there are available on the end
to end infrastructure. The requesting agent communicates only
with the local NOS, information from other network domains
is gathered and provided by the remote home domain NOS.

Because the NSA has no authority about local or remote
resources, any kind of resource management is realized by the
NOS in conjunction with the controller. Flexibility regarding
to the introduction of new network services is enabled by the
modularity of the OSI and NSA concept.

The OSI connection protocol communicates requirements
to the providing agent and consists of 6 primitives, listed
in Table III. These requirements have to be mapped on
the corresponding QoS properties – sustained bandwidth,
latency and maximum latency variation. Furthermore, the
dedicated instance of time a certain transmission should
start is communicated. The providing agent either answers
with a complete confirmation or starts negotiating with the
requesting agent. Once a service is confirmed there will be
no further negotiations or limitations.

2) Open Network Interface (ONI): Current network ele-
ments implement control and forwarding plane on the same
closed platform. Decoupling this control functionalities from
the infrastructure, requires a protocol to exchange information
between these two layers. This section describes the functions,
required to implement the features described in Section V-A2.

An efficient placement of data flows requires a global view
on the underlaying infrastructure. Therefore, the position of
all network elements within a domain and their connection
between themselves has to be announced to the control layer.
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Figure 6: Integrated SDN communication process negotiating for network resources

This can be implemented by an initialization message during
the startup of a network element and a link discovery protocol
like LLDP [21]. Once a network element and its connections
is known, state changes are noticed implicitly as soon as a
data flow can not be routed anymore. In this case, the link is
removed from the topology graph until the node is back and
sends the initialization message.

Once the underlaying network topology is identified, link
characteristics like bandwidth, latency or cost have to be
communicated to the control layer during the initialization
phase. These mostly static properties are stored together with
source and destination of a link and are used to build a
weighted graph for data transfers if requested.

Next to these properties, there are more varying link state
informations like utilization, message rate or number of flows.
Updating these values on every change would cause an im-
mense overhead. Therefore, these informations are requested
periodically by the Controller and only reported to the NOS
as soon as values exceed predefined thresholds. The controller
can request these informations explicitly by a message, or
implicitly as soon as a data transfer is completed.

Additionally, to the upward directed information flow the
ONI has to implement the reservation requests from the
Control Layer to the network elements. These reservation
requests can be combined with a period of time during
which they are valid. If the reservation observance can be
handled by the network elements only, the requests have to be
transmitted. If not, the control layer has to add the reservation
at the beginning and remove it at the end. This causes more
overhead, but leaves the control function within the dedicated
layer.

As described, the main objective of the ONI is to provide

information about the infrastructure for the control layer to en-
able efficient traffic engineering. To reduce the emerging over-
head, information should be updated implicitly on occurring
events which already require a communication. Additionally,
the executive commands instructed by the control layer have
to be transmitted to the network elements by the ONI.

C. Communication process

Specified requirements for data transfers can not be satisfied
in any case, e.g., if the request exceeds available capacities.
To ensure a data transfer anyway and independent from the
current utilization, we recommend to partition the available
capacity. One part for best-effort transfers, the other one for
optimized SDN communications. This way, rejected data trans-
fer requests can use conventional communication protocols.
Also for small data sets the best-effort transfer might be the
better path. Since the conventional best-effort communication
is known, we confine the description in this section to the
optimized SDN communication.

Figure 6 depicts the chronological sequence of a demand-
oriented communication within the introduced SDN architec-
ture. Thereby, the application communicates its requirements
to the data management tool first. The integrated service
agent determines the network services which are required to
satisfy the request. Subsequently, the agent can apply for these
services by forwarding the request to the Broker of the Control
Layer.

As described in Section V-A2, the Broker verifies incoming
requests. If the requestor is not authorized to use these services
or if there are not enough resources to fulfill the request, the
transfer fails and the application is informed by the service
agent. At this point, a new request with different requirements
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can be initiated. This process can be repeated until both
sides accept the conditions. The negotiation phase can also
be implemented transparent to applications within the data
management tool. This way the application defines tolerable
ranges for the requested network parameters instead of single
values. If both sides can not agree on a parameter set, the
application has to transfer the data by using the conventional
best-effort path.

If the request is valid the Broker initializes the reservation
process and instructs all required Controllers to distribute the
reservation to all participating network elements. Once all
reservation confirmations arrived at the Controller, the Service
Agent can be informed about the conditions of the requested
transfer. At the communicated start point the data transfer can
be initialized and accomplished. From the application’s point
of view, the following transfer does not differ from the conven-
tional communication process, except that the infrastructure
behaves like negotiated in the initialization phase.

As Figure 6 and the description of the communication
process show, the overhead increases due to the initialization
phase. Therefore, the optimized data path is only recom-
mended for elephant flows, where the transfer time is much
higher than the startup time. In this case, the overhead to define
an optimized environment is worthwhile. However, small flows
may still use the conventional data path.

VI. MIGRATION FROM EXISTING ARCHITECTURES

Migration towards an application driven network configura-
tion has to be done in a stepwise approach. In a first step, the
network elements have to be enabled to support a common
controller language. For network elements in use today, there
will have to be a translation overlay. Controller-input at that
stage will not be automated and it will be per domain or even
per network element group.

In a second step, the Network Operating System (NOS) has
to be defined for providing input to the controllers. First, only
single domain interworking and bidirectional communication
between domain NOS and domain controller will be supported.
Based this horizontal integration of involved NOS can be
implemented for ensuring interoperability between multiple
domains.

The next milestone is to enable applications to communicate
with the respective NOS. Thereby, the user has to know about
the requirements and communicates them directly to the NOS.
Later, a fully automated negotiation process can be initiated
by the application.

In the final step, the NOS will be enabled to request and
integrate required functional building blocks, additional to the
requested network resources.

VII. BANDWIDTH-ON-DEMAND PROTOTYPE

Global data traffic increases steadily by developments in
Cloud Computing, Social Media and Big Data applications.
According to projections, 2015 the core infrastructure of the
Internet has to handle four times as much data than 2010
[22]. Therefore, extremely high bandwidth data networks

are required, which was the reason for the two testbeds in
Germany, described in the following.

That federated applications and services can profit from
increasing the bandwidth was already proven within the 100-
Gigabit-Testbed on a 60 km Wide Area Network between
the Center for Information Services and High Performance
Computing (ZIH) of the Technical University Dresden and the
computing center of the Technical University Bergakademie
Freiberg, started in 2010 [23].

A follow-up testbed which also introduced our first SDN
prototype was presented on the ISC’13 [24], based on a 400-
Gigabit/s-Demonstrator between the Center for Information
Services and High Performance Computing (ZIH) in Dresden
and the Rechenzentrum Garching (RZG). For the next genera-
tion 400-Gigabit/s-Ethernet technology not only the bandwidth
but also the distance was increased. Therefore, the HPC centers
in Dresden and Garching (Munich) were connected by a
640 km dark fiber, provided by Deutsche Telekom, combined
with access and transport technology from Alcatel-Lucent.
Cluster systems from Bull in Dresden and IBM in Garching
were used to set up a General Parallel File System (GPFS)
to give applications a consolidated view on distributed data.
To achieve the necessary I/O throughput the cluster nodes
contained high-speed PCIe RealSSD flash cards from EMC2

with 3.2 GByte/s sequential read and 1.9 GByte/s sequen-
tial write performance. With three of these cards per server
we achieved a theoretical peak read/write performance of
921.6/547.2 Gbit/s in total, which was sufficient to saturate the
400-Gigabit/s-link. The bandwidth to the WAN was ensured
by 40-Gigabit/s-Ethernet cards from Mellanox, which were
directly connected to the service router from Alcatel-Lucent.
Additionally, the HPC clusters in Dresden and Garching had
to be integrated into the testbed. Therefore, FDR InfiniBand
cards from Mellanox were deployed. So the clusters on both
sides were only used to direct the traffic from the location
where the data was stored, to the computing nodes in the HPC
centers. The entire architecture of the 400-Gigabit/s-Testbed is
also shown in Figure 7.

Within the 400-Gbit/s-Testbed we have demonstrated the
impact of different applications utilizing the same infrastruc-
ture, with and without interoperability between application and
network infrastructure. On one hand, the turbine simulation,
described in Section III, requires a parallel file system and
distributed calculation. Therefore, low latency and high band-
width elasticity are required to achieve a high performance
application layer. On the other hand, the climate application
scenario, also described in Section III, requires the transfer of
huge geographically dispersed datasets for intercomparison.
Consequently, a very high sustained bandwidth is required, to
guarantee a reliable and predictable data transfer. To specify
the different demands of these applications, we implemented a
web-frontend, which forwarded incoming reservation requests
to a centralized management system. This system evaluated
incoming requests and instructed the controllers in Dresden
and Garching to configure all participating network elements.
Because there was no mechanism available to remove the
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Figure 8: Setup of the Bandwidth-on-Demand Demonstrator

reservations automatically after expiration, the centralized
management system also included a time table and scheduler
for all reservations. Based on the entries in this time table,
reservations were declined if conflicts occurred and removed
after expiration. Figure 8 shows the entire setup of the
Bandwidth-on-Demand demonstrator.

In this testbed, we were able to demonstrate that all applica-
tions can benefit from this new control layer, providing an in-
terface between application and infrastructure layer. Especially
the predictability of long term data transfers was increased
tremendously, independent of the concurrent traffic on the link.
Also, providing dedicated bandwidth for the turbine simulation
increased the performance. Unfortunately, the latency could

not be influenced, due to topology limitations. So, there is
still potential for more optimization.

VIII. CONCLUSION

Our integrated SDN architecture enables concurrent appli-
cations competing for network resources, to define virtual
networks that satisfy their respective requirements providing
efficient network usage and reliable data transfers. We intro-
duced the elements necessary for an end-to-end negotiation of
network resources between multiple domains and without any
limitation to specific protocols.

On the top the application layer represents the users view
on this network architecture. A southbound Network Service
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Agent (NSA) requesting resources from the underlying control
layer. Communication between the NSAs is realized by the
Open Service Interface (OSI). The providing NSA in turn is
handing over the request to the Network Operating System
(NOS), which links the network layer of its own domain with
NOS’s of other domains. The NOS has a centralized view
on the network resources available and outstanding requests
from applications, so it is able to arbitrate between them.
Scalability and compatibility is enabled by using different
Controllers, depending on the work load and the underlaying
infrastructure. Thereby, our architecture supports end-to-end
negotiation of network resources between multiple domains
and without limitation to a specific protocol.

Additional to the architecture description we show up a
feasible approach to migrate from existing traditional network
architectures to an application driven network architecture.
Furthermore, we were able to demonstrate the benefits of our
approach for applications within a 400-Gigabit/s-demonstrator,
connecting two High Performance Computing centers in Ger-
many, by a prototypical implementation.
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École Centrale de Nantes

Nantes, FRANCE
Email: olivier-h.roux@irccyn.ec-nantes.fr

Email: charlotte.seidner@irccyn.ec-nantes.fr

Abstract—The development of real-time embedded systems is
quite complex because of the wide range of execution platforms
and of the importance of non-functional requirements. Further-
more, Model Driven Engineering is particularly suitable for han-
dling the diversity of implementation targets. Therefore, several
real-time embedded systems development suites leverage Model
Driven Engineering by automatically generating platform-specific
code from high-level design models. Such tools may also takenon-
functional requirements into account by integrating verification
activities. These activities typically rely on the generation of
formal models from the same high-level design descriptionsused
for code generation. However, few tool suites support both code
and formal model generation. Furthermore, among these, most
overlook real-time operating systems mechanisms. Therefore,
both code and formal models generated by these tool suites may
not behave as specified in the high-level design descriptions. The
present work extends the SExPIsTools code generator tool suite
with a support for the generation of formal models. The proposed
strategy relies on the composition of formal model fragments
described using an extension of the classical Time Petri Nets. This
paper presents a formalization of this composition that generically
considers the behavior of platforms. As an illustration, wethen
give the formal model describing the behavior of an application
on two different platforms (OSEK/VDX and VxWorks) and check
a safety property on both models.

Keywords—Real-time operating systems, Model Driven Engi-
neering, Time Petri Nets, Multi-platform deployment, Formal model.

I. I NTRODUCTION

Real-Time Embedded Systems (RTES) increasingly sur-
round us in various domains (aircrafts, cars, cell phones,
robotics, etc.). RTES engineers are confronted with the chal-
lenge of developing more complex, higher quality systems,
with shorter development cycles at lower costs. Model Driven
Engineering (MDE) helps engineers to develop tool suites
that partially automate the development of RTES. Using
model transformations, these tool suites mainly produce either
executable code or formal models from high-level design
descriptions of RTES.

Some of these tool suites have both code and formal mod-
els generation processes. However, the mechanisms of Real-
Time Operating Systems (i.e., executable software platforms
supporting real-time applications, RTOS) are often ignored

by these generation processes. As a result, generated code
and generated formal models may not behave as specified in
the high-level design description. Consequently, verification
and validation activities applied on the RTES development
could provide erroneous results. For instance, the detection
of malfunctions (e.g., wrong treatments of critical data, or
bad scheduling of real-time multitasking applications) could
be compromised.

Nevertheless, among these tool suites, some consider real-
time aspects in their generation processes. They thus take the
deployment of real-time applications on RTOS (i.e., mapping
of application concepts to execution platform services in order
to execute them) into account. However, none of them satisfies
the four criteria given below:

• Portability of real-time applications to adapt to the
RTOS heterogeneity;

• Reusability of generation processes for a rapid mi-
gration of these applications in a multi-platform de-
ployment case;

• Maintainability of RTES to help all stakeholders in
their interventions;

• Correctnessof generation processes in ordrer to have
confidence in RTES development.

This work is part of an overall strategy of RTES develop-
ment using a MDE approach. This strategy is supported by a
tool suite called SExPIsTools (for Software Execution Platform
Inside Tools). In order to satisfy the criteria previously given,
SExPIsTools relies on the following approach:

• considering any RTOS as parameter of generation
processes to achieve multi-platform deployment;

• writing more generic transformation rules to be
independent from the considered RTOS;

• separating domain concerns(i.e., application de-
ployment choice, RTOS consideration, transformation
rules and verification and validation activities) to clar-
ify interventions of each domain specialist;

• formalizing transformation rules to increase the
correctness of generation processes.
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In the present paper, we focus on the latter point. We need
to construct RTES formal models, i.e., models of the whole
system including the RTOS. For this purpose, our approach
relies on a single transformation that does not depend on any
specific RTOS. This transformation composes multiple formal
model fragments independently of the target RTOS. Each of
these fragments represents a part of the formal model that
captures the behavior of the RTES.

As a basis of the construction, we use roles to generically
identify connection points. These roles are used as a glue
between the formal fragments. As a consequence, a new
definition is presented to represent these formal fragments
based on roles. The class of models we use is Time Petri Nets
(TPN). The generic construction is then formalized as a basis
of the transformation rules. Finally, an application example is
proposed to illustrate a multi-platform deployment case, where
two RTOS are considered. As a result of this experimentation, a
scheduling safety property is verified on both resulting models.

This paper extends our previous work [1] in which the
fundamental rules of composition have been presented. An
extension of these rules is given here to both 1) compose
formal models of multitasking deployed applications with
priority policy, and 2) provide a first validation of the generic
construction.

Section II presents multi-platform deployment related
works within a MDE approach [2]. A description of SEx-
PIsTools is then given in Section III. Section IV gives the
formal definition of the TPN fragments composition operator,
which is based on roles. The application of this operator to the
construction of whole RTES formal models is then described in
Section V. Application examples are presented in Section VI.
The benefits and limits of this approach are discussed in
Section VII. Finally, we conclude in Section VIII.

II. RELATED WORKS

The following sub-sections present existing tool suites
related to the multi-platform deployment problem.

Firstly, some code generators are introduced. Formal model
generation tool suites are then presented, some of which are
also capable of generating code. Finally, we will take a stand
on the adopted approach.

A. Code generator tool suites

In order to promote the reuse of deployment tools within
a single code generator, the genericity of processes has been
at the heart of concerns. For instance, TransPI [3] relies on
a two-step approach to generate specific code. A first phase
considers a generic behavioral representation of the RTOS
API (Application Programming Interface) in accordance with
POSIX standard. In a second phase, the deployment is refined
by configuring the process rules with the API of the targeted
RTOS. However, the configuration of new rules does not fully
satisfy the reuse of such a process since the tool must be
modified.

A similar experimentation [4] improves reuse by specifying
the RTOS concerned by the deployment without modification
of the process. This orientation has been thought with the aim
of porting real-time applications. This strategy relies onthe

transcription of code snippets by configuration of functions
with RTOS information. Those information come from compo-
nents of the targeted RTOS whose architecture was previously
modeled by the generic modeling language AADL, which
is dedicated to the real-time domain. The flexibility of this
process meets the heterogeneous requirements of platforms.

Another approach [5] also contributes to the multi-platform
deployment problem. This fills the behavioral gap in the
SRM package of the MARTE UML profile [6]. Before deal-
ing with the RTOS behavior, a transformation process was
developped [7] to generate a deployed application model
by considering the targeted RTOS structure described with
SRM. Descriptions of executable concepts (i.e., resources
and services of the API) of the targeted platform required
by the application are instantiated through the deployment
process. This instantiation is completed by a refinement of
descriptions depending on both application data and location
of elements playing a generic role (e.g., a task priority or a
counting semaphore capacity) within the considered platform.
The integration of the behavioral aspect is also based on this
notion of role. Code snippets are assigned to execution services
(e.g., a task creation or a semaphore taking) in accordance with
Java or C++/POSIX implementations.

The main interest of the two last contributions is the
independence of specialists during their interventions regarding
the tool suite. This criterion guarantees the quality of main-
tainability, which is added to the already mentioned reusability
and portability. Despite this, these contributions present a
major drawback that is inherent to all code generators. The
formalization is indeed absent from the addressed processes.
This weakness prevents specialists from applying verification
activities on deployed applications.

B. Formal model generation tool suites

The tool suites presented in this section encourage the
behavioral formalization of RTOS.

1) Without code generator:An approach [8] has recently
launched a formal synthesis for composing behavioral models
of RTES. In order to achieve this, both application and plat-
form are modeled with adequate modeling language. With the
help of an Algebra of Communicating and Shared Resources
(ACSR), behavior of the targeted platform is formalized.
Behavior of the application is described by a Timed and
Resource-oriented Statechart (TRoS) including both time an-
notations and resource constraints. A model of the deployed
application is then composed with the obtained formal models
and used for analysis. This synthesis provides a detailed
design of RTES by formalizing their implementation with a
complementary manner. Unfortunately, this process is complex
to use, which forces stakeholders to have a good knowledge
of formalization tools. Moreover, the composition requires
a strong dependency of the application with respect to the
platform.

Metropolis [9] supports both design and analysis of hetero-
geneous embedded systems on the basis of the platform-based
methodology. The behavioral representation is illustrated by
entities such as concurrent and communication activities.In
addition, this environment offers the possibility to use formal
languages in accordance with the LTL logic for verifying both
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functional and non-functional properties once the deployment
reached by mapping of the system components with the plat-
form entities is described. Similarly, GME [10] includes use
constraints on the representation of executable concepts thanks
to the Platform Modeling Language (PML). This consideration
mixed with the integration of formal languages to describe the
behavior of platforms provides a deeper design of embedded
systems. However, the genericity of modeling languages used
for describing the platforms does not facilitate the treatment
of particular domains such as real-time. Furthermore, trans-
formation rules are not entirely clear. This leads to a less
meaningful separation of domain skills and consequently to
a maintainability decrease.

2) With code generator: More specifically to RTES,
Ptolemy project [11] is further adapted for describing ex-
ecution models. The definition of those models relies on
the actor-oriented design and revolves around mechanisms of
concurrency and communication implemented between RTES
components. The behavior represented within those models
is translatable into several execution semantics. This benefit
offers a code-formal model duality of deployed applications.
This approach thus achieves a wide coverage of software
execution platforms. Nevertheless, the concepts of structural
representation are only intended for the modeling of appli-
cations with this approach, and not for RTES themselves.
Mechanisms such as RTES components synchronization must
therefore be simulated with other verification tools. In spite
of a very high completeness, the RTES maintainability with
Ptolemy is once again called into question.

C. Positioning

In order to highlight both advantages and drawbacks of
the works presented above, Table I classifies the tool suites
according to their uses. Depending on whether a given tool
suite addresses only code generation, only formal models
generation, or both it will be in the first, second, or third
column respectively. The first row is for tool suites that are
not adapted to RTOS, while the second row is for tool suites
that are adapted to RTOS.

TABLE I: Tool suites comparison

Code Formal Code & Formal

Not adapted to
RTOS

Metropolis [9]

GME [10]

Adapted to
RTOS

TransPI1 [3] ACSR+TRoS2 [8] Ptolemy3 [11]

snippets+AADL [4]

SRM [5]
1 Less suitable for both reusability and maintainability
2 Less suitable for reusability
3 Less suitable for maintainability

Ptolemy seems to be the most versatile. Nevertheless,
stakeholders distinction does not appear clearly, which does
not facilitate maintainability.

Within MDE, alternative approaches were compared [12]
to meet these requirements. The adopted strategy offers the
possibility to capitalize most RTOS descriptions for multi-
platform deployment in a generic way.

In conjunction with this objective, SExPIsTools inte-
grates the Real-Time Embedded Platform Modeling Lan-
guage (RTEPML) [13]. RTEPML was developed with the
aim of representing executable platform concepts dedicated
to the real-time domain. To further detail their representation,
RTEPML [14] has been enriched to describe their behavior
in TPN. However, the generation process used to take into
account these behavioral descriptions needs to be formalized,
which was started in [1], and is continued in the work
presented in this paper (see Sections IV and V).

III. SEXPISTOOLS

This section presents SExPIsTools. Firstly, the modeling
language RTEPML used to describe RTOS mechanisms is
presented. Then, both deployment and formal models gener-
ation processes integrated in SExPIsTools are described. The
role notion used as a generic basis of transformation rules is
highlighted.

A. Modeling with RTEPML

RTEPML distinguishes the RTOS structural modeling from
the behavioral RTOS modeling.

1) Structural description: RTEPML is born from SRM
package [7] mentioned in the previous section. SRM allows the
description of a large number of RTOS [15] and had identified
all concepts and their mechanisms present in RTOS. In SRM,
these concepts are called resources (e.g., task, semaphore, etc.).
RTEPML keeps the same taxonomy. In Figure 1, a small
part of OSEK/VDX RTOS [16] and VxWorks RTOS [17]
descriptions in RTEPML are given. The task concept, called
schedulable resource in RTEPML, is described for both RTOS.

Fig. 1: Structural representation of OSEK/VDX platform

As depicted in Figure 1, thanks to the notion of roles
(represented in bold between french quotation marks), we
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could specify thepriority (an integer) ofOSEKVDX Task
or of VxWorks Task. This priority plays the role of priority
element (<<priorityElement>>) for both tasks. Roles are
thus used to identify both structures and features of each
RTOS resource. As another example, on OSEK/VDX model,
the<<terminateService>> role characterizes theterminate-
Service of OSEKVDX Task in Figure 1.

Sometimes, certain concepts do inherently not exist on
RTOS. As an example, the periodic task concept is missing
on both OSEK/VDX and VxWorks platforms. With RTEPML,
sets of concepts (i.e., identified with theDesignPrototype
role in Figure 1) can be composed to translate this kind of
concept. Thus, aPeriodicTask concept could be viewed at
a composition of aTask and an Alarm for OSEK/VDX.
As regards VxWorks, thePeriodicTask concept is differently
composed of aTask and aWatchdog synchronizing with a
Semaphore.

2) Behavioral description:The behavioral description al-
lows to represent the life cycle of RTOS concepts. Figure 2
extends the representation of OSEK/VDX concepts, given
in Figure 1. The<<behavioralPrototype>> role leads to
the assignation of a behavioral description to each concept,
including services.

Fig. 2: Behavioral representation of OSEK/VDX platform

Each behavioral description is translated into a Time Petri
Net (TPN) [18] [19] whose definition is given Section IV.
This class of model is used to describe both synchronism and
parallelism, as well as time evolution. Therefore, TPN are well
adapted to our concerns.

In the example given in Figure 2, the TPN describingOS-
EKVDX AlarmBehavior represents the periodic activation of

OSEKVDX Alarm. Informally, once a token is present in the
ENABLE place, making itmarked, one token is periodically
distributed in the ACTIVATION place. Distribution of tokens
is initially achieved once the left transition, represented as a
black rectangle, is triggered (i.e., when ENABLE is marked
and the transition clock has reached0 time unit). The peri-
odicity is then guaranteed by the right transition triggering
(i.e., when LAPSE is marked and the transition clock has
reachedp time units). With clocks on transitions, we can
consequently add as many time constraints as necessary, e.g.,
on theOSEKVDX TaskBehavior TPN, a delay between the
READY and RUNNING places could represent the required
time to start the task execution.

B. Model generation processes within SExPIsTools

SExPIsTools is designed for multi-platform deployment.
Both code and formal model generations are performed in two
steps. Figure 3 depicts these two steps.

Fig. 3: Multi-platform deployment process within SExPIsTools

The first one concerns the deployment. This is common to
both generations, which avoids to deploy twice. The applica-
tion is deployed on a specific RTOS [12] [13]. The considered
RTOS is given as a parameter of the deployment process.
Transformation rules of the process are defined independently
from the targeted RTOS. This independence is possible thanks
to roles previously highlighted. The deployment is performed
by mapping each application concept with its execution on
the targeted RTOS. The mapping consists in locating the role
of the executable concept corresponding to each application
concept through the RTOS model. Once a correspondance is
established, the structure of the located executable concept
is instanciated, i.e., duplicated. Each instance is afterwards
enriched by specifying its features with the help of the appro-
priate roles. Features specification emanates from application
concepts information. All these specified instances finally
constitute the model of the deployed application (i.e., the
platform specific model of Figure 3).

The following step concerns either the code generation
or the formal model generation. These both processes take
in input the same generated deployed application model.
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The code generator being not our focus in this paper, we
only present the formalization of the deployed application
model. Similarly to the deployment, the generation processof
deployed application formal models instanciates TPN behav-
ioral descriptions [14]. The location of each TPN is carried
out from the structural instances of the deployed application
model. Indeed, knowing the source executable concept of each
structural instance, the corresponding TPN fragment is located
with the<<behavioralPrototype>> role. Each corresponding
TPN is thus duplicated giving a TPN behavioral instance (or
each TPN fragment).

The generation of these TPN fragments engages their com-
position to constitute a global formal model of the deployed
application. The elements serving as connection points must be
located through the set of these TPN fragments. Similarly to
the structural part, these elements are also located with roles.
As instantiation rules, composition rules are based on these
roles. In the interest of consistency, we have formalized the
sequence of composition rules. This sequence is ordered to
avoid any ambiguity in the formal model construction. The
TPN fragments are therefore categorized according to RTOS
concepts generalized in RTEPML:

• Concurrent resources: tasks, interruptions, alarms,
etc.

• Interaction resources: semaphores, message queues,
shared data, events, etc.

• Routines: application treatment including services
called within the application. This treatment is only
represented by the execution time.

The following Algorithm 1 informally describes the se-
quence of composition rules. We admit here that TPN frag-
ments were already instanciated.

Each composition rule is labelled from a) to d) in com-
ments through this algorithm. Firstly, a) each routine instance
is composed of all its called service instances. Then, each
concurrent resource must be composed with its execution
routine. The execution routine is called the entry point of
the concurrent resource. Each entry point is located with the
<<entryPointElement>> role (see Figure 2). As a conse-
quence, b) each concurrent resource instance is composed with
its entry point. The next composition c) concerns all concurrent
resource instances in order to put them in concurrency. As a
final step, d) interaction resource instances are composed with
the set of composed concurrent resource instances so that these
latter interact with some of them.

This order will be respected in Section V in which these
rules will be formalized. Next, in Section IV, the composition
operator of TPN based on roles is defined to formally express
these rules afterwards.

IV. TPN COMPOSITION BASED ONROLES

In order to define the composition of TPN fragments, roles
are added to the TPN modeling. These roles are therefore
assigned to places. The interest of such a method is to merge
places [20] [21], which are the connection points of the
deployed system that must be generated in TPN.

Algorithm 1 Composition rules

Input:
• IS = {IS

R1 , IS
R2 , . . . , IS

Rl}; // The service calls
behavioral instances with∀j ∈ [1, l], IS

Rj ⊆ IS
and l the number of routines to compose
• IC = {iC1, iC2, . . . , iCm}; // m concurrent re-

sources behavioral instances
• II = {iI1, iI2, . . . , iIn}; // n interaction resources

behavioral instances
Output:

• M // The composed deployed application behav-
ioral model

1: for j = 1 to l do
2: // a) Each routine behavioral instance is composed
3: iRj ← ruleComposeRoutine(IS

Rj )
4: end for
5: for k = 1 to m do
6: for all j such that1 ≤ j ≤ l do
7: if ∃iRj such thatiRj is the entrypoint ofiCk then
8: // b) Each entry point is composed
9: iEPk ← ruleComposeEntryPoint(iCk, iRj)

10: else
11: iEPk ← iCk

12: end if
13: end for
14: end for
15: for all k such that1 ≤ k ≤ m do
16: IEP ← {iEP 1} ∪ · · · ∪ {iEPk} ∪ · · · ∪ {iEPm}
17: end for
18: // c) All concurrent resources are composed
19: iCR ← ruleComposeConcurrentResources(IEP )
20: // d) All interaction resources are composed
21: iIR ← ruleComposeInteractionResources(iCR, II)
22: M ← iIR

In this section, TPN with roles are firstly defined. The
definition of the instantiation of TPN with roles is then given.
Finally, the composition of TPN is highlighted through a
synchronization formalism based on roles.

A. Formal definition of TPN with roles

TPN are a timed extension of classical Petri nets [22]
in which an implicit clock and an explicittime interval are
associated with each transition of the net. Informally, theclock
measures the time since the transition has been (continuously)
enabled, whereas the interval is interpreted as afiring con-
dition: the transition, once enabled, may be fired only if the
value (orvaluation) of its clock belongs to the time interval.

In the following, N denotes the set of natural numbers,
R≥0 the set of non-negative real numbers,∅ is the empty set
and0 is the null vector.

Definition 1 (TPN): A TPN T is a tuple〈P, T,Pre,Post,
m0, Is〉 where:

• P is a finite, non-empty set ofplaces;

• T is a finite, non-empty set oftransitions;

• Pre : P ×T → N is thebackward incidence function;
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• Post : P × T → N is the forward incidence function;

• m0 is the initial marking of the net;

• Is : T → N × (N ∪ {+∞}) assigns a statictime
interval to each transition.

A marking of the netT is an application fromP to N

giving for each place of the net the number of tokens it
contains. A transitiont ∈ T is enabledby a markingm,
which is denoted byt ∈ enabled(m), if all of its input
places contain ”enough” tokens; more formally,enabled(m) =
{ t ∈ T | ∀p ∈ P, m(p) ≥ Pre(p, t) }. A transition t ∈ T
is newly enabledby the firing of transitiontf from the
marking m, which is denoted byt ∈↑ enabled(m, tf), if
it is enabled by the final markingmf defined by ∀p ∈
P, mf (p) = m(p) − Pre(p, tf ) + Post(p, tf ) but not by
the intermediate markingmi defined by∀p ∈ P, mi(p) =
m(p) − Pre(p, tf ). More formally, ↑enabled(m, tf) =
enabled(mf)

⋂

((T \ enabled(mi)) ∪ {tf}).

Finally, for any intervalIs, we denote byIs
↓ the smallest

left-closed interval with lower bound0 that containsIs. For
each transitiontr there is an associated clockxtr. We consider
valuations on the set of clocks{ xtr | tr ∈ T } and we will
slightly abuse the notations by writingv(tr) instead ofv(xtr)
to denote the valuation of the clock associated with transition
tr.

The operational semantics of a TPN can be formally
described as a time transition system; as it is a special caseof
the semantics of TPN with read and inhibitor arcs (given in
Def. 3, we will omit it here for the sake of clarity.

In order to model such behaviors as conditional executions
and preemption mechanisms, TPN have been extended with
read arcs(represented in the following with a white square
instead of a regular arrow) andinhibitor arcs(represented with
a white circle). It should be noted that these arcs only impact
the enabling rules of the net but not the marking obtained
by firing a transition: read arcs test the presence of tokens in
places without consuming them, whereas an inhibitor arc is
used to stop the elapsing of time on a transition as long as
there is a certain number of tokens in the place.

Definition 2 (TPN with read/inhibitor arcs):A TPN with
read and inhibitor arcs (RITPN) is a tuple TRI =
〈T ,Read, Inh〉 where:

• T = 〈P, T,Pre,Post, m0, Is〉 is a TPN,

• Read : P × T → N is the read function;

• Inh : P × T → N∪ {+∞} is the inhibition function1.

Informally, a transition is enabled if there are ”enough
tokens” in the places linked by either input arcs or read arcs
and if there are ”not too many tokens” in the places linked
by inhibitor arcs. More formally, the definition of the set of
transitions enabled by a markingm is updated as follows:

enabled(m) = {t ∈ T | ∀p ∈ P,

Inh(p, t) > m(p) ≥ max(Pre(p, t),Read(p, t))}

1If no inhibitor arcs links a transitiont to a placep, thenInh(p, t) = +∞.

The definition of the set of transitions newly enabled from a
markingm by the firing of a transitiontf is similarly updated.

Definition 3 (Semantics of the RITPN): The operational
semantics of the RITPN with read and inhibitor arcsTRI

defined above is given by the time transition systemS =
(Q, q0 →) such that:

• Q = N
P × R

T
≥0;

• q0 = (m0,0);

• →∈ Q× (T ∪R≥0)×Q is thetransition relationand
is composed of:
◦ thediscrete transition transition, defined∀tf ∈

T by (m, v)
tf
−→ (m′, v′) iff:

(tf ∈ enabled(m);
v(tf ) ∈ Is(tf );
∀p ∈ P , m′(p) = m(p) − Pre(p, tf ) +
Post(p, tf );
∀t ∈ T , v′(t) =
{

0 if t ∈↑enabled(m, tf )

v(t) otherwise
;

◦ the discrete transition transition, defined∀d ∈
R≥0 by (m, v)

d
−→ (m, v′) iff ∀t ∈

enabled(m), ∀δ ∈]0; d], (v(t) + δ) ∈ Is
↓(t).

Definition 4 (RI TPN with roles): A RI TPN with roles is
a tupleN = 〈TRI , R, λ〉 where:

• TRI is a RI TPN,

• R is a finite set of roles,

• λ : P → R ∪ {⊥} is the function assigning a role to
a place and⊥ denoting that no role is assigned to a
place. Hereafter, some notations and properties of this
function are enumerated:

1) Pλ = {p ∈ P | λ(p) 6= ⊥} is the set of places
with role.

2) λ\Pλ
: Pλ → R is an injective function;

3) λ−1 : R ∪ {⊥} → P ∪ {∅} such that






∀r ∈ R, λ−1(r) =

{

p if λ(p) = r

∅ otherwise
λ−1(⊥) = ∅

The operational semantics of the RITPN with rolesN =
〈TRI , R, λ〉 is the same as that of RITPN. Indeed, the use
of roles within the definition of RITPN does not impact its
semantics.

B. Instantiation of RITPN with roles

As seen previously, all RITPN fragments are instantiated
before being composed. In order to distinguish the fragments to
compose, atomic elements such as roles, places and transitions
must be identified according to the instances names, but also
according to referenced instances names.

Indeed, referenced instances emerge when instances are
service calls. Each service call refers to a resource instance.
As an example, a task activation service refers to a task. The
two concepts are distinguished because this has an impact
during the composition between a service call instance and
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its referenced resource instance. For this reason, the renaming
of a role and a renaming of places and transitions are dis-
tinctly separated. This distinction is made with the following
instantiation operator.

Let N = 〈P, T,Pre,Post,m0, Is,Read, Inh, R, λ〉 be the
RI TPN with roles to instantiate. The following labelsins
andref respectively gives the names of the instance and the
referenced instance. If the instance is a resource, there isno
referenced instance withref = ins. The global renaming
function ⇁ is a bijective function fromSet to Set′ where
Set ∈ {P, T,R}.

Definition 5 (Instantiation of RITPN with roles): The
instantiation ofN denoted byNins = Ins(N , ins, ref) =
〈Pins, Tins,Preins, Postins,m0−ins, Is−ins,Readins, Inhins, Rref , λins〉

is defined by:

Nins = Ins(N , ins, ref)

= N Pins = {pins s.t. p ∈ P andp ⇁ pins},
Tins = {tins s.t. t ∈ T and t ∈ T, t ⇁ tins},
Rref = {rref s.t. r ∈ R and r ⇁ rref},
∀p ∈ P,∀t ∈ T,∀r ∈ R, s.t. p ⇁ pins, t ⇁ tins,

andr ⇁ rref we have:
Preins(pins, tins) = Pre(p, t),
Postins(pins, tins) = Post(p, t),
Readins(p, t) = Readins(pins, tins),
Inhins(p, t) = Inhins(pins, tins),
λins(p) = r iff λins(pins) = rref
λins(p) = ⊥ iff λins(pins) = ⊥

C. Specific extension of instantiated RITPN with roles

Once RI TPN are instantiated, we have sometimes been
faced with the need to extend them according to the application
to deploy. For intance, in a real-time system based on a
cooperative multitasking application with priorities, eligible
low priority tasks are inhibited by eligible high priority tasks
when allocating the processor.

We have focused on this case through this paper in order to
enrich our previous work [1] in which all tasks had the same
priorities. The cooperative multitasking case with priorities is
depicted in Figure 4. The RITPN NT1 = Ins(N , ins, ref)
is an instance of concurrent resource such that a periodic
task whereref = ins = T 1. In bold, some places with
inhibitor arcs, represented with circles, are connected to
the resumeT1 transition to inhibit the state change from
READYT1 to RUNNINGT1. The marking of one of the
places set{READYT2, READYT3, . . . , READYTx} carries
out this inhibition action and ensures the cooperative schedul-
ing of tasks.

This action being a scheduling specific case, we defined
a dedicated operator for adapting instantiated RITPN of
concurrent resources such thatNT1 to a cooperative scheduling
context.

LetNins = 〈Pins, Tins, . . . , λins〉 be a RI TPN with roles
of a concurrent resource firstly instantiated as previouslyseen.
N cs

ins = 〈P cs
ins, T

cs
ins, . . . , λ

cs
ins〉 represents the same instance

extended according to a set ofn concurrent resources identified
by INS = {ins1, ins2, . . . , insn} with upper priorities.

Definition 6 (Extension of RITPN with roles):
Cooperative scheduling of concurrent resources:The

ENABLET1

enablingT1

LAPSET1

ACTIV ATIONT1

activationT1

SUSPENDEDT1

terminatedStateT1

[inc; inc]

incrementT1

[period; period]

cycleT1

[0;0 ]

resumeT1

READYT1

activatedStateT1

READYT2

activatedStateT2

READYT3

activatedStateT3

READYTx

activatedStateTx

[0; 0]

activateT1

PROCESSORT1

processorT1resumedStateT1

RUNNINGT1

startT1

STARTT1

[0; 0]executeT1

endT1

ENDT1

NT1

Fig. 4: Specific extension of periodic task in RITPN for cooperative multitasking

extension ofNins in concurrence withn instances adapted to
a cooperative scheduling is denoted by:

N cs
ins = CoopSched(Nins, INS)

with ∀t ∈ Tins, ∃Pre(λ−1(activatedStateins), t) ∈
Preins and∃Post(λ−1(resumedStateins), t) ∈ Postins

Formally, this definition gives:

• Rcs
ins = Rins ∪RINS with RINS =

⋃

∀i∈[1,n]

{rinsi};

• P cs
ins = Pins ∪ PINS with PINS =

⋃

∀i∈[1,n]

{pinsi};

• T cs
ins = Tins;

• λcs
ins : P

cs
ins → Rcs

ins is defined by:
◦ ∀p ∈ P cs

ins \ PINS , λcs
ins(p) = λins(p)

◦ ∀p ∈ PINS and ∀i ∈ [1, n], λcs
ins(p) =

rinsi with rinsi ∈ RINS

• Pre
cs
ins : P cs

ins × T cs
ins → N is defined ∀p ∈

P cs
ins and∀t ∈ T cs

ins by Pre
cs
ins(p, t) = Preins(p, t);

• Post
cs
ins : P cs

ins × T cs
ins → N is defined ∀p ∈

P cs
ins and∀t ∈ T cs

ins by Post
cs
ins(p, t) = Postins(p, t);

• m0
cs
ins : P cs

ins → N is defined ∀p ∈
P cs
ins by m0

cs
ins(p) =

{

m0ins(p) if p ∈ P cs
ins \ PINS

m0INS(p) if p ∈ PINS

with m0INS is

defined bym0INS : PINS → N;

• Is
cs
ins : T cs

ins → I is defined∀t ∈ T cs
ins by Is

cs
ins(t) =

Isins(t);

• Read
cs
ins : P cs

ins × T cs
ins → N is defined ∀p ∈

P cs
ins and∀t ∈ T cs

ins by Read
cs
ins(p, t) = Readins(p, t);
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• Inh
cs
ins : P cs

ins × T cs
ins → N is defined ∀p ∈

P cs
ins and ∀t ∈ T cs

ins by Inh
cs
ins(p, t) =



































Inhins(p, t) if p ∈ P cs
ins \ PINS

1 if



























p ∈ PINS

t ∈ T cs
ins ,

∃Pre(λ−1(activatedStateins), t) ∈ Preins

and
∃Post(λ−1(resumedStateins), t) ∈ Postins

D. RI TPN Synchronization based on roles

In order to synchronize some RITPN, we must clarify the
definition of the composition of RITPN, which will be based
on roles assigned to places. LetN1, . . . ,Nn be n RI TPN
Ni = 〈Pi, Ti,Prei,Posti,m0i , Isi , Readi, Inhi, Ri, λi〉 with
roles such that∀k 6= k′ ∈ [1, n] =⇒ Tk ∩ Tk′ = ∅ andPk ∩
Pk′ = ∅. The compositionN = 〈P, T,Pre,Post,m0, Is, R, λ〉
of the previous RITPN with roles will be denoted byN =
N1||N2|| . . . ||Nn. Linked to this composition, we define a
function leading to the merging of places whose assigned roles
will be taken into account in parameters.

The merging function֒→ is a partial function from(R1 ∪
{•}) × (R2 ∪ {•}) × · · · × (Rn ∪ {•}) → P × R where•
is a special symbol used when a RITPN is not involved in
a particular merge of the global system. We then extend the
definition of the assigning inverse function withλ−1(•) = ∅

The composition ofn RI TPN with m merging is denoted
by

(

N1|| . . . ||Nn

)

(r1
1
, . . . , r1n) →֒ (p1, r1)

. . .

(rm
1
, . . . , rmn ) →֒ (pm, rm)

with ∀i ∈ [1, n], ∀j ∈ [1,m] , rji ∈ Ri, rj ∈ R andpj ∈ P ,
and∀k ∈ [1,m], k 6= j ⇒ rki 6= rji

We will subsequently use the following notations:

• Let Pmerged
i ⊆ Pi be the set of places of the net

Ni merged by the composition. FormallyPmerged
i =

⋃

∀j∈[1,m]

{λ−1
i (rji )}

• Let P →֒ ⊆ P be the set of places of the netN ob-
tained by the merging. FormallyP →֒ =

⋃

∀j∈[1,m]

{pj}

Definition 7 (Composition of RITPN with roles): The
composition of then RI TPN Ni with the merging →֒
denoted by:

N =
(

N1|| . . . ||Nn

)

(r1
1
, . . . , r1n) →֒ (p1, r1)

. . .

(rm
1
, . . . , rmn ) →֒ (pm, rm)

is defined by:

• R =

(

⋃

∀i∈[1,n]

(

Ri\
⋃

∀j∈[1,m]

{rji }
)

)

∪

(

⋃

∀j∈[1,m]

{

rj
}

)

;

• P =

(

⋃

∀i∈[1,n]

Pi \ P
merged
i

)

∪ P →֒;

• T =
⋃

∀i∈[1,n]

Ti;

• λ : P → R is defined by:
◦ ∀p ∈ P \P →֒ meaning that∃i such thatp ∈ Pi

thenλ(p) = λi(p)
◦ ∀pj ∈ P →֒, meaning thatp is the result of a

merging,λ(pj) = rj

• Pre : P × T → N is defined ∀p ∈
P and ∀t ∈ Ti ⊆ T by Pre(p, t) =


























Prei(p, t) if p ∈ P \ P →֒ andp ∈ Pi

Prei(p
′, t), if







p ∈ P →֒ andp′ ∈ Pi

(. . . , rki , . . . ) →֒ (p, λ(p))

λi(p
′) = rki

0 otherwise.

• Post : P × T → N is defined ∀p ∈
P and ∀t ∈ Ti ⊆ T by Post(p, t) =


























Posti(p, t) if p ∈ P \ P →֒ andp ∈ Pi

Posti(p
′, t), if







p ∈ P →֒ andp′ ∈ Pi

(. . . , rki , . . . ) →֒ (p, λ(p))

λi(p
′) = rki

0 otherwise.

• m0 : P → N is defined∀p ∈ P by: m0(p) =






m0i(p) if p ∈ P \ P →֒ andp ∈ Pi

n
∑

i=1

m0i

(

λ−1(rki )
)

if

{

p ∈ P →֒

(rk1 , . . . , r
k
n) →֒ (p, λ(p))

• Is : T → I is defined∀t ∈ T by: Is(t) = Isi(t) if t ∈
Ti;

• Read : P×T → N is defined∀p ∈ P and∀t ∈ Ti ⊆ T
asPre(p, t);

• Inh : P × T → N is defined∀p ∈ P and∀t ∈ Ti ⊆ T
asPre(p, t)

As an example,N =
(

N1||N2||N3

)

(r1, r2, •) →֒ (p, r)

is the parallel composition of the 3 TPN, i.e.,N1, N2 andN3,
where the placep1 ∈ P1 such thatλ1(p1) = r1 and the place
p2 ∈ P2 such thatλ2(p2) = r2 are merged. The name of the
place obtained by this merging inN is p ∈ P and its role is
λ(p) = r ∈ R.

Property 1 (Associativity):The composition of TPN with
roles is associative in the following sense:

(

N1||N2||N3

)

(r1, r2, r3) →֒ (p, r)
=

(

(

N1||N2

)

(r1,r2) →֒(p12,r12)
||N3

)

(r12,r3) →֒(p,r)

=

(

N1||

(

N2||N3

)

(r2,r3) →֒(p23,r23)

)

(r1,r23) →֒(p,r)

Property 2 (Commutativity):The composition of TPN
with roles is commutative:

(

N1||N2

)

(r11 , r12) →֒ (p1, r1)

. . .

(rk1 , rk2 ) →֒ (pk, rk)

=

(

N2||N1

)

(r12 , r11) →֒ (p1, r1)

. . .

(rk2 , rk1 ) →֒ (pk, rk)

V. CONSTRUCTION AND ILLUSTRATION

The definitions presented above will help with the formal
construction of behavioral models expressed as RITPN. This
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construction will serve as a basis for the transformation process
within the SExPIsTools framework (Figure 3). As described in
Algorithm 1, the process consists of four successive compo-
sition rules, detailled in the paragraphs below and defined by
equations (1) to (4).

A construction example in RITPN is provided to illustrate
the method. Figure 5 presents some RITPN with roles,
one per box, instantiated and ready for construction. Every
operation details the fragments involved in the composition.
The mergeable places are represented in double circle and
those ready to be merged are connected by a hook-dotted arc
with a letter corresponding to the construction step, i.e.,the
sequence of rules in Algorithm 1. Finally, roles are indicated
above and to the right of places.

The whole model is describing a monoprocessor applica-
tion Proc with two periodic tasksT 1 and T 2 sharing the
same semaphoreS. A cooperative multitasking is established
betweenT 1 andT 2 with a non-preemptive context.T 2 has a
higher priority thanT 1. Each task points to an execution rou-
tine composed of three services called in the following order:
Getk(S);Releasek(S);Terminatek(Tk) with k ∈ [1, 2].

a) ruleComposeRoutine:The list of services considered
in RTEPML is not exhaustive at the moment. The instructions
described in RITPN are currently activation and termination
of task, acquisition and release of semaphore and waiting,
notification and inhibition of event.

Let n be the number of call services described follow-
ing: {NS1,NS2, . . . ,NSn} such that∀i ∈ [1, n],NSi

=
Ins(NS , Si, ref Si) with NS the RI TPN describing a ser-
vice, Si the instance name andref Si the referenced in-
stance name. The routine construction then impliesn − 1
compositions, each one havingmj mergings of places with
j ∈ [1, n − 1]. The construction of a routine instanceNR is
given by (1).

Illustration 1 (see Figure 5):By applying NR

from (1), ∀k ∈ [1, 2], NTkBody is built from RI TPN
{NGetk(S),NReleasek(S),NTerminatek(Tk)}. This sequence
describes in the order, an acquisition ofS, a release ofS and
a termination ofTk.

b) ruleComposeEntryPoint:Each resource points to a
routine described byNR previously formed. Consequently,
NR is composed withNCτ = Ins(NC , Cτ , Cτ ) whereNC

is the RI TPN describing a concurrent resource andCτ is the
label indexed to identify each instance. The constructionNEP

of a concurrent resource instance with its executable body is
given by (2) for m mergings (we admit here that specific
extensions ofNCτ have already been applied for the needs
of the application in this equation).

Illustration 2 (see Figure 5):By applyingNEP from (2),
∀φ ∈ [1, 2], NTaskφ withBody is built composingNTφ with its
entry pointNTφBody. Prior to each composition,NT1 has been
extended since this task has the lowest priority. This extension
has thus been achieved by theCoopSched(NT1, {T 2}) oper-
ation.

c) ruleComposeConcurrentResources:At this stage,
concurrent resources must be linked together with the aim of
being scheduled by the same processor.

Let qC be the number of concurrent resources with their
composed executable bodies such that∀iC ∈ [1, qC ], each
resource is described byNEP iC

in accordance withNEP

previously formed. The construction then impliesqC −1 com-
positions, each one havingmjC mergings withjC ∈ [1, qC−1].
The construction ofNCR is given by (3).

Illustration 3 (see Figure 5):By applyingNCR from (3),
NDeployedApplicationCR

is firstly composed ofNT1 withBody

andNT2 withBody.

d) ruleComposeInteractionResources:Note that the
processor is also a shared resource. It will therefore be
considered as an interaction resource.

Let qI be the number of interaction resources considered
such that∀iI ∈ [1, qI ], each resource is described byNIiI

=
Ins(NI , IiI , IiI ) with NI the TPN describing an interaction
resource. Each interaction resource is composed withNCR

previously formed. The global construction then impliesqI
compositions, each one havingmjI mergings withjI ∈ [1, qI ].
The global compositionNIR is given by (4).

Illustration 4 (see Figure 5):By applying NIR

from (4), NDeployedApplication is finalized by composing
NDeployedApplicationCR

, NS andNProc.

VI. EXPERIMENTATION

We illustrate the use of the formal model generation
process on a case study. This case study is adapted from a
schedulability case [23] in the context of cooperative multi-
tasking.

A. Case study description

We consider an application with three concurrent real-time
activities implemented as three real-time schedulable tasksT 1,
T 2 andT 3. The concurrency of these tasks emanates from a
cooperative multitasking scheduler (based on a non-preemptive
priority policy). Here are their characteristics:

• T 1 is periodic with periodP1 = a with a ∈ [0,+∞[
and has an execution timeC1 ∈ [10, 20].

• T 2 is sporadic with only a minimal delay ofP2 = 2a
time units between two activations. The execution time
of T 2 is C2 ∈ [18, 28].

• Finally,T 3 is periodic with periodP3 = 3a time units
and has an execution timeC3 ∈ [20, 28].

These three tasks are defined with the following priority
order: T 1 > T 2 > T 3. Period a of T 1 is a parameter
determining the limit condition of schedulability of the tasks.

B. Purpose

The formal model generation process will be applied for
two different RTOS. The two chosen RTOS are those used
to present RTEPML in Section III: OSEK/VDX [16] and
VxWorks [17]. Both are used in the industrial sector, have
different API and behave differently. Roméo [24], the model-
checking tool developed within our team is used to check the
generated formal models.
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NR =

(

(

(

NS1 ||NS2

)

(endref S1
, startref S2

) →֒ (SS1→S2
,⊥)

(r2
S1

, r2
S2

) →֒ (p2
S2

, r2
S2

)

. . .

(r
m1
S1

, r
m1
S2

) →֒ (p
m1
S2

, r
m1
S2

)

||NS3

)

(endref S2
, startref S3

) →֒ (SS1S2→S3
,⊥)

(r2
S1S2

, r2
S3

) →֒ (p2
S3

, r2
S3

)

. . .

(r
m2
S1S2

, r
m2
S3

) →֒ (p
m2
S3

, r
m2
S3

)

. . . ||NSn

)

(endref Sn−1
, startref Sn

) →֒ (SS1S2...Sn−1→Sn
,⊥)

(r2
S1S2...Sn−1

, r2
Sn

) →֒ (p2
Sn

, r2
Sn

)

. . .

(r
mn−1
S1S2...Sn−1

, r
mn−1
Sn

) →֒ (p
mn−1
Sn

, r
mn−1
Sn

)

(1)

with ∀k ∈ [1,mj] andn ≥ 2 if k ≥ 2 thenrkS1...Sj
= rkSj+1

NEP =
(

NCτ
||NR

)

(startCτ
, startref S1

) →֒ (S,⊥)

(endCτ
, endref Sn

) →֒ (E,⊥)

(r3
Cτ

, r3
R

) →֒ (p3
Cτ

, r3
R

)

. . .

(rm
Cτ

, rm
R

) →֒ (pm
Cτ

, rm
R

)

(2)

with ∀k ∈ [1,m] if k ≥ 3 thenrkCτ
= rkR

NCR =

(

(

NEP 1
||NEP 2

)

(processorEP1
, processorEP2

) →֒ (PEP 1→EP2
, processorProc)

(r2
EP1

, r2
EP2

) →֒ (p2
EP2

, r2
EP2

)

. . .

(r
m1
EP1

, r
m1
EP2

) →֒ (p
m1
EP2

, r
m1
EP2

)

. . . ||NEP qC

)

(processorProc, processorEPqC
) →֒ (PEP1...EPqC−1→EPqC

, processorProc)

(r2
EP1...EPqC−1

, r2
EPqC

) →֒ (p2
EPqC

, r2
EPqC

)

. . .

(r
mqC−1
EP1...EPqC−1

, r
mqC−1
EPqC

) →֒ (p
mqC−1
EPqC

, r
mqC−1
EPqC

)

(3)

with ∀kC ∈ [1,mjC ] andqC ≥ 2 if kC ≥ 2 thenrkC

EP 1...EP jC
= rkC

EP jC+1

NIR =

(

(

NCR||NI1

)

(r1
P

, r1
I1

) →֒ (p1
I1

, r1
I1

)

. . .

(r
m1
P

, r
m1
I1

) →֒ (p
m1
I1

, r
m1
I1

)

. . . ||NIqI

)

(r1
PI1...IqI−1

, r1
IqI

) →֒ (p1
IqI

, r1
IqI

)

. . .

(r
mqI
PI1...IqI−1

, r
mqI
IqI

) →֒ (p
mqI
IqI

, r
mqI
IqI

)

(4)

with ∀kI ∈ [1,mjI ] andqI ≥ 1, rkI

PIjI−1
= rkI

IjI

The aim is to verify the limits of the schedulability and
the valid values of parametera (i.e., the period ofT 1). The
application is schedulable if each activity always has at most
one running instance.

The sufficient condition ensuring that the system is schedu-
lable with a non-preemptive priority policy requires a processor
loadU such that:

U =
n
∑

i=1

(Ci/Pi) ≤ 1 (5)

with n representing the number of tasks,Ci indicating the
worst execution time of each task, andPi being the period
(resp. minimal delay) of each periodic (resp. sporadic) task
Ti.

The theoretical expected values (calculated without taking
into account the RTOS mechanism) for thea parameter are
a ≥ 44 [25]. We expect that our formal verification on the
two deployed application on VxWorks and OSEK/VDX leads
to the same result.

C. Formal composition fragment

For the sake of clarity, Figure 6 only shows the behavioral
arrangement of taskT 3 (NT3) considering the OSEK/VDX
norm (Figure 6(a)) on the left side, and the VxWorks platform
(Figure 6(b)) on the right side.

T 3 has been chosen as an illustration instead of other tasks
because it has the lowest priority. Consequently, it presents
the most complex case. We can indeed note the presence of
inhibition arcs since tasks are scheduled in accordance with a
cooperative multitasking non-preemptive priority policy. The
NT3 instance has consequently been extended by applying
CoopSched(NT3, {T 1, T 2}), for each targeted RTOS.

The body ofT 3 is simplified and contains only one service
call to suspend(in OSEK/VDX variant) orpend(in VxWorks
variant).

On both Figure 6(a) and Figure 6(b), roles appear in
bold to highlight connection points useful for the composition
through the RITPN. In a similar manner, the mergeable
places connected by a hook-dotted arc are the ones located
to composeT 3 and its body according to equation (2).

The same reasoning is obviously applied toT 1 and T 2
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before composing them withT 3 in compliance with our
formalization through equations (3) and (4).

D. Application verification

Once the models are composed, they have subsequently
been checked using Roméo in order to determine the limit
value ofa so that the RTES application is schedulable. Given
the structure of both nets, the systems are schedulable if, at
any time, there is at most one token in each place (the nets
are then said to besafe). Additionally, Roméo provides the set
of values of parametera for which the property is true. The
outcome is given hereafter:

——-
Checking property AG[0,inf]bounded(1) on TPN:
”/home/clelionnais/TPN/OSEKVDX NonPreemptiveApplication.xml”
Waiting for response...
Result:
{a >= 44
}

——-
Checking property AG[0,inf]bounded(1) on TPN:
”/home/clelionnais/TPN/VxWorks NonPreemptiveApplication.xml”
Waiting for response...
Result:
{a >= 44
}

Both results match the theoretical value mentionned earlier.
We can thus observe that taking into account RTOS mech-
anisms does not change the theoretical result in this case.
Expected constraints are therefore satisfied.

Other properties could be verified, for which taking RTOS
mechanisms into account could have an impact. However, this
is beyond the scope of this paper. Alternatively, the same
property could also be verified starting from a different design
model. For instance, we could attempt to model periodicity
with a delay instead of an alarm. In such a case, we would be
able to verify that the expected properties are not preserved.

However, the purpose of our present case study is simply to
illustrate that we can support different platforms (OSEK/VDX
and VxWorks) without changing our formalization rules.

VII. B ENEFITS AND L IMITS

One of the major advantage of SExPIsTools is the multi-
platform deployment process. The possibility of capitalizing a
large number of RTOS models as a parameter of the process,
satisfies both reusability and portability criteria. The role
notion presented in this paper encourages us in this way to
provide more genericity to our transformation rules.

This role notion also fulfills the maintainability require-
ments. Composition rules have been written independently
of the RTOS modeling. In addition, the formalization of
these rules could have been done without dealing with other
stakeholders concerns. Our Algorithm 1 has been strengthened,
detecting errors (i.e., TPN fragments composition ambiguity
within rules). As a result, the correctness of the generation
process has been improved.

Furthermore, a deployment on two RTOS with different
mechanisms has been achieved to show our strategy. The same

safety property of schedulability has been verified on both
deployments. This illustrates both genericity and correctness
of deployed application model construction in TPN.

Another important point is the behavioral modeling in TPN.
This results in the possibility to apply verification activities.
Moreover, the verification of time properties such as RTES
time constraints is possible.

However, to date, this synthesis is an ongoing sketch of
proof. The purpose of such a work is to demonstrate the
feasability to develop a versatile tool suite. This experimen-
tation must deal with other aspects by considering:

• more complex RTOS mechanismssuch as preemp-
tion, priority ceiling protocol or special queues of
message box;

• other RTOS descriptions such as ARINC-653 [26],
which presents other concepts (e.g., memory parti-
tion);

• other verifications such as time constraints;

• more precisely the application, so that it is not seen
as just an ordered sequence of called services.

VIII. C ONCLUSION

In this paper, we have presented a first formalization of the
formal model generation process of our SExPIsTools tool suite.
As its name suggests, this process generates, from high-level
design descriptions, a formal model of the deployed application
on a specific RTOS.

The presented formalization focuses on both instantiation
and composition rules of the generation process. Indeed, sev-
eral formal model fragments describing parts of the RTOS and
RTES behaviors need to be instantiated and composed. This
results in a verifiable global model of the deployed application.
The composition rules are independent of a specific RTOS
thanks to the notion of role. This notion is an essential point
of our strategy and represents a major benefit compared to
other existing approaches.

This formalization leads to the definition of a new class of
Petri Net, the Time Petri Net with roles and read/inhibitor arcs.
A new operator, compared to our previous work [1], has been
defined. It allows to model the cooperative scheduling of non-
preemptive tasks. This comes to strengthen the instantiation of
RI TPN behavioral fragments according to a priority policy
before composing them.

An example of a composition of an application with two
RTOS (OSEK/VDX and VxWorks), taking into account the
different behavior of the platform, has been given.

Future prospects are scheduled in order to meet the needs
identified in Section VII. We are exploring the possibility of
extending the formalization with other model classes such as
Scheduling TPN [27], where both cooperative and preemptive
scheduling are considered.
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Abstract—This article reports on a framework for the devel-
opment and testing of complex systems. The framework provides
a meta-model for the description of systems at different levels
of abstraction, which is used as a basis for the combination
of model-based testing (MBT) techniques for automated test
case generation with executable requirement monitors that con-
tinuously observe the status of the System under Test (SuT)
during test execution. The overall goal is to reduce the total
development and testing effort for complex systems. This is
accomplished by enabling a high degree of automation and
reuse of engineering artefacts throughout the systems engineering
lifecycle. The framework is illustrated using an example from the
aircraft systems domain: the door locking system.

Keywords—Model-based Systems Engineering, Model-based
Testing, Monitor-based Testing, SysML.

I. INTRODUCTION

This article is a revised and extended version of the
article [1], which was originally presented at the The Fifth
International Conference on Advances in System Testing and
Validation Lifecycle (VALID 2013).

The ever-increasing complexity of products has a strong
impact on time to market, cost and quality. Products are
becoming increasingly complex due to rapid technological
innovations, especially with the increase in electronics and
software even inside traditionally mechanical products. This
is especially true for complex, high value-added systems in
the aerospace and automotive domain - the methodology
was developed and is therefore embedded in an aeronautic
context but generally is independent of a specific domain
- that are characterized by a heterogeneous combination of
mechanical and electronic components. System development
and integration with sufficient maturity at entry into service
is a competitive challenge in the aerospace sector. Major
achievements can be realized through efficient system testing
methods.

”Testing aims at showing that the intended and actual
behaviours of a system differ, or at gaining confidence that
they do not. The goal of testing is failure detection: observable
differences between the behaviours of implementation and
what is expected on the basis of the specification”[2].

The typical testing process is a human-intensive activity
and as such it is usually unproductive and often inadequately
done. It requires human test engineers to manually write test
cases. A test case contains a series of test inputs and expected
results. Nowadays, the test execution especially on lower levels
of testing is largely automated. Nevertheless, this process
is cumbersome and costly. Therefore, testing is one of the

weakest points of current development practices. According
to the study in [3] 50% of embedded systems development
projects are months behind schedule and only 44% of designs
meet 20% of functionality and performance expectations. This
happens despite the fact that approximately 50% of total
development effort is spent on testing [3], [4]. This shows the
importance and desirability of reducing test effort by advances
in the testing methodologies.

Testing needs to be applied as early as possible in the
lifecycle to keep the relative cost of repair for fixing a
discovered problem to a minimum. This means that testing
should be integrated into the lifecycle model so that each phase
in the development contributes to the verification of the product
as Figure 1 shows. Laycock claims that ”the effort needed to
produce test cases during each phase will be less than the
effort needed to produce one huge set of test cases of equal
effectiveness on a separate lifecycle phase just for testing”[5].

Fig. 1: Envisaged process change

This paper reports on a framework to further automate
the system testing process. It is a continuation of the work
earlier reported in [6]. The framework provides a meta-model
for the description of systems on different layers of abstrac-
tion and combines model-based testing (MBT) techniques for
automated test case generation based on a whitebox SysML
model of the system with executable requirement monitors
that continuously observe the status of the System under Test
(SuT) during test execution. The overall goal is to achieve a
high degree of automation and reuse of engineering artefacts
throughout the systems engineering lifecycle.

Paper structure: First, we present background information
on SysML, MBT and monitor-based testing (Section II) before
we will explain the methodology in detail (Section III). Next,
the methodology will be illustrated using an example from
the aeronautic domain (Section IV). Finally, we propose a
number of ideas for future research (Section V) and close with
a summary of the current status (Section VI).

II. BACKGROUND

This section provides background information on SysML,
Model-based testing, Monitor-based testing and related work.
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A. SysML

The Unified Modeling Language (UML) [7] is a stan-
dardized general-purpose modelling language in the field of
software engineering and the Systems Modeling Language
(SysML) [8] is an adaptation of the UML aimed at systems
engineering applications. Both are open standards, managed
and created by the Object Management Group (OMG), a
consortium focused on modelling and model-based standards.

SysML is not a methodology, i.e., it does not define
what steps need to be performed in what order and which
diagrams should be used for which step. Estefan [9] provides
an overview of existing methodologies used in industry, some
of which use UML-based languages. SysML is a graphical
modelling language, i.e., diagrams are used to create and
view model data. However, the graphical representation is
decoupled from the actual model data. The model data and its
graphical representation are typically stored in different files
in UML/SysML tools.

Neither UML nor SysML define complete model execution
semantics in their core specification. This is different from
modelling and simulation languages, such as Modelica [10],
which specify the syntax (textual notation) as well as the
execution semantics. However, work is underway to resolve
that [11], [12], [13]. In the mean time, SysML tool suppliers
often provide their own execution semantics [14], so it is
possible to include action code into models, generate code
from the models and then execute them.

B. Model-based testing

The term MBT is widely used today with slightly differ-
ent meanings. Surveys on different MBT approaches can be
found in [2], [15], [16]. One of them is that ”Model-based
testing (MBT) relates to a process of test generation from
an SuT model by application of a number of sophisticated
methods”[17].

Model-based testing is a variant of testing that relies on
explicit behaviour models that encode the intended behaviour
and expected failure states of a system and possibly the
behaviour of its environment. The use of explicit models is
motivated by the observation that traditionally, the process of
deriving tests tends to be unstructured, barely motivated in the
details, not reproducible, not documented, and bound to the
creativity and expertise of single engineers. The idea is that
the existence of an artefact that explicitly encodes the intended
behaviour can help mitigate the implications of these problems
[2].

Intensive research on MBT and analysis has been con-
ducted in recent years, and the feasibility of the approach has
been successfully demonstrated, e.g., in [18], [17]. Yet, Boberg
[19] shows that most studies apply model-based testing at the
component level, or to a limited part of the system while only
few studies focus on the application of the technique at the
system or even aircraft level. The main difference being that
the goal of modelling at system level aims at generating a
specification whereas modelling at component level aims at
generating code that runs on target. Giese [20] explains that
this slow adoption is not only due to scalability reasons but
he also claims that ”to benefit from formal verification and

early simulation, a model must be precise and detailed with
respect to all aspects that are the subject of verifiation. This
can usually be carried out in the detailed design phase at the
earliest”[20].

A major distinction between the different available MBT
approaches can be made by looking at the source of the gener-
ated test cases [20]. Some approaches rely on separate explicit
test models that are disjunct from the system or specification
model, as depicted by Figure 2 while other approaches do not
make that distinction and generate test cases from the defined
system behaviour as shown by Figure 3.

The usage of explicit test models reflects the different
objective (validation vs. solution) and point of view (tester
vs. implementer) in creating a test model rather than a spec-
ification model [21]. A test model is a model representing
all possible stimulations of input of the system interacting in
various usage contexts and normally also includes verification
points stating what is a correct response from the system to
an input and what not. It thereby follows a tester’s view who
also has to think of how to combine the possible input stimuli
of a system to achieve a high confidence in its correctness.

The main benefit of this approach is the degree of inde-
pendence it naturally entails between the generated test cases
and the system. The generated test cases can thus be used
directly to test any form of the SuT, either a model or the
implementation. Additionally, as the test model is not a part
of the design it can be optimised for validation and verification
purposes thereby increasing the chance to uncover defects that
are outside the focus of the design artefacts [20]. A drawback
of the approach is that there are two models that have to be kept
consistent with the requirements at all time, which requires
further effort.

Fig. 2: Model-based testing using explicit test models

One example for an approach that does not rely on explicit
models is the work from Lettrari [22] that is the basis for
the commercially available IBM Rational Rhapsody Automatic
Test Generator (ATG) tool. Test cases are generated from
a behaviour model of the SuT using model coverage as
test selection criteria. Automated test case generation uses
constraint based symbolic execution of the model and search
algorithms.

The main benefit is that the approach does not require the
creation and maintenance of a separate test model. On the
other hand, since the test case generation is not guided by a
test engineer it cannot distinguish between ”good” and ”bad”
test cases. The only goal for the generator is to achieve a high
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degree of model and/or code coverage by generating stimuli
that force the executable system model to visit all states and
transitions and call all functions of the system’s components.
Furthermore, there is no independence between the generated
test cases and the system model. This means that the test cases
cannot be used to test the model they were generated from if
the test success criteria is that the observed behaviour and the
test case behaviour are the same.

Fig. 3: Model-based testing using design/specification models

C. Monitor-based testing

The idea for formalizing a natural language requirement
statement into a requirement monitor is similar to the monitor
concept used in runtime verification [23], [24]. A more formal
definition states, that ”Runtime verification is the discipline of
computer science that deals with the study, development, and
application of those verification techniques that allow checking
whether a run of a system under scrutiny satisfies or violates
a given correctness property”[23].

Runtime verification itself deals with the detection of
violations of correctness properties. Thus, whenever a violation
is observed, it typically does not influence or change the
programs execution, say for trying to repair the observed
violation. Checking whether an execution meets a correctness
property is typically performed using a monitor. In its simplest
form, a monitor decides whether the current execution satises
a given correctness property by outputting either yes/true or
no/false [23].

D. Related Work

In [25], Artho et. al. propose a method for combining test
case generation and runtime verification for software systems.
In their framework they combine automated test case genera-
tion, which is based on a systematic exploration of the input
domain of the tested software system using a model checker
that is extended with symbolic execution capabilities with
runtime verification techniques, that monitor execution traces
and verify them against properties expressed in a temporal
logic notation. They include further capabilities for the analysis
of concurrency errors, such as deadlocks and data races. The
paper also provides a description of the application of the
method using a NASA rover controller.

Our work differs from the work by Artho et. al. in some
major points. Firstly, the test oracles are written as temporal
logic formulas whereas we use SysML for both the modelling
of the system as well as the requirement monitors. Secondly,
the test scenarios are generated based on a definition of all

possible inputs using a model checker, whereas we generate
the test scenarios from a whitebox model of the system under
test.

Drusinsky calls the usage of statecharts for the automated
verification of models execution-based model checking and
compares it to classical model checking, i.e., static analysis,
as follows: ”[execution-based model checking] seldom yields
100% test coverage, whereas classical model checking consists
of a mathematical proof that does yield 100% coverage. The
truth, however, is that both classes of techniques require
compromises. Execution-based model checking compromises
in the achieved test coverage; classical compromises in the
size and type of programs that can be verified, and in the
kinds of assertions that can be verified to begin with”[26]. In
our work, we follow a concept that is similar to what Drusinky
calls execution-based model checking but embed the idea in an
overall framework for the development and testing of systems.

III. METHODOLOGY FOR DEVELOPMENT AND TESTING
OF COMPLEX AIRCRAFT SYSTEMS

This section provides a description of our methodology in
terms of the overall concept, the underlying metamodel and
the envisaged process.

A. Concept

Our methodology combines monitor- and model-based
testing to test the system model and the resulting system. Our
aim is to achieve a high degree of reuse of artefacts from
early development stages at later development stages and a
high degree of automation throughout the process. Since we
consider multiple levels of abstraction in our metamodel it
is necessary to provide means, which can verify a model at
any abstraction level or the final product without the need
for redeveloping the verification artefacts for each verification
stage. To this end, we use executable requirement monitors,
which can be built as soon as the first requirements are defined.
The formalized reuquirement monintors can be reused and
adapted easily for verifying the models or the product. Also,
these monitors can be reused for testing different variants
and/or design alternatives.

Figure 4 provides an overview of the main artefacts in-
volved and their relations.

A requirement monitor is an exectuable model representing
one requirement that, at any point in time, indicates the
requirement violation status. The status should be enumerated
with at least the following values [27]:

• Not evaluated (default value), to indicate that the
requirement has not been evaluated yet. Typically, this
means that a necessary precondition has not been met
yet or that the monitor is currently evaluating but could
not make a verdict yet.

• Not violated, to indicate that no violation has hap-
pened and implying that the requirement has been
evaluated.

• Violated, to indicate a violation of the requirement and
implying that the requirement has been evaluated.
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This enumeration is referred to as ”three-valued semantics”
in [23] with the literals ”inconclusive”, ”false” and ”true”
respectively.

The monitor status can be obtained from a monitor at
any point in time and can change between not evaluated,
not violated and violated in any possible way. Following this
approach, the status of the individual reuqirement monitors that
are instantiated during one test can be used in aggregation to
derive the test verdict. Removing the test verdict from the test
cases will enable the reuse of test cases, that we now call test
scenarios, for the verification against several requirements.

The task of converting the natural language statement into
a formal language will require a correct interpretation of the
requirement statement and the ability to translate the meaning
into a model that expresses exactly the same. The general
systematic way for deriving a monitor from natural language
requirement is as follows:

1) Read the requirement statement
2) Identify properties that can be quantified either by

explicit numbers or by logical conditions
3) Identify pre-conditions (if any), which must be satis-

fied before the requirement can be evaluated
4) Express when the requirement is violated and when

not

Neither a particular design of the system nor scenarios are
needed for formalizing a requirement. The resulting monitor
can be used for the verification of any design alternative of the
system using any scenario. Generally, the task of formalizing a
requirement into a requirement monitors can be accomplished
in many different ways using different formalisms. We decided
to use SysML for the task because using the same notation for
design and testing artefacts enables integrated development and
testing without the need for additional tools or data converters.

We drive the tests using scenarios that we generate from
the system models using MBT technology. Since we derive
the test verdict from the requirement monitors independently
from the system model we can use the scenarios derived from
the system model to actually verify the system model as well
as the final product.

Fig. 4: Model-based testing using monitors

B. Meta-model

For our purpose, we extended the already established meta
model for functional and systems architecture modeling [28]

to allow a distinction between the functional, logical and the
technical architecture of the system as depicted by Figure 5.

Fig. 5: Levels of abstraction

The main rationale for the distinction between these differ-
ent layers is reusability. Between different aircraft programmes
the functional architecture of a system is quite stable whereas
the implementation can differ drastically. For a given aircraft
programme the logical architecture is fixed quite early but
different technical implementations might be considered and
compared in trade studies. Ideally, we can now reuse the same
functional architecture that is mature and proven and derive
different logical and even more possible technical implemen-
tations that satisfy these functional needs.

The functional architecture, consisting of functions and
data exchanges via functional dependencies is mapped to a
logical system architecture, consisting of logical components
that are instances of logical component classes and logical
links between these components. This logical architecture can
then in turn be mapped to the technical architecture of the
system, which contains technical components, i.e., devices, and
technical connectors, i.e., cables that connect the components.
As can be seen from Figure 6, the relations between the ele-
ments in the different modelling layers allow a full traceability.
This is crucial especially for maintaining the consistency of the
models after changes.

While the modelling of the functional architecture in our
approach is purely descriptive, the logical and the technical
system architecture models are fully executable. Typically, the
complexity of the models increases from the functional over
the logical to the technical model. This is mainly due to two
reasons: Firstly, when following this top down approach for
systems modelling the level of abstraction decreases, which
in turn increases the level of detail and complexity. Secondly,
most aircraft systems require a certain degree of redundancy
to abide by the safety constraints. A fact, which is normally
not considered during the functional analysis, only partly in
the logical design but has the most impact on the technical
architecture.

C. Process

The overall process underlying our methodology is straight
forward and consists of the following steps:

1) Formalize requirements: create a violation monitor
for each requirement
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Fig. 6: Meta-model for current approach

2) Build system models
3) Generate test scenarios from system models using

MBT
4) Prepare the test environment: instantiate the monitors

of the requirements that can be tested using the
available scenarios and connect them to the SuT
(models or real hardware) appropriately

5) Execute tests: run all defined scenarios
6) Evaluate tests: aggregate the individual statuses of the

requirement monitors that were active during a test
to derive a test verdict

7) Analyze violations: Find root cause for violation in
order to fix it

IV. EXAMPLE - DOOR LOCKING SYSTEM

We will illustrate steps 1 to 4 of our approach using a
simple yet representative example from a passenger aircraft:
the Door Locking System (DLS). The DLS controls the locks
that fix the aircraft doors in a latched position and prevents
unauthorised and unwanted door openings in flight and on
ground in case of an existing pressure difference, so-called
residual pressure, between the outside of the aircraft and
the aircraft cabin. While the rationale for keeping the doors
locked in flight at high altitude can be justified by common
sense, incidents show that even on ground left-over residual
pressure may cause harm [29]. Subsequently, the DLS is a
safety-critical part of the aircraft and has to adhere to the
according regulations, e.g., the DO-178 and DO-256[30]. The
tool Rhapsody by IBM Rational is used for all modelling
activities.

A. Initial requirements

The initial requirements of the DLS are provided in Table I.
Please note, that this set of requirements serves as an example
and is therefore not necessarily complete.

Without any information regarding the implementation of
the DLS, a requirement analyst can start to formalize the
requirements into requirement monitors. The subsequent sec-
tions provide the implementation of the requirement monitors

TABLE I: Description of initial requirements

Req. Text
REQ-01 If the aircraft doors are unlocked, the DLS

shall lock the aircraft doors when receiving
the lock door command within 3 seconds.

REQ-02 The DLS shall calculate the residual pressure
as the absolute difference between the cabin
pressure and the outside pressure.

REQ-03 Once a door is locked, the DLS shall keep
the door locked at all times, if the residual
pressure exceeds 2.5 mbar.

REQ-04 If the aircraft doors are locked, the DLS shall
unlock the aircraft doors when receiving the
unlock door command within 3 seconds if
the residual pressure is at or below 2.5 mbar.

for REQ-03 and REQ-04. The other requirements can be
formalized in a similar fashion.

1) REQ-03: Following the steps described in Section III-A,
reading the requirement yields the following properties that
can be quantified either by explicit numbers or by logical
conditions:

• isDoorLocked (bool, input): locked status of the door

• residualPressure (real, input): amount of residual pres-
sure relevant for this door’s control decision

• residualPressureThreshold (real, constant 2.5 mbar):
threshold for the residual pressure above which the
doors need to be kept locked

Using these identified properties, Figure 7 shows the state-
chart of the requirement monitor that is used for checking if
the system adheres to REQ-03.

2) REQ-04: As before, reading the requirement leads to
the identification of the following properties of the requirement
that are needed to determine if the requirement is violated:

• isDoorLocked (bool, input): locked status of the door
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Fig. 7: Requirement monitor statechart for REQ-03

• evUnlockDoorCmd (event, input): unlock command
has been send to the DLS

• maxWaitTime (int, constant 3000 ms): time available
to open the door after a user sends an unlock command

• residualPressure (real, input): amount of residual pres-
sure relevant for this door’s control decision

• residualPressureThreshold (real, constant 2.5 mbar):
threshold for the residual pressure above which a door
needs to be kept locked

Figure 8 shows the statechart of the requirement monitor
that is used for checking if the system adheres to REQ-04.
Multiple unlock commands might be send to the DLS one after
another and the requirement monitor needs to consider all of
them. So, the monitor has an internal queue in which receptions
of the evUnlockDoorCmd event are stored with a timestamp.
The state evaluating now continuously (self-transition with
timeout pollTimeOut) polls the queue and checks whether
within 3 seconds (maxWaitTime) after the reception of a
command by the monitor the door is unlocked or not.

Fig. 8: Requirement monitor statechart for REQ-04

Figure 9 shows the algorithm, modelled as a flowchart, that
is used to determine if requirement REQ-04 has been violated.

B. Functional model

Starting with the initial requirements the system engineer
can create a functional model. The goal is to identify all
functions that need to be performed by the system and the
functional dependencies, i.e., data flows, between them. Table
II provides a description of all the identified functions and
Figure 10 shows the complete functional model. Note, that the
functional model is not formal and not executable.

Fig. 9: Flowchart for status evaluation of REQ-04

TABLE II: Description of functions

Function Description
Issue door commands The issue door commands function

is an interface function that allows
the users of the system, i.e. the
crew members, to issue commands
to open or lock the aircraft doors.

Sense outside pressure The sense outside pressure function
measures the atmospheric pressure
outside the aircraft.

Sense cabin pressure The sense cabin pressure function
measures the athmospheric pressure
inside the aircraft cabin.

Control door locks The control door locks function is-
sues controls to the actuate door
lock functions according to the user
requests taking into account the ath-
mospheric pressure outside and in-
side the aircraft.

Actuate door locks The actuate door lock function
moves the aircraft door locks be-
tween the locked and unlocked po-
sition and provides the status of the
door locks to the control door locks
function.

C. Logical model

The logical model is a much more sophisticated refinement
of the functional model geared towards providing an actual
specification while still keeping an appropriate level of ab-
straction.

D. Additional logical requirements

The additional complexity of the logical model compared
to the purely descriptive functional model requires further de-
sign decisions and allows taking further external requirements
into account. The additional requirements of the logical model
that have not been taken into account in the functional model
are provided by Table III. They are mostly motivated by the
actual design of the aircraft that the system will be used in,
while the segregation of the left and right side of the aircraft
as postulated by REQ-05 is typically motivated by safety
considerations and enforced by the airworthiness authorities.
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Fig. 10: Functional model

Note, that the functional model and the requirements from
that level of abstraction remain valid for the logical model
while the additional requirements from the logical level are
not considered in the functional model.

TABLE III: Description of additional logical requirements

Req. Text
REQ-04 The DLS shall control 2 doors on each side

of the aircraft, one in the front and one in
the back.

REQ-05 Doors on either side of the aircraft shall be
controlled separately.

REQ-06 The cabin pressure shall be measured in the
front of the cabin and at the back of the
cabin.

REQ-07 For determining the residual pressure rele-
vant for the operation of the front doors,
the cabin pressure measured in the front of
the aircraft shall be used primarily. If the
pressure data from the front of the cabin is
not available, then the data from the back of
the cabin shall be used as backup.

REQ-08 For determining the residual pressure rele-
vant for the operation of the back doors,
the cabin pressure measured in the back of
the aircraft shall be used primarily. If the
pressure data from the back of the cabin is
not available, then the data from the front of
the cabin shall be used as backup.

Figure 11 shows the internal structure of the logical DLS.
As can be seen the additional requirements from Table III have
been taken into account, e.g., REQ-06 lead to the multiple in-
stantiation of the Sense cabin pressure Function for measuring
the pressure in the front as well as in the back of the cabin.

Figure 12 defines the mapping between the functions from
the functional model to the logical components of the logical

model. Note, that this mapping is at class level. The function
Actuate door locks, which was responsible for moving all door
locks in the aircraft from the functional model is mapped to
the logical component class Actuate door lock Function, which
moves a single door lock in the aircraft and therefore has to
be instantiated multiple times in the logical DLS model, once
for each door.

Fig. 12: Mapping between functional and logical model

Likewise, there exists a mapping of the functional depen-
dencies from the functional model to the logical links of the
logical model. This mapping can be one to one or one to
many. For example, the functional dependency between the
function Sense outside pressure and the function Control door
locks that transports the outside pressure data is mapped to two
logical links in the logical model: the link between itsSense
outside pressure Function and itsControl door locks Function
Left and the link between itsSense outside pressure Function
and itsControl door locks Function Right as Figure 13 shows.
Formally, this mapping is represented by the fact that the
interfaces of the ports of the involved logical blocks contain
the data that was previously associated with the functional link;
in the example case the outside pressure data.

Fig. 13: Mapping between links in the functional and the logical model
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Fig. 11: Logical model

E. Technical model

The technical model is again a refinement of the logical
model taking into account physical aspects of the system.
Also, further design decisions have been made, i.e., it would
be possible to create different versions of the technical model
that satisfy the given requirements to represent different design
alternatives.

F. Additional technical requirements

The additional requirements of the technical model that
have not been taken into account in the functional or logical
model are provided by Table IV. Most of them directly
influence the choice of technical components, e.g., REQ-12
excludes all actuators that fail the given test. Not all of these
requirements can be represented adequately in a SysML model,
in our example this is probably true for the requirements
12 to 16. Others require extensions of the modelling profile
and external tools for their evaluation, e.g., [28] provides an
extension to SysML, the metamodel from Figure 6 and a tool
for the evaluation of safety requirements like REQ-09.

Table V provides a description of all components of the
technical model and Figure 14 shows the internal structure of
the technical DLS. As can be seen, the technical model also
includes technical components that are not motivated by the
logical model and/or any external requirements: the remote
data concentrators (RDC) and the switches. They have been
added due to a design decision that the system will make use
of the existing aircraft data network, which is based on the
Ethernet standard and requires data concentrators to convert
data between the network and discrete sensors and actuators.

Figure 15 defines the mapping between the logical com-
ponents from the logical model to the technical components
of the technical model. Keep in mind, that this mapping is
again at class level. The mapping is not necessarily a one to
one mapping. One logical component might require several

technical components to implement the required behaviour. In
the example, the logical component class Actuate door lock
Function from the logical model is mapped to two components
of the technical model: the Door Lock Actuator, responsible for
moving the door lock, and the Door Lock Sensor, responsible
for monitoring the status of the door lock. This is again due to
a design decision. It would be perfectly possible to select an
actuator that provides its status as an output without the need
for an additional sensor.

Fig. 15: Mapping between logical and technical model

Likewise, there exists a mapping of the logical links from
the logical model to the physical connectors of the technical
model. Picking up the example from earlier on, where the
mapping of the functional link between the functions Sense
outside pressure and Control door locks to the logical model
has been shown, the logical link between itsSense outside
pressure Function and itsControl door locks Function Left can
now be mapped to a number of connectors in the technical
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Fig. 14: Technical model

model as depicted by Figure 16.

The UML provides no natural construct to represent this
mapping formally. So the information is stored by extending
the logical links in the logical model with tags that contain the
precise mapping of the logical link to all technical models in
which it is implemented as XML data.

G. Testing the models

The logical and the technical model are executable, i.e., all
blocks have a statechart that defines their behaviour and, using
the execution framework that is provided by the modelling
tool, it is possible to generate executable code, which when
compiled simulates the model. This allows us to test both
models using our defined requirement monitors.

There are two prerequisites for doing so: Firstly, the in-
stantiation of the model under test (MuT) and the requirement
monitors in a verification model. Note, that the requirement
monitors may have to be instantiated several times, depending
on the structure of the model that is to be tested. In the
DLS case, the requirements and subsequently their requirement
monitors are applicable for each door of the aircraft, hence they
have to be instantiated four times in the verification model.
Secondly, the connection of the instantiated requirement moni-
tors and the model. The requirement monitors and the MuTs do
not necessarily have matching interfaces so an additional entity
is required, a so-called mediator [27]. This mediator pulls all

the relevant data from the MuT, converts the data to the format
that is expected from the requirement monitors and sends it
to the requirement monitor instances. Given that the logical
and the technical model, or even different implementations,
i.e., design alternatives, of one of the models can have quite
a different structure, the mediator allows reusing the same
requirement monitors for testing all the models.

For the verification of the technical model, we connect a
graphical user interface (shown by Figure 17) to the executable
verification model. This interface allows stimulating the model
and visualises various parameters of the models at runtime,
i.e., it enables playing with the model. Since the requirement
monitors are active all the time, this kind of testing may lead
to uncovering errors that would not have been found with fixed
test scenarios.

A more structured verification of a model can be achieved
by defining fixed test scenarios. The UML Testing Profile
(UTP) [31] is an extension to the UML that provides additional
type definitions, such as test case, which can be used to
manually define test scenarios and the implementation of the
UTP in modelling tools allows the automatic execution of these
scenarios to verify a model.

And of course, as described in Sections II-B and III-C, it is
possible to derive the test scenarios directly from the logical or
technical model using a white-box test case generator, such as
the ATG for Rhapsody. This tool will systematically stimulate
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TABLE IV: Description of additional technical requirements

Req. Type Text
REQ-09 Safety The failure rate for wrong

residual pressure determina-
tion in a controller shall be no
greater than 1E-6/flight.

REQ-10 Weight The weight of the DLS shall
not exceed x kg.

REQ-11 Cost The costs for purchase and in-
stallation of a DLS shall not
exceed 0.5 Million Euro per
aircraft in serial production.

REQ-12 Environmental The door lock actuator shall
be able to withstand the salt
spray test as defined by the
applicable standard DO-160E,
Section 14, CAT. S

REQ-13 Maintenance It shall be possible to replace
the door lock sensors with-
out removal door lock actuator
from the aircraft and without
recalibration.

REQ-14 Operational The DLS shall be designed for
a 10000 cycles life in normal
operations.

REQ-15 Reliability The guaranteed meantime be-
tween failure (MTBF) of all
DLS components shall be at
least 30000 flight hours.

REQ-16 Installation The DLS shall be designed
such that persons with a height
of between 155 cm and 200
cm are able to install any com-
ponent without the use of non-
standard tools.

the MuT and find test scenarios that cover all states and
transitions in the model.

V. FUTURE WORK

This section provides a couple of topics for current or
future work for extending the approach described in this paper.
Apart from extensions to the framework, we are also working
on the application of the methodology for a concrete industrial-
based use case to validate the framework.

A. Combination of model-based testing and model-based anal-
ysis

Dijkstra’s famous aphorism holds that tests can only show
the presence of errors not their absence [32]. Analysis tech-
niques, e.g., model checking can be used to proof required
characteristics of a system. Model-based analysis (MBA) and
testing are complementary quality assurance techniques since
static and dynamic analysis provide altogether different types
of information: typically, static analysis provides general in-
formation about a model of the system while dynamic testing
provides specific information about the system under test itself.
Substantial quality and cost improvement can be obtained
when they are systematically applied in combination.

TABLE V: Description of technical components

Technical Component Description
Cabin Pressure Sensor Measures the athmospheric pres-

sure inside the aircraft cabin.
Cockpit Control System External system that has a user in-

terface that allows the users, i.e., the
crew members, to issue commands
to open or lock the aircraft doors.

Control Computer Hosts the door lock control func-
tion.

Door Lock Actuator Moves the door lock between
locked and unlocked position.

Door Lock Sensor Monitors the position of the door
lock.

Outside Pressure Sensor Measures the athmospheric pres-
sure outside the aircraft.

RDC Remote Data Concentrator converts
between discrete and network data.

Switch Ethernet switch for routing data in
the aircraft data network.

Fig. 16: Mapping between links in the logical and the technical model

One example for such a combination of MBT and MBA
is the application of MBA in form of a model checker to
improve the completeness of a test suite generated from a
whitebox model using MBT as Figure 18 shows. The problem
that is addressed by this method is that the automatic test
scenario generator does not always achieve to generate a
test suite with 100% coverage (coverage for this scenario
means model/code coverage). At the moment, manual effort
is required to complete a test suite to achieve 100% coverage.
This manual effort can be replaced by the application of a
model checker. If a test case generator manages to cover 95
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Fig. 17: User interface for simulation control

out of 100 states of a model using test scenarios then we can
write properties that check the reachability of the remaining
five states. If the model checker manages to reach a state then
the proof trace provided by the model checker can be directly
added to the test suite as a new test scenario. If the model
checker cannot find a solution for reaching a state then the
model needs to be adapted.

Fig. 18: Combination of model-based testing and model-based analysis

B. Combination of test scenarios obtained from different
sources

Evluation of different MBT approaches and tools in the
recent past, e.g., [33], [34] showed, that each tool has specific
strengths and weaknesses and almost none of them can replace
additional manual test scenario creation completely. If we use
more than one test scenario generation approach and if we
allow test scenario generation at different levels of abstraction
as Figure 19 shows, then there is a high probability that the
resulting test suite contains a high amount of redundant test
scenarios. In order to test efficiently, especially when we are
in the phase of hardware testing where a test run is much
more expensive than a test run on a model, the redundancy
in the test suite must be reduced to find an optimal test suite.
Adaptation of previous work, e.g., [35], on that topic to our
overall development and testing approach is currently being
investigated.

C. Automated model-composition and results evaluation

The creation of verification models, i.e., models that inte-
grate requirement monitors, a SuT system model and scenarios,
i.e., the finding of suitable combinations of system model, sce-
narios and requirements, can be automated. Such a combined

Fig. 19: Optimal test suite from different sources

verification model consists of one system model, which can
be logical or technical, one scenario that can stimulate the
design alternative, a set of requirements, which can be tested
using the selected scenario and a mediator that ensures the
compatibility between the involved models. To automate the
process further information is needed to evaluate the suitability
of a combination of a test scenario and a design model, a
test scenario and a requirement or a requirement and a system
model. An approach for encoding this information and thereby
enabling the automated composition of such verification mod-
els is presented in [36]. Combining this approach with the
one presented here is ongoing work. Additionally, running
the tests, post-processing of the test results, and presenting
the verification results appropriately can also be done in an
automated fashion.

VI. CONCLUSION

We presented a framework for an integrated development
and testing approach of complex systems and showed its
application using an example from the aircraft system domain,
the Door Locking System. The main driver behind this de-
velopment was the need for more efficient testing. This was
succesfully achieved by increasing the degree of reusability of
engineering artefacts and automation of the testing process in
the following way:

• Reusability
◦ Explicit modelling of different architecture lev-

els enables reuse of architectures.
◦ Requirement monitors can be reused for testing

different architecture levels as well as the real
hardware product.

◦ Removing verdicts from test cases allows using
the same test scenario for testing multiple
requirements. Additionally, testing a require-
ment in different test scenarios increases the
confidence in the conclusions drawn from the
test results.

• Automation
◦ Executable requirement monitors allow auto-

mated test verdict derivation.
◦ Generation of scenarios using MBT.
◦ Automated test execution of formal test sce-

narios.
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The approach requires, as most model-based approaches,
a frontloading of effort, a personnel shift and a different
education of the involved people compared to the current state
of practice. While evidence suggests that, through the high
degree of reuse and automation, the effort for model-based
testing is only slighly higher than the one for traditional testing
[37] the adoption of the presented approach in an industrial
environment nevertheless requires a rethinking of traditional
roles and process steps.
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Abstract—Development, characterization and performance op-
timization of systems utilizing FPGAs with high-speed serial
transceivers to implement optical links with 1 to 10 Gbps
data rate is a complex task and it poses several challenges
for design engineers. In this paper, an effective approach is
presented designed to address these challenges based on the use
of diagnostic features implemented in the transceivers and a
soft-IP microcontroller system instantiated in the FPGA. The
use of the soft-IP controller allows a single-point access to the
control and diagnostic interfaces of all components forming the
link. Combined with computational capabilities and a high-level
programming language interpreter running on the soft-IP CPU
inside the FPGA, it enables extensive optical link performance
evaluation without relying on any additional test and measure-
ment equipment and significantly shortens debugging and testing
times. Two generations of the system including hardware, soft-
IP microcontroller system and embedded software are presented.
The implementation demonstrates the feasibility and effectiveness
of the proposed approach to utilization of on-chip diagnostic
capabilities.

Index Terms—Optical fiber communication; Transceivers;
FPGA; Microcontrollers; Embedded software

I. INTRODUCTION

Modern applications including rich media content transport,
on-the-fly image processing, high bandwidth data acquisition
for experimental physics, and high performance computing,
require ever increasing serial communication data rates. At
the same time, latency requirements remain strict and sig-
nificantly limit possibilities for error correction and there-
fore call for a lower number of acceptable errors in the
communication channel. FPGA devices with integrated high-
speed serial transceivers and optical interconnects provide a
very efficient and flexible platform for implementing such
demanding applications and can be found in an increasing
number of systems. A prototype system combining FPGA with
optical interconnect implemented by the authors was presented
at the VALID 2012 [1]. This paper demonstrates an extension
of the original test system to a platform for reconfigurable
computing with parallel optical links. Various examples and
applications of optical interconnects could be found in [2]–[6].

One of the major challenges is a parameter tuning of the
various components forming an interconnect to achieve the
lowest possible probability of bit errors. The problem is that
accurate measurements at low error probabilities require very
long times even at high data rates to accumulate statistics

for a given confidence level while the parameter optimization
space is relatively big. Additional complications arise from the
fact that various components of the link have very different
interfaces for setting parameters. In most cases, they are
supported by proprietary tools with limited functionality for
automatically tuning link parameters. The application of these
tools often requires a connection of the system to external
test and measurement equipment. The limitations associated
with its usage become increasingly severe with a tighter
integration between the FPGA and the optical transceiver
blocks as recently proposed by Li et al. [7]. This level of
integration makes electrical signals between the FPGA and
optical transceiver practically inaccessible for external test
equipment.

This paper presents an approach designed to address chal-
lenges associated with the testing, parameter tuning and per-
formance monitoring of optical interconnects in FPGA-based
systems. The approach is based on the use of a soft-IP con-
troller embedded into the FPGA to perform two major tasks:
link performance measurements and control of parameters of
the different components forming the link.

The paper has the following structure. In the first sec-
tion, an example of utilization of FPGA built-in transceiver
diagnostic capabilities is presented and the key differences
in the approach chosen by the authors are outlined. In the
subsequent section, an overall inter-FPGA transceiver-based
serial link structure is shown followed by brief description of
its components and their respective configurable and tunable
parameters. Then, a Bit Error Ratio (BER) [8] is introduced as
an integral characteristic of link performance. An optimized
algorithm for obtaining an accurate BER scan plot (bath-tub
curve) is described. It can be used for indirect eye diagram
width measurement by introducing a phase shift into a signal
sampling point inside the receiver. The eye diagram width may
serve as an indicator of the link performance and is used as a
target function for the link parameter optimization.

Implementation aspects of the FPGA-based optical link
test system are discussed in the next parts of the paper
along with the obtained link performance measurement results.
Comparison of the measured BER levels obtained on the
prototype system for different optical modules confirms the
validity of the implemented approach.

Limitations of the developed prototype system are discussed
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Fig. 1. Simplified inter-FPGA serial optical link structure.

in the next section. The discussion is followed by a presen-
tation of changes made to the prototype during development
of the second generation of the system. The changes to all
system components from hardware to test software are shown
along with the reasons behind particular design decisions. A
novel optical cable connector compatible with the flat optical
cables used in the system is presented in the next section. The
connector provides an efficient mean to implement a full mesh
connection between twelve boards.

An application of the developed hardware and system
components to construct a reconfigurable computing platform
utilizing optical interconnects between the FPGAs is discussed
in the concluding section.

II. RELATED WORK

Usage of FPGA for testing communication channels has
been previously described. For instance, in [6] an implementa-
tion of the Bit Error Ratio Tester (BERT) based on the Altera’s
Stratix II GX transceivers is presented and compared with a
commercial stand alone tester. It is shown that the results
obtained with the FPGA implementation comply with the
results of the stand alone tester. However, the implementation
still utilizes external equipment to control the test system and
to collect the measurement results.

This paper, while similar in overall approach to the one
proposed by Xiang et al. [6], presents notable improvements
in several areas. The most important of these is the implemen-
tation of a functionally complete test system inside the FPGA.
Additionally, the flexibility of the implemented system allows
extension of its hardware and software components to support
interfaces for monitoring and controlling the parameters of the
various components of the link without external equipment.
Another improvement presented in this paper is an adaptation
of eye-width as a link performance indicator instead of a raw
BER. The eye-width can be measured significantly faster at
low bit error probabilities with the aid of diagnostic circuitries
integrated into the transceivers and therefore is more efficient
as a target function for the parameter space exploration and
link performance optimization.

III. OPTICAL LINK STRUCTURE

A block diagram of an optical digital communication link
is shown in Figure 1. The link data path consists of a trans-
mitter, an electro-optical converter (VCSEL with its driving
circuits), an optical fiber, a photo detector (PIN diode and
transimpedance amplifier) and a receiver. The transmitter and

receiver are further divided into a Physical Coding Sublayer
(PCS) and a Physical Medium Attachment (PMA) sublayer.

The PCS blocks are responsible for byte serializa-
tion/deserialization, byte ordering, rate matching, and 8B/10B
encoding/decoding. All these functions are essential for the
implementation of a reliable digital data channel. However, in
this work, we concentrate on the physical layer performance
measurements leaving the problems related to the coding
sublayer out of the scope of the research.

The transmitter part of the transceivers integrated into the
FPGA allows the tuning and run-time changes of several pa-
rameters. Among them are clock multiplication phase-locked
loop (PLL) dividers and bandwidth, output driver common
mode voltage, differential voltage output swing and preem-
phasis aimed at reducing the negative effects of inter-symbol
interference. The receiver part, in turn, has the following
tunable blocks and parameters: on-chip termination, adaptive
equalization, decision feedback equalization, receiver input
common mode voltage and gain. These blocks have a crucial
impact on the signal quality on the input of the Clock and
Data Recovery (CDR) circuitry, but their influence cannot be
measured directly because the signal after these stages is not
physically available outside the chip and cannot be connected
to external measurement equipment. The CDR block provides
a built-in diagnostic support circuitry to facilitate assessment
of the signal quality on its input.

The hardware interfaces, which are necessary to change
all the transceiver’s parameters and to access the diagnostic
circuits, are available to the logic programmed into the FPGA.
Chip and design software vendors provide tools to access these
interfaces, however, their use requires a connection between
the development workstation with CAD software and the
FPGA. The electro-optical components of the link have their
own sets of tunable and monitoring parameters, such as driver
and receiver power levels, VCSEL modulation and offset
currents, temperatures and thermal compensation coefficients,
signal power detected at the receiver input, etc. Access to
these features is implemented through another set of vendor-
specific interfaces and also requires a development workstation
with a connection to the target system. Such connections
may be not feasible in the embedded system while access to
the interfaces is still highly desirable or even required. This
problem may be addressed by integration of IP cores for all
required management interfaces into the system instantiated in
the FPGA.

The flexibility of a soft-IP microcontroller system inside
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the FPGA allows the implementation of a single-point access
to the management interfaces of all the components forming
the link. Combined with built-in link diagnostic capabilities
controlled by the same microcontroller system it results in a
complete test system that enables link performance testing and
parameter tuning without relying on any external equipment.
Additionally, it is available not only during development and
testing of the system but also after its deployment.

IV. LINK PERFORMANCE INDICATORS

Two link operation quality indicators are introduced in this
section along with a description of an algorithm used by the
authors to measure “eye-width” with the transceiver’s built-in
diagnostic circuits.

A. Bit Error Ratio

The integral quality of operation of a serial link is charac-
terized by its Bit Error Ratio (BER): a ratio of the number
of bits received with errors to the total number of bits
transmitted through the link: BER = Nerr/N . This ratio is
used for both measured and actual values. A BER is usually
measured with a special piece of test equipment, so called Bit
Error Ratio Tester. It consists of a data pattern generator, a
reference quality receiver, a digital comparator and counters
for transmitted bits and errors. The flexibility of an FPGA
allows to implement all blocks of a bit error ratio tester in
programmable logic in the FPGA itself.

If single bit errors in a serial link may be viewed as
independent events and conditions do not change over time,
then the actual BER value is a probability of a single bit
error (pe) and the measured value approaches the actual BER
in the limit: limN→∞Nerr/N = pe. It is not possible for
BER measurement to transmit an infinite number of bits since
it would require an infinite measurement time and a way
to measure the BER with a given accuracy is required. For
practical application it is often enough to know that the BER is
below some threshold with a given confidence while its actual
value is irrelevant. As the literature shows (for instance, in [9]),
if more than N0 bits were transferred during the test with no
errors detected, then with probability α the actual BER is less
than pe:

N ≥ N0 =
1

pe
ln

1

1− α

This number of bits (N0) sets a lower limit on the test
duration when no errors are observed. At a data rate of 5 Gbps
it takes approximately 10 minutes to reach a 95% confidence
that BER is lower than 10−12, for the BER level of 10−15 it
would require almost a week. The long runtime required makes
it impractical to use the BER directly as a target function
for the link parameters optimization. It would take enormous
amount of time to find an optimum in the parameter space even
if only a small fraction of all possible parameter combinations
yielded a bit error ratio lower than 10−12.

B. Eye-Width and its Measurement

The quality of a signal may be analyzed by evaluating its eye
diagram: a picture on an oscilloscope display resulting from
observing a transmission of a pseudo-random binary sequence
with properties representative of the physical layer encoding
used in the link. The width and height of an opening of the
central part of the diagram (“eye”) serve as indicators of the
signal quality and may be used as target functions for the
link parameter tuning. However, the signal on the input of the
receiver CDR unit is not available for direct measurements.
Therefore built-in diagnostic circuitries of the receiver should
be utilized.

Serial transceivers integrated into the Altera Stratix IV GX
FPGAs include special circuitry that facilitates measurements
of the eye opening on the input of the CDR block [10]. The
circuitry allows shifting of a sampling point of the signal
from its optimal position in the center of the unit interval
(UI) under external control. Then bit error ratio is measured
for each phase offset. For sampling points close to the center
of the eye opening, there will be no significant increase in
the bit error ratio. For sampling points closer to the signal
slopes the number of observed errors will gradually increase.
Finally, in the area of the signal edge crossing widened by a
jitter, a receiver will not be able to achieve synchronization
with its input signal resulting in the observed bit error ratio of
0.5. From these measurements of the BER at signal sampling
points distributed through the UI the eye opening and jitter
characteristics of the signal may be deduced [9].

The key benefit of this approach is that the conclusion re-
garding the signal quality and, therefore, link parameters, may
be reached by a number of BER measurements with different
phase offsets through the UI instead of one at the optimal
sampling point. However, each of these measurements needs
to achieve a given confidence level at a much higher target
BER and, therefore, requires significantly shorter runtime.

An algorithm implementing this approach can be further op-
timized to reduce the number of required BER measurements
at the center of the eye opening, where the bit error ratio
is low. These measurements take up most of the time and
effectively provide no useful information. Several approaches
to such optimization are described in [9].

Figure 2 illustrates the behavior of the modified algorithm
implemented by the authors and shows an eye-diagram re-
constructed from the measurements. As a first step (marked
with 1 in the figure) an initial scan through the entire unit
interval is performed with high target BER (10−7). From these
measurements, an approximate location of the eye boundaries
is determined. At the second stage the BER is measured at the
center of the eye opening to make sure that the target BER
level (10−12) is achievable at the close-to-optimal sampling
point (2). Then, the BER is measured at sample points from the
eye opening boundaries detected during the first scan towards
the center to determine points where the target BER level is
achieved (3). The distance between these points (eye-width)
serves as a measure of the signal quality at the input of the
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Fig. 2. “Bath-tub” curve scan algorithm and reconstructed eye diagram.

receiver CDR unit and may be used as a target function for
the link parameters’ tuning.

The described algorithm for eye-width measurements re-
duces the number of BER samplings within the eye opening.
For the diagram shown in Figure 2, it took only 55 minutes
to collect all the data. An exhaustive UI scan under the
same conditions takes 150 minutes but provides no additional
information on the link operation.

V. PROTOTYPE SYSTEM IMPLEMENTATION

To confirm the usefulness of the approach described to the
optical link testing and parameter tuning and to create a base
set of tools and building blocks to be used in future projects
the authors implemented a prototype system. The system
consists of hardware, a set of IP blocks, embedded software
and development tools and facilitates debugging, testing and
evaluation of the components. A photo of the assembled
system hardware is shown in Figure 3 and components of the
system are described in the following sections.

A. Hardware Platform

The system is based on the Altera Stratix IV GX FPGA
(EP4SGX230KF40C2) installed on a TerasIC DE4 board.
Through an adapter board with SMA connectors and a set of
coaxial cables the DE4 board is connected to SFP+ evaluation
boards hosting optical transceiver modules. Hot-pluggable
SFP+ transceivers used in the system provide duplex LC-
type optical connectors for the Multi-Mode Fiber. Management
interface of the transceiver modules (I2C) is accessible from
the FPGA and is used for the monitoring of their parameters.

The highly modular construction of the hardware platform
enables experimentation with different components and link
configurations. During development and validation of the
system several loopback configurations were used as shown
in the diagram on Figure 3. The shortest possible one is an
electrical loopback connecting the FPGA transmitter output
signals directly to the input of the receiver (1). The second

32

...
SFP+

1

FPGA SFP+

Coax cablesCoax cables MMF

Fig. 3. Experimental system and loopback configurations.

tested configuration uses a single optical transceiver with its
input and output connected via a Multi-Mode Fiber (MMF)
loopback (2). The length of the fiber loop used in the tests
ranged from 15 cm to 15 meters. This loopback configuration
is the closest to an actual optical link where the signal passes
through one electro-optical and one opto-electrical conversion
and a single fiber segment.

The most elaborate loopback configuration tested utilizes
two transceiver modules and an electrical loopback on the
“remote” side of a duplex fiber link (3). While this link exceeds
configurations, which would be found in practical applications
it is still interesting as it allows an easier separation of
influence on the signal quality from different components of
the link and serves as a model of a less favorable environment
with longer links and a higher number of interconnects along
the signal path.

The transceivers available in Stratix IV GX FPGA provide
an on-die scope capable of 1/32 unit interval resolution at
data rates up to 6.5 Gbps [10]. Comparable technology is
available in the transceivers integrated into the Xilinx Virtex-6
FPGA family. As an additional feature these transceivers are
capable of a vertical scan of an eye-diagram [11], however,
this functionality has not yet been explored by the authors so
far.

B. System-on-Programmable Chip and IP Cores

The architecture of a soft-IP microcontroller system in-
stantiated in the FPGA is shown in Figure 4. The system
consists of the following main blocks: NIOS II CPU core
with a small on-chip ROM containing boot code, a controller
for external SRAM and FLASH, UART for communication
with a control terminal, cores for the test pattern generator
and checker, interfaces to access the transceiver configuration
and diagnostic features, I2C master cores for connection to
the management interface of the SFP+ modules. The entire
system utilizes only a small fraction of the available FPGA
resources: the logic utilization is 3%, and available memory
and DSP blocks are used for less than 1%.

144

International Journal on Advances in Systems and Measurements, vol 7 no 1 & 2, year 2014, http://www.iariajournals.org/systems_and_measurements/

2014, © Copyright by authors, Published under agreement with IARIA - www.iaria.org



...

Lua interpreter

Low level h/w drivers

...

H/w init and code loader

Control & Test Modules
Lua

C

On−chip
ROM SRAM

On−chip

UART
Memory

controller

FLASH SRAM

Test pattern

Checker

Test pattern

Generator
Transceiver

Av−to−WB
bridge

IIC

SPI

Configuration

controller
NIOS II

Avalon bus

Wishbone bus

Control
Terminal

Fig. 4. Test System-on-Programmable Chip (SoPC) architecture.

The IP cores forming the system were taken from three
sources. The first one is the library supplied by the FPGA
vendor (Altera in this case). The cores are optimized for a
specific FPGA architecture, but no source code is provided
and the cores are not available on FPGAs from other vendors.
The second source of IP cores for the system is a collection of
free and open cores hosted on the OpenCores site [12]. These
cores are provided under free licenses and their source code is
available. This makes it possible to implement these cores in
systems on different FPGA architectures. The price for such
flexibility is the time and effort required for integration and
adaptation, and the required time and effort is generally greater
than for FPGA vendor supplied IP cores.

These two sources of IP cores, while covering most of the
functionality, still do not provide several crucial interfaces
required in order to access transceiver configuration and di-
agnostic interfaces. These missing parts were created by the
authors by means of custom HDL development as the third
source of IP blocks, and this required most effort.

Since the IP cores from different sources have different
interfaces their integration into a working system is a technical
problem in itself and required the development of “adapter”
modules. The two primary on-chip interconnects used in the
system are Avalon [13] and WISHBONE [14].

Overall, a combination of the readily available blocks (both
proprietary and free) and those developed in-house proved to
provide a reasonable and time efficient way of implementing
the prototype system.

C. Embedded Software

The monitoring and control of all blocks forming the optical
link, BER testing and processing of the test results are handled
by an embedded software running on the NIOS II soft-IP CPU
instantiated in the FPGA.

Low level software to access all hardware interfaces is
implemented in the C programming language and its func-
tionality is made available to the Lua interpreter. Lua, as is
stated on its web-site [15], “is a powerful, fast, lightweight,
embeddable scripting language”. These properties make it very

attractive for a wide range of applications including game
development, mobile devices and embedded software [16]. A
tight integration with C and an interactive interpreter facilitate
an efficient development of diagnostic, testing and debugging
software for embedded hardware systems.

Availability of an ANSI C compiler and a basic C run-time
library are the only requirements to port Lua to a new platform
and it was extremely easy to get an early prototype running
on NIOS II. The efforts invested in the porting and support
of Lua interpreter on the soft-IP microcontroller system in the
FPGA were rewarded in the flexibility of the resulting system
and increased development productivity.

Access to the interactive environment is very useful during
embedded hardware development and debugging as it saves
a lot of time in the edit-compile-load-run development cycle.
Since the “hardware” itself is a soft-IP system instantiated in
the FPGA this time saving becomes even more important: on
the one hand, the system is malleable and experimental and
includes design errors, on the other hand, traditional software
development cycle is complicated by a separate FPGA design
flow with longer iterations. With this additional complexity
an availability of tools facilitating quick experiments and tests
running directly on the target platform is a key factor for
effective development. Our experience shows that Lua fits
this role perfectly and allows rapid localization of the design
errors both on the hardware and software levels. All the link
configuration and BER measurement software in the system
are implemented as a set of Lua modules.

VI. MEASUREMENT RESULTS

Measurements on the test system were performed for data
rates in a range from 1 to 5 Gbps with various loopback
configurations. The SFP+ module used in most experiments
is the Avago AFBR-703SDDZ. The module is capable of data
rates up to 10 Gbps and, as expected, performs excellently
in the tested data rate range. Even with the most demand-
ing loopback configuration the eye diagram opening for the
10−12 BER level is approximately 40% (80 ps) of the unit
interval (200 ps at 5 Gbps).
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Several data patterns with different spectral characteristics
were used in the experiments. Two test patterns that specifi-
cally check the link performance at the edges of its frequency
band are the Low Frequency (LF) and High Frequency (HF)
patterns. The other test patterns are Pseudo-Random Binary
Sequences (PRBSx) generated by a linear feedback shift
register with the length x. The lengths of 7, 15, 23, and 31 bit
were used. The test results show slight dependency on the data
pattern used, however, detailed analyses of this dependency
have not yet been yet performed.

To validate the test system and confirm that the measure-
ment results adequately represent link quality an SFP module
with a lower maximum data rate has been used: Finisar
FTLF8524P2BNL. According to its documentation the module
is capable of data rates up to 4.25 Gbps. Experiments show
that up to this limit it demonstrates BER ≤ 10−12, also the
eye width is smaller than that with the Avago module. The
bathtub scan results for both modules at 5 Gbps are shown in
Figure 5. This data rate is outside of the specified range for the
Finisar module and this is clearly visible from the diagram:
even in the vicinity of the ideal sampling point BER does not
achieve 10−7 level.

The results obtained allow the conclusion that the developed
test system provides reliable data on the optical link perfor-
mance and may be used to compare different link implemen-
tations and to tune parameters of the link. The comparison of
the measurement results obtained with different data patterns
may provide additional information that could be useful for
optimizing link performance.

VII. SECOND GENERATION OF THE SYSTEM

While the developed system proved the feasibility of the
selected approach and served as a convenient platform for
experiments with the optical links and IP cores, it also had
severe limitations, which made further usage of the system and
its components problematic. The following sections describe
these limitations along with the changes implemented by the

authors in the second generation of the system to overcome
the discovered limitations.

A. Hardware Platform

The most obvious problems of the prototype platform at the
hardware level were a limited number of the supported optical
channels and a low integration level leading to a number of
separate boards interconnected with a web of cables. While
being beneficial at the early stage of the project enabling fast
system setup and reconfiguration times, this approach does
not scale well beyond simple desktop setup with one optical
link. The most elaborate system configuration theoretically
achievable with this approach would have eight optical links
and require eleven boards for loopback configuration only.
The situation would be even worse considering the intercon-
nection of several FPGA boards. The other limitation of the
prototype hardware platform is the unavailability of the optical
transceivers’ current consumption monitoring.

Recent advances in the optical transceiver technology enable
higher level of integration and power efficiency than achiev-
able with the SFP+ modules used in the prototype system
[17]. To benefit from these improvements in the technology
the authors designed an add-on card for the DE4 FPGA board.
The add-on card mounted on top of the DE4 FPGA board with
flat optical cables connected is shown in Figure 6. The card
hosts Avago transmitter and receiver MiniPODTM modules and
connects them to the FPGA serial transceivers making use
of all twelve channels available on the DE4 board extension
connectors. The transmitter and receiver configuration and
monitoring interfaces are connected to the FPGA as well.
In addition to the management functionality integrated into
the modules, the board implements circuitry to individually
monitor power consumption of the modules on all power
supply rails.

The developed add-on card makes twelve duplex optical
links available for the FPGA without any additional boards
or electrical cables connected. The transceiver and receiver
modules make use of a flat ribbon optical cable to implement
a high-density optical connection.

Two FPGA boards may be directly linked with ribbon
optical cables to implement twelve duplex communication
links. Extending the system to higher number of nodes would
require more complex optical interconnection. One specifically
important type of the interconnect is a full-mesh network
where each node has a direct link to every other. A novel ma-
trix optical connector presented in [18] implements a crossbar
interconnect for twelve nodes.

The realization of an 4×4 crossbar interconnect is illustrated
in Figure 7. A connector uses two fiber-matrix plates that are
rotated by 90◦. Each 2D fiber-matrix plate combines four 1D
fiber bundles. Because of the 90◦ rotation of the matrix plates,
columns at the input side are connected to rows at the output
side. Each output fiber bundle is connected to every input
layer. Therefore, all the combinations of inputs and outputs
are realized as required by the crossbar scheme.

146

International Journal on Advances in Systems and Measurements, vol 7 no 1 & 2, year 2014, http://www.iariajournals.org/systems_and_measurements/

2014, © Copyright by authors, Published under agreement with IARIA - www.iaria.org



Fig. 6. MiniPOD extension board mounted on top of DE4.

Despite the simplicity of the interconnection scheme, the
realization of the fiber-matrix poses significant challenges. In
Figure 8 a 12 × 12 connector is shown. It includes a matrix
with 12× 12 multimode fibers, each with a core diameter of
50 µm. The distance between the single fibers is 250 µm and
the total area of the matrix is 2.85× 2.85 mm2. The difficulty
in making large connectors is given by the requirement to
drill high number of holes with tight position tolerances. A
detailed analysis of the fabrication procedure may be found
in [19]. This crossbar optical connector with 144 channels in
total is available as a so called CrossCon R©-device from the
company EUROMICRON.

Fig. 7. Schematic of the novel 3D fiber optical crossbar approach

Fig. 8. a) Prototype of a 12 × 12 fiber connector. b) Picture of the fiber
matrix with 144 channels. The position tolerance of the holes is ±3 µm.
c) Resulting crossbar interconnection.

B. System-on-Programmable Chip and IP Cores

Several factors limit a wider application of the System-
on-Programmable-Chip solutions. One of the most critical is
the utilization of FPGA vendor specific IP cores. To use the
test system on an FPGA from a different vendor these blocks
should be replaced with their functional equivalents available
on the other platform, but supporting different system variants
would increase the effort required. A more efficient approach
is to replace the vendor specific IP cores with free and open-
source equivalents available on different target platforms.

The most complex and important block in the prototype
system specific to the Altera platform is the NIOS II CPU
core, so the authors decided to replace it with one of the free
and open-source CPU cores available. Several cores have been
considered as a replacement candidates and the choice was
made for LEON3 processor from Aeroflex Gaisler AB [20].
The LEON processor is “a 32-bit synthesisable processor core
based on the SPARC V8 architecture. The core is highly con-
figurable, and particularly suitable for system-on-a-chip (SOC)
designs.” The LEON3 core is distributed as a part of GRLIB
IP library. The library also includes many communication
peripheral controllers, configuration utility, and several pre-
configured design examples. The configuration utility allows
setup of various LEON3 core parameters (such as size of a
register window, cache type and sizes, etc.) and configure
system peripheral devices. At last but not least the system
include Debug Support Unit (DSU), which allows external
connection to the system via various interfaces (JTAG, serial,
ethernet network) and on-chip software debugging access.
Availability of this functionality is invaluable during the early
firmware porting.

The remaining proprietary cores (test data pattern generator
and checker, external bus controller) are easier to replace and
do not require toolchain and embedded software porting ef-
forts. The work on their replacement with equivalents available
as open-source or developed by the authors is underway.

The modified architecture of the System-on-Programmable
Chip is presented in Figure 9. Other than processor core
replacement and associated changes in the peripheral devices
and connection bus architecture there is one other notable
change compared to the prototype system. To reduce FPGA
resource usage and power consumption associated with high-
speed circuitries and to simplify time-closure of this part of
the design without compromising the ability to test all twelve
serial communication links the decision has been made to pro-
vide just one data pattern generator and checker and implement
a daisy-chain connection for the serial transceivers on their
digital data interface to the FPGA. In this configuration test
data received on the first transmitter channel (which are the
data sent on this channel and returned via optical loopback)
are retransmitted on the second channel and so forth. A
parallel multiplexer allows to select a transceiver channel to
be connected to the data pattern checker.

The synthesis results for the system with the new processor
core and modified architecture show that the FPGA resource
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Fig. 9. Second generation of the SoPC architecture.

usage has not been significantly affected by the changes and
remains below 5%. That makes it possible to keep the test
system in the FPGA configurations for different applications
and to use the embedded LEON3 processor for management,
debugging support and performance monitoring tasks in the
application system.

C. Embedded Software

The chosen approach to implement embedded software for
the SoPC on the interpreted language facilitating fast and
interactive development directly on the target system proved
to be an efficient one. That is especially notable in the areas
where a non-standard interfaces or functionality have to be
implemented or there is a need to experiment with different
algorithms or test various approaches with a quick prototype
code.

On the other hand, this approach requires to re-implement
a lot of common support functions (e.g., filesystem and net-
working), which come for granted with a “standard” embedded
software development tools and frameworks. The switch to a
advanced processor core also requires additional efforts to be
invested in development of the general purpose utility code
such as processor boot, cache and interrupt management, etc.
Anticipating utilization of the LEON3 processor inside the
system for other tasks and the need for software support for a
number of standard interfaces and protocols when the boards
are integrated into a system the authors decided to introduce
an extra level into the system embedded software.

This new level of software is to replace custom written
processor bootstrap code, initialization and drivers for generic
hardware interfaces and basic C runtime library from the
prototype system. An industry standard open source firmware
for the embedded platforms with a wide range of supported
processor architectures currently is “Das U-Boot” [21]. It
implements all low-level processor and interface management
tasks and allow load and debugging of application software
from different medias.

While the primary goal of U-Boot in an embedded system
is to load application software (often it is a Linux kernel
along with the initial ramdisk image) from external storage or
over a network interface and pass control to it, the firmware
provides and Application Programming Interface (API) for so-
called “U-Boot standalone applications”. These applications
are loaded dynamically and can have an access to the U-
Boot console I/O functions, memory allocation and interrupt
services. The Lua interpreter with serial links and system
control, monitoring and test software plays the role of such
standalone application.

The modified embedded software architecture allows to
combine positive sides of the interactive interpreter with
custom experimental software running on the target system
with an industrial-strength support for multiple interfaces,
protocols and debugging capabilities coming with a standard
cross-compiled firmware.

VIII. CONCLUSION AND FUTURE WORK

The implementation of the optical link test system clearly
demonstrated the feasibility and effectiveness of the proposed
approach to utilization of the on-chip diagnostic capabilities
of FPGAs with high-speed serial transceivers. The use of the
soft-IP controller instantiated in the FPGA allows a single-
point access to the control and diagnostic interfaces of all
components forming the link. Combined with computational
capabilities and a high-level programming language interpreter
running inside the FPGA, it enables extensive optical link
performance evaluation without relying on any additional test
and measurement equipment and significantly shortens the
system debugging and testing times. As an additional benefit
all the implemented functionality is still available in the
deployed system and may be used for remote monitoring and
diagnostics.

Detailed analysis of the dependencies between the test
loopback configurations, data patterns, transceiver parameters
and observed eye-diagram is required to develop effective
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Fig. 10. Two DE4 boards cross-connected with parallel optical links.

algorithms for link parameters tuning. Current consumption
monitoring hardware integrated into the system facilitates
measurements of the system power efficiency. This work
provides efficient tools for these researches and demonstrates
their feasibility.

Another area for improvement is the automated integration
of separate IP blocks from different sources into a system.
Vendor specific tools have progressed notably in this area
in recent years, however, they are still limited with regard
to support of “foreign” IP cores. On the other hand, while
efforts have being made to provide similar functionality for
free and open-source cores, the tools that have emerged so far
are not well integrated in the FPGA and embedded software
design flows. The authors’ experience gained in course of
conversion the system to open IP cores shows that despite
availability of automated integration and configuration tools
a manual intervention and hand-written RTL code are still
required to combine IP blocks from different sources into a
working system.

The developed hardware platform, IP blocks and embedded
software form a base for integration of parallel optical links
into a multi-FPGA reconfigurable computing system. Current
hardware platform consisting of two DE4 FPGA boards cross-
connected by twelve parallel optical links is shown in Fig-
ure 10. This platform is used for development of streaming
video processing and HPC applications. When a framework
for such application reaches some maturity and its hardware
resource requirements exceed limits of the current platform,
the next extension step is to switch from dual-board system
to the multiple cross-connected boards configuration.
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Abstract—Most measurement and metrics as they are used
in today’s IT management are not suitable for profound upper
level management decisions. We identify four major gaps
between the information that can be measured on a technical
level and the information that is needed for management
decision making: 1) The currently provided information is
not suitable for decision making on higher abstraction levels.
2) Interdependencies between the metrics are not sufficiently
considered. 3) There is no support for the derivation of
improvement recommendations based on the metrics values.
4) Existing approaches lack the flexibility to incorporate
organization-specific requirements. Based on state-of-the-art
energy efficiency, performance, and security metrics taken
from related work, we present how these gaps affect a
complex real-world scenario. Consequently, we argue that an
integrated management approach for IT infrastructure metrics
is necessary and present the core components of our solution,
referred to as the management cockpit. We therefore discuss its
four-layered architecture, which deals with measurements and
metrics, dependency handling, aggregation logic, and graphical
representation as well as its information model backend.
Finally, we present an overview of related work and give an
outlook to open issues and future work.

Keywords-Decision making support, measurements and met-
rics, integrated IT management, management tools, energy effi-
ciency management, IT service management, service reporting

I. INTRODUCTION

Contemporary Information Technology (IT) infrastruc-
tures are highly complex and mostly distributed artifacts,
forming several specialized groups, like supercomputers,
clusters, Grids or enterprise IT infrastructures. The ongoing
development in the related areas, the by now short im-
provement cycles of the employed hardware and software,
manifold business needs and the ever-changing environment
of IT infrastructures, like changing customer demands or
legal aspects, require a continuous adaption of the entire IT
infrastructure and its sub parts. For instance, new security
threats must be addressed, faster hardware is required to
tackle strong competitors, or existing hardware turns out to
be error prone.

Adapting an IT infrastructure to the above outlined sit-
uation and aligning it to the current requirements can be
achieved by changes and modifications to the hardware,
the software, and the configuration of an IT infrastructure.
For instance, adapting CPU frequency to achieve a power

consumption decrease or introduce redundancy to improve
reliability are typical modifications. Each of them, however,
must be thoroughly planned for two reasons [1]. First,
planning is required to address the mostly business-critical
dependency on IT infrastructures in nearly all areas, since
IT infrastructures provide the foundation of IT services and
IT-based business initiatives [2], [3], [4] a whole enterprise
might depend on [3]. Second, planning should circumvent
unnecessary adaptations and avoid their (mostly) costly
investigation. A decision to purchase new hard disk drives
for an entire cluster to improve reliability, for instance,
requires a study covering potential manufactures as well as
investigating the interoperability with the existing hardware.
If it turns out that other components were much more
unreliable than the replaced hard disk drives, the study
(investigation) and the replacement efforts (change) were
wrongly placed.

The important role of IT infrastructures for science and
industry, the (potentially) severe impact of IT infrastructure
changes to an enterprise’s success and the power of changes
to align an IT infrastructure to its surrounding cause an
involvement of (upper and top-level) management in nearly
every change planning and decision making process, espe-
cially strategic, large-scale, and cost-intensive decisions.

Sustainable decisions about the continuous improvement
and future development of an organization’s IT infrastructure
should be based upon solid knowledge and database about
an IT infrastructure’s current state. The big importance
of information for the decision making process has been
investigated by current and comprehensive studies, e.g., “Big
data Harnessing a Game-Changing Asset” conduced in 2011
by the Economist Intelligence Unit [5]. One of its key
results: 90% of the decisions made within the last three
years would have been significantly better, if (more) relevant
information would had been available. Even if this study
focused on retail and financial data, this is, in principle, also
true for information about IT infrastructures.

Achieving objective, transparent, and quantitative deci-
sions poses several requirements on the above mentioned
solid database and its creation and maintenance, i.e., in-
corporating measurement values of selected characteristics
and the employment of carefully chosen metrics. Over the
past few years, multiple metrics have been specified by re-

150

International Journal on Advances in Systems and Measurements, vol 7 no 1 & 2, year 2014, http://www.iariajournals.org/systems_and_measurements/

2014, © Copyright by authors, Published under agreement with IARIA - www.iaria.org



Management cockpit, based on the integrated 
management of IT infrastructure metrics

Energy E�ciency

Interconnect

Storage

CPU

Multiple di�ering measurements and metrics, each 
narrowed to a speci�c area

Section 4  - Develop design concept

Section 3  - Examine concrete scenario

Section 2  - Derive design criteria

Ar
tic

le
 

sc
op

e
Pu

rs
ue

d 
ob

je
ct

iv
e

St
at

us
 

qu
o Ops/kWh

MFlop/WattGB/Watt EPI

ECR

TEEER

ECRFLOP/sPoint availability

Network Tra�c

Five layer approach

Leibniz Supercomputing Centre

Terminology,  four gaps, design criteria

Figure 1. Scope of the article, i.e., the process of deriving requirements from a concrete (exemplary) scenario, resulting in a design concept for an
integrated management platform of IT infrastructure metrics

searchers and practitioners for several IT management areas,
including, among others, quality of service, performance,
energy efficiency, and information security. Unfortunately,
only few of them have been standardized, and most literature
and real-world implementations focus on only a single one
of these metric categories. For instance, metrics regarding
energy efficiency on the one hand and information security
on the other hand are rarely discussed by the same group of
technical experts as of today.

In this context, a solid database for decision support can
be achieved by an integrated IT infrastructure metrics man-
agement, emphasizing the holistic manner and exhaustive
consideration of an IT infrastructure. The development of
an integrated IT infrastructure metrics management faces
several challenges and problems, especially when it comes
to supporting high-level management decisions, in particular

1) the insufficiency of information provided by (low-
level) metrics for decisions on higher levels,

2) the dependencies between measurements and metrics,
3) the incorporation of environmental influencing factors,
4) the lack of activity recommendations that can be

deduced from metric values, and
5) the plethora of existing measurements and metrics at

a lower abstraction level or rather at hardware-level.
This article presents a design concept for a manage-

ment cockpit that addresses the above itemized challenges
and aims at supporting top-level management decisions
about planned changes based on a profound knowledge
and database applying an integrated management of IT
infrastructure metrics. In particular, the design concept de-
scribes a possible way to split the aforementioned extensive
development problem in smaller parts and an architecture of
implementation building blocks and their interactions. Addi-
tionally, the design concept describes guidelines and advice
how to implement a particular part. In contrast, the design
concept presented in this article does not provide concrete
low-level implementations, e.g., a concrete aggregation rule.
This is on purpose, since the concrete implementation of

the outlined building blocks heavily depends on a variety of
factors, like the objectives of the top-level management or
the existing measurements and metrics.

In short-term, the management cockpit allows the visual-
ization of raw measurements as well as derived metrics and
shows their interdependencies to facilitate profound decision
making. In long-term, it can also be used as a simulation tool
for planning, optimizing, and choosing between mutually ex-
clusive alternative options. This is of special importance for
management decisions regarding investments in hardware,
since unlike for the tweaking of software parameters, there
usually is no viable rollback plan for hardware changes, such
as upgrading CPUs or replacing HDDs, if it turns out that
the performed change did not bring the desired effects.

Figure 1 depicts the article’s scope and the discussed ele-
ments in the context of developing the outlined management
cockpit. On the left hand side, Figure 1 shows necessary
steps and section structure, on the right hand side it provides
some detailing information. Since a systematic development
process starts with analyzing requirements [6], [7], the
process begins with a thorough consideration of the current
situation, i.e., “multiple differing measurements and metrics,
each narrowed to a specific area”, depicted at the bottom
of Figure 1. The findings are summarized in Section II in
a set of design criteria, consisting of a basic terminology,
four identified gaps, and some gap-spanning design criteria.
To further substantiate the discussed design criteria and to
provide a tangible example, Section III examines a con-
crete real-world scenario, the Leibniz Supercomputing centre
(LRZ) and its High Performance Computing (HPC) system
SuperMUC. Section IV presents a layered design concept
to accomplish the above outlined management cockpit in
general and to close the identified gaps in particular. It
presents, among other topics, our information model for
metrics, dealing with their inter-dependencies and visual-
ization challenges. Section V discusses related work that
has influenced our design; finally, Section VI concludes this
article with a summary and an outlook to our next steps.
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II. GAP ANALYSIS AND DESIGN CRITERIA

This section provides a fundamental terminology, identi-
fies four gaps, and outlines gap-spanning design-criteria.

The fundamental terminology in Section II-A aims at
ensuring a common understanding of important terms and
concepts in the context of this article. This is required by
the overload and differing meanings in different areas, like
metric or IT infrastructure. Section II-B identifies a set of
gaps that have to be filled or solved by the management
cockpit development. The subsequent Section II-C outlines
gap-spanning design criteria that have to be addressed during
development, e.g., criteria for high quality measurements.
Both, the four gaps and design criteria, act as requirements
that start a systematic development process [6], [7]. For
simplicity, gaps and design-criteria are derived and presented
in a non-formalized way, e.g., without formulating use cases
(cf. Jacobson [8]) and hence, the specific term requirement
is omitted.

The four gaps and design criteria are substantiated for
illustrative purposes in Section III, which examines the LRZ
and SuperMUC.

A. Terminology

Almost all important terms used in the context of this
article suffer from an overload. For instance, there are
several definitions of IT infrastructure covering several focal
points and granularity levels (cf. [9], [10]) but no definition
is commonly accepted as standard or widely applied [11].
This is also valid for terms that are used in the context of as-
sessing, characterizing, and valuating IT infrastructures, e.g.,
metric, measurement, or key performance indicator (KPI).
Despite a mass of literature about these terms (e.g., [12],
[13]) there is no commonly accepted definition yet.

To address this situation and to avoid the risk of com-
paring and aggregating values with different meanings and
intentions, the subsequent itemization provides a set of non-
formal definitions. It is supported by Figure 2 and Figure 3,
addressing IT infrastructure as well as measurement and
metric, respectively. In contrast, we do not target a universal
definition.

IT infrastructure – As motivated above, the article does
not aim at developing or providing a long-term definition
but a common terminology for the design concept presented
here. Hence, we apply a very generic definition of IT
infrastructure to cover as much situations as possible. In
particular, the term “infrastructure” is composed of “in-
fra” (lat. “beneath”, “under”) and “structure”, and can be
interpreted as “beneath the structure” [11, p. 36]. Despite
the focus on information technology implied by the prefix
“IT”, IT infrastructure still might contain elements that are
not considered, i.e., non-technical aspects [14], [10], like
knowledge, skill-sets or IT service management (ITSM)
processes, which can be summarized to the “human IT
infrastructure” [4]. Furthermore, “IT structure” is interpreted
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or consumint IT system.

as “IT system”, i.e., “a set of things working together as parts
of a mechanism or an interconnecting network” [15].

Summarized, an IT infrastructure is the set of hardware
resources that are necessary for running and using an
IT system. Relations between set elements are built by
functional dependencies and interactions. Figure 2 illustrates
the understanding relative to a given IT system: an IT system
can be both, a consuming system and an IT infrastructure
at the same time. On the left hand side, the generic layered
pattern is depicted, on the right hand side two examples are
given. Example A (taken from [11, p. 36]) emphasizes that
an IT system can be both, consuming an IT infrastructure
and providing an IT infrastructure at the same time. Example
B (taken from [16, Figure 1]) illustrates the deployment at
multiple levels. Especially example B endorses the relative
understanding of IT infrastructure and that the one IT infras-
tructure can not exist and a relative view is mandatory [4].

Component type – Obviously, an IT infrastructure con-
sists of manifold differing components. Enabling the assign-
ment and selection of measurements and metrics requires a
distinction of component types. For this, a component type is
defined by a component’s capability, i.e., a well-defined low-
level functionality, like computation, data storage, and data
transfer, that is exposed to a user or application [17]. Hence,
exemplary component types are “data transfer” or “storage”.
These types can be extended and defined individually for a
particular scenario.

Measurement – The considered (real world) objects own
an arbitrary set of characteristics that describe the object,
summarized as facts on the left hand side of Figure 3. In
order to enable a reasonable processing of the extensive set
of facts, a measurement abstracts these facts by reducing
information complexity [18], [19] and mapping the result-
ing remaining facts onto a symbol set, which enables the
execution of mathematical functions [20] (cf. Figure 3).
Measurement results in a set of measurement values, de-
picted at the middle of Figure 3. There are three types of
measurement values, i.e., simple values – directly compiled
by a measurement, additive – compiled by adding two or
more simple measurement values, and derived – compiled
by applying a more complex operation on a set of simple or
additive measurement values.
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Figure 3. Process from facts that describe a real-world object to an interpretation that is used for top-level management decision making.

Metric – As depicted in Figure 3 on the right hand side,
a metric is a distance function, i.e., a function that maps two
measurement values S×S onto a (numerical) distance DV .
A metric is required to satisfy four conditions, i.e., non-
negativity, identity of indiscernible, symmetry, and triangle
inequality [18]. In contrast to the (optimally) objective
nature of a measurement, a metric creates correlations and
evaluation.

Interpretation – An interpretation finally defines the
semantics that are relevant to the top-level management
decisions. In particular, an interpretation consists of a metric
and a finite set of interpretation rules that can be applied
on the compiled distance. Consequently, an interpretation
evaluates correlations between measurement values. For
instance, the distance “20 Bit/second” is enhanced by a
good/bad assessment.

Key Performance Indicator (KPI) – A KPI is a specif-
ically selected interpretation of subjective importance.

B. Metrics-based management decision-making gaps

This section identifies and discusses gaps that have to be
filled or solved by the management cockpit development.
Figure 4 overviews them as well as their general correlations
and context. At the bottom of Figure 4 are the existing low-
level measurements and metrics, exemplarily represented by
some (arbitrarily) selected metrics that consider the energy
efficiency of interconnect, storage, and CPU hardware types
of HPC IT systems. The aggregation of these low-level
metrics and their enhancement for top-level decision support
is covered by Gap 1 – The information gap. The handling
of potential correlations and dependencies between two or
multiple metrics is covered by Gap 2 – The dependency gap.
To further support top-level management in the decision-
making process, not only a profound information base is
required, but also the (automatic) derivation of recommen-
dations how the top-level management should react on
aggregated values and how modifications should be executed
and achieved. The thereby arising challenges are covered by
Gap 3 – The activity gap. Furthermore, the implications and

influencing factors caused by the considered IT infrastruc-
ture’s surrounding range from formal aspects like national
law to immutable electricity prices or the housing building.
All these elements are covered by Gap 4 – The environment
gap.

The gaps are subsequently detailed further.
Gap 1 – Information Gap – This gap can be considered

as the main gap, as it reflects the fact that information from
existing low-level approaches are not available at higher
abstraction levels, where it would be necessary to create a
comprehensive holistic view. Without the information from
low-level approaches, incomplete and incorrect information
has to be used to make strategic decisions, e.g., decisions
regarding the energy efficiency of the IT infrastructure
for a procurement decision. This gap becomes even more
severe in the context of the commonly accepted management
principle that an activity cannot be managed if it is not
measurable [13].

The information gap describes the transformation from the
existing measurement and metric values to a (small) set of
aggregated values for the top-level management. Available
information often is unsuitable for the target audience. For
instance, hardly any top manager will be fond of making a
decision about which new server CPU hardware to invest in
given a metric such as MegaFlops per Watt, even if this is
an interesting energy efficiency metric for a technician. For
a holistic view, the (purely) technical information has only
limited expressiveness and must be enriched by context and
comparison information.

The information gap covers two questions, i.e., what
should how be aggregated. Additionally, all this information
has to be aggregated to provide comprehensive information
to support decision making at high level. Therefore, con-
versions, e. g., into currencies or hours of work, may be
required.

The first question about the what addresses the selection
of a set of metrics for aggregation. Usually there are several
measurements and metrics, each focusing on a (slightly)
different aspect. Hence, in a very first step it must be
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Figure 4. The four gaps in today’s situation that hamper a holistic view.

decided, which existing values should be aggregated, which
metrics are or could be relevant for the currently considered
question, and if each value should be respected with the
same priority.

The second question about the how covers the differing
measurement and metric scales as well as the aggregation
function to apply. Not all metrics can be applied to the
same component types (cf. Section II-A). For instance, a
CPU/GPU metric like MFlops/Watt cannot be applied to
storage, interconnect, or software components.

Gap 2 – Dependency Gap – The second gap addresses
misleading results and interpretation if measurements and/or
metrics are considered separately without respecting depen-
dencies and hence, without including all relevant informa-
tion. Additionally, it mostly is not adequate to improve
only one or a small set of metrics, i.e., partial optimiza-
tion does not yield optimum results. Instead, all (involved)
metrics should be improved [21], correlations have to be
covered, and conclusions have to be drawn from these
correlations [22]. Besides the big advantage of respecting
the reciprocity of metrics, considering metric dependencies
facilitates the uncovering of strategic goal conflicts [23] and
the consideration of trade-offs, for instance, between energy
efficiency and performance. Those trade-offs are already
analyzed in some lower-level-approaches, e.g., by Rossi et
al. [24], but not yet at upper-level management.

Dependencies can be split in intra- and inter-metric
dependencies. Intra-metric dependencies address dependen-
cies within a single metric group. In the realm of perfor-
mance, for instance, an IT infrastructure is determined not
only by the computing cores, but also by the communication,
interconnect, and I/O performance [25], [26], [27]. Inter-
metric dependencies cover dependencies between metrics of
different groups. For instance, increasing hot-standby redun-
dancy to address short-time breakdown and to improve re-
liability [28], simultaneously increases energy consumption
and degrades performance due to redundancy overhead [29].

Another example is the trade-off between a new type of
network component might have a better energy efficiency,
but worse performance than a competitive product. Both
products may also have different security properties and
investment cost.

Gap 3 – The Activity Gap – The provision of a profound
knowledge and database to the top-level management as
motivated in Section I is covered by the already discussed
Gap 1 and Gap 2. Both represent a big step towards a
management cockpit based on the integrated management of
IT infrastructure metrics. Nevertheless, the values resulting
from metric selection and aggregation mostly require a
focused activity from top-level management. Hence, Gap 3
questions how to react on certain aggregated values and
implications. In other words, in order to perform the best
adoptions on the analyzed IT infrastructure, activity recom-
mendations have to be generated out of the holistic view in a
(semi-) automated way. It is not sufficient to define or use a
set of metrics in order to evaluate a situation. Instead, there
are additional information required to assess the impact of a
particular value [21]. Figure 3 depicts this as interpretation
that triggers a feedback mechanism [19].

Recommendation compilation faces two challenges, i.e.,
cost optimization and metric reciprocity.

As outlined in Section I, each modification or rather its
execution causes a variety of cost, ranging from preparatory
investigation to implementation related cost. Additionally,
there are mostly at least two potential reactions on an aggre-
gated value and its implications. For instance, an alarming
low reliability could be addressed by either introducing
redundancy or by replacing the unreliable elements. The
caused costs, respectively, have to be considered during
recommendation compilation to achieve results as good as
possible.

The complexity of contemporary IT infrastructures ren-
ders the separation of the specific contribution of a par-
ticular infrastructure component very difficult [30], [31].
Additionally, effects induced by local modifications on a
single component can quickly and easily cascade and affect
the HPC infrastructure partly or completely [32]. Activity
recommendation compilation is required to consider effect
cascading in order to avoid unpredictable issues.

Gap 4 – The Environment Gap – This gap is orthogonal
to the different abstraction levels and metric dependencies
discussed in the last three gaps as Figure 4 illustrates,
and hence, the environment gap affects all other gaps. In
particular, the environment gap affects metric semantics and
covers external factors that might influence measurements
and compiled values as well as factors that (obligatorily)
have to be addressed or covered in an abstraction level
spanning way.

The metric semantics states that the same measurements
and metrics may not have the same expressiveness and
purpose in different scenarios. Each organization might have
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to make specific adoptions to existing metrics, create com-
plementary metrics for its specific environment, and specify,
for example, how results must be interpreted properly. This
is of special importance to the activity gap (cf. above), since
result interpretation and implications might have tremendous
impact on the taken actions and made decisions. For in-
stance, energy consumption figures might be alarming in
a location facing high electricity prices, whereas the same
numbers might have low or no importance in a location
benefiting from low electricity prices.

The external factors cover a diversity of elements, like
the building that houses the IT infrastructure or the national
law, which guides a company’s compliance. The integration
of these external factors heavily depends on the specific
objectives of top-level management. For instance, if a holis-
tic energy efficiency investigation is pursued, the Power
Distribution Unit (PDU) must be covered as well as the
building and supporting infrastructure, like cooling.

C. Gap-spanning design criteria

There are some important aspects that affect all mentioned
gaps and that can be considered as the non-formal require-
ments to fulfill.

Not delimited set of metric groups – Closing the above
detailed gaps is already a non-trivial task for the exemplary
used areas energy efficiency, performance, and information
security. Nevertheless, the integrated metric management
and management cockpit must be capable of integrating or
at least be extendable to an arbitrary set of measurements
and metrics. Many more IT infrastructure capabilities can
be harvested for various types of metrics, such as cost,
reliability, re-usability, and degree of standardization. It
should, however, be kept in mind, that the complexity of the
concepts discussed in this article increase with the applied
breadth of the capability spectrum.

Allowing multiple-perspective scenarios – Mostly, top-
level management consists of several experts from differ-
ent areas. Hence, the management cockpit should support
“multiple-perspective scenarios”, i.e., “many different nar-
ratives about the same events, with the intention being to
explore how the different perspectives might be coordinated
or might reach some accommodation” [33]. For instance,
there is a user type client category A, a business unit highly
critical storage services or a topic Urgent Computing. Each
view defines its specific obliged values and objectives, which
are in turn considered while planning strategic actions or
behavioral guidelines concerning the IT infrastructure. In
summary, multiple views shall be consolidated into one
holistic view [33] and strategic goal conflicts between per-
spectives are exposed.

Integrating measurement and metrics data – Support-
ing the severally motivated holistic view and root cause
analysis requires the integration, i.e., the “selection, embed-
ding, and handling of the underlying data sources” [34] and

the use of as many data sources as possible. This in turn
calls for the consolidation of several data structures and the
identification of a valid data context [22]. Enabling the use
of the management cockpit from the first day and needs to
avoid the “cold-start–problem” [35], and existing and actual
data, measurements, and metrics have to be embedded [22].

III. SCENARIO LEIBNIZ SUPERCOMPUTING CENTRE

The complexity of working with a large number of mea-
surements and metrics is easier to grasp when a real-world
example is used. Hence, this section illuminates a concrete
scenario in order to make this variety more tangible and to
provide some examples for the high level of abstraction of
the above discussed challenges and issues.

Smaller IT infrastructures, such as small number of
servers operated by a university computer science chair or a
very small enterprise do not exhibit the same IT management
decision problems as large IT infrastructures. Similarly,
when research is focused on only a single metric category,
the issues resulting from interdependencies we have to face
in real-world scenarios are often neglected. Having said that,
we use the LRZ as an example because we know the set of
problems there in-depth based on several projects and the
IT service operations we are involved in.

LRZ is located in southern Germany and has a twofold
mission. On the one hand, it is the common IT service
provider of all higher education institutions in the greater
Munich area. It offers several dozen IT services for more
than 130.000 students, faculty, and staff; for this purpose,
it operates a four-digit number of server machines and a
communication network infrastructure consisting of more
than a dozen Internet Protocol (IP) routers and about 1.500
network switches, making it well-comparable with larger
enterprises. On the other hand, LRZ is one of Germany’s
largest scientific HPC sites. Besides a large Linux cluster
with about 10.000 CPU cores, it operates a supercomputer
named SuperMUC, which entered the Top 500 HPC list at
place 4 in June 2012 and was Europe’s fastest supercom-
puter. LRZ had to construct a completely new building for
SuperMUC, which uses hot liquid cooling, and has received
a national award for the energy efficiency of its infrastructure
in 2012.

SuperMUC’s architecture and relevant characteristics are
subsequently outlined in Section III-A. Section III-B then
focuses on the selected metrics in general and concrete
examples for the SuperMUC in particular. As a core issue,
let us assume the following questions that LRZ’s manage-
ment wants a profound answer for: “How can future HPC
systems at LRZ be made even more energy-efficient without
impacting their performance and scrutinizing their security?
Can some of these measure even be already applied to
SuperMUC without exceeding a given yearly maintenance
budget?”
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A. LRZ’s and SuperMUC’s IT infrastructure

In a High Performance Computing (HPC) system there
typically are dedicated worker/compute nodes, storage com-
ponents, a head node and an interconnecting high-bandwidth
network [36]. These components interact and exchange
information to expose HPC capabilities. Additionally, there
are several metrics and measurement approaches for multiple
areas, such as availability, performance, or quality of service.
Additionally, there are manifold approaches within a single
area, e.g., ranging from low-level considerations like inves-
tigating the power consumption of an Intel PXA255 proces-
sor [37], to high-level considerations, like investigating the
power consumption behavior in an actual data centre [38].

Figure 5 depicts a schematic view of SuperMUC’s ar-
chitecture: SuperMUC’s compute elements are built of 18
identical IBM System x iDataPlex thin node islands. An
island comprises 512 nodes, each employing two Sandy
Bridge-EP Intel Xeon E5-2680 8C processors having 8 cores
each, resulting in 147.456 cores. There is an additional fat
node island with 40 cores per node and 6.4 GB RAM per
core, providing additional 8.200 cores.

Storage elements are split in three areas accordant to their
intention. The temporary disk storage for compute job exe-
cution is run in IBM’s General Parallel File System (GPFS),
a high-performance clustered file system. The permanent
storage, e.g., for home directories, are located on a Network
Attached Storage (NAS) based disk storage.

As depicted in Figure 5, also the network is split in
different areas and employs different technologies. Islands
and their nodes as well as the temporary disk storage are
connected via an Infiniband interconnect. The Infiniband
interconnect is operated at a Fourteen Data Rate (FDR)-
10. SuperMUC’s size requires the employment of several
switches, in particular 20 big island switches and several
smaller switches within an island. The archive and backup
system is connected via a slower 10 Gb Ethernet.

Additionally, the campus on which LRZ building resides
is one of the major backbone sites of the networking
infrastructure referred to as the Munich Scientific Network,
and provides a 23.5 GBit/s uplink to German’s national
research and education network, X-WiN. Because LRZ also
operates several thousand Linux and Windows servers, NAS
filers, and a tape backup and archival infrastructure, several
hundred edge and access network switches are used in the
LRZ building. In total, more than 450 kilometres of copper
and glass fiber cables are used in the single data centre
building to provide the required connectivity with a carefully
crafted redundancy for high availability that covers technical
failures as well as major incidents such as room-local fires.

B. Exemplary metric categories for use at LRZ and Super-
MUC

Out of the variety of potential metric categories, we
further detail energy efficiency (Section III-B1), performance

(Section III-B2) and information security (Section III-B3).
The former two are considered the be among the most
important ones accordant to the PRACE scientific case [39].
The latter one is an essential area of responsibility for both
system administrators and management. Unfortunately – and
directly related to how management decisions are made due
to the identified gaps – security is not yet in the core focus of
most HPC installations. However, as security often requires a
trade-off with other goals, such as performance, intertwining
all three metrics categories can be expected to become more
important in the future.

For each metric category, a general discussion is suc-
ceeded by a concrete consideration in the context of the
above outlined scenario.

1) Energy efficiency: EE is a severe problem given the
background of expected consumption levels of hundreds of
megawatts in the future [40], [41] and steadily increasing
electricity prices. For many data centres and other IT service
providers, raising energy consumption costs are the primary
motivation for an in-depth examination of EE technology.
EE obviously is important to consider before hardware
investments are made; for example, buying new servers with
CPUs supporting frequency scaling helps to level energy
costs with the current workload throughout the lifetime of
the server machines. Buying cheaper servers and replacing
the CPUs afterwards typically would lead to a much higher
total cost of ownership. However, EE capabilities need to be
constantly monitored and several EE parameters need to be
dynamically re-configured. For example, air-conditioning for
the servers typically needs to be adjusted to environmental
characteristics such as the current outdoor temperature.

EE obviously is of utmost importance also for LRZ:
SuperMUC consumes about 3 MegaWatts of power when it
is under full load, leading to multi-million Euros power cost
per year for this single system. SuperMUC’s EE therefore
clearly dominates LRZ’s power bill, but several thousands
of other server machines and network components must not
be neglected either. For example, state-of-the-art network
switches by well-known international vendors differ by
factor 2 regarding their waste heat production when power-
over-ethernet-enabled models are concerned. This does not
only influence the power consumption of the IT equipment
itself, but also has consequences for the climate / re-cooling
infrastructure because cooling airflows need to be increased.

We now give some examples for the gaps identified in
Section II related to EE. The same gaps exist for the metrics
categories discussed below but are omitted there for brevity.

Example for Gap 1 – In order to answer the management
question how SuperMUC’s EE could be further improved,
we first have to decide, which components have the poorest
energy efficiency in SuperMUC at the moment, as their
potential for further improvement during the next system
extension is the highest. Besides a few generally applicable
metrics, most metrics can be applied only in one area, for
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Figure 5. Schematic view of SuperMUC at LRZ (see www.lrz.de/services/compute/supermuc/systemdescription/, last accessed at
29th of May 2014)

instance GB/Watt. Hence, there are several different metrics
that have to be considered for SuperMUC as a complete
system.

Example for Gap 2 – In the SuperMUC scenario, changing
the CPU type to achieve a higher energy efficiency would
have (strong) side effects on other components of Super-
MUC. For instance, using CPUs with a smaller L2 cache size
might improve the CPU energy efficiency, but at the same
time, SuperMUC’s system interconnect between the CPUs
and the non node-local memory will have higher workloads
and therefore, its energy efficiency is decreased. This may
lead to a decreased overall energy efficiency.

Example for Gap 3 – Bavaria in southern Germany,
where SuperMUC is operated, is a relatively warm region
compared to, for example, Iceland. The location therefore
influences the demand for cooling and climate infrastructure.
SuperMUC works energy-efficient because it supports hot-
liquid cooling, i.e., free cooling from LRZ’s rooftops can
be used throughout the year without the demand for energy-
demanding cooling machines. However, if SuperMUC was
operated in Iceland, cooling it with fresh cold air from
outside may be even more energy-efficient.

Example for Gap 4 – LRZ performs many different
measurements regarding energy consumption and efficiency
of both SuperMUC and the other IT infrastructure. However,
decisions about further improvements have to be made
manually by individuals from different departments as there

is no common understanding of LRZ-wide EE yet and there
is a complete lack of tool support when it comes to anything
more than the simple visualization of raw measurement data.

It should also be mentioned that SuperMUC is one area in
which EE is actively researched. EE for other parts of LRZ’s
IT infrastructure is hard to improve. For example, research
papers have often suggested to turn network links between
routers and switches off, e.g., outside office hours, to lower
the energy consumption of the networking infrastructure.
This does not work in practice for the simple fact that during
the night often more traffic is generated than during the day,
for example, due to automated backups and other bulk data
transfers. Also, in an academic environment, it is impossible
to completely shut down the networking infrastructure for
whole building, e.g., over the weekend or holidays, because
some researchers might still be working and depend on a
working infrastructure.

2) Performance: Higher PE for the IT services that sup-
port business processes is the primary driver for investment
in new and additional hardware and software. However,
benchmarking and scaling PE often is tricky. For example,
a computationally intensive application may benefit from
faster CPUs and additional RAM, whereas a database server
may best be sped up by replacing HDDs with SDDs; also,
increasing the LAN bandwidth from 1 Gbit/s to 10 Gbit/s
does not imply that employees have ten time faster access
to local file servers or Internet content.
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At LRZ and in the Munich Scientific Network, perfor-
mance is critical for user experience: Students and faculty
expect, for example, access to LRZ’s central file servers
from labs and offices to be as fast as locally operated
storage solutions. However, the central file servers need to
accommodate many more users who are active in parallel
and the communication network needs to transport all the
data across the backbone and access networks with the
same quality-of-service parameters as a LAN, for example,
regarding bandwidth and IP packet delay.

3) Information security: The primary goal of Information
Security (IS) is to ensure the confidentiality, integrity, and
availability of services and data. For example, the highly
innovative research carried out on SuperMUC must not
leak to unauthorized third parties and an attacker must be
prevented from manipulating code, input as well as output
data of HPC job submissions. Consequently, IS is an es-
sential area of responsibility for both system administrators
and management because of two reasons. First, it is a key
component for compliance, i.e., the fulfillment of laws, like
Germany’s strict data protection and privacy laws, industry-
sector-specific regulations, contracts with business partners,
and intra-organizational policies. Second, many university
departments and chairs store project data in cooperation with
industry partners, resulting in high confidentiality, integrity,
and availability demands. Measuring IS and providing ade-
quate evidence even to third parties becomes more and more
important. Despite this important role, IS often is perceived
as a necessary evil, especially from the management perspec-
tive, because it costs money but, unlike other investment,
cannot generate any direct return on invest (ROI) due to its
nature. The aspects that are in the focus of IS are inherently
hard to quantify because there are no standardized units
of measurement yet. While many security experts have a
reliable gut feeling about the security state of a system they
analyze and there are many standardized IS controls, e.g.,
those specified in ISO/IEC 27001 [42], objectively assessing
arbitrary security properties and making them comparable
across organizations’ boundaries is still impractical.

Concerning IS metrics, LRZ uses more than 50 measure-
ment procedures and metrics to monitor the overall security
level of its infrastructure. For example, regarding system
management the delay between the vendor publication of
software security patches/updates and their application to at
least 80 percent of all relevant LRZ servers is measured.
Each server’s network traffic is monitored for suspicious IP
packets and changes to its communication characteristics,
which may indicate a compromised machine. Virtual Private
Network (VPN) and Wireless (WiFi) users are monitored
for Internet SMTP connections, and if certain thresholds
are exceeded, these client machines are flagged as probably
malware-infected, Spam-sending devices and are put into
quarantine.
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Figure 6. The presented design concept applies the layer pattern to achieve
a separation of concern

4) Difficulties with metrics handling in practice: The
results of each of the metrics categories discussed above are
currently assembled and evaluated by different personnel:
An EE project team works closely together with facility
management, PE is handled by system administrators to-
gether with a central server operations group, and an inter-
department security team handles IS and risk management.

For comprehensible pragmatic reasons, for example the
security team does not always pay attention to EE issues,
and software and hardware changes that are supposed to
enhance PE do not always keep IS in mind. For design
decisions on all layers of the organizational hierarchy, a
holistic metrics management approach therefore would lead
to more profound and even better results.

IV. A DESIGN CONCEPT FOR AN INTEGRATED
MANAGEMENT PLATFORM OF IT INFRASTRUCTURE

METRICS

This section presents a design concept for an integrated
management platform of IT infrastructure metrics. The
design concept aims at implementing the outlined design
criteria (cf. Section II) in general and at closing the identified
and details four gaps in particular.

Figure 6 depicts the design concept’s four layers. As the
layer titles imply, each layer has a dedicated topic. The un-
dermost layer covers existing measurements and metrics and
their integration. The next layer addresses the handling, use,
and recognition of dependencies between the elements of the
undermost layer. Based on that the third layer defines and
implements aggregation logic whose results are (graphically)
represented by the uppermost layer. Orthogonal to the four
layers, the information model describes all relevant entities
and their attributes.

The layer structure depicted in Figure 6 also guides
the section’s structure: We discuss the measurements and
metrics layer in Section IV-A, followed by a description
of a middle layer that handles dependencies detection and
management in Section IV-B. The logic for aggregating
and combining multiple measurements and metrics is then
described in Section IV-C. Finally, Sections IV-D and IV-E
deal with various aspects of the graphical representation of
the results, which constitute the top layer of the architecture,
and presents our information model in depth.
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A. Layer 1 – Measurements and metrics
The undermost layer 1 comprises the measurements and

metrics that provide the data, which is processed by all upper
layers. Hence, errors and discrepancies in the initial “raw”
data might raise to higher power, depending on the applied
aggregation and processing algorithms. Consequently, a data
quality as high as possible should be achieved. Layer 1
implements this role by considering measurement quality
and metric quality.

Measurement quality – The most important aspect about
measurements is the accuracy of the compiled values. This
accuracy can be penalized by technical and social factors.
Technical factors cover the measurement setup, e.g., the
accuracy of the applied instruments or errors while stor-
ing the values. These problems can be addressed by a
thoroughly planned measurement setup. Additionally, for
each instrument or measurement procedure, the accuracy
should be provided. For instance, most power consumption
instruments like multimeters provide an accuracy about 2%.
More challenging is the avoidance of social factors, espe-
cially avoiding the feedback mechanism: since measurement
and metric results might affect the measuring entity in a
negative way, the entity might (subconsciously) influence the
measurement [19]. In other words, a measurement should be
stable, i.e., compile the same results even if different entities
or persons conduct the measurement [20].

Metric quality – The definition and enforcement of met-
ric quality is a broad field and there are manifold approaches.
For layer 1, we select the subsequently itemized definitions:
SMART A metric is considered to be good if it is spe-

cific, measurable, attainable, repeatable, and time-
Dependent (SMART) [13], [43], [44, 6–10]. This set
of quality criteria is in close correlation to the criteria
defined by Bianzino et al. [24], i.e., simple (enough to
understand), accurate (enough to withstand scrutiny),
usable and relevant (enough to be an effective agent of
change).

Stability A metric’s semantic must remain the same during
the entire life cycle and/or use time [45]. Additionally,
the semantics is independent from the concrete de-
scription language, like QML, Windows Management
Instrumentation or vendor specific SLA management
solutions.

Empirical validation A metric must be defined in a way
that it can be validated efficiently and empirically [45].
General speaking, a metric is of no use if it is not pos-
sible to validate its implementation or application [45].
For instance, defining “response time” as metric also
requires a possibility to check the response time em-
pirically.

B. Layer 2 – Dependency handling and recognition
The layer 2 covers the topic of handling and recognizing

dependencies between two or multiple metrics. Dependen-

cies are split in reciprocity–dependencies and aggregation–
dependencies: former describes correlations between met-
rics, for instance, improving CPU energy efficiency poten-
tially decreases interconnect energy efficiency. The latter
addresses the aggregation of metrics to form new statements.
Both dependency types comprise a definition phase and a
detection phase.

The definition phase of a dependency covers the se-
mantics of a dependency and influences the detection and
modeling. Basically, there are different types of dependen-
cies according to the considered attribute categories and
hardware types. Additionally, there are direct and indirect
dependencies. The direct dependencies affect the metric
itself, for instance, the current load of a hardware component
influences the measurements and metrics about time to com-
pletion or current power consumption. Indirect dependencies
are between the hardware components and hence, affect the
applied measurements and metrics only indirectly.

According to the definition, there are different ways
of dependency detection, i.e., analytically or empirically.
An analytic detection mechanism processes (structural) in-
formation about the considered IT infrastructure, like a
Configuration Management Database (CMDB) [46], and
derives dependency insights. An empirical detection mech-
anism collects data at different points in time at different
sensor points in the IT infrastructure, e.g., before and after
a reconfiguration. Another example is the mechanism of
failure injection as applied by Bagchi et al. for uncovering
resource dependencies in a dynamic distributed e-commerce
environment [47].

C. Layer 3 – Aggregation logic

Layer 3 uses the information provided by the two layers
below, i.e., the (revised) raw measurement and metrics data
provided by layer 1 and the (incorporated) dependency infor-
mation generated by layer 2. The definition and implemen-
tation of aggregation rules and concepts are encapsulated
in layer 3 and split in three aspects, i.e., the aggregation
direction, the applied aggregation rules and the aggregation
rule declaration.

There are three possible aggregation directions, i.e.,
bottom-up, hypothesis generation on middle, and top-down.
Bottom-up aggregation uses existing data from low abstrac-
tion levels and aggregate them iteratively until the pursued
granularity level is reached. The most difficult task while
doing a bottom-up generation is the “correct” selection of
attributes/values at the lowest level. Hypothesis generation
formulates hypotheses on an intermediate level and tries
to prove or disprove those hypotheses by applying data
from low abstraction levels. Those (dis)proved hypotheses
are afterwards used to generate statements for a higher-level
consideration. Top-down starts at certain points in the upper
levels and tries to create the data tree beginning at the root
by recursively finding suitable metrics on the next lower
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Figure 7. Metrics about component availability result in binary, fraction,
and probability data types (taken from [49])

level. The aggregation logic layer applies the Bottom-up
direction, since we aim at integrating existing measurements
and metrics and hence, have to start at this (immutable)
point.

Having set the aggregation direction, the next step is the
definition of aggregation rules that describe metric aggrega-
tion (in a mathematical way). As explained in Section II-A,
a metric is a mapping of two measurement values on a
distance, which is the image of that mapping. To cover the
variety of existing measurements and metrics as well as
the different metric categories (cf. Section I), aggregation
focuses solely on that image. This narrows the problem
domain of aggregation to a set of very basic data types and
semantics. e.g., binary, fraction, and probability.

Figure 7 explains these data types exemplary for the
metric category availability that describes a component
being in the up state, i.e., it delivers a correct service
or a system function as it is described by the functional
specification [48]. The line of sight describes whether the
considered availability values are in the past or in the fu-
ture. The considered time describes whether a component’s
availability is considered for a discrete point in time or a time
period. Bringing these dimensions together, only binary,
fraction, and probability values are possible. For instance,
a component was (retrospective) available at t (point in
time) yes or no (binary). According to the data type and
the implicitly contained semantics the aggregation rules can
be formulated. An extended explanation and further details
are provided in [49].

Finally, the selected aggregation rules must be declared.
Basically, an arbitrary language for rule declaration can be
applied, as long as it meets the following requirements that
were developed in previous work in our research group by
Sailer (see [50]):

1) Expressiveness: A declarative programming language
shall be used; this enhances the legibility of the metrics
specification, e.g., compared to XML-based specifi-
cations, and is sufficiently decoupled from specific
implementations.

2) Access to data: Any derived measure or metric is a
synthesis of data retrieved from various sources. The
used language must make this data available, e.g., as
read-only variables.

3) Aggregation operations: Many metrics can be ex-
pressed using basic arithmetic operations. However,
more complex metrics require statistical function li-
braries and first-order logic. Ideally, language users
can define their own functions.

4) Triggers: To ensure that accessed data is up-to-date
and eventually trigger other preparations of the envi-
ronment before aggregation operations are performed,
the interaction capabilities of the used language must
include ways to start and control measurements and
other processes.

We propose to use the Service Information Specifica-
tion Language (SISL) that has been introduced by Dan-
ciu et al. [51]. It has explicitly been designed independent of
specific IT systems, metrics categories, or implementation
technologies. It is strictly typed and provides support for
integers, floating point numbers, strings, and temporal as
well as Boolean expressions.

D. Layer 4 – Graphical representation

According to one of the fundamental design principles
of software development, i.e., separating (graphical) rep-
resentation and logic, layer 4 encapsulates the graphical
representation of the results compiled by the other three
layers. The implementation of the layer 4 highly depends
on the individual objectives of top-level management, the
required insights for decision making and the characteristics
of the information provided by layer 3.

Figure 8 depicts an exemplary graphical representation
of information about the energy efficiency of LRZ’s Super-
MUC (cf. Section III). The depicted management cockpit
comprises three areas, i.e., a tree-view for aggregated values
(labeled “1”), a delta-view of current and oblige values
(labeled “2”), and a activity recommendation (labeled “3”).

The tree-view provides information about the sources of
a particular value. This information is required by the urgent
need of provenance and to facilitate root cause analysis:
starting at the top level, any aggregated metrics value can be
broken down into smaller pieces and it can be explained how
this high-level current value materializes. Figure 8 illustrates
that the overall energy efficiency value of SuperMUC is
aggregated from Interconnect, Storage, and CPU values. The
CPU value, in turn, is composed of Operations/kWh and
MFlops/Watt values.

The delta-view compares the current (aggregated) value
and its assigned obliged value. The delta’s color is deter-
mined by the predefined allowed threshold for a particu-
lar metric or rather its interpretation: if the threshold is
exceeded, the delta is colored red. For each perspective
(cf. Section II-C) a different set oblige values can be defined.

The activity recommendations depend on the delta of
oblige and current values, a optionally predefined escalation
mechanism or a criticality level. A possible recommendation
could be to decrease the CPU clock time. Obviously, the
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challenges described in the activity gap (cf. Section II-B)
have to be thoroughly incorporated.

E. Information model

As further detailed in the following Section V, the strictly
separated development of metrics in different research ar-
eas and the absence of inter-domain metrics aggregation
concepts results in a lack of existing common informa-
tion models, standards, and best practices for the internal
representation of measures, aggregation rules, reports, and
other ways to refine and present metrics to decision makers
and other users. Hence, a uniform information (and data)
model for the various metrics categories is imperative for
scalability.

This uniform information model is provided by the or-
thogonal layer Information model that covers all important
elements and attributes of the above detailed four layers.
Depending on the implementation technology, a platform
specific data model can easily be derived from the pro-
vided information model. Figure 9 depicts the information
model as Unified Modeling Language (UML) class diagram.
Guided by the overall article’s aim of providing a design
concept but concrete implementations (cf. Section I), the
class diagram representation is chosen to ease extending the
provided information model by individual sub classes. For
the same reason, some classes come with less attributes, like
a Role, since the set of reasonable attributes depends on
the individual situation.

The classes are organized in three packages, i.e.,
general, datasources, and representation,
which are subsequently further detailed.
general package – The package contains all classes

that are relevant for storing meta information about the
core classes. The class UniqueID provides a globally
unique identifier to ensure an ambiguous identification of
each particular element. Further description of entities is
achieved by assigning an arbitrary set of Keyword and
Category objects. The classes Timestamp, Formula
and Frequency provide (complex) data types and describe
their representation. A Formula, for instance, has a natural
language label and description and a specific way of dec-
laration it (cf. Section IV-C). A Role is used to describe
a responsibility, e.g., a system administrator or laboratory
employee.

datasource package – This is the main package, since
it contains all elements for gaining, gathering and compiling
information for the management cockpit. The contained
classes are further structured in measurement, metric
and interpretation, guided by the concepts presented
in Figure 3 (page 4).

The Datasource class collects all attributes that are in
common for a measurement, a metric, and an interpretation.
Plain management aspects are described by a label and the
objective in natural language and an arbitrary number of
Keyword and Category objects to facilitate searches for
suitable measurements and metrics, e.g., if new reports have
to be designed. Additionally, a version is stored to allow
the application of different versions at the same time and
to support provenance. The version information is enhanced
by a DatasourceStatus enumeration, comprising items
such as Active or Retired.

Responsibilities are described by an arbitrary set of
Role objects and the accordant association class. In this
Responsibility class, the responsibility can be detailed,
e.g., performing a measurement, reviewing a metric or being
the authoritative source for a measurement or metric, like a
SLA or policy.

To enable a reuse of scales, there is a dedicated
class Scale. Besides a natural language label and
description, the Scale class most importantly de-
scribes a unit. Exemplary values are Watt (for a mea-
surement), Ops/kWh (for a metric) or school grade (for an
interpretation). To further detail the scale, a ScaleType
enumeration entry can be assigned.

Besides the above detailed general elements, the
datasource package contains additional packages for
each element depicted in Figure 3, i.e., a measurement
package, a metric package, and an interpretation
package.
measurement package – All entities relevant for mea-

surement and storing measurement values are collected
in this package. The Measurement class describes the
activity of measuring or in other words, the mapping of
facts to a symbol set (cf. Figure 3). Consequently, the class
contains information about the measurement activity, i.e.,
what (measuredComponent) was when (timestamp)
how (isAutomated) measured. The applied procedure is
further detailed by the MeasurementProcedure class.
The frequency of reviewing the measurement activity, e.g.,
analyzing the applied procedure or re-checking for necessity
and suitability, is described in the reviewFrequency.

The compiled measurement values or the image of the
mapping (cf. Figure 3) are stored in MeasurementValue
objects. The class’ value attribute is dependent on
the assigned scale. The differentiation between sim-
ple and derived measurement values introduced in
Section II-A is represented by the dedicated class
DerivedMeasurementValue that is assigned to an
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Figure 9. The design concept’s information model.

arbitrary set of MeasurementValues and describes a
derivationRule.
metric package – The package contains elements to

describe the mapping of two measurement values on a
distance and related aspects (cf. Figure 3). The Metric
class stores a mapping of the assigned measurement values
to the compiled distance. Dependencies between metrics
are modeled by the Reciprocity, which contains a
natural language description and a factor defining
how two metrics are related. A factor value of 2, for
instance, would describe a positive correlation by the factor
2.
interpretation package – The elements to

describe interpretations for a metric (cf. Section II-A)
are summarized in the interpretation
package. The Interpretation describes a
interpretationProcess, i.e., how the interpretation
is conducted. To support automated interpretation,
it additionally contains a threshold and an
escalationMechanism, which is triggered on
threshold violations. The escalationMechanism is
not contained in the Datasource class but only assigned
to the Interpretation, since we are interested in
top-level management decision support and not in low-level
monitoring, which mostly already applies mature escalation

and trigger mechanisms. A reportingFrequency
can be specified if the interpretation is not only used
interactively via the management cockpit, but also included
in periodic reports.

The Interpretation is refined by a
KeyPerformanceIndicator class, which is typically
required for organization-internal audits or are included
in reports. This class could be used as interface to ITSM
processes, which can be based, for example, on the IT
Infrastructure Library (ITIL v3 [52]) or the ISO/IEC 20000-
1 standard [53]: IT service providers have contracts with
their customers, which are referred to as SLAs, and each
SLA typically specifies thresholds and nominal values for
KPIs, e.g., the service’s monthly availability must at least
be 99.9 percent. SLA violations by the service provider can
then, for example, lead to penalties.
representation package – The above mentioned

software design principle of separating logic and representa-
tion guided not only the layered architecture of the presented
design concept, but also the package structure depicted in
Figure 9. As described in layer 4 (cf. Section IV-D) the
graphical representation heavily depends on several indi-
vidual parameters. Consequently, the representation
package is only a placeholder to emphasize the urgent
need to separate information representation from the other
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elements. Hence, the package contains all components that
are necessary to achieve the graphical representation. For
the example provided in Figure 8, there could be color
assignments or labels. Further examples are suggestions
for graphic representation could be stored, e.g., whether
the measure’s history should be visualized as line chart,
interpretation rules, i.e., guidelines for understanding what
the measure expresses, decision rules, i.e., guidelines for
acting appropriately based on changes to the measure or a
lack thereof, and instructions, i.e., suggestions for actions
that should be taken depending on which decisions have
been made.

V. METRICS MANAGEMENT IN RELATED WORK

In the following subsections, we discuss related work and
the current state-of-the-art. Discussion covers a quantitative
additive metric, i.e., energy efficiency, and a qualitative
metric, i.e., information security. Additionally, approaches
for structuring metrics and aggregating their values are
considered.

A. Energy efficiency metrics

There are a lot of metrics dealing with different energy
efficiency aspects, e.g., measuring the power consumption
of computing servers and clusters [54], [55], or the power
consumption in optical IP networks [56]. Further examples
are TEEER [57], EPI [58], ECR, and ECRW [59], [60],
[61]. All of them are defined by providing calculation and
interpretation rules, partially in a very comprehensive way,
but nevertheless they all focus on technical aspects of a
single entity on a very low level. Hence, they do not facilitate
a holistic view on the energy efficiency situation of Super-
MUC, which, being a large HPC system, aggregates many
different hardware components in a complex architecture.
There is some work postulating the extension of existing
metrics, e.g., Banerjee et al. [58] propose to define energy
consumption not in an absolute way, but proportional to the
workload.

B. Security metrics

The work on security metrics, which earned its spot
on the INFOSEC research council’s hard problems list in
2005 [62], is motivated by the difficulty of answering seem-
ingly simple questions, such as: Which of the n possible
system configuration variations is the most secure? Is it
advisable to invest in security measure x? Is organization i’s
security level higher than organization j’s? As there is no
physical unit of measurement for security and we still lack
established standards and best practices, the currently only
commonly accepted conclusion is that each single security
measurement or security metrics has limited expressive-
ness [63].

The most wide-spread approach to use IS metrics is
hypothesis-based [64], [65]: Hypotheses are derived from

known risks or attacker models, and metrics are defined
to corroborate or vitiate them. Many dozens of security
metrics have been suggested, e.g., by [64] and [66]. A
common denominator of many IS metrics is that the involved
units are currencies or durations; this facilitates a direct
mapping to operational costs or amount of work, which often
is preferred by top management according to [64]. NIST
has published its directions in security metrics research in
2009 [67] and defined milestones for the improvement of
security measurability.

IS metrics are closely related to investment models, such
as Gordon’s and Loeb’s [68], which allows for ex-ante
security measure cost-benefit calculations. It is motivated by
the problem that classic economic models, which typically
involve some sort of return on invest (ROI), are unsuitable
for IS investments because security measures usually cannot
directly increase the volume of sales or profit; instead, they
only impede or reduce the effects of security events causing
damage.

Security is, especially due to the heterogeneity of existing
metrics, probably not the youngest research area for mea-
surements and metrics, but the most complex one of the
three we investigate. This assumption is supported by the
almost complete lack of IS metrics management software
so far. Several researchers and commercial vendors have
attempted to adapt existing security management software,
such as security information & event management (SIEM)
systems, for security metrics and security report creation
purposes.

However, as already discussed by Jaquith in [64], such
systems have a strong focus on real-time monitoring,
whereas security metrics are intended to facilitate long-
term processes and decision making. They also focus on
single measurements or the extraction of information from
log entries, whereas several security measurements typically
need to be aggregated and combined to form a security
metric. IS metrics are not necessarily purely technical either,
for example when the percentage of employees who already
received the quarterly security instructions is calculated,
whereas SIEM systems and similar solutions focus on
technical measurements only. A comprehensive tool set
for integrated metrics management therefore would highly
benefit IS.

C. Aggregation of measurements and metrics

According to the basic ideas presented for layer 3 in the
previous section, the most important aspect for aggregating
metrics is the metric image. Consequently, some structuring
and taxonomy approaches are considered, since their results
could be used to gain insights in a particular metric’s image.

There is literature and ongoing research in several topics
about metrics taxonomy [69], [70], classification [24], and
comparison [13]. These approaches structure and compare
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the aforementioned metrics in a single specific metric cate-
gory or granularity level, like equipment-level metrics, and
confine themselves to comparison. Therefore, they do not
allow a holistic view either.

There are some comprehensive papers that compare and
classify existing metrics, like [24], which proposes four
hierarchical levels “equipment”, “facility”, “corporate”, and
“country”. Wang et al. [70] recommends server level bench-
marks and data centre benchmarks. Also these approaches
focus on a specific class of metrics, like Bianzino et al. [24]
do on equipment-level, and confine themselves to comparing
single metrics. Therefore, they do not allow a holistic view
neither.

VI. SUMMARY AND OUTLOOK

In this article, we first outlined the importance of accurate
information about complex IT infrastructures to support
profound decision making. Quantitatively expressing the
key properties of IT systems, and aggregating raw mea-
surements to meaningful higher-level information is a non-
trivial task when data from various domains, such as energy
efficiency, performance, and security have to be integrated.
After introducing the basic terminology, we conducted a
gap analysis with the following four key results: First,
there is an information gap, i.e., information provided by
most current metrics is not suitable for decision making
on higher abstraction levels. Second, the interdependencies
between the metrics are not sufficiently considered. Third,
there currently is no support for the derivation of con-
crete improvement recommendations based on the metrics
values. And fourth, existing approaches do not allow for
customization in order to incorporate organization-specific
requirements. To exemplify these four gaps, we outlined the
Leibniz Supercomputing Centre scenario and described how
measurements and metrics are applied in practice currently,
along with the drawbacks that result from a non-integrated
approach.

Motivated by these deficiencies, we then presented our
design concept for an integrated management platform for
IT infrastructure metrics. The overall design is based on a
four-layered architecture, which we described in detail: On
the lowest layer, 1, measurements and metrics are handled.
Layer 2 then deals with the recognition and handling of
dependencies between two or more metrics. Layer 3 uses
the information provided by the lower layers to conduct the
required aggregation logic, and Layer 4 covers important
aspects of the graphical representation of the management
cockpit. Our information model describes all relevant entities
and their attributes as they are used across those four layers.
Finally, we investigated the state of the art of metrics
management for energy efficiency and security metrics as
well as for metrics aggregation.

Our ongoing work will focus on the following open issues
next:

Target values and comparison In order to provide “Warn-
ings and activity recommendations”, target values and
interpretation rules for a delta between those target
values and current values are mandatory. We have to
investigate how to define or rather find those target
values. This step is very critical, because having wrong
target values would lead to optimizing the infrastructure
towards wrong values. Additionally, we have to analyze
how to interpret a delta between the current value and
the target value for any given metric. This interpretation
has three dimensions: overall meaning, timing aspects
(e.g., “delta implies the necessity to act immediately”,
“delta is just for the annual, paper-based report”), and
impact (e.g., “the severity of the delta is very high”,
“solving the delta is very costly”).

Validation We need to perform a practical evaluation of our
approach, i.e., the metrics in use today in our scenario
need to be analyzed for their interdependencies and
implemented based on our information model. This
will serve as a basis for a prototype implementation
of the management cockpit, which will be used to
demonstrate the benefits of our solution in a real-
world scenario. We will then also include metrics from
additional categories and analyze the scalability of our
integrated management approach.

Prospective view The management cockpit presented in
this article uses measurement data, i.e., data about the
(recent) past. Enabling comprehensive what-if analysis
about planned modifications would require the applica-
tion of models and their compiled predictions, i.e., data
about the future. Consequently, we currently investigate
the integration of existing models for manifold IT
infrastructure types and architectures.
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Abstract—Dynamic reconfiguration is viewed as a promising
solution for today’s complex networked systems. However, con-
sidering the critical missions actual systems support, systematic
dynamic reconfiguration cannot be achieved unless the accuracy
and the safety of reconfiguration activities are guaranteed. In this
paper, we describe a model-based approach for runtime configu-
ration verification. Our approach uses model-driven engineering
techniques to implement a platform-independent online configu-
ration verification framework that can operate as a lightweight
extension for networked systems management solutions. The
framework includes a flexible and adaptable runtime verification
service built upon a high-level language dedicated to the rigorous
specification of configuration models and constraints guarding
structural correctness and service behavior conformance. Exper-
imental results with a real-life messaging platform show viable
overhead demonstrating the feasibility of our approach.

Keywords—Network and Service Management; dynamic recon-
figuration; configuration verification; online verification; model-
based approach.

I. INTRODUCTION

Complex networked systems and services are a fundamen-
tal basis of today’s life. They increasingly support critical
services and usages, essential both to businesses and the
society at large. The evident example is the Internet with all
its services and usages in a variety of forms, architectures and
media ranging from small mobile devices such as smartphones
to large-scale critical systems such as clusters of servers
and cloud infrastructures. Consequently, it is indispensable to
ensure their proper and continuous operation.

Network and Service Management (NSM) is a research
and technical discipline that deals with models, methods and
techniques to ensure that managed networked systems and
services operate optimally according to a given quality of
service. To cope with the increasing complexity of managed
systems, NSM has evolved into self-management, a vision that
consists in endowing management solutions with a high degree
of autonomy to allow them to dynamically and continuously
reconfigure managed systems in order to maintain a desired
state of operation in the face of unstable and unpredictable
operational conditions.

A main obstacle to the diffusion of dynamic reconfiguration
solutions is the lack of standard methods and means to ensure
the effectiveness of subsequent configuration changes and
prevent erroneous behaviors from compromising the system’s
operation. This issue is particularly significant in today’s
mission critical systems management like cloud infrastructures,

avionics, healthcare systems or mobile multimedia networks.
This will also help increase users’ confidence in the automation
of reconfiguration, thus ease the adoption of ongoing auto-
nomic solutions.

This article extends our recent work [1] on a model-
based approach for online configuration verification with a
running prototype architecture. It also provides additional
concepts, methods and tools forming an online configuration
verification framework. In particular, we describe how we use
the framework to enrich a management system for a message
oriented middleware platform with online configuration check-
ing capabilities. Following the same process, the verification
framework could be integrated with other existing management
solutions.

Our approach to build this framework was first to define
MeCSV (Metamodel for Configuration Specification and Va-
lidation), a high-level language, dedicated to the specification
and verification of configurations. MeCSV allows operators
to specify at design time, a platform-neutral configuration
schema of their managed system with constraints guarding
the desired service architecture and operation. One novelty
of the metamodel is to include the capability to express
both offline and online constraints. Offline constraints are
typically structural integrity rules, that is, rules that govern
a system’s configuration structure. Online constraints concern
service operation, they consist of rules to be enforced with
regards to runtime conditions to avoid committing inconsistent
configurations. An earlier version of the metamodel has been
presented in [1].

Second, we have designed a runtime verification service,
able to manipulate the concepts defined in this language.
This service offers two interfaces, a verification interface for
invoking configuration verification and an edition interface for
managing specifications at runtime. The verification interface
is flexible as it provides different operations to tailor configu-
ration verifications to the usage scenarios, e.g., verifying only
a subset of constraints regarding their severity or importance.
The edition interface enables constraints updates at runtime to
cope with changing management requirements.

These two phases allow our framework to support a ve-
rification process that starts at design time with a rigorous
specification of verification models and continues at runtime
through an automatic checking of configurations based on
these models.

The rest of the paper is organized as follows: Section
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II identifies runtime configuration verification requirements
and positions existing works. We give an overview of the
framework in Section III, and through a case study included
in Section IV, elaborate on its building blocks in Section V
and Section VI. We describe the integration of the framework
with a real-life messaging platform in Section VII along with
experimental results, proving the feasibility of the approach.
Section VIII concludes the paper and identifies future work.

II. BACKGROUND AND RELATED WORK

We begin this section by introducing the terminology used
throughout the paper, then we expose the runtime configuration
verification requirements in the current context of autonomous
management approaches like in [2] and [3]. Finally, we present
how those requirements have been addressed in related works.

A. Terminology

This section recalls definitions of key terms used through-
out the paper.

1) Configuration: A configuration of a system is a col-
lection of specific functional and non-functional parameters
(also known as configuration parameters or configuration data)
whose values determine the expected functionalities that the
system should deliver.

2) Execution context: The execution context of a system
comprises every element that can influence the system’s op-
eration. It includes both the system’s technical environments,
i.e., its interactions with other systems, its supported services
and usages and the users’ expectations, i.e., management and
service objectives.

3) Operational state: The operational state of a system
qualifies its observed operation in terms of the current values
of its state parameters (or state data). The operational state is
issued by a monitoring or a supervisory system. It reflects the
behavior of the system relevant to the context at hand.

4) Dynamic Reconfiguration: Reconfiguration is the mo-
dification of an existing and already deployed configuration.
Reconfigurations can be static, that is configurations are mod-
ified offline, when the system is not running. They can also
be dynamic, that is configurations are modified online, while
the system is running. We are especially interested in managed
systems that are reconfigured dynamically.

5) Configuration verification: Configuration verification is
the process of examining configuration instances against a
set of defined requirements according to system architecture
and service objectives. Configuration verification checks the
correctness of proposed configuration instances, thus detect
misconfigurations prior to changing the productive system.

B. Configuration Verification Requirements

Verification has always been critical to check that a given
configuration meets its functional as well as non-functional
requirements. When considering the lifecycle of a configurable
system, in contrary to software verification that occurs mainly
during the development phase of a system, configuration
verification rather occurs in the use phase of a system to
enforce its operation and maintenance (Fig. 1).

Design Implementation Tests & 
Validation

Operation & 
Maintenance

Verification in the system's life cycle Configuration verification

Development Phase Use Phase

Fig. 1. Configuration verification in a simplified system’s lifecycle

Configuration verification is traditionally done offline, ei-
ther at design time, for example in test environments, or
in production environments to enforce static reconfigurations.
This verification is limited to structural sanity checks, typically
testing the correct structure and composition of configuration
parameters in terms of authorized values, consistent cross-
components dependencies and syntactical correctness. This
type of verification involves configuration data only. We have
called it structural integrity verification [4].

By definition, dynamic reconfiguration implies configura-
tion verifications should be carried out automatically at runtime
for checking live configuration changes. Therefore, the verifi-
cation process should take into account running operational
conditions (1). It should also be flexible and adaptable to cope
with the changing execution context in terms of architectural
dynamics and changes of service objectives (2). Besides, it
should accommodate the heterogeneity of management do-
mains, representations and tools (3).

1) Operational Applicability Verification: Configuration
verification should go beyond structural checks to assess the
operational applicability of proposed configurations regarding
runtime conditions at hand.

As systems adapt dynamically, ongoing operational states
can invalidate the suitability of a produced configuration
despite its structural correctness. For instance, one of the most
common causes of a failed live virtual machine migration is not
checking that the current physical resources of the destination
host are sufficient before performing the live migration.

A runtime configuration verification should include opera-
tional applicability verification, that is, checking if a proposed
configuration fulfills some running conditions [4]. This type of
verification requires the knowledge of monitored operational
state data. In other words, a runtime configuration verification
should cover both structural integrity verification and opera-
tional applicability verification.

2) Flexible and Adaptable Verification: Configuration ve-
rification should be flexible and adaptable to cope with the
changing execution context in terms of architectural dynamics
and changes of service objectives.

The execution context of actual complex systems is highly
dynamic in terms of operational conditions variations and
dynamic usages where they are added, removed, migrated
according to changing management and service objectives.
This dynamicity implies configuration changes of different
spatial and temporal scopes, e.g., local changes to system-
wide changes, planned or spontaneous changes, punctual or
life-long changes [5], [6].

A runtime configuration verification solution should thus
accommodate these new characteristics by being flexible and
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adaptable in order to be tailored to reconfiguration needs
and usage scenarios, e.g., adapting the verification scope and
perimeter.

3) Platform-independent Verification: Configuration verifi-
cation should be platform-neutral to accommodate the hetero-
geneity of management domains, representations and tools.

Management applications domains are highly heterogenous
in terms of the nature and importance of configuration data,
(e.g., configuration data can be functional, non-functional,
static or dynamic), their different representations due to differ-
ent management standards and protocols, as well as the diverse
nature of properties to be checked (e.g., hard constraints,
soft constraint) according to diverse usage scenarios (mobility,
performance, functional, non-functional) [7], [8].

In consequence, a configuration verification solution should
be high-level and capable to integrate this heterogeneity.

C. Related Work

This section discusses existing works regarding the identi-
fied configuration verification requirements.

The need for configuration representation standards and
configuration automation are growing concerns regarding the
complexity of the configuration management of today’s large-
scale systems [9], [7]. Our work is at the junction of these
two topics as the verification framework we provide enables a
platform independent online configuration verification that is
a prerequisite for configuration automation as well as dynamic
reconfiguration.

Existing management standards like the Distributed Mana-
gement Task Force Common Information Model (CIM) [10]
and the YANG data modeling language [11] include constructs
for configuration verification, yet their enforcement is left to
implementors and solutions developers. Furthermore, those
standards do not propose any mechanism for flexible and
adaptable configuration verification as well as the management
of the resulting verification lifecycle.

Beyond management standards, related works can fall into
two groups: constraint checking approaches [12], [13], [14],
[15] and valid configuration generation approaches [16], [17],
[18].

In the first group, configuration experts are given a specifi-
cation language to express some constraints that a verification
engine checks on proposed configuration instances. In the sec-
ond group, configuration decision is modeled as a Constraint
Satisfaction Problem, adequate SAT solvers generate valid
configurations or prove insatisfiability.

Both groups present common limitations, they do not ad-
dress online configuration checking with regards to operational
conditions: they provide only structural integrity verification
that relies purely on configuration data or confines confi-
guration verification to design time. They do not support a
flexible and adaptable verification (e.g., only check a subset of
constraints, modify and manage constraints during the recon-
figuration life cycle). In addition, they mainly propose domain-
specific tools with use-case specific verification (networks,
distributed applications, JAVA applications, virtual machines).

Our work in contrast proposes a generic configuration
verification approach that targets specifically online configura-
tion checking, considering the influence of ongoing execution
conditions on the verification process. It is thus profitable for
complementing existing verification approaches.

In particularly, our work shares common foundations with
SANChk [14], a SAN (Software Area Networks) configuration
verification tool. They both use formal constraint checking
techniques and enable a flexible and adaptable configuration
verification. However, SANChk is specific to SAN configura-
tions and does not target online configuration verification.

III. ONLINE CONFIGURATION VERIFICATION
FRAMEWORK

This section presents our verification approach and subse-
quent assumptions and concepts.

A. Assumptions

The following assumptions characterize the class of mana-
ged systems that we currently consider:

• The system is supposed known, observable, it is under
a supervisory control that collects measures about its
operating states and environment.

• The system is dynamically configurable, that is to say
its current configuration can be altered at runtime if
needed.

• The system’s execution context is highly dynamic,
hence is subject to sudden and often unpredictable
variations.

• Either the supported management goals are clearly
specified in order to derive properties to validate, or
these properties are already defined.

B. Vision and Design Principles

The verification framework aims at offering an online
configuration checking service that can be used by manage-
ment solutions without changing existing tools. It specifically
targets current autonomous and self-management approaches.
As such, it purposefully addresses the runtime management of
the systems’ dynamics and the rapidly changing service and
architecture requirements. The framework supports these new
requirements through three main design principles according
to the requirements exposed in Section II:

• Enabling an operational verification of configurations
that takes into account their dependency on running
execution states: in the context of self-adaptation,
configurations are highly dependent on the operational
conditions that can invalidate the suitability of a
candidate configuration.

• Allowing modification of validity properties at run-
time: management systems are likely to have their
requirements evolve at runtime, and these evolutions
are to be translated at runtime into the creation or
modification of properties on configurations.
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• Supporting existing management systems in order to
enhance their reliability with a verification functional-
ity. This can notably be achieved by integrating exist-
ing management standards such as CIM and YANG.

C. Integration within the Management Control Loop

Self-management is generally performed through a control
loop called the MAPE (Monitor-Analyze-Plan-Execute) loop:
the managed system is monitored (Monitor) to produce metrics
that are analyzed (Analyze) to detect or prevent any undesir-
able behavior. Corrective changes are then planned (Plan) –
either in the form of a new configuration or as a sequence of
actions – then effected on the system (Execute) [2].

Runtime configurations decision is normally the respon-
sibility of the Plan function. Consequently, a runtime confi-
guration verification function that handles the two types of
configuration verification is worthy to extend the MAPE loop
to assure the validity of proposed configurations.

Monitor Execute

Analyze Plan

Managed elements

Online 
Configuration 
Verification12

3

Fig. 2. The vision of online configuration checking

Fig. 2 illustrates our vision of a standard online con-
figuration checking. An external and protocol-independent
verification solution interacts with a management system (rep-
resented through the MAPE loop) through the Plan block (1),
center of runtime configuration decisions, while relying on the
Monitor block (2) for the retrieval of the required ongoing
execution states, and thus processes an online verification of
configurations (3).

As a result, the verification solution we propose, can extend
any self-configurable system that does not have built-in online
configuration verification. The only requirement for the self-
configuring system is to allow access to its configurations
and monitored data at runtime. Furthermore, this verification
solution can be independently tuned and managed giving
ongoing usage needs.

D. Overview of the Framework’s Building Blocks

This section describes the building blocks of our verifi-
cation framework. The framework supports a model-based ap-
proach for runtime configuration verification relying on a high-
level specification language MeCSV and a verification service
able to manipulate the concepts defined in this language.

1) MeCSV language: MeCSV is a metamodel dedicated to
the formal modeling of configuration information for runtime
verification. It offers platform-neutral configuration specifi-
cation constructs including innovative features that enable

MeCSV Reference Model

MeCSV Metamodel

(a) Specification of a MeCSV reference model

«conforms to»

Configuration 
Verification Service

Managed elements

(b) Online configuration verification architecture

D
E
S
I
G
N 

T
I
M
E

Human 
Operator

Offline model editionConstraintsConstraintsConstraintsConstraints
State 

parameters
Configuration 

structure

Management 
System

Human 
Operator

R
U
N
-
T
I
M
E

Online model edition

«uses»

Fig. 3. Framework’s approach and architecture

verification against runtime execution conditions. Even though
MeCSV allows to model a system’s configuration, it is in-
tended for verification purposes only and is not suitable neither
to model exhaustive management information nor to handle
the management of the configuration’s lifecycle (configuration
data stores, configuration deployment etc.).

2) Target Domain Reference Model: The central objective
of MeCSV is to allow the definition of a Reference Model
that every possible configuration of the target system should
conform to (Fig. 3 (a)). Operators or vendors can thus use
the MeCSV metamodel at design time to define the reference
model of a given managed application domain (e.g., an ap-
plication server, a messaging middleware). Defined reference
models are instances of the MeCSV metamodel, they are
dedicated to a target application domain but do not rely on
platform-specific representations. This reference model is to be
defined only once, it will be processed at each reconfiguration
decision, to dynamically evaluate configuration instances.

3) Verification Service: The framework includes a runtime
architecture, Fig. 3 (b), with a verification service. This service
needs to be initialized with the defined reference model. A
related management system assuring monitoring and recon-
figuration capabilities can then invoke specific operations at
runtime to perform online verifications of decided configura-
tion instances. This verification service also supports online
modification of reference models to cope with the evolution
of management and system requirements.

E. General Life Cycle of the Framework

The framework’s building blocks support the following
verification process:

1) At design time: A human operator, (e.g., an adminis-
trator or a configuration expert) uses the MeCSV metamodel
to formally specify the MeCSV Reference Model of a given
application domain (cf. Fig. 3 (a)). This reference model is
made of a configuration schema of the domain, a relevant set
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of operational state parameters to monitor and the offline and
online constraints, necessary to enforce the structural integrity
and operational applicability of configuration instances.

2) At runtime: this reference model will be used by the
Verification Service for the automatic evaluation of proposed
configuration instances (cf. Fig. 3 (b)). This online verification
can evolve along with management objectives as the deployed
reference model can be updated by human operators.

These two phases will be detailed subsequently in Sections
V and VI, respectively.

IV. USE CASE

This section illustrates a Message-oriented Middleware
(MOM) case study on which the examples given in the
following sections will be based.

A. Introduction to MOM

A MOM system is a specific class of middleware that
supports loosely-coupled communications among distributed
applications via asynchronous message passing, as opposed
to a request/response metaphor. They are at the core of a
vast majority of financial services. Client applications interact
through a series of servers where messages are forwarded,
filtered and exchanged.

The middleware’s operation involves the proper configura-
tion of numerous elements such as message servers, message
destinations and directory services. Involved configuration and
reconfiguration tasks can be classified into two categories:
first, setup operations that include defining the number of
servers, where they will run and the messaging services each
will provide. Second, maintenance operations that use the
platform’s monitoring metrics to adjust initial setups such as
memory resources, message thresholds and users access.

By adding a management interface, an operator can monitor
and tune the system’s performance, reliability and scalability
according to the monitored metrics (e.g., memory resources
and users access) and management objectives.

B. JORAM’s platform

JORAM (Java Open Reliable Asynchronous Messaging)
[19] is an open source MOM implementation in Java. JORAM
provides access to a MOM platform that can be dynamically
managed and adapted, i.e., monitored and configured for the
purpose of performance, reliability and scalability thanks to
JMX (Java Management eXtensions) management interfaces.

Principal managed elements are message servers that offer
the messaging functionalities such as connection services and
message routing and message destinations that are physical
storages supporting either queue-based (i.e., point-to-point) or
topic-based (i.e., publish/subscribe) communications.

A JORAM platform can be configured in a centralized
fashion where the platform is made of a single message server
and a distributed fashion, the platform is made of two or more
servers running on given hosts. A JORAM platform can be
dynamically reconfigured, message servers can be added and
removed at runtime. A platform configuration is described

by an XML configuration file according to a provided DTD
(Document Type Definition).

Fig. 4 shows a centralized configuration example, that
will be further experimented in Section VII (Test Case 1).
This configuration is made of one server, several middleware
services (connection manager, naming service, etc.), two mes-
sage queues and a user’s permissions (note that due to space
limitations, some configuration elements have been discarded).

<?xml version="1.0"?>
<config name="Simple_Config">
 <server id="0" name="S0" hostname="localhost">
  <service class="org.[…].ConnectionManager" args="root root"/>
  <service class="org.[…].TcpProxyService" args="16010"/>
  <service class="fr.[…].JndiServer" args="16400"/>
 </server>
</config>
<JoramAdmin>  
  <InitialContext> […] </InitialContext>
  <ConnectionFactory> […] </ConnectionFactory>
  <Queue name="myQueue" serverId= "0"
         nbMaxMsg="200" dmq="dmqueue">
    <freeReader/> <freeWriter/>
    <jndi name="myQueue"/>
  </Queue>
  <User name="anonymous" password="passwd" serverId="0"/>
  <DMQueue name="dmqueue" serverId = "0">

<freeReader /><freeWriter />
  </DMQueue>
</JoramAdmin>

Fig. 4. A Joram’s configuration example

C. Verification Requirements

The following requirements are considered for the purpose
of the case study, they encompass the manufacturer’s set of
configuration constraints and custom configuration constraints
that guarantee memory performance. A valid configuration of
the platform should provide the necessary messaging features
in order for client applications to communicate efficiently.
More precisely,

• Correct configuration structure: it should respect the
platform’s architecture and the relationships between
the configuration parameters. (Req1)

• Object discovery and lookup: connection factories and
destinations should be accessible via a naming service,
i.e., the platform should provide an accessible JNDI
service where the reference of the administered objects
should be stored. (Req2)

• Memory optimization: message queues should not run
low in memory, i.e., queues should not be loaded at
more than 80% of their maximum capacity. (Req3)

V. MECSV METAMODEL

This section presents the salient features of the metamodel
depicted in Fig. 5. MeCSV is organized in three categories
of constructors: the first category is dedicated to configuration
description, the second to operational state data description and
the last for constraint expression.

A. Configuration Data Description

This part of the metamodel, depicted in Fig. 5 - Configu-
ration, represents concepts to describe configuration data.
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Fig. 5. Overview of the MeCSV metamodel

Configuration data are generally described in a set of
configuration files where their structure is specified through
the setting of some configuration properties with appropriate
values and options.

There are a lot of bindings between the system’s elements
that should be reflected in their configuration: for example, the
dependency of a server on its host machine should be specified
by the coordination of the server’s hostname value with the
machine’s hostname value.

These needs are addressed by the following constructs that
are protocol and tool independent.

1) Configuration Parameter: represents quantifiable con-
figuration parameters of managed elements; their expression
defines the configuration data structure. A message server’s
identifier or hostname information are examples of its confi-
guration parameters.

2) Configuration: allows to coordinate configuration para-
meters and group them in categories. Configuration elements
act as containers for configuration parameters. For example, a
configuration file can be modeled as a single Configuration,
or for more flexibility, divided into multiple Configurations.

3) Configuration Dependency: to model bindings between
two configuration elements, a configuration dependency should
be defined between them. It means that a configuration pa-
rameter of some configuration references a whole or a part
of another configuration. Typically, a server’s hostname refer-
ences its host machine’s name information. It is an example
of a configuration dependency between the server and its host.

4) Configuration Composition: this relationship allows to
divide a main configuration into partial configurations. For
example, a message server’s configuration is logically split
into message services, connection factories and destinations

sub-configurations. These sub-configurations are linked to their
parent configuration through a configuration composition.

5) Configuration Metadata: provides a means to specify
metadata for configuration lifecycle management. For instance,
one could want to tag specific configurations as default or
initial. Another example is the visited metadata used in the
JORAM platform to mark deployed configurations.

B. Operational State Data Description

As our work targets a global management environment
where the managed system is both observable and reconfigura-
ble, we provide constructs to represent information about ma-
naged elements as well as their monitored state. A knowledge
of the monitored state is required to guide reconfigurations
and to assert the operational compliance of proposed configu-
rations. The following concepts allow to describe operational
state data (Fig. 5 - Operational state).

1) Managed element: represents the notion of managed
element like it is similarly defined in several management
information models. A common pattern is to separate managed
elements representation from configuration modeling; mana-
ged element representations containing monitoring-oriented
information. In the case study, the message server is an
example of managed element.

2) State Parameter: models the traditional operational state
attributes like operational status, statistical data, in sum, any
collected metrics about the system’s operation. The current
queue’s load or the number of active TCP connections, are
examples of state parameters.

In our approach, Managed Element and State Parameter are
the necessary management building blocks for configurations
and runtime constraints definition. Their values are supposed
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to be provided by the existing monitoring framework. They
are read-only elements contrary to configuration data.

C. Constraint Specification and Management

The following elements allow to define the constraints that
configuration instances should respect as shown in Fig. 5 -
Constraint.

1) Constraint: represents the restrictions that must be sa-
tisfied by a correct specification of configurations according
to the system’s architecture and management strategies. Cons-
traints are boolean expressions in a given executable language.
The Constraint element is subtyped into offline and online
constraints to support the specificities of the two types of
configuration validation.

2) Offline Constraint: represents structural integrity rules
that a correct configuration data structure and composition
of the system should respect. They can be checked either
beforehand at design time or during runtime; they do not
involve any check against operational conditions. For example,
each message destination should have a JNDI name (in order
to be looked up by client applications).

3) Online Constraint: defines rules for the operational
applicability enforcement. Online constraints use state pa-
rameters values, their evaluation tests the configuration data
against convenient state parameters. For instance, a queue’s
maximum capacity should be kept greater than the current
number of pending messages.

4) Constraint Lifecycle Management: Constraints also
have additional attributes for their life cycle management:
they have a “constraint level” attribute to modulate their
strictness. In particular, this allows to assign a severity level
to the different constraints (e.g., high, medium, low) and an
“active” attribute to activate or deactivate them depending
on the operational context and management strategies (e.g.,
critical vs non-critical).

MeCSV has been formally specified as a UML profile [20].
UML constructs have been tailored to the MeCSV concepts
to enable its usage in available UML modelers and to ease
the adoption of the MeCSV language. Indeed, UML is well
supported by many modeling tools and widely accepted as a
standard modeling language.

D. Reference Model Specification Process

The specification process is a two-step process that occurs
at design time: first the representation of the reference model
structural classes, that is the representation of the configuration
data and state data structure, and second, the expression of
offline and online constraints.

The completion of these two steps provides the MeCSV
reference model of a given management domain that is to
be registered into the verification service. It will be used at
runtime to check decided configurations.

1) Direct Modeling: Direct modeling is the general process
for a MeCSV Reference Model specification. Operators install
the MeCSV metamodel into a compliant model editor such
as Eclipse Model Development tool (ECLIPSE MDT) and use
MeCSV constructs to represent each part of the subsequent
reference model.

define configuration 
classes

define state classes

express constraints

Reference 
Model

MeCSV
Metamodel

Fig. 6. Reference model design process: direct modeling

As it is shown in Fig. 6, they first describe the configuration
parameters and state parameters organized into classes with
convenient composition and dependency associations, then
they specify the offline constraints that constrain the pure struc-
ture of configuration information and the online constraints
that help evaluate the compliance of a given configuration
information with the execution context at hand.

2) Model Transformation: This general specification pro-
cess slightly differs when a management information model
already exists (Fig. 7).

define mapping rules

generate structural 
classes

express constraints

Reference Model

Transformation
Rules

Existing 
management 

model

MeCSV
Metamodel

Fig. 7. Reference model design process: model transformation

Indeed, the first step can be automated, mapping rules can
be directly defined between the specific management model
and MeCSV, thus translating the legacy constructs into the
related MeCSV ones. For example, one could use model-driven
techniques such as model to model transformation or reflection
for the implementation of such mapping rules. The second step
of constraints expression remains identical.
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VI. VERIFICATION SERVICE ARCHITECTURE

This section details the architecture of the runtime verifi-
cation service and the resulting verification process.

A. Overview

Fig. 8 gives an overview of the main components of
the verification service, a verification engine and a model
repository, offering two interfaces, the verification and edition
interfaces respectively for the usage of the service and the
online edition of MeCSV reference models. The verification
interface is supported by the verification engine and the edition
interface enables modification of reference models stored in the
model repository.

Reference model  
instances (XMI)

Ref. Model 
Repository

Management 
System

Verification  Results

Current
state values

Config.
instances 

Operator

Reporting Generator

Constraint Checker

Model Processor

Verification Engine

Fig. 8. Online Verification Service

1) Verification Interface: This interface is to be used by a
management system to request the verification of configuration
instances at runtime. It offers several functions, listed in Table
I, that allow to trigger two types of verification: i) a complete
verification where every existing constraint, in active state, is
verified or ii) a selective verification where a specific subset
of constraints are verified according to their type and severity
level (e.g., online constraints with a highest severity level).

The verification engine is designed to process model in-
stances conforming to an existing MeCSV reference model
classes. Consequently, every API call must contain configura-
tion instances and running operational state values described
in a MeCSV-compliant format. Each call returns a verification
result object including potential verification errors.

2) Edition Interface: This interface allows the registration
of MeCSV reference models to the model repository. It also
supports the online modification of registered reference mod-
els. Constraints can thus be added, removed, their status and
severity can also be updated any time (Table I).

Note that the reference model is reloaded each time it
is updated, allowing both the configuration structure and the
set of constraints to be modified at runtime. This feature is
particularly useful to add or remove constraints according to
the management requirements that may change over time.

3) Reference Model Repository: The reference model
repository stores MeCSV reference model classes and cons-
traints to be processed during the verification. It also supports
the usual creation, update, deletion and querying functions
of a database, to adapt the model to evolving management
requirements.

4) Verification Engine: The verification engine is the sys-
tem component that checks provided configuration instances
and reports inconsistencies. It provides three capabilities:

• A model processor, capable of analyzing and parsing
model elements. It handles verification requests and
ensures the existence of a related MeCSV reference
model for received configuration instances.

• A constraint-checker, capable of checking dynamically
received configuration instances against related refe-
rence model classes and available set of constraints.
If a constraint is not satisfied, it notifies found errors
to a reporting submodule.

• A reporting generator, capable of issueing an in-
dication that contains flawed elements and violated
constraints.

The verification engine is built-upon the open source
Dresden OCL library [21]. Dresden OCL includes an OCL
parser and interpreter that we have enriched with MeCSV
specific features such as offline and online constraints
differentiation and selective constraint checking, and with
new capabilities like runtime modification of reference model
constraints.

The Verification Service thus allows an existing mana-
gement system to request verification of live configuration
changes, It supports a single tenant as well as a multi tenant
usage.

B. Online Verification Process

The following sequence diagram (Fig. 9) shows the interac-
tions involved when a management system requests verification
of some configuration instances. Two types of interactions
can be identified: internal interactions between the decision
and the monitoring modules of the management system and
external interactions between the management system and the
verification service.

Management System

Verification result

Verification Service

State parameters values
retrieval

Verification request

Monitoring Decision

MeCSV reference instances creation

(1)

(2)

(3)

(4)

Fig. 9. Online Verification Process

When the decision module elects a configuration to verify,
it first interacts with the monitoring module to retrieve current
values of defined state parameters, Fig. 9 - (1), then it trans-
forms those data into MeCSV-compliant instance models, Fig.
9 - (2), and sends them to the verification service, Fig. 9 - (3).
The verification service checks received configuration in-
stances both structurally and according to retrieved operational
state instances of the step (2) and returns verification results,
Fig. 9 - (4). It thus enriches management systems with a
runtime configuration verification capability.
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TABLE I. API CALLS SUPPORTED BY THE VERIFICATION AND THE EDITION INTERFACES

Interface API call name Functionality

Verification Interface (access to the Verification Engine)

validateAll() Check given configurations against all existing constraints.
validateByConstraintType() Check given configurations against constraints of a certain type, e.g., online only.
validateByConstraintLevel() Check given configurations against constraints of a certain severity, e.g., fatal.

validateByConstraintFeatures() Check given configurations against constraints of a certain type and severity, e.g., online and fatal.

Edition Interface (access to the Reference Model Repository)

registerReferenceModel() Register a MeCSV reference model.
updateConstraintStatus() Edit the status of a given constraint, e.g., deactivate a constraint.
updateConstraintLevel() Edit the severity level of a given constraint, e.g., decrease the severity.

updateConstraintFeatures() Edit both the status and the severity level of a given constraint.

VII. EXPERIMENT

This section describes the application of the verification
framework to the JORAM case study presented in Section IV.
Sections VII-A and VII-B describe how we have used the
framework at design time to specify a reference model for the
case study and how this reference model has been exploited
at runtime to execute verification. Section VII-C evaluates this
prototype experiment and Section VII-D discusses observa-
tions and results.

A. Design time: Reference Model Specification

Following the direct modeling specification methodology,
exposed in Section V-D, we installed the MeCSV Eclipse
Plugin in the ECLIPSE MDT model editor.

The different configuration concepts of Joram’s DTD gram-
mar have been modeled as adequate MeCSV-stereotyped UML
classes, attributes and associations forming the configuration
information model of the platform.

Constraints have been manually derived from requirements
1, 2 and 3 (cf. Section IV) and expressed in OCL. The follow-
ing are examples of constraints that have been implemented:

• Each server should have an unique server id.

• Each server should provide a message destination and
a connection factory (administered objects).

• Each administered object should have a JNDI name.

• A directory service (JNDI) should be available.

• The JNDI service should be activated and running.

• A queue should not be loaded at more than 80% of
its maximum capacity.

The last two constraints are online constraints, they can
only be evaluated at runtime, against operational conditions,
thus requiring access to monitored data. This operational data
has been identified (e.g., servers’ operational status, queues’
pending messages size, current number of client connections)
and modeled as classes and attributes thanks to MeCSV
ManagedElement and StateParameter stereotypes.

Fig. 10 shows an excerpt of the defined MeCSV reference
model. This reference model subset contains the high-level
configuration structure of a message server including a mes-
sage queue, the offline and online constraints that should be
respected and depending state parameters necessary to enable
the operational applicability verification.

«ConfigurationParameter»	  jndiName
«ConfigurationParameter»	  nbMaxMsg

«Configuration»
QueueConfig

«ConfigurationParameter»	  serverId	  
«ConfigurationParameter»	  serverName
«ConfigurationMetadata»	  	  configType

«Configuration»
ServerConfig

«ConfigurationComposition»«ConfigurationReference»

«StateParameter»	  pendingMessageCount
«StateParameter»	  nbMsgsSentToDMQSinceCreation

«ManagedElement»
Queue

«StateParameter»	  status
«StateParameter»	  engineAverageLoad1

«ManagedElement»
Server

«OnlineConstraint»
OperationalApplicableNbMaxMsg

{
	  	  	  {active	  =	  true}
	  	  	  {level	  =	  ConstraintLevel.ERROR}
	  	  	  {language	  =	  OCL}
	  	  	  {body	  =	  self.nbMaxMsg	  *	  0.8	  >	  
	  	  	  	  	  	  	  	  	  	  	  self.managedElement.pendingMessageCount}
}

«OfflineConstraint»
QueueIntegrity

{
	  	  	  {active	  =	  true}
	  	  	  {level	  =	  ConstraintLevel.FATAL}
	  	  	  {language	  =	  OCL}
	  	  	  {body	  =	  self.jndiName	  <>	  null	  
	  	  	  	  	  	  	  	  	  	  	  AND	  self.nbMaxMsg	  >	  0}
}

«ElementConfiguration»

«ElementConfiguration»

Fig. 10. Excerpt of the MeCSV reference model for a MOM application
domain

B. Runtime: Online Verification Process

1) Dedicated Management System: For the verification
process, we have set up a dedicated management system built
upon the JMX management interfaces provided by the JORAM
platform. The JMX interfaces comprise a monitoring interface
allowing to collect metrics of interest about the running
platform and a configuration interface capable of tuning the
platform’s configuration at runtime. Messaging servers, as
well as messaging destinations, can be dynamically added or
removed.

This management system is composed of a monitoring
module and a decision module. The decision module is capable
of choosing a configuration at runtime, requesting running
operational data from the monitoring module and transforming
these data into MeCSV-compliant instance models to be sent
to verification.

In the same time, we implemented several client applica-
tions exchanging a high load of fictive messages to act on
the monitored metrics (e.g., servers’ average message flows,
destinations’ number of pending messages).

2) Verification Process: The verification process starts with
the initialization of the verification service with the defined
reference model. As for the management system, the deci-
sion module embeds different pre-defined configurations. At
runtime, the decision module arbitrarily switches from one
configuration to the other and requests the verification of its
choice before deploying them.

Once the target configuration is selected, the management
system follows the process previously illustrated in Fig. 9. It
first retrieves running state values from the monitoring module,
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then translates them in instances conforming to the defined
reference model and finally requests their verification.

C. Experimental Setup

The goal of the experiments was both to test the ability
of the MeCSV metamodel to serve as a formal specification
notation and to evaluate the effectiveness of the verification
service for processing online configuration checking against
the defined reference model. We also measured the execution
time of the verification process.

We performed our experiments on three different platform
configurations varying in size and complexity, namely the
number of system’s elements (messaging servers, available
services, message queues) and dependencies between them.

• The first configuration (Test Case 1) is a centralized
messaging server offering basic message features for
a total of nine configurable elements.

• The second (Test Case 2) consists of two messaging
servers (about eighteen configurable elements).

• The third (Test Case 3) has three messaging servers
and holds thirty configurable elements.

• To test the scalability of the validator, we defined
a fourth configuration (Test Case 4), made of 300
managed elements, that has been programmatically
tested with random state values variations.

Witness verification tests on correct configuration instances
have also been conducted for each case.

The summary of test cases data is shown in Table II.

TABLE II. SUMMARY OF TEST CASES DATA

Nb. servers
Nb. managed

elements
Nb. configuration

parameters
Nb. state

parameters

Test case 1 1 9 57 25
Test case 2 2 18 110 64
Test case 3 3 30 197 103
Test case 4 30 300 1970 103

For each proposed configuration instance, we gradually
ran complete verifications with ten, fifty and one hundred
OCL constraints with a ratio of 80% offline constraints for
20% online constraints. For each verification request, we took
100 measurements of the execution time in milliseconds and
computed the arithmetic mean.

Furthermore, we test selective verifications requesting the
evaluation of specific subsets of constraints filtered according
to their type and severity. We also test the online edition
of constraints, verifying that the verification engine considers
their modification.

The tests were run on a Intel R© CoreTM 2 Duo with 2.66
GHz and 4 Gigabytes of main memory.

D. Results and Discussions

1) Feasability: The verification service has been success-
fully tested: the received instances were checked against the
stored reference model with both offline and online constraints

violations detected and notified, both in the case of complete
as well as selective verification requests. This permitted the
decision module not to apply non-valid configurations.

The detection of online constraints violations, especially in
the case of witness verification tests, confirms our thesis about
operational applicability verification.

A first conclusion that can be drawn from these tests is
the effectiveness of the verification service, thus the ability for
MeCSV to be used to specify a real-life system’s configuration
schema and subsequent constraints for online configuration
verification.

2) Verification Time: Concerning the verification time, the
verification service has a noticeable but reasonable initial-
ization overhead where the MeCSV reference classes and
constraints are registered, but after this time, it processes
constraint evaluations quickly.

Fig. 11. Verification overhead for the first three test cases

The overall checking time for the three deployed scenarios
is under 700 ms, which is very encouraging. It comprises the
time taking to check the received instance conformance to
the reference model, the constraint evaluation time and the
reporting time (negligible).

A very important result lies in the effect of the number of
system elements and the number of OCL constraints on the
verification time. As shown in Fig. 11, the execution time is
not proportional neither to the number of system’s elements
nor to the number of constraints. For example, while the size
of elements quintuples from test case 1 (6 managed elements)
to test case 3 (30 managed elements), their average verification
time ratio hardly doubles (ratio is 1.73). Similarly, although the
number of constraints increased by ten, the average verification
cost is barely multiplied by 1.5. Further analysis of collected
measures showed that constraints were checked in linear time.

We can conclude that in small configurations, the number
of system’s elements or the number of constraints scarcely
affects the verification performance.

Furthermore, we observed that the error rate is not a factor
impacting the verification time. An error-free configuration
takes the same time as a highly erroneous configuration.

3) Scalability of the approach: The fourth case offers
particular insights on the performance of the approach on a
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very large configuration (Fig. 12). The worst case verification
time of 30 message servers (2000 managements parameters
and 100 constraints) is far below 2 seconds, which is still
an acceptable time for a runtime verification program. This
progression confirmed our first conclusion that the verification
performance is not proportional to the size of configuration
elements. While system’s elements increased by 50 (from 6
managed elements to 300 managed elements), verification time
increased by less than 5.

Fig. 12. Verification overhead for the scalability test case (Test Case 4)

The complete verification process overhead is very encour-
aging regarding the added capability to detect configuration
errors at runtime. Indeed, even though configuration instances
can be verified beforehand at design time, the difficulty to
predict the varying operating conditions can compromise the
success of runtime configuration changes.

Altogether, these experimental results confirm the impor-
tance of online configuration verification and show the feasi-
bility of our verification framework to enrich a dynamically re-
configurable platform with runtime configuration verification.

VIII. CONCLUSION AND FUTURE WORK

Designing lightweight online verification approaches is a
critical requirement if we are to build reliable self-adaptive
management systems and ease their adoption. This is funda-
mental as misconfigurations can be prejudicial to the proper
operation of the system.

This paper presented a verification framework including an
online configuration verification service relying on a high-level
specification language named MeCSV. The framework aims to
enrich existing management systems with platform-neutral and
flexible configuration verification capabilities based not only
on structural checks but also on running operational conditions.

We then described a methodology for using the framework
from design time to runtime. We applied this methodology
on a real-life message-oriented middleware case study where
we successfully modeled the configuration schema, validity
constraints and operational state data in a platform-independent
fashion. This reference model was used by the verification ser-
vice to process verification requests of configuration instances
in viable time.

A series of verification experiments during reconfigurations
allowed us to discuss results and observations demonstrating
the feasibility of the approach. In future work, we intend to
further experience the methodology and integrate more legacy
systems so that we can ease the integration process and lower
subsequent costs.
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Abstract—For enterprises which engineer and produce highly 

customized products the reduction of design and 

manufacturing costs is of utmost importance. In this article, 

work towards a generic software framework for automating 

design processes resulting in complex customer-specific goods 

is described. Thereto, advanced product configurator user 

interfaces are tightly linked to CAD systems via an inference 

engine, which goes beyond product configuration in that it also 

facilitates generation of new parts. Knowledge-based 

engineering applications based on this framework support 

design engineers by automating those portions of a design 

process which are characterized by repetitive tasks. This is 

illustrated by two example use cases, namely design 

automation of ascent assemblies and box-type booms of cranes. 

On the application level, the implemented strategy is to reduce 

design-task complexity towards achieving significant speedups 

of up to 90 percent, which enables engineers to focus on 

creative, value-creating tasks. On the framework level, 

genericity and reusability is ensured by keeping the framework 

as CAD system independent as possible, by supporting 

different types of design procedures and complex assemblies, 

and by delivering added-value not only in the design and 

development phase but all along the process chain of 

integrated virtual product creation. 

Keywords—Engineering Design Automation; Knowledge-

Based Engineering; Product Configuration and Generation; 

Software Framework; CAD. 

 

I.  INTRODUCTION 

Production of industrial goods tailored to the 
requirements of ever smaller market segments and of 
individual customers has become a commonplace in many 
industries and is widely accepted as imperative to stay ahead 
of the competition when operating in highly developed 
markets. A direct consequence of that are higher 
complexities and smaller production batches, which can 
cause, in their turn, cost disadvantages. On the one hand, 
modular product design is widely advocated for combining 
the advantages of customization and flexibility with those of 
standardization and larger production batches. On the other 
hand, when it comes to products, where individualization/ 
customization entails complex engineering tasks to be 
performed per product and customer (termed engineer-to-
order – ETO), other mechanisms of lowering costs while still 
maintaining the possibility of satisfying customers’ specific 
needs have to be considered [1]. A powerful tool which is 
based on modularization and standardization, is the 
automation of (parts of) the engineering design process. This 
is generally termed engineering design automation and 
stands for numerous methodologies and applications in 
various industries, with the goal to automate the design 
process.  

One approach to engineering design automation is 
knowledge-based engineering (KBE), which uses 
methodologies and technologies to capture and re-use 
knowledge of the product and its design process to reduce 
design and production time and costs. KBE can be seen “as a 
way of working intended to deliver engineering design 

             
Figure 1.  On the left, an example of a crane with attached ascent assemblies (highlighted in red); on the right, an example of a crane with a box-type 

boom (with the middle piece of the boom highlighted in red). 
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automation in scenarios where the retention of knowledge is 
critical” [2]. This includes the standardization of the 
parts/components of an artifact as well as the standardization 
and automation of the procedure which is used to assemble 
these parts.  

Frank [1] presented a successful application of such an 
approach to ascent assemblies and box-type booms of cranes 
(Fig. 1). The application was realized in close collaboration 
with Liebherr-Werk Nenzing GmbH (LWN) [3], which is a 
manufacturer of a wide range of products including various 
types of cranes. The two mentioned use cases (ascent 
assemblies and box-type booms) are highly customized 
products, for which reason most orders involve the 
engineering department. Since this is a time intensive and 
thus very costly process, key aspects of the application are 
minimized design and production costs. 

The KBE application is built upon a general framework, 
which uses a standardized part set as well as a rule base to 
represent the design knowledge. Furthermore, a structural 
analysis system is integrated in order to obtain the necessary 
statics requirements (for the use case of the box-type boom). 
The output of the application consists of a 3D CAD model as 
well as of the costs, bill of materials (BOM) and production 
drawings of the product. 

This article further elaborates on the work presented by 
Frank [1]. First of all, the related work is more thoroughly 
reviewed and the approach of the paper is positioned clearly 
within the existing work. Furthermore, the underlying KBE 
system of the two mentioned use cases is discussed in more 
detail, giving an in-depth description of the steps from input 
to output as well as numerous illustrative examples. Finally, 
the general framework, on which these applications are 
based on, is also described in more detail. 

The paper starts with a thorough overview of the related 
work concerning engineering design automation, including 
knowledge-based engineering and product configurators 
(Section II). After presenting the two mentioned use cases 
underlying our approach in Section III, a detailed 
explanation of the concept of the developed KBE application 
follows: In Section IV, an overview of the KBE system and 
its components (from input over the inference engine and the 
CAD model generation to the output) is given. The following 
Sections V to VIII discuss these building blocks of the KBE 
system in more detail. In Section IX, the underlying software 
framework is described. The paper closes with a 
demonstration of how the system is used in practice and its 
benefits for LWN (Section X), and a short conclusion and 
future work (Section XI). 

 

II. ENGINEERING DESIGN AUTOMATION 

The term of automated processes is most often associated 
with technological advancement in automation of production 
and manufacturing systems [4]. However, assuming the 
perspective of the overall product lifecycle, it becomes 
apparent that the highest potential of influencing costs lies in 
the earlier life phases of a product (Fig. 2; [5][6]). Namely, 
these are product and project planning (not shown in Fig. 2), 
design and development, and production planning, i.e., 

generating/preparing production-ready documentation such 
as the production drawings and means, and manufacturing 
details. In abstracting the design process as a spanning tree to 
show the transformation of the problem specification into a 
detailed technical description through a series of design 
decisions [7], the causality within the design process is 
clearly indicated, emphasizing the importance of the initial 
stages as they effect significant alterations in the steps that 
follow. Accordingly, the main focus of engineering design 
automation (as specified in more detail in the following 
paragraphs) is on generating added-value inventions and 
innovations towards automated design and product 
development processes. 

Engineering design automation comprises a wide range 
of methodologies and applications within various industries, 
and dates back many decades. In the early 1970s, electronic 
design automation was the first commercially successful 
application, allowing the automatic design of circuits and 
electronic chips which already then became too complex for 
human engineers [8][9]. The first CAD and CAE (computer 
aided engineering) systems appeared as well in the early 
1970s [6][10]. Nowadays, CAx systems (with x being a 
placeholder for, e.g., design, engineering, planning or 
manufacturing) are available for all stages within the product 
lifecycle. Ever since these first successful applications, 
engineering design automation has been implemented in 
many fields, such as the automotive industry 
[11][12][13][14], in aerospace and aircraft design 
[15][16][17][18], as well as in mechanical and plant 
engineering, as demonstrated in the use cases of the here 
presented work and of some earlier papers [1][19][20]. 

Generally, engineering design automation requires a deep 
insight in the design process to be able to capture and 
formalize the principles in the design domain. This again 
typically requires a set of building blocks (i.e., 
components/parts or modules), which can be combined in 
certain ways to result in the product (or part of a product/ 
sub-assembly) fulfilling the customer’s requirements. 
Depending on the purpose of the automation task, the 
assembling procedure can be fixed (e.g., given by a set of 
rules) yielding exactly one solution, or capable of exploring 
various assembling strategies (e.g., have a stochastic 
component) resulting in a solution space [21]. Creating 
several solution alternatives is essential in the early, 
conceptual phase of the design process, whereas routine 
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Figure 2.  Determination of Production Costs. 
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tasks are more prominent in the later, detailed design stage 
[22]. The approach of fixed assembling procedures is thus 
preferred for automating repetitive or routine design 
processes (consisting of nearly identical tasks), whereas 
methods capable of generating a set of possible solutions, by 
using different assembling strategies, are applied in 
innovative processes (including creative decisions; also 
termed computational design synthesis [21]). 

In this paper, we concentrate on the problem of 
automating repetitive tasks, typical approaches for which are 
elaborated in the remainder of this section. We first review 
some literature on KBE and how it relates to expert systems 
and knowledge-based systems (KBS). Second, product 
configurators, which are one way of realizing a KBE 
application, are discussed. Finally, the approach of our 
system is outlined. 

 

A. Knowledge-Based Engineering 

The historical roots of KBE systems can be traced back 
to expert systems, which came up in the 1960s. The general 
term of an expert system is defined, according to Steinbichler 
[23], as a system that stores and accumulates specific 
knowledge of different areas and generates solutions in a 
user interface to given problems. Leondes [24] equates the 
terms “knowledge-based system” and “expert system”. He 
also clarifies that a KBE system, the development of which 
is the topic of this paper, is a subset of a KBS. 

In the field of KBE, methodologies and technologies are 
studied to capture and re-use knowledge of the product and 
the design process to reduce production time and costs, most 
often achieved through automating repetitive design 
processes [2]. The earliest ideas for KBE systems emerged in 
the late 1960s and early 1970s; more structured KBE 
systems have been around since the early 1980s [10][25]. 

According to Stokes [26], KBE can be defined as “the 
use of advanced software techniques to capture and re-use 
product and process knowledge in an integrated way.” Thus, 
if applying the KBE approach, users’ expertise has to be 
acquired and stored. A major advantage of this approach is 
that the captured knowledge is permanently available, and 
hence, the product development can be regarded as a holistic 
process. Thereto, all relevant design know-how is integrated 
into an overall product model, often stored in product data 
management (PDM) systems [27]. 

 

B. Product Configurators 

In the context of automating repetitive processes, a 
common approach to the development of a KBE application 
is the use of a product configurator. Product configurators 
are defined in terms of finding a solution by combining 
components while fulfilling a set of constraints [28], or, 
putting it slightly differently, a configuration problem can 
also be understood as “the generation of a structure with 
predetermined properties by means of the combination of a 
certain number of objects” [29]. Bourke [30] expands this 
definition and describes a product configurator as “[...] 
software with logic capabilities to create, maintain, and use 

electronic product models that allow complete definition of 
all possible product options and variation combinations, with 
a minimum of data entries and maintenance”. Another 
definition of product configurators is kept even more 
general, describing such a configurator as a tool assisting in 
the product design such that certain constraints are fulfilled 
[31]. In such definitions, parameterization of the 
components, i.e., dimensioning tasks such as adaptation of 
lengths and angles of a component, are considered to be part 
of the configurator as well. In [31], Brinkop presents a list of 
leading providers of product configurators in German-
speaking markets. 

Sabin et al. [32] classify product configurators according 
to their concept of configuration knowledge as rule-based, 
model-based and case-based product configurators. 
According to them, each approach represents the 
configuration knowledge and the instances of the product to 
be configured in a different way.  

 

C. Our Approach 

The KBE system approach presented in this paper not 
only uses complex product configurators, which allow for 
parameterization of the parts (e.g., adaptation of length or 
miter), but also incorporates the design of new parts (e.g., a 
handrail with arbitrarily angled corners formed from a basic 
straight part). This latter ability of the system to generate 
new parts goes beyond product configuration. The KBE 
system is based on an IT application of tested usability that 
supplies and processes knowledge and interacts with a CAD 
system.  

The overall architecture represents a case of a customized 
system [33]. Keeping KBE functionality separate from CAD 
systems, while tightly interconnecting both via a 
bidirectional interface has a number of advantages. First, the 
captured and formalized design knowledge (in the form of 
parts and modular designs, and both simple and programmed 
rules as well as constraints) can be reused across different 
CAD systems. Second, also implemented and optimized 
variants of mechanisms processing and applying this 
knowledge remain available independent of the CAD system 
currently in use. The components guiding knowledge 
processing and application are, throughout this paper, 
collectively referred to as inference engine. For an overview, 
see the brown boxes at the center of Fig. 7 and the detailed 
discussions in Sections VI and IX.  

Referring to Fig. 3, all kinds of input to the inference 
engine are also hosted within our KBE system/application 
and are thus kept CAD-system independent. This, third, 
gives us full flexibility to implement innovative user 
interfaces, without having to adhere to constraints set by 
design support for graphical user interfaces of any given 
CAD system. Beyond, fourth, the interface to structural 
analysis software is also managed by the KBE system.  

Again referring to Fig. 3, the inference engine, at 
runtime, builds up a fully-fledged intermediate 
representation (i.e., an annotated tree structure, containing all 
necessary information about assemblies and assembly 
combinations), which can, fifth, be used to control different 
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CAD systems towards the generation of the customer-
specific output shown in the lower part of Fig. 3. Here, the 
formation of CAD models and production drawings 
specifically necessitates the back channel to our KBE 
application, which is also indicated in Fig. 3. Finally, cost 
calculation is completely achieved within our KBE 
application.  

Additionally, most of the just discussed functionalities 
and components are supported by generically implemented 
modules of our design-automation software framework 
discussed in section IX; exceptions to this are, e.g., our user-
interface development environment and CAD-system 
application-programmer-interface (API). This, on top of the 
above presented advantages, allows for another level of 
reusability: Adaptations to other assembly types, differently 
tailored mechanisms of design-knowledge processing as well 
as combinations of such mechanisms. 

In order to illustrate our approach and its advantages, 
applications to two use cases concerning the design of ascent 
assemblies and of box-type booms (see Fig. 1 and Section III 
for details) are based on the developed KBE system. The 
output of the KBE application comprises an automatically 
generated solution of the specified assembly, in accordance 

with a designer’s input and statics constraints, and its 
visualization as a 3D CAD model. As indicated in the 
discussion as to system architecture, our concrete KBE 
systems thus consist of a user interface, the inference engine, 
and a module to communicate with the CAD system (Section 
IV). The rule base contains all information about a product, 
i.e., its structure, function and behavior as well as its 
manufacturability and quality. In case an engineer designs 
the CAD model manually, this knowledge is all that s/he 
needs to fulfill the task. 

Furthermore, the whole design process of a specific 
product is supported: Besides a 3D CAD model, production 
drawings, BOM and production costs are provided. That is, 
the complete engineering process is automated. 

 

III. USE CASES 

The development of a KBE application is demonstrated 
by means of two use cases in the field of crane design and 
manufacturing, as collaboration between LWN and the 
industrial research center V-Research. 

LWN is a manufacturer of a wide range of products 
including ship-, offshore- and harbor mobile cranes as well 
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Figure 3.  Overview of the KBE System, see Section IV for a detailed explanation. 
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as hydraulic duty cycle crawler cranes and lift cranes. Its 
mission is to fulfill customers’ needs, and hence, to design 
and manufacture cranes according to the customers’ 
requirements. While standardization is possible in many of 
their products, there are also segments which require 
customized adaptation of the crane to specific market 
demands (ETO). This can result in a partially or completely 
new engineered crane. In particular, the design of ascent 
assemblies for offshore, ship and harbor cranes as well as 
box-type booms for offshore and ship cranes requires 
substantial efforts. The costs related to the design of these 
assemblies are a major part of the overall engineering costs. 
Thus, we use these two types of assemblies as the use cases 
for our research for developing a KBE application to 
standardize and automate the engineering design task. 

In Fig. 1, an example of each of the two use cases is 
given. In the left image, an offshore crane with attached 
ascent assemblies, highlighted in red, is shown. For 
maintenance, inspection and operating the crane, several 
strategic points on the crane, e.g., the machinery house, the 
pulley blocks, the winches and the operating cab, have to be 
easily accessible. The position of these access points depends 
on the crane design, which typically is customer specific. 
Therefore, an ascent concept, consisting of multiple ascent 
assemblies (platforms, roundplatforms, guardrails, stairs, or 
ladders), has to be developed anew for most orders. Each of 
these assemblies has a large range of variations in its 
specifications. For instance, platforms can have different 
shapes (rectangle, L-shape or U-shape, of almost any 
dimensions and angles), entries for ladders and stairs, and 
passages to connect to other platforms. The characteristics of 
the assemblies and their connections have to be specified by 
the designer according to the required access points. 

The right image of Fig. 1 shows a ship crane with a box-
type boom, the middle part of which is highlighted in red. 
The boom of such cranes has to be engineered to fulfill 
specific customer requirements, consisting of lifting capacity 
as well as of working and interference areas. These 
requirements are derived from the design of the ship or 
platform, on which the crane will be placed, and allow for 
little variation. Therefore, the boom section has to be 
designed individually for each application. This type of 
boom consists of a pivot, a middle and a head section. While 
the pivot and head sections are standard parts, the middle 
section, highlighted in red in the image and representing the 
second use case, requires custom engineering. Using a 
structural analysis (Subsection V.D), the thicknesses of the 
plates, which are assembled to form the boom of a pre-
specified length, as well as the number of stiffeners and 
bulkheads to stabilize the boom have to be determined based 
on the customers’ requirements (lifting capacity, working 
range, interference area). 

The main goal of LWN was to reduce design and 
production costs by improving the design process in co-
operation with the industrial research center V-Research. To 
achieve this goal, the possibilities of automating and 
optimizing the development phase were analyzed and, based 
on the results, a KBE application was developed. An 

overview of this application is given in the following section; 
the details follow in the subsequent sections. 

 

IV. OVERVIEW OF THE KBE APPLICATION 

Based on the explained background (Section II) and the 
requirements of LWN with regard to the two use cases 
(Section III), we developed a concept for automating the 
design process using a KBE system, including the integration 
of structural analysis. An overview of this approach is shown 
in Fig. 3, illustrated by the example of an ascent assembly. 
The details of the steps outlined in the figure are explained in 
the following sections. Here we just give a brief overview. 

The input to the KBE application (Section V) consists of 
two types of information.  

1. The first kind of input, consisting of the part set and 
the rule base, only depend on the assembly type (in 
Fig. 3 a platform), but not on the characteristics of 
the assembly (e.g., shape of a platform). The part set 
and the rule base result from formalizing and 
standardizing the engineering design knowledge 
(Subsections V.A and V.B). This type of input can 
be stored externally, e.g., in part templates or xml 
files. 

2. The second type of input determines the 
characteristics of one specific artifact (e.g., the shape 
of the platform), and is obtained via interfaces. This 
information consists of the user input via the 
graphical user interface (GUI), e.g., the shape of the 
platform (Subsection V.C), and potentially some 
input from other external systems. For the use case 
of the platform, no such information is needed, 
however, for the box-type booms information about 
static constraints has to be retrieved from a structural 
analysis (Subsection V.D). 

The input is then processed by an inference engine 
(Section VI), combining the information from the various 
input sources, as well as incorporating the logic for 
minimizing the costs. Both the input and the inference engine 
have to be adapted, based on the considered assembly (e.g., 
different rule base and user interface for a platform and a 
ladder). The inference engine includes procedures for 
generating new assemblies (Subsection VI.A), combining 
several assemblies (Subsection VI.B), and adapting already 
generated assemblies or combinations of assemblies 
(Subsection VI.C). 

The output of the inference engine is an internal 
representation in from of a tree, representing the assembly 
and containing all necessary information: Every node of the 
tree represents a part of the assembly (or a subassembly, 
being a tree of parts itself) containing its geometry (e.g., 
length), its costs and its positioning information in reference 
to its parent part. 

This internal tree representation is handed over to a CAD 
interface module to transform the information stored in the 
tree into data to generate the CAD model (Section VII). The 
communication module (and of course the CAD model 
generation) is specific to the chosen CAD system. 
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The output of the system is a 3D CAD model of the 
assembly, production drawings, BOM and the costs of the 
assembly (Section VIII). 

The KBE application is based on a generic framework, 
which is explained in more detail in Section IX. As discussed 
in Section II.C, its core component, the inference engine, is 
designed such that only assembly specific tasks have to be 
changed. It is also possible to support different types of 
design procedures (e.g., bottom-up vs. top-down). 
Furthermore, the output in form of the internal tree 
representation, the generation of the CAD model, the 
calculation of the costs, creation of the BOM and the 
production drawings are as far as possible generically 
implemented. The communication module is also generic 
with regard to the assembly, and CAD system specificity is 
kept to a minimum, as the engine operates on a fully fledged 
intermediate tree representation for lossless bidirectional data 
exchange between framework and CAD systems. The 
thereby gained flexibility allows us to go beyond product 
configuration as its pure application is often too simplistic to 
cope with complexities encountered in today’s engineering 
projects. As an example, the generation of new parts was 
discussed. Finally, on the other hand, graphical user 
interfaces are not yet implemented based on a framework or 
toolkit. 

 

V. INPUT TO THE KBE APPLICATION 

To model an engineering design process, it is necessary 
to investigate all factors that influence the design. The 
combination of these factors will lead to restrictions that 
have to be taken into account when formalizing the 
knowledge for the input of the KBE application. The main 
restrictions for engineering assemblies are the following: 

 Industry and company standards, 

 Statics requirements, 

 Production costs, 

 Implicit design restrictions (e.g., assembly erection 
or maintenance aspects), and 

 Production restrictions (e.g., disposal factors). 
For example, when designing a platform, the restrictions 

of the above bullet points result in platform entries confor-
ming to standards (width, closing), or in special assembling 
logics, e.g., how to position the stays for the guardrail of a 
platform, how many pipes the guardrail requires and in 
which height they are positioned at the stays. Furthermore, 
the minimal and maximal realizable bending radius of a pipe 
is restricted by the manufacturing department.  

A main challenge in building a KBE application is to 
extract the often implicit knowledge of the design engineers 
and formalize it appropriately. We next discuss this problem 
along the approach taken for both the ascent assemblies and 
the box-type booms. 

 

A. Knowledge Acquisition 

To build a KBE application, the relevant engineering 
expertise has to be acquired. As mentioned in Section II, 

engineering processes can be differentiated into repetitive 
and creative processes. In contrast to creative processes, 
repetitive ones consist of nearly identical tasks and are 
therefore independent of creative decisions. This condition is 
necessary for modeling the knowledge as a system of rules. 
In contrast to repetitive processes, creative ones occur 
typically only once. Because of that, modeling them as rules 
within reasonable time is economically not viable. 

The main technique used to capture all relevant steps for 
designing the focused-on assemblies were interviews with 
the engineering experts at LWN [34]. In an iterative manner, 
interviews were conducted, the information was formalized, 
as well as the results were verified and additional questions 
were clarified in further interviews. The retrieved 
information served as a base for analyzing the repetitive 
design processes. Most of the time spent was used for 
identifying the restrictions of the bullet point list above. 

Through the investigation of the design process of ascent 
assemblies and box-type booms, we found that the design 
process is indeed mainly based on repetitive tasks. One of 
the goals defined by LWN was that a specific repetitive 
design task should always result in the same, ideal solution. 
Because of the limited ability of a human to re-execute 
cognitive tasks identically, it is important to support users 
with a tool (i.e., a software application). Towards this end, 
the acquired knowledge has to be formalized, which is 
discussed next. 

 

B. Knowledge Modelling – Part Set and Rule Base Design 

The data obtained in the interviews first revealed that for 
the used building blocks of the assemblies a high amount of 
part variants existed (e.g., cantilever arms of arbitrary 
lengths). This, in turn, led to high costs not only in 
production but also in administration of the parts. To reduce 
the number of part variants, we developed a fixed set of 
standardized parts, which is sufficient for designing all 
required assemblies. This set of standardized parts contains 
not only fixed components (e.g., screws, stays, cantilever 
arms of discrete length), but also components which are 
capable of parameterization (e.g., adjusting to arbitrary 
length or miter of a component) and which may be generated 
completely new (e.g., a handrail with arbitrarily angled 
corners). 

Based on the standardized part set, the knowledge about 
the design process was analyzed. Since the considered 
assembling processes are repetitive ones, designing these 
assemblies is based on a set of invariant rules that can be 
modeled and stored in an IT system. These rules represent 
directed dependencies in a form common for KBE systems, 
namely “IF (condition/-s) THEN (action/-s)”-statements, i.e., 
all conditions must be known and fulfilled before a rule can 
be applied [29]. 

Both the part set and the rule base are assembly specific. 
However, the approach of formalizing the knowledge in a 
rule set can be used for arbitrary types of assemblies. Rules 
can be changed without editing the source code. In addition, 
if a wide range of rules is acquired, nearly every form of 
assembly is supported. Therefore, repetitive tasks in 
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designing new or adapting existing assemblies can be 
automated. This enables engineers to focus on creative, 
value-creating activities [35]. 

In the use case of ascent assemblies, an important subset 
of the rules belongs to the static requirements of the 
assembly. Each ascent assembly contains specific 
components (e.g., the cantilever arms for platforms, or 
stringers for stairs) which carry the main static load of the 
assembly and thus ensure the adequacy of the design with 
regard to safety and overall requirements of the structure. 
Based on these components, there is a limited set of parts 
with a fixed geometry (e.g., cantilever arms of discrete 
lengths). As a consequence, all statically relevant 
components can be pre-calculated using suitable software. 
The resulting parameters, e.g., the maximum load per square 
millimeter or the maximum gap to the next structurally 
relevant component, can be pre-assigned and therefore stored 
in rules. Based on the pre-calculated static parameters and 
the dimension of a given assembly variant, the number 
and/or dimensions of these parts are defined. 

While the statics constraints of ascent assemblies can be 
represented by rules, the statics calculations of box-type 
booms are more complex. To verify static stability of these 
assemblies, dedicated structural analysis simulation 
algorithms have to be integrated into the design process 
(Subsection D). 

 

C. User Interface 

The GUI is an important component of the developed 
application. The focus was on minimizing user input, with 
the goal to allow users to define an assembly as efficiently as 
possible. The number and kind of input parameters depend 
on the specified assembly and the underlying rule set, such 
that design engineers only have to provide data which cannot 
be retrieved automatically. Furthermore, the user interface is 
supported by interactive sketches, and inputs are 
immediately visualized. 

One tab of the user interface of the platform assembly is 
shown in Fig. 4. The interactive sketch in its initial form 
shows the starting-point platform layout. When changing, 
e.g., the shape and dimensions of the platform, this is 
immediately visualized, as shown in the middle image of the 
figure. Besides the geometry of the platform, various 
functionalities of the platform can be defined on further tabs 

of the user interface. These functionalities include for 
example platform entries and passages with arbitrary 
positioning (aligned at the left, right, or somewhere in the 
middle on the specified side of the platform), and several 
ways of closing (droplatch, gate, no closing). Which options 
are actually provided via controls in the GUI (e.g., if and 
how the geometry and functionalities of an assembly can be 
changed) depends on the specific type of assembly.  

Every irregularity as to a defined process is highlighted 
by interaction dialogs. For example, if a design engineer 
defines inconsistent data, the application alerts the user. 

In addition, a user is supported by some assisting tools. 
One of them is concerned with the combination of 
assemblies: a wizard visually supports the user to form a 
valid combination of assemblies (e.g., to define a complete 
access solution for an entire crane). The wizard shows all 
and only those combinations which are valid (e.g., it shows 
the possibility to attach a ladder or stairs to an entry of a 
platform, but not to connect stairs to a ladder). The right 
image of Fig. 4 shows the combination wizard for attaching 
the bottom of a ladder to the inside of a platform. 

 

D. Structural-Analysis Software Integration 

Structural analysis of an assembly is a major task in 
engineering design, in order to ensure the stability and safety 
of an artifact. In [36], the author defines structural analysis as 
follows: “Structural analysis is a process to analyze a 
structural system in order to predict the responses of the real 
structure under the excitation of expected loading and 
external environment during the service life of the structure.” 

As explained in Subsection B, in the use case of ascent 
assemblies, the problem reduced to a few components of the 
ascent assembly, and all statics requirements could be pre-
calculated and captured in a rule base. For the use case of 
box-type booms, the situation is much more complex, since 
all components of a boom are structurally relevant, and thus 
each individual box-type boom requires a separate structural 
analysis. 

Because of the market-segment’s specific requirements 
and due to LWN’s commitment to fulfill customers’ 
demands (i.e., to provide arbitrary lengths and loads of the 
box-type booms), the dimensions of the boom vary 
considerably and cannot be limited to a standard set of parts. 
Thus, a structural pre-calculation of every possible 

        
Figure 4.  Graphical User Interface: Example of an interactive sketch for assembly dimensioning (left and middle image) and a wizard for the definition of 

an assembly-combination (right image). 
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dimension of the individual components and possible lifting 
capacities is not possible since the boom has to be considered 
as a complete system. Therefore, the logic regarding statics 
for box-type booms cannot be mapped to simple rules 
regarding its components. Hence, the developed KBE system 
integrates a structural analysis system (ANSYS [37]) to 
automatically obtain the necessary input regarding the statics 
requirements (e.g., thickness of the plates). 

A standard structural-analysis process is shown in Fig. 5 
[36]. This process applies to box-type booms at LWN in a 
similar way. In a first step, the design manager of the project 
converts the customer requirements into load cases. A load 
case mainly consists of a boom position (inclination angle) 
and a load capacity. After taking into account additional 
factors, a set of load cases is generated.  

Based on this input, a simplified model is generated and 
processed by the structural analysis software ANSYS. In 
ANSYS, the model is analyzed with all the load cases. Based 
on multiple iterations, the defining parameters of the 
components (e.g., plate thickness) are optimized. As an 
example, Fig. 6 shows a visualization of the buckling 
analysis of a box-type boom base plate section. With the 
analysis it is determined how many stiffeners will be needed 
in a section to fulfill the requirements. 

The output of ANSYS is an iteratively calculated optimal 
structure of a box-type boom: for each section, the material 
dimensions, part quantities and positions are defined. In 
particular, the calculated assembly structure consists of a 
weight-optimized geometry, i.e., the amount of used material 
is minimized. However, due to the nature of the boom 
production processes, a weight-optimized geometry is not 
necessarily cost-optimized, since production steps (e.g., 
welding) are not considered. Based on the results of the 
structural analysis, we developed an algorithm which uses a 
defined set of rules to translate the calculated geometry into a 
low-cost structure, while still adhering to the boundaries of 
the statics calculation. The parameters of the resulting 
structure (length and thickness of the plates) are used as 
input to the inference engine. 

As the existing structural analysis procedure is a very 
time-consuming, complex and effort-intense process, its 
efficiency was increased by automating nearly all manual 
activities and integrating them into the developed KBE 
system. To supply the structural analysis software with all 
relevant information, a standardized data exchange format 
was developed. Now, the only manual activity consists of 
defining the load cases based on the customer’s 
requirements. The developed method then transforms these 
data into an ANSYS-suitable configuration and hands them 
over to the structural-analysis simulation application. Once 
the simulation has started, no further user interaction is 
necessary. At the end of the simulation process, the structural 
engineer receives all the data for double-checking. For 
returning the results to the KBE system, an additional 
interface format was developed.  

 

VI. INFERENCE ENGINE 

The inference engine is the heart of the KBE application. 
It processes the input by combining the information of the 
standardized part set, the modeled rule base, the user input 
and potentially the input from the structural analysis. The 
methods and algorithms of the inference engine are 
developed such that the assembling of the single parts to the 
specified assembly happens in a cost-efficient way, i.e., an 
optimization logic (based on rules) is implicitly included. 
The content of the inference engine is assembly-specific; 
however, the structure follows a general framework (see 
Section IX). 

The goal of the inference engine is to store all the 
information of an assembly in a framework-hosted general 
intermediate representation, which can be used to 
communicate this information to the CAD system. The 
chosen structure is a tree in which each node represents a 
part of the assembly (or a subassembly, being a tree of parts 
itself) containing its geometry (e.g., length), its costs and its 
positioning information in reference to its parent part. In the 
following subsections, we discuss the way the tree is built 

 
Figure 6.  Result of a buckling analysis of a base plate section of a 

box-type boom. 
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Figure 5.  Structural analysis process. 
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and the advantages of using such a structure when it comes 
to combining and adapting assemblies. 

 

A. Generation of a Single Assembly 

For the use case of box-type booms, only a single 
assembly (the box-type boom) has to be generated. In case of 
ascent assemblies, generating one single assembly (or 
several, not connected assemblies) is the simplest case. 
Typically, however, several assemblies (e.g., platform, 
ladder, stairs) are generated and combined, (see Subsection B 
for the combination). 

For each assembly type (e.g., box-type boom, platform, 
ladder), one part is defined as the head-part, i.e., the root of 
the tree structure. According to the rule base and the design 
logic of the inference engine, all other parts are iteratively 
added to the tree as a child of an existing part. For example, 
the handrail is added as a child of the stay, from which the 
handrail starts. When determining the characteristics of a 
part, the following information is stored in the tree: 

 The geometry of a part can be specified in two ways: 
(1) a part may be parameterized (e.g., by adjusting 
its length), or (2) a part may be generated from 
scratch by defining the required data (e.g., start, 
ending and corner points of a handrail, as well as an 
angle for each corner point for bending the handrail 
appropriately). For some parts, the geometry cannot 
be changed (e.g., bolts). 

 The positioning information of each part contains the 
parent part in the tree (i.e., the part at which the 
current part is positioned in the CAD model), as well 
as the constraints how the current part is positioned 
in reference to its parents part (e.g., aligning two 
surfaces). The head-part of the tree is placed on a 
default position. 

 Finally, the costs of each part, consisting of the 
material and production costs, are also stored in the 
tree. 
 

B. Combination of Several Assemblies 

As mentioned in the previous subsection, in the use case 
of ascent assemblies, typically several assemblies are 
generated and appropriately combined to form a complete 
ascent solution for a crane. For example, an ascent assembly 
may consist of a ladder, which connects to a platform, from 
which in turn stairs are mounted to reach another platform. 
As discussed in Subsection V.C and illustrated in Fig. 4 
(right image), the definition of the combination is done via 
the GUI. 

Each assembly (platform, ladder, etc.) is represented by a 
tree, as described in Subsection A above. To combine these 
assemblies to a single ascent solution, their trees have to be 
merged appropriately: For each such combination it is 
defined, how the two assemblies have to be connected, i.e., 
which part(s) of the first assembly is/are used as reference 
part(s) for which part(s) of the second assembly. Then, the 
trees of the assemblies can be combined accordingly into one 
bigger tree by simply adding the additionally required 

parent-child relationships between the corresponding parts of 
two assemblies. 

 

C. Adaptation of Assemblies 

For the use case of ascent assemblies, a further 
functionality of the inference engine is the adaptation of 
already generated CAD models of the KBE application (see 
Section VII for the generation of CAD models). If the 
engineer detects some inaccuracies or errors in the generated 
CAD model, the engineer could correct these manually in the 
CAD system, but also has the possibility to adapt the input in 
the GUI and re-generate the CAD model. In this case, not the 
complete model is re-generated, but only the necessary parts 
to reach the corrected solution are updated. This is done by 
comparing the trees of the initial and the updated model by 
traversing them systematically. In case of a detected 
difference in the two trees, the corresponding change is 
realized in the CAD model. 

Such an adaptation could for example be necessary when 
a complex combination of ascent assemblies is mounted to a 
crane (in the CAD system), and intersections of the ascent 
assembly and the crane are detected. By, e.g., adapting the 
length of a platform, or replacing a ladder with stairs the 
mistake could be fixed (a detailed illustration is shown in 
Section X). 

For the use case of ascent assemblies, the adaptation of 
assemblies or a combination of assemblies is of great 
importance since the generation of the CAD model is rather 
time intensive (many single parts have to be loaded and 
positioned in the CAD system). Using the adaptation 
generation only updated or new parts are loaded and 
positioned, saving a substantial amount of time. In case of 
the box-type boom, such an adaptation generation is not 
necessarily needed, since box-type booms consist of 
relatively few parts, and a major part of the calculation time 
is required for the statics calculations, not for the CAD 
model generation. 

 

VII. CAD SYSTEM INTERFACE 

Once an assembly is defined by the user, and, if 
necessary, the structural data are calculated, the respective 
data are handed over to the inference engine. After 
calculating all necessary information for generating a 3D 
CAD model and storing it in a tree structure, the computed 
data is sent to the CAD software in an iterative way (i.e., 
traversing the tree systematically). The communication 
between the inference engine and the CAD system is realized 
by using the API of a CAD system. The communication 
module encapsulates the handing over of the tree 
representation to CAD systems. This, being the only 
interface element, implements a clear and narrow interface as 
the basis for as much CAD system independence as possible. 

When the data of a part in the tree is being sent to the 
CAD system, the part is first loaded and, if necessary, the 
geometry is adapted. Then, the part is positioned in reference 
to an existing part to ensure that all parts refer to each other. 
This is important since then every manual change directly 
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Figure 7.  Overview of the framework, for details see Section IX. 

 
affects all parts. For example, if a user manually changes the 
length of a part, the positions of all dependent parts are 
adjusted automatically.  

The same principle has also been applied to assembly 
combinations as well as for the adaptation of assemblies. In 
the latter case, only adapted or new parts are loaded, changed 
(geometry) and positioned. 

 

VIII. OUTPUF OF THE KBE APPLICATION 

The KBE application outputs for the chosen assembly or 
combination of assemblies (in case of the use case of ascent 
assemblies) the following information: 

 CAD model (see Section VII),  

 Costs of the assembly/combination of assemblies, 

 BOM, and 

 Production drawings. 
The costs and BOM are directly inferred from the tree 

generated by the inference engine. To complete the design 
process, production drawings have to be generated. 

The positions of all required views of the product are 
calculated by an algorithm based on cut optimization, i.e., on 
efficiently using the space available on the drawing sheets. 
To ensure a good and fast solution, the concept of cut 
optimization was simplified. Each view is reduced to a 
rectangle or a combination of rectangles, which is/are put at 
the most appropriate and still available position. 

After all views have been positioned, all production-
relevant dimensions and the according measurements are, 
after determining the relevant dimensions in the inference 

engine, automatically added by our generic framework 
(Section IX). The framework is implemented with the API 
provided by the CAD system. It is based on a classification 
of dimension types.  

Dimensions can relate to  

 an edge, 

 an edge to an edge, 

 an edge to a point, 

 a point to a point, or 

 an angle. 
For every mentioned type, a dedicated positioning 

function has been implemented. Finally, the BOM is added 
to the drawing. 

 

IX. OVERVIEW OF DEVELOPED FRAMEWORK 

The developed framework of the here described software 
consists of several modules. Fig. 7 visualizes all these 
components.  

The brown boxes in the middle of the image represent the 
core of the software: the inference engine. The top dark ones 
consist of the main functionalities of the inference engine 
(generation, combination and adaption of assemblies) as well 
as generate the in Section VIII defined output documents. 
They use all or some of the functionalities provided by the 
underlying three modules “assembling by reference”, 
“optimization logic” and “rule engine” (which are also part 
of the inference engine). 

For example, the modules for the generation of 
assemblies and their combinations use the optimization logic 
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for calculating a tree representation corresponding to the 
assembly or assembly combination defined in the GUI. The 
optimization logic is based on a rule engine that retrieves all 
relevant rules and other data of the design knowledge (rule 
base), as well as adequate parts of the standardized part set 
(Section V.B). Thus, all necessary components, their 
geometry and their dependencies are calculated. The 
corresponding tree is established and completed with all 
necessary information. Then the module “assembling by 
reference” determines all information for positioning a 
component in the resulting 3D CAD model in reference to its 
parent part. Each component of the tree is enhanced by this 
information. In case of position changes, the advantages of 
assembling by reference become clear: The modification is 
handed over to all referenced components, and their 
positions are updated automatically. 

The module “adaptation generation” is applied for the 
adaptation of already automatically generated CAD models 
(Subsection VI.C). This module uses functionalities for both 
calculating a new tree including the changes in the assembly 
specified by the user, and identifying differences between the 
new and existing tree. 

The component “production drawings” also uses the 
described functionalities to automatically generate drawings 
as explained in Section VIII. 

The task of the module “cost calculation” is the 
determination of the manufacturing costs. It uses both the 
existing tree and the rule engine to get all relevant data for 
calculation. 

For data exchange, the core components of the inference 
engine use the interfaces the framework provides. There are 
two types of interfaces, which are prepared for assembly-
independent use: Input and output ones (dark grey boxes). 
The input interfaces (currently GUI and structural analysis 
software) collect and determine all use case specific external 
data which are required by the inference engine to proceed 
with the calculation. The output interface enables the 
exchange of the tree, containing all necessary data about the 
assembly or assembly combination, between the inference 
engine and the specified CAD system to generate the 
mentioned resulting documents (Section VIII). Furthermore, 
it transfers all necessary CAD system specific information, 
particularly the identification number of a part, from the 
CAD system to the inference engine. This information is 
required by the inference engine to identify the parts in the 
CAD system. Thus, the established communication is 
bidirectional, i.e., from the inference engine to the CAD 
system and vice versa. 

As illustrated in Fig. 7, in the context of projects with 
LWN, we used the developed framework for the design of 
the two above discussed use cases (ascent assemblies and 
box-type booms) as well as for houses on stilts (an 
illustrative case for an open-house day/event demonstration). 

 

X. THE KBE SYSTEM IN PRACTICE AND ITS BENEFITS 

In this section, we demonstrate the practicability of the 
software and highlight the biggest advantages for the 
engineers of LWN when using the developed KBE system. 

We first illustrate the design and functionality of the 
KBE system along the example of a platform. We focus here 
on the steps an engineer has to take to obtain a CAD model, 
costs, BOM and production drawings. Fig. 8 gives an 
overview of the general procedure. 

As illustrated in the images in the top left box of Fig. 8, 
the engineer specifies the geometry (e.g., length and angles) 
and the functionalities (e.g., entry and fixing areas) of the 
platform. By pressing the “preview” button in the GUI, all 
data are submitted to the KBE system. In the background, 
the inference engine starts working: Using the standardized 
part set and the rule base, the developed algorithm calculates 
all parameters to generate a 3D CAD model and stores it in a 
tree. A connection to the CAD system is established and the 
data is transferred to the CAD system. The design engineer 
can now follow how each part is loaded and positioned in the 
CAD model, until the complete assembly is generated. The 
costs are automatically calculated and shown in the user 
interface (as illustrated in the left middle box of Fig. 8). 

The design engineer then inspects the generated CAD 
model, and may detect some inaccuracies. An example is 
shown in the right box of Fig. 8: In Step 1 (current state), the 
engineer attached the platform to a crane (indicated by the 
yellow cube) and detected a gap between the crane and the 
platform. To correct the mistake s/he recalculates the 
necessary parameters to reach the target state, as illustrated 
in step 2. These parameters are then re-specified in the GUI 
(e.g., the length of one side of the platform). When pressing 
the button “change preview” in the GUI, the inference 
engine starts the calculation to adapt the previously 
generated CAD model and costs. By iterating these steps, the 
design engineer can easily and time-efficiently correct 
inaccuracies and mistakes in the 3D CAD model and reach a 
suitable solution to fit the customer’s requirements. 

Finally, once the CAD model is ready, the engineer only 
has to press one more button (starting the required methods 
in the inference engine) to generate the production drawings 
and BOM (shown in the bottom left box of Fig. 8). 

The software is not only adequately designed for its 
target groups, i.e., design engineers, but also offers flexibility 
in the design. This means that the standardized part set and 
the rule base together with the developed application enabled 
the standardization of the engineering process of nearly all 
ascent assemblies and box-type booms. In case the 
generation of an assembly would not be possible using the 
software, it still offers the possibility to automatically load 
the required parts of the standardized part set into the CAD 
system, where the design engineer can then manually 
generate the assembly. 

The major benefit of the developed KBE applications lies 
in the time savings encountered in the engineering design 
process, and thus in lower costs and faster time-to-market. 
By automating the creation of new assemblies and the 
adaptation of existing ones, the complexity of design 
processes is well reduced and a significant speed-up is 
achieved. The engineering of ascent assemblies of an LWN 
offshore crane used to require up to 150 hours. Employing 
the here proposed software, these efforts can be cut down to 
10 to 20 percent, i.e., to 15 to 30 hours. Also in case of the 
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Figure 8.  Automatic Platform Design Process, see Section X for details. 

 

box-type booms, a significant speed-up in the development 
process could be observed, especially due to the integration 
of the structural analysis software into the KBE application. 

 

XI. CONCLUSION AND FUTURE WORK 

For companies operating in markets where highly 
customized products are predominant (and thus requiring a 
high variety of products, assemblies and parts), it is crucial to 
find means of reducing design and manufacturing costs. This 
paper presented a KBE approach to delivering engineering 
design automation tools, which help solving such challenges, 
and demonstrated its practicality and efficiency by means of 
two use cases. 

The steps of the KBE system from input to output were 
thoroughly explained and illustrated with numerous small 
examples taken from the two use cases. From the beginning, 
the described application was developed towards a generic 
framework, which was also described in detail. While the 
framework was so far mainly used for the presented use 

cases of ascent assemblies and box-type booms, it is not 
limited to these tasks. An adaptation and extension towards 
other assemblies and components, as well as other fields 
(e.g., construction industry) is currently under way with 
promising first results. 

Consequently, the software framework is designed as a 
flexible infrastructure towards realizing projects similar to 
the presented use cases also for other types of complex 
assemblies and in other industry sectors. Furthermore it is 
prepared to not only support variant but also adaptive design 
methodologies and to deliver added-value not only in the 
design and development phase but all along the process 
chain of integrated virtual product creation. Overall, a focus 
was put on keeping the framework as CAD-system 
independent as possible. 

The software framework supports the development of 
advanced product configurator user interfaces, which are 
tightly linked to CAD systems via the core component of the 
framework, i.e., the inference engine. This engine operates 
on a fully fledged intermediate tree representation for 
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lossless bidirectional data exchange between framework and 
CAD systems. Generally, bottom-up and top-down design 
procedures can be facilitated. This flexibility allows us to go 
beyond the boundaries of product configuration as the pure 
application of this paradigm is often too simplistic to cope 
with the complexities in today’s engineering projects. As an 
example, the generation of new parts was discussed. 

The shown user interfaces employ innovative concepts of 
user guidance supported by interactive sketches and wizards. 
Modular designs (i.e., standardized components) and both 
simple and programmed rules as well as constraints are used 
to formalize the critical knowledge, then automatically 
ensuring satisfaction of industry-wide and company-internal 
norms. A diversity of differently complex CAD templates 
can thereto be imported and used in the implemented 
approach. 

If the design process of an assembly is based on a 
repetitive logic, it is possible to automate its generation. 
Furthermore, if a part set exists, which contains all necessary 
parts of an assembly type, and if the design know-how can 
be modeled in a rule system, an automatic design from 
scratch is possible. 

The main challenge is to identify these repetitive design 
processes as well as determine and capture the engineering 
knowledge hidden behind these processes. By way of 
operational use of the presented methodology and KBE 
application in its engineering department, LWN gained 
valuable insight in the automation of engineering design 
processes, and further builds on this experience in future 
application areas. 

The main benefit of the KBE applications is the 
significantly faster realization of the design process. For 
certain assemblies, this speed-up saved up to 90 percent of 
the design time. These savings in terms of time and thus also 
cost were realized with the presented application through the 
following features: 

 Storage of the expert knowledge in a rule-base, 
together with a standardized part set, 

 Reproducibility of all created assemblies,  

 Enabling iterative engineering,  

 Integration of structural analysis, and 

 Production-suitable CAD models (i.e., models, 
characterized by feasible dimensions, tolerances and 
adequate material attributes for manufacturing them 
[38]). 

Overall, through the automation of the repetitive part of 
the design processes of ascent assemblies and box-type 
booms the engineers of LWN nowadays save a significant 
amount of design time. This time can be used for creative, 
value-creating activities instead, such as preparing several 
design variants for customer specific requirements (e.g., 
ascent layouts) when bidding for an offer. Furthermore, the 
faster development of assemblies also allows LWN to react 
faster to changes in the market, as well as in the customers’ 
requirements. Both of these aspects yield a competitive 
advantage for LWN. 
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