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Abstract—Visual representation is essential to share ideas,
interpret previous achievements or formulate new algorithms
quickly and intuitively. Fractal representations of multi-qubit
systems can visualize individual qubits even in case of
entanglement. The proposed representation can be used to
easily determine measurement probabilities. Connections with
density matrices for pure and mixed states are also discussed.
Finally, we visualize the effects of several single-qubit gates
and controlled gates.

Keywords - Quantum information; representation;
visualization; fractals; binary trees

I. INTRODUCTION

Quantum computing and communications already
promises applications that outperform classical solutions,
e.g. Shor’s prime factorization [2], the unconditional security
of quantum cryptography [3], or practical realization of
quantum communication [4]. It is also likely that this
discipline will become even more important during the up-
coming years. However, quantum mechanics is well-known
for its counterintuitive nature that is hard to visualize thus
making it problematic to quickly share ideas, interpret
previous achievements, or formulate new algorithms quickly
and intuitively.

In order to be able to solve these issues, a visual
representation could be useful. The Bloch-sphere sufficiently
represents one qubit [5] [6], or more qubits that are
separable, but entanglement—one of the most important
phenomena in quantum informatics—eludes this type of
visualization.

Another possible approach is to use objects that have
enough degree of freedom to represent the whole system.
However, this method usually conceals the inner structure,
and does not give us an idea of what happens if we measure
the state of few qubits instead of the whole system—a
method used in many algorithms and protocols. This
approach does not handle well those cases where the addition
of more qubits is decided or when dividing the system into
smaller parts.

There are existing methods to generalize the Bloch-
sphere e.g. through a mathematical structure called Hopf-
Fibrations [7], but the arising geometrical structures are
vastly complex and hard to read, thus making the method
useless as a visualization technique.

An ideal visualization scheme would preserve the
mathematical structure of a multi-qubit system in a way that
is easy to interpret by the naked eye using compact and two
dimensional images. The ideal solution should also give at
least some insight to the states of single qubits, would work
for any finite number of qubits, as well as it should show
entanglement. Our work aims to examine the properties of
such a scheme based on fractals with emphasis on the effect
of measurement and logic gates [1].

This paper is organized as follows: Section II, III present
the new proposed approach using fractals in single and
multi-qubit states while and IV generalizes to non-binary
multipartite quantum systems. Section V discusses the
measurement, while Section VI explores the question of
changing the order of qubits. Section VII and VIII focus on
the connection with density matrices and possible
representation of mixed states. Section IX and X discuss the
effect of single-qubit and controlled gates in terms of the
fractal representation. Finally we conclude the paper in
Section XI.

II. REPRESENTATION OF A SINGLE QUBIT

For the sake of clarity, we begin with the single-qubit
representation and the case of multiple qubits will be derived
from these results.

The general form of a single qubit can be formulated by
means of complex-valued probability amplitudes in
exponential form and orthogonal basis vectors as:

     1exp0exp  βiBαiA  

 122  BA  

Where A B  and  are real numbers. Let us draw a
horizontal bar shown in Fig 1. Using a vertical gray line let
us divide it into a black and a white side with respective
lengths of A2 and B2 where the total length of the stripe is
considered 1. This should give the probabilities of a
measurement on the qubit producing the value 0 or 1. To
avoid ambiguity, the black part of the bar corresponding to
the measurement yielding 0 should always be placed first,
and the white part corresponding to the measurement value 1

1
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should placed second, thus representing them in ascending
order.

A gray frame is added to the bar so that the white part
can be easily seen in front of a white background. If the
phase angle is zero or equivalent to zero due to 2
periodicity the horizontal line representing the phase
information is considered to be behind the grey frame and is
not visible.

A is proportional to the z coordinate of the Bloch vector
and the difference  is proportional to the azimuth angle
of the Bloch vector. As these values are close to each other
for close quantum states in the Bloch representation, the
closeness of widths of the bars and heights of the lines
representing the phase indicate fidelity.

Figure 1. Representation of a single qubit. The respective lengths A2

and B2 of the black and white sides of the bar correspond to the probability
of a measurement on the qubit yielding the bit value 0 or 1.

III. REPRESENTATION  OF TENSOR PRODUCTS AND
MULTI-QUBIT SYSTEMS

Distributivity allows more than one way to
mathematically formulate certain multi-qubit states, as it is
illustrated in Equation 3.

   1000010 bcaccba   

The left hand side of the equation will be referred as
separated, the right hand side as expanded form of the tensor
product. Each formulation can be visually represented in a
different way. In the following section, an introduction is
given to both representation, and the connection between
them will be clarified.

A. Representing Expanded Tensor Products
In case the state of the multi-qubit system is given in the

form of an expanded tensor product, the probability
amplitudes can be written in exponential form. The system
can be represented as series of columns, each column
consisting of black or white bars stuck upon each other as
shown in Fig. 2. The colors of the bars represent the qubit
values from top to bottom, the width of the column the
probability of the state corresponding to those values, and a
horizontal line dividing the lowermost bar of the column the
phase. This means we associate only one phase to every bit
value combination. As in the single qubit case if the phase
angle is 0°, the horizontal line is not visible.

The quantum system as a whole can be represented by
placing these columns next to each other in ascending bit
value order and merge those neighboring bars that has the
same bit value and phase. This merging step produces one
bar with black and white parts for the first qubit, two bars for
the second etc. because of the ascending order of qubits.
Since the lowermost bars are the most likely to have
differently colored neighbors they are the most logical place
for the lines indicating the phase.

Figure 2. Representation of a multi-qubit system. Columns of black
and white bars corresponding to the expanded tensor product describing the

system. Probability amplitudes are written in Eulerian form, the width of
each column is given by the square of the Eulerian amplitude and

horizontal lines added to the lowermost bars to indicate the phase. The
color of the bars in the columns will be determined by the bit values, from

top to bottom black corresponding to 0 and white corresponding to 1.

B. Representing Separated Tensor Products
In order to represent separated tensor product of single

qubits, the scaled down version of the bar representing the
qubits should be copied under each black and white halves of
the previous qubits as shown in Figure 3 [1]. This can be
useful when the tensor product of known single qubit states
have to be calculated.

If the system can be described as a separated tensor
product of groups of inseparable qubits, then instead of
single bars the representation of expanded tensor products
should be copied under each other.

C. Connection Between the Representation of Expanded
and Separated Tendor Products
The representations of separated tensor products are very

similar to the expanded tensor products the only difference
being the position of the lines indicating the phase. This
follows from the definition of the two representations and the

2
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1γ 2γ
3γ

nγ

2
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properties of the tensor product. Thus the representation of
the separated tensor product can be transformed to the
representation of expanded tensor product by copying the
horizontal lines to the lowermost bars and adding their
heights taking 2 periodicity into consideration practically
adding the phase angles of the qubits.

If the lowermost bars inherit the phase information,
properties of the system as a whole can be read from the
representation, while the non inheriting form makes it easy to
make conclusions regarding the phase of the subsystems.

The representation of expanded tensor products can be
transformed to the non inheriting representation of separated
tensor products by reversing the process. This should be
done by ensuring that the bars or groups of bars having the
same phase are exact copies of each other as described in
Section III B. If this step cannot be done that is an indication
of the qubits being inseparable. Finally, in both cases the
resulting structures are statistically self similar with the bars
serving as unit fractal objects.

Figure 3. Fractal representation of a multi-qubit system and the
separable qubits that serve as its building blocks. Note that after copying
the phase information to the lowermost bars and adding their heights the

same picture arises as from the representation of the expanded tensor
product described in Section III A.

IV. GENERALIZATION FOR MULTIPARTITE SYSTEM

In case of a multipartite quantum system whose parts are
not qubits, but quantum systems with a small number of
states, the representation can be generalized to describe this
non-binary system. For example: three particles each with
four excitation state and a ground state.

To represent the extra states, more bars with different
colors should be added to the representation. These bars are
packed above each other to create columns whose width
represents the probability of a measurement finding the
system in a certain state, while horizontal lines in the
lowermost bars with complementary color [8] to the color of
the bar represent the phase of the state.

In the example of the three particles with the five states
each, the color black should be assigned to the ground state,
white to the first excitation state, red green and blue to the
second third and fourth excitation state. In this case a column
whose colors from top to bottom are green, black and blue,
with one half width and an orange horizontal line in the
middle of the blue bar, means 50% probability of a
measurement on the whole system finding the first particle in

second excitation state, the second particle in ground state
and the third particle in fourth excitation state while the
phase of the total system is -1.

Since the color grey is it is own complementary color it
should not be used for bars, only for the frame around the
bars.

V. CONDITIONAL PROBABLILITIES

Probabilities of a measurement performed on the system
as a whole yielding certain bit values can be read from the
width of bars. However if measurements are performed on
individual qubits, conditional probabilities can be read from
the representation and changes introduced by the
measurement can be anticipated. For this the qubits should
be ordered from top to bottom in the order of the
measurement.

Using the column vector formalism an n-qubit state has
writes as:



 
 

 



















nn iγC

iγC
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exp

exp
exp
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and the state of the system after the measurement is
shown in (5).
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If the first qubit is measured and the measurement
corresponds to one of the states used as the basis than the
matrix of the measurement on the whole system can be
written in the form of Equation 6 and 7.
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Figure 4. The effect of the measurements on single qubits. If we
measure the first qubit in the system described by the fractal representation

in part (a) of the figure and the measurement yields a zero then after the
measurement the half under the black part of the first row shown in part (b)

will describe the system. If the second qubit is measured and the
measurement yields a one, then after the second measurement the system

will be described by the half under the black part of the second row shown
in part (c) of the figure. Thus the same width compared to the width of the
different fractals in (a) (b) and (c) that are all considered unit length will
give us the conditional probabilities of measurements on the rest of the

system after the first few qubit was measured and found in certain states.
The white arrows connect individual steps.

where either m0 is 1 and m1 is 0 or m0 is 0 and m1 is 1
depending on which basis vector was detected. Since the
vector elements from top to bottom correspond to the
columns of the representation from left to right, and



 
 

 



















nn iγCm

iγCm
iγCm

M

exp

exp
exp

1

220

110


  

this means if the measurement on the first qubit yields a zero,
the half under the black part of the uppermost bar have to be
examined. If the measurement yields a one, then the half

under the white part will be significant as shown in Fig. 4.
Taking the self similarity of the representation into
consideration these halves also describe single or multi-qubit
systems that will correspond to the rest of the system after
the measurement is performed on the first qubit. To give the
correct probabilities for these subsystems, their widths
should be considered unit length according to the
denominator in Equation 5. The width of individual columns
will represent the conditional probability of the measurement
on the rest of the system yielding the values represented by
the colors of the bars.

After the measurement, the first qubit, which is now in a
classical state, can be separated from the system and this
logic can be recursively applied to the following qubits to get
the conditional probabilities for the rest of the system after
the first n qubit was measured.

VI. CHANGING THE ORDER OF QUBITS AND RECOGNIZING
INTERCHANGEABLE QUBITS

In some cases the question ‘whether two qubits are in the
same state or not’ can be interesting. If the system is
represented in a way corresponding to the separated tensor
product, then two qubits can be determined to be in the same
state if the bars representing them are the scaled versions of
the same single qubit as shown in Fig. 5.

Figure 5. Since the second and third rows corresponding to the
second and third qubits are consisting of scaled copies of the same single

qubit representation, they are interchangeable.

If the representation is as described in Section III A, two
qubits can be determined to be interchangeable if after
changing the bit order the same fractal representation arises
as shown in Figure 6.

The bit order can be changed by the following steps.
First, changing the two lines of bars representing the two
qubits, then determining the columns that make up the fractal
representation by cutting the representation up at every point
where two bars meet, copying the phase information to the
lowermost bars, and finally reordering the columns so that
the bit values represented by them are in ascending order and
merging them in a way described in Section III A to form a
new fractal representation.

1

1

1

 010P

 010P

 010P

1

0

a)

b)

c)
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Figure 6. To change the order of two qubits, first the order of the
corresponding rows have to be changed as shown in part (a) and (b) of the

picture. After that the columns making up the representation have to be
identified, and the phase information copied in the lowermost bars as
shown by the gray arrwes in part (c). Finally, the columns have to be
rearranged to ascending order as shown by the black arrows and the

neighboring bars with the same color and phase remerged. Since the vector
representations in this example before and after the reordering look

differently, the two qubit was not interchangeable.

VII. CONNECTION WITH THE VECTOR REPRESENTATION
OF COMPLEX NUMBERS AND THE DENSITY MATRIX

In this section, the connections with other representations
will be explained. Although using the absolute value square
of the probability amplitude for the widths has its
advantages, often the complex values of the probability
amplitudes have to be represented in a vector form. The
phase angle and thus the angle in polar coordinates can be

read from the representation however for the length of the
vector the square root of the columns have to be calculated.
In a purely geometrical approach, this can be constructed
using a parabola shown in Fig 7., whose equation is


2xy 

 

Figure 7. Geometric steps to determine the vector representation of
the elements in the density matrix. The widths of the bars in part (a) are

used represent the diagonal elements shown in part (b). A parabola shown
in part (c) can be used to draft the squares square roots and products of
certain lengths. The phase difference shown in part (d) will provide the

angle of the vectors in part (e) corresponding to offdiagonal elements of the
density matrix. The length of the vectors are given by the distance between

the origin and P3 in part (c).

This parabola can also be helpful if product of lengths or
the square root of their product has to be calculated. It is easy
to show that the points P1 P2 and P3 are collinear, whose
Cartesian coordinates are:
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 ABP ;03   

This method can be useful when information regarding
the density matrix is needed. The width of the columns will
correspond to the elements in the main diagonal of the
density matrix, and off-diagonal elements can be calculated
from the difference in the heights of the horizontal lines
representing the phase angles, and the square root of the
product of the columns widths. As mentioned previously,
this can be geometrically achieved by the following steps: 1,
measuring them on the y axis, 2, projecting these heights
onto the parabola, 3, connecting the resulting points with a
line as shown in Figure 7.

From the density matrix of pure states, the fractal
representation can be created using the elements in the main
diagonal as widths of the columns and the negative phase
angles of the first row in the density matrix as heights of the
horizontal lines.

Since the vector representation of the quantum system
cannot always be constructed from the density matrix, the
fractal representation has a one-to-one correspondence only
to the vector representation but not to the density matrix.

VIII. REPRESENTATION OF MIXED STATES

The fractal representation of these pure states can be used
to represent the mixed state, if the mixed state is described
by an ensemble of a small number of differing pure states.

Figure 8. Representation of a mixed state that can be described as an
ensemble of quantum systems in two possible pure states. The widths of the
representations of pure states are scaled down by the factor of their weight

in the ensemble.

The representation can be created by scaling the width of
the fractal representation of each pure state by the factor of
their probability in the ensemble and drawing them next to
each other as shown in Fig. 8. The pure states are separated
by grey lines extending above and below the fractal
representation. For the sake of visibility, a gray triangle is

added above the points where the representations of pure
states meet.

Figure 9. If a measurement is performed on the mixed state as a
whole, the probability of the measurement collapses it into a certain state

equals the sum of all the widths of the columns whose colors correspond to
the state. If measurements are performed on single qubits, the logic

described in Section V has to be applied to all of the representations of pure
states separately, and the conditional probabilities will be given by the

combined widths of all the columns with the corresponding colors. Note
the similarities and differences between Figure 4 and Figure 9.

If a measurement is performed on all the qubits in the
ensemble, the probability of a measurement yielding a string
of zeroes or ones equals the combined widths of all the
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columns whose color corresponds to the bit values in the
string.

If the qubits of the ensemble are measured one by one,
then the logic described in Section V has to be applied to all
the fractal representations of pure states, and the conditional
probability on the ensemble will be given by the combined
widths of all the columns corresponding to the strings of bit
values (see in Fig. 9.).

Figure 10. It seems that if a multi-qubit system is divided into two
subsystems the parts that have to be handled as they are part of the same

pure state are determined by color of the other qubits above them. For this
the reordering of the qubits shown in part (b) is necessary for subsystem I

since its qubits are not on the bottom of the representation. The same is not
true to subsystem II.

The density matrix can be easily constructed from the
fractal representation of mixed states. The steps are the
following: 1, creating the density matrices of individual pure
systems as described in Section VII., 2adding up the same
matrix elements weighted by their probability in the
ensemble.

Although we do not have a general proof yet, it seems
that the subsystem of an entangled pure multi-qubit system
can only be represented by copying the bits of the subsystem
in the fractal representation below the rest of the qubits and
handling them as if they would represent different pure states
if the bars above them have the same colors.

It seems that if the pure multi-qubit system has to be
divided into two or more subsystems that are all need to be
examined, then as many copies with reordered rows of the
original version of the fractal representation are needed as
the number of subsystems (see in Fig. 10.).

This means that the usage of these extended grey lines
could indicate more qubits not shown above the fractal

representation whose bars meet where the extended lines
indicate.

Because the density matrix is easily constructed from the
fractal representation, the density matrix of subsystems
seems to be created with this method without actually
calculating the partial traces.

IX. SINGLE QUBIT GATES

In this section, the effects of the most common quantum
gates are discussed in terms of the fractal representation.

A. Pauli X Gate
The Pauli X gate swaps the bit values thus effectively
changing the color of the bars to the opposite. This means the
bars should be rearranged with the purpose of satisfying the
convention of ascending bit value order.

Figure 11. Effect of the Pauli X gate. All the colors of the bars in the
row corresponding to the effected qubit are changed to the opposite. After

the change an additional step of rearranging the columns in ascending order
is required.

If the Pauli X gate affects one qubit in a multi-qubit
system, the color of each bar in the row corresponding to the

a)

b)

c)

X

II.

a)

b)

c)

I.

I.

II.

I.

I. II.
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affected qubit has to be changed, followed by the step of
reordering the columns and remerging the neighboring bars
with the same color and phase (Fig. 11.).

B. Pauli Y Gate
The Pauli Y gate acting on a single qubit changes the

color of the bars to the opposite, and shifts upward the
horizontal line indicating the phase in the bar changing from
black to white with three fourths of the bars height while the
in the bar changing from white to black the shift is only one
fourth. During the shifting, the 2 periodicity of the phase
has to be taken into consideration. Since the color is
changed, an additional step of reordering is necessary (see
Fig. 12.).

In case of a multi-qubit system, this color change affects
every bar in the row corresponding to the qubit, while the
phase change affects the lines I the lowermost bars. A step of
reordering and remerging the columns is also necessary.

Figure 12. Effect of the Pauli Y gate. The colors in the row
corresponding to the affected qubit change color and changes in the phase

are introduced depending on the original color of the bars. Under black bars
changing white the horizontal lines indicating the phase shift upward with

three fourth of the bars height while under bars changing form while to
black the shift is only one fourth. If the lines would shift above the bar the

2 periodicity has to be taken into consideration.

C. Pauli Z Gate
The Pauli Z gate does not change the color but shifts the

line indicating the phase in the white colored bar upward
with half the height of the bar. The 2 periodicity has to be
taken into consideration, but reordering is not necessary.

In case of a multi-qubit system, the change will affect all
the lines in the lowermost bars under the white bars in the
row corresponding to the qubit as shown in Fig. 13.

Figure 13. Effect of the Pauli Y gate. The color in the affected row
remains unchanged while the lines representing the phase shif upwards

with half the height of the bars below the white bars in row corresponding
to the affected qubit. Since the colors are unchanged the additional step of
reordering is not necessary but merging or cutting of bars can be necessary

because of the phase changes introduced by the operation.

D. Hadamard Gate
The effect of the Hadamard gate on a single qubit can be

easily calculated using the sum and difference of the
probability amplitudes represented in vector form. This can
be constructed using the method introduced in Section VII.

If a Hadamard operation is performed on one qubit of a
multi-qubit system (shown in Fig. 14.), first the order of the
qubits in the representation has to be changed so that the
qubit affected by the operation becomes the lowermost. To
perform the Hadamard operation, the lowermost bars should
be grouped in way that those under the same colors are in the
same group. Than the operation can be performed on each
group in a way like they are all single qubits. Next the order
of the qubits can be changed again, meaning the line
representing the affected qubit does not have to be the
lowermost.

a)

b)

Z

a)

b)

c)

Y
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Figure 14. The effect of the Hadamard gate on the qubit corresponding
to the lowermost row. The parts of bars in the lowermost row should be

grouped together that are under the columns of bars with the same colors as
shown in part (b). The Hadamard gate affects the bars of the lowermost
row in the same group as if they are single qubits states as shown in part

(c).

E. General Single Qubit Gate
If a generalized single qubit gate is given with the matrix

of
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then the effect of the gate on the last qubit can be
described by the matrix
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Thus the effect on the state vector can be described as the
original U gate affecting numerous single qubits with
probability amplitudes like the neighboring ones in the state
vector. Since only those neighbors are grouped together
whose corresponding bit value only differs in the last digit,
this means that in the fractal representation the gate affecting
the last qubit acts as if it is acting on several single qubits,
who constitute of the lowermost bars of columns whose
color differs in only the color of the lowermost bar. In other
words, the place where any two bars meet except for the
lowermost bars marks the border of a group and the gate acts
as if it is acting on the state described by the lowermost bars
in the same group.

In case of those gates that have nonzero off-diagonal
elements an additional step of reordering and remerging the
columns is necessary. If the gate is acting on any other qubit
than the last one then the operation can be executed by first
changing the bit order and thus the order of the rows
followed by the reordering and remerging of the columns, so
that the qubit in question becomes the last one.

X. CONTROLLED GATES

In this section the effect of controlled quantum gates are
discussed in terms of fractal representation.

A. CNOT Gate
The effect of the Controlled NOT gate is very similar to

the effect on the Pauli X gate but only the color of those
parts of the bars are changed in the row corresponding to the
target bit that are above or below white colored bars of the
row corresponding to the control bit (see in Fig.15.).

a)

c)

b)
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Figure 15. Representation of CNOT operation. The first qubit is the
control bit and the second is the target. The effect is very similar to the

effect of the Pauli X gate shown in Figure 11, but the color of the bars in
the row of the target bit only changes in the columns where the color of the
bars corresponding to the control bit is white. This property makes it easy
to visualize how entanglement arises from a CNOT operation. Since the
color of the bars are changing, an additional step of reordering shown in

part (c) is required.

B. General Controlled Gate
A general controlled gate that affects the last qubit if and

only if the value of the control bit is 1. In the fractal
representation the effect will be similar to the uncontrolled
version of the single qubit gate acting on the lowermost row,
but only those parts of the bars will be affected that are under
the white colored bars in the row corresponding to the
control bit.

XI. CONCLUSION

Fractal representations can describe multi-qubits systems
while providing insight to the state of individual qubits. In
this paper, a possible generalization to non-binary

multipartite quantum systems with finite number of discrete
states has been presented.

By examining the effect of measurements on the whole
system and on individual qubits, we concluded that
conditional probabilities regarding measurements on one part
of the system yielding certain qubit values after the rest of
the qubits have been measured can be read by comparing the
widths of the corresponding columns to the appropriate parts
of the representation. The state of the system after the
measurement yielding the given values is described by these
parts.

We explained that the representations of the pure states
can be used to represent the mixed state and measurements
and operations act on the representation as if they are acting
on separate pure states.

The effects of reordering the qubits and the connection
with vector representation of complex numbers were
discussed and used in examining the effects of certain logic
gates. It has been concluded that single qubit operations on
the qubit corresponding to the lowermost row act on the
representation as if they are acting on single qubits described
by a special grouping of the bars in the lowermost row.
Controlled gates affect the qubit corresponding to the
lowermost bar similarly but only those groups will change
that are under white bars in the row corresponding to the
control bit.
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Abstract—Nowadays, micro- and nanochips are usually 

fabricated with Silicon and/or glass. A simple, low-cost and 

reliable integration packaging method that provides flexibility 

to the incorporation of electronic and fluidic devices into a 

system has not been fully developed yet. The use of Printed 

Circuit Board material as substrate to create dry film resist 

microfluidic channels is the core technology to provide such an 

integration method. The feasibility and potential of the 

proposed packaging method is demonstrated in this work. 

Keywords - dry film resist, printed circuit board, inkjet 

printing, integration, low-cost. 

I.  INTRODUCTION 

This paper is an extension of the work presented in [1] 
where the use of the TMMF dry film resist (DFR) from 
Tokyo Ohka Kogyo Co., Ltd. to create microfluidic channels 
on top of printed circuit board (PCB) to facilitate the access 
to nanofluidic channels is treated. 

Microfluidic devices fabricated with dry film resist and 
Silicon (Si) and/or glass substrate have previously been 
reported [2] [3] [4]. Moreover, nanofluidic devices are 
usually fabricated with Silicon and/or glass [3] [5] [6] [7] 
[8]; even if nano-imprint technologies are used to fabricate 
them, a rigid substrate (usually glass) is required [9] [10]. 
What concerns the microelectronic chips; those are usually 
fabricated with Silicon. 

The use of Silicon and/or glass to build fluidic systems 
elevates their cost [11] and the reliable fluidic connection of 
nanofluidic devices to the outside world still needs to be 
optimized in order to reduce costs and simplify the 
fabrication process.  

Furthermore, a reliable method that combines great 
flexibility at integrating microelectronic devices in fluidic 
systems and low-costs are necessary to enable a broad use of 

microfluidic devices in quotidian life instead of expensive 
and voluminous equipment. 

A low-cost fabrication method for microfluidic channels 
on top of a substrate composed by a micro- or nanochip 
inlaid in PCB material is presented. Inkjet printed 
interconnections are proposed to provide electrical 
connection between the chip(s) and the PCB electronics.  

Following this approach, the chip(s) can be kept small in 
size and simple (standard) in technology thus decreasing 
costs. Furthermore, even if the silver ink and Rogers 
substrate have a relatively high cost, the overall cost is still 
lower than fabricating the devices with only Silicon and 
glass; even if some of the materials present relatively long 
curing times due to the low curing temperatures, still a 
device can be fabricated, with this technology, in less than 
seven days. 

In addition, the low-cost PCB facilitates the fluidic and 
electrical connections to the outside world allowing the 
integration of micro- and nanodevices in a simple, robust and 
fast way. 

In this work, the principle of the packaging integration 
technology is explained. In Section III, the physical 
properties of the materials used are presented. In Section IV, 
the fabrication process is detailed. Then, the challenges 
associated with the fabrication process are treated; first the 
challenges associated with the inlaying of the chip(s) in the 
PCB to form the substrate are described, followed by the 
fabrication of DFR fluidic channels on the substrate, and 
finally the challenges associated with the inkjet printing of 
electrical interconnections are discussed. The common factor 
to each challenge is the use of different materials as a 
substrate. Finally, the TMMF microfluidic interconnection is 
tested against leakage and the compatibility of the materials 
is studied by means of a thermal shock test in order to 
determine delamination. In addition, the suitability of the use 
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of inkjet printing technology for the creation of the electrical 
interconnections is studied by determining its performance 
under drastic temperature changes. To finalize this work, 
conclusions and future work are presented. 

II. PRINCIPLE 

The key material enabling the integration of micro- and 
nanochips into fluidic systems based on the lamination of 
DFR on PCB is a non-conductive adhesive (NCA).  

The already fabricated chips are inlaid on the PCB 
material by means of a NCA. The chip(s) together with the 
PCB material compose the substrate for the fabrication of the 
microchannels that run over the chip. The microchannels are 
realized in dry film resist. 

Concerning the electric access to the chip(s), inkjet 
printed interconnection lines are created between the 
electrical contacts of the chip(s) and the pads on the PCB. 

Figure 1a shows a schematic of the concept when 
integrating a nanofluidic chip using the proposed technology; 
in this case the DFR microfluidic channels interconnect the 
nanofluidic channels in the chip to the macroworld. The 
microelectrodes in the nanofluidic device can be accessed via 
inkjet printed electrical interconnections. 

 

 

 
Figure 1.  Schematic of different applications of the proposed technology, 

(a) integration of a nanofluidic chip, (b) integration of a microelectronic 

chip. 

Figure 1b illustrates the concept when integrating a 
microelectronic chip using the proposed technology, for 

example an image sensor. In this case the dry film resist 
enables the construction of a microfluidic channel on top of 
the microchip and the inkjet printed conductive ink enables 
the possibility of accessing the functionality of the image 
sensor by the creation of electrical interconnection lines 
between the connection pads on the microchip and the pads 
on the PCB. 

 The challenges associated with the three aspects (NCA, 
DFR, inkjet printed ink) mentioned in this section are treated 
within the scope of this work. Quantitative as well as 
qualitative results are presented to evaluate the feasibility 
and robustness of the proposed integration method. 

III. MATERIALS 

TMMF dry film resist poses a unique stability when in 
contact with alkaline solutions and acids [3] [4] and provides 
high resolution and high aspect ratios [2] [4] making it the 
resist of choice for the fabrication of microfluidic channels. 

The DFR used to fabricate the microfluidic channels is 
TMMF S2030, a permanent photoresist with a thickness of 
30 µm for MEMS (microelectromechanical systems),  
manufactured by Tokyo Ohka Kogyo Co., Ltd. This negative 
photoresist is composed 5 % of antimony compound and 95 
% of epoxy resin [2] [3]. 

Furthermore, the PCB material used as mechanical 
support for the whole system is Rogers RO4003C, a glass 
reinforced hydrocarbon laminate with low roughness 
characteristics. 

Table I shows the physical characteristics of TMMF 
S2030 and Rogers RO4003C. 

TABLE I.  PHYSICAL PROPERTIES OF TMMF S2030 AND ROGERS 

RO4003C [2] [12] 

Physical Properties of TMMF S2030 and Rogers RO4003C 

Physical Property 
TMMF 

S2030 

Rogers 

RO4003C 

Coefficient of thermal expansion 

(ppm/°C) 
65 

X 11 

Y 14 

Z 46 

Transition glass temperature 

(°C) 
230 >280 

Moisture absorption (%) 1.8 0.06 

Dielectric constant 3.8 3.38±0.005 

Transparency (nm) 400-600 - 

Breaking strength (MPa) 60.3 - 

Young modulus (MPa) 2100 26.889 

 
The NCA used to glue the chips to the PCB material is a 

colorless two-parts epoxy-based adhesive with a glass 
transition temperature (Tg) of 45 °C and a coefficient of 
thermal expansion (CTE) of 56 ppm/°C when below the 
glass transition temperature, and 211 ppm/°C when above 
the glass transition temperature. 

The ink used for the inkjet printed electric  
interconnections is a heat-curable silver nano-particle ink 
with a metal content of 20 % and a curing temperature of 
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125 °C. The thickness of one printed layer with such inks is 
in the range of 1-4 µm. 

The names and brands of the NCA and the silver ink 
have been consciously left out.  

IV. FABRICATION PROCESS 

The fabrication process is divided in three steps: 

 Inlaying of the chip in the PCB by using a NCA. The 
chip and the PCB together with the NCA form the 
substrate for the following steps. 

 Fabrication of the microfluidic channels on the substrate. 

 Fabrication of the inkjet printed interconnections between 
the chip and the PCB connection pads. 

A. Inlaying of the Chip(s) in the PCB 

The very first step to proceed to the fabrication of the 
TMMF microfluidic channels on top of PCB material is to 
form the substrate composed by the PCB and the chip(s). 
Figure 2 illustrates this process. 

 

 
Figure 2.  PCB material and nanofluidic chip leveling process flow chart. 

According to Figure 2, to align the PCB material and the 
chip, a double sided Kapton tape is rolled on a Silicon or 
glass wafer or any other extremely flat and rigid surface (a). 
The PCB and the chip are adhered on the Kapton tape (b). 
The specimens are placed under vacuum to improve the 
adhesion between the Kapton tape and the components to be 
aligned. An Oxygen (O2) plasma treatment at 50 W during 
10 sec is performed using the Europlasma NV equipment. 
The epoxy-based adhesive is dispensed in the space between 
the PCB material and the chip (c). The materials are placed 
in a vacuum chamber to remove trapped air in the glue. The 

materials are placed in an oven or on a hot plate at 80 °C for 
3 hours to cure the adhesive (d). When the adhesive is totally 
cured, the materials are cooled down to room temperature. 
The new substrate consisting of the chip inlaid in the PCB 
material is removed from the Kapton tape and turned 180 
degrees (e). 

To prepare the NCA, both parts from the adhesive are 
placed in a container and mixed with a Cat RM5 roller. The 
mix is placed in a vacuum chamber to remove possible 
trapped air. 

B. Fabrication of TMMF Microfluidic Channels 

The second stage of the fabrication process consists of 
laminating the TMMF microfluidic channels on top of the 
formed substrate. Figure 3 shows the flowchart for this 
process. 

 

 
Figure 3.  TMMF microfluidic channel lamination on top of the formed 

substrate. 

The formed substrate is cleaned with ethanol and dried 
on a hotplate for 2 hours at 120 °C (f) to remove any 
adsorbed moisture; this will avoid that the humidity absorbed 
by the PCB material affects the DFR lamination process. An 
Oxygen plasma treatment is performed to the substrate in 
order to improve the adhesion between the TMMF resist and 
the formed substrate. The TMMF is protected on both sides 
with polyethylene terephthalate (PET). 

The substrate is kept at 45 °C. One of the PET protective 
layers is removed from the DFR and the TMMF resist is 
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laminated on the substrate (g). The other PET layer is 
removed after the sample has cooled down. A soft baking 
step is performed at 90 °C during 5 minutes. The exposure is 
performed once the sample reaches room temperature. A 
post exposure baking step is performed with the same 
temperature and time than the soft baking step. The TMMF 
is developed using PGMEA (propylene glycol monomethyl 
ether acetate) after the sample has cooled down to room 
temperature (i).   

Before closing the channels, the inkjet printed 
interconnections are printed. 

A second layer of TMMF is laminated at 45 °C to close 
the microfluidic channels. The second layer is flood exposed 
after lamination without removing the remaining PET layer. 
The sample is cured at room temperature during one day. 
The PET layer is removed and access holes to the channel 
are punched with the help of a needle (j).  

An alternative to create more stable and robust access 
holes instead of punching them in the TMMF is to use a 
through via in the PCB; in this case the access holes are 
accessed from the back side. 

The alignment of the channels and the chip is performed 
manually, with the required equipment, and thus the 
accuracy is less than that of automated units. 

C. Fabrication of the Inkjet Printed Interconnections 

Finally, the inkjet printed interconnection lines are 
created.  

The lines are printed with the drop-on-demand inkjet 
printer Jetlab 4 from Microfab Technologies, Inc., USA. The 
nozzle used is a piezo-actuated nozzle of 80 µm of diameter. 

The substrate holder is heated at 65 °C during the 
printing process to avoid spreading of the ink. 

The printed ink is cured in an oven during 16 hours at 
125 °C. 

With the 80 µm diameter nozzle, the smallest width line 
possible is 90 µm and the smallest space between lines 
possible is 70 µm. 

V. CHALLENGES ASSOCIATED WITH THE FABRICATION 

PROCESS 

Since the fabrication process is divided in three crucial 
tasks, the challenges associated with the fabrication process 
are grouped in three sections directly associated with each of 
the three crucial tasks. 

A. Challenges Associated with the Inlaying of the Chip(s) 

in the PCB 

The NCA used to keep together the chip(s) and the PCB 
material is an epoxy-based material. 

Epoxy-based adhesives are known to present shrinkage 
due to the evaporation of the curing agent during the curing 
process [13] [14]. It is important to understand the behavior 
of this phenomenon given the fact that for a successful inkjet 
printing process, a flat surface is desired. 

According to [15] a profile like the one in Figure 4 is 
expected after the NCA curing process. 

 

 
Figure 4.  Profile expected in the NCA due to the curing process. 

The effects of the glue shrinkage are studied into detail in 
Section VI Experiments. 

B. Challenges Associated with the Fabrication of TMMF 

Microfluidic Channels 

The challenges associated with the fabrication of TMMF 
microfluidic channels on the substrate are associated with the 
lamination of TMMF on PCB material and with the 
lamination of TMMF on the chip(s). 

a) Lamination of TMMF on Rogers material: The 

challenges associated with the processing of TMMF resist 

on Rogers materials are pinholes in the photoresist, trapped 

bubbles between the resist and the PCB material, cracks in 

the photoresist, and closed channels. 

Pinholes: TMMF might present pinholes after the soft 

baking step.  

Experiments were conducted, and up to some extent, the 

pinholes can be decreased by using a plasma treatment, 

nevertheless, the crucial factor determining their presence is 

the moisture absorbed by the PCB material. 

 

 
Figure 5.  PCB material immersed under water prior to TMMF lamination 

(left) and PCB material dried at 120 °C prior to TMMF lamination (right). 

The presence of pinholes on the TMMF resist after soft baking is 

influenced by the moisture absorbed by the PCB. 

Figure 5 shows two PCBs where TMMF was laminated 
and soft baked. In the specimen on the left side, the PCB 
material was immersed in water during 2 hours and its 
surface was dried with nitrogen prior to TMMF lamination. 
In the specimen on the right, the PCB material was placed on 
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a hotplate during 2 hours at 120 °C in order to evaporate the 
absorbed moisture prior to TMMF lamination. 

Trapped bubbles and cracks: Experiments show that if 

the baking times are either higher or lower than the optimal 

time by at least one minute and the PCB material contains 

moisture absorbed from the atmosphere, trapped bubbles 

and cracks will form in the photoresist structures. The 

formation of trapped bubbles is directly related to the 

moisture absorbed by the PCB material and the use of 

inadequate baking times. The formation of cracks is related 

to the thermal stresses that result from a forced cooling 

down of  the specimens after the baking steps and improper 

baking times. Furthermore, the moisture absorbed by the 

PCB material promotes the formation of cracks. 

Figure 6 shows trapped bubbles between the TMMF and 
the PCB material as well as cracks in the dry film resist 
structures. The PCB material used for this experiment was 
not dried prior to TMMF lamination. Moreover, the baking 
times used in the processing were not optimal. 

 

 

Figure 6.  Trapped bubbles and cracks due to the humidity absorbed by the 

PCB material and the improper baking times used for processing of the 

TMMF. 

Figure 7 shows a crack in the photoresist structure, but 

no trapped bubbles. The PCB material used for this 

experiment was dried prior to TMMF lamination, 

nevertheless, the baking times were not optimal. 
 

 
Figure 7.  Cracks in the TMMF structures with angles close to 90 °. The 

circle in the image points the crack.The cracks are caused by the use of 

non-optimal baking times.  

Closed channels: The exposure time should be 

controlled accurately when working with Rogers’ materials. 

Scattering and diffraction of ultraviolet (UV) light during 

exposure is unavoidable when using a non-transparent 

material. Furthermore, the white color of the Rogers PCB 

material makes reflection of the waves a bigger problem.  

The effects of an underexposed resist, as Figure 8 shows, 

are well known. On the other hand, overexposure can result 

in partially or totally closed fluidic channels. 
 

 
Figure 8.  Effects of insufficient exposure time. The circle points an effect 

on the TMMF structure. 
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Figure 9.  Closed channels on PCB material due to overexposure of the 

TMMF resist. The arrow in the left image points the effects of an 
overexposure of 2 seconds. The arrow in the right image points the effects 

of an overexposure of 6 seconds. 

The more a sample is overexposed, the more closed the 
channels will be. Figure 9 shows a sample overexposed by 2 
seconds (left) and a sample overexposed by 6 seconds 
(right).  

b) Lamination of TMMF on the chip(s): Micro- and 

nanofluidic chips are usually made of glass and/or Silicon 

(Si), microelectronic chips are usually made of Silicon. PCB 

material and Si poses different thermal characteristics.  

The thermal conductivity of the PCB material is 

approximately 0.71 W/m/°K [12] and the thermal 

conductivity of Si is around 140 W/m/°K [16].  Due to the 

thermal characteristics of the materials, heat transport at the 

baking steps is not a problem for the PCB material but it is 

for the Si chip(s). 

The most common problem associated with the 
lamination of TMMF on Silicon is cracks due to heat 
transport at the baking steps and the difference in CTE [3]. 
Figure 10 illustrates this problem. 

 

 
Figure 10.  Cracks in the TMMF resist due to the CTEs difference between 

Silicon and the TMMF resist. 

When the PCB material and the chip(s) are have the same 
thickness, as Figure 11a shows, the microfluidic chip will 
conduct heat around 25 times faster than the PCB material. 
Therefore, placing the substrate directly at 90 °C during the 

baking steps will originate cracks on the TMMF laminated 
over the chip. To solve this, the temperature needs to be 
ramped (2 °C/min) starting at 55 °C during the baking steps, 
when the temperature reaches 90 °C the samples are baked 5 
minutes. Afterwards the hot plate’s temperature is set to 25 
°C, the sample is removed once the hot plate indicates 25 °C. 

 

 
Figure 11.  Cross-section of the substrate with TMMF on the hotplate when 

(a) the chip is the same thickness as the PCB material and (b) the chip is 

thinner than the PCB material.. 

Furthermore, if the chip is considerably thinner than the 
PCB material, as Figure 11b shows, the substrate can be 
placed directly at 90 °C. In this case, the thermal 
conductivity of the air between the chip and the hot plate will 
limit the heat flux to the chip, avoiding the presence of 
cracks on the TMMF. 

This last method allows for less control thus the slow 
ramping of the temperatures is highly recommended. 

C. Challenges Associated with the Fabrication of the 

Inkjet Printed Interconnections 

The suitability of inkjet printed inks for their use in the 
proposed technology is studied. The main challenge and 
concern is the continuity of the interconnection lines, which 
can be affected by the step or curvature in the NCA due to its 
own shrinkage, especially if the step has a depth bigger than 
the thickness of the silver ink. 

 

 
Figure 12.  Possible step profiles, (a) steep step, (b) smooth step. 

If the height difference between the chip and the NCA or 
the PCB and the NCA is steep as the arrow in Figure 12a 
indicates, it is expected that the continuity of the ink 
interconnection is interrupted. If the step is smooth as the 
arrow in Figure 12b points, the ink is expected to be 
continuous. 

The adhesion of the ink is not expected to be a problem, 
since a plasma treatment is already performed prior to 
laminating the TMMF channels; however it is studied for 
confirmation. 

VI. EXPERIMENTS 

Each crucial aspect of the fabrication process is studied 
to test the feasibility of the proposed integration technology. 
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A. Inlaying of the Chip(s) in the PCB 

In the case of the NCA shrinkage phenomenon, samples 
with different distance between the chip and the PCB 
material were prepared. The specimens were prepared 
following the procedure in Section IV.A. 

The distance between the chip and the PCB is hardly 
controlled with precision. To control such gap, the chip(s) to 
be inlaid is measured and the desired distance between the 
chip and the PCB is added to the measurement; the hole in 
the PCB is created with these dimensions. The chip is placed 
carefully in the middle of the hole; this is the most difficult 
step since it is performed manually. 

The step profile is measured with Dektak profiler and the 
angle of the step profile is obtained using Matlab code.  

Figure 13 illustrates the measured step and the measured 
angle to avoid any misunderstanding. The step is measured 
from the deepest point in the NCA profile to the level of the 
PCB and/or chip. The angle of the NCA step with respect to 
a horizontal line is measured to determine the steepness of 
the step. 

 

 
Figure 13.  Sketch of where to locate the angle and step measured in each 

specimen. 

Furthermore, few specimens cured at room temperature 
are prepared to determine the effects of the heat during the 
curing process in the substrate. Keep in mind that the 
materials in the substrate have very different CTEs thus the 
curing process temperature could affect the alignment of the 
chip and the PCB. 

Since simulations of the curing process of an epoxy resin 
are complex and topic for a complete paper, it is not treated 
in this work and so the effect of the shrinkage in the substrate 
surface profile is determined in an experimental manner. 

B. Fabrication of TMMF Microfluidic Channels 

The TMMF microfluidic channels on the substrate are 
tested for leakage and exposed to sudden temperature 
changes. 

The leakage test consists of injecting a rodhamine + 
ethanol + di water solution in the TMMF channels in one of 
the inlets. A visual inspection follows to detect any leakage. 
Special attention is given to the interconnection area between 
the different materials.  Figure 14 shows the mentioned 
interconnection area before closing the TMMF channels. 

 

 
Figure 14.  Close up of the interface between the different materials that 

form the fluidic interconnections to the nanofluidic chips. 

The reliability test consists of a thermal shock test based 
on the military standard 883C. The purpose of this test is to 
accelerate the appearance of delamination and cracks.  

The test consists of 15 cycles where each cycle is 
composed by a high temperature step at 100 °C and a low 
temperature step at 0 °C. The liquid used is water. After 
completing the test, a visual inspection is performed at a 
magnification no greater than 3x [17]. For further details 
about the test please refer to [17] and [18]. 

C. Fabrication of the Inkjet Printed Interconnections 

The performance of the ink under sudden changes of 
temperature is studied to test the reliability of the inkjet 
printed interconnections. To do so, the resistivity of the ink is 
measured according to the Greek-cross method described in 
[18]. The resistivity is measured before and after the thermal 
shock test described in the previous subsection, with the 
exception that 20 cycles are performed during the test. The 
number of cycles has not considerably impact on the results; 
according to the standard, the cycles are increased during the 
test to compensate when there is less control on the 
temperatures and it is difficult to guarantee the variation 
limits specified by Option A [17]. Moreover, the adhesion of 
the ink is also studied before and after the reliability test 
using the Scotch-tape procedure described in [18]. The 
specimens used to perform the tests described in this 
paragraph are inkjet printed on Rogers. 

The thickness of the ink is measured with a Dektak 
profiler. The thickness is necessary to calculate the resistivity 
values. The thickness measured is around 1 µm thus the ink 
thickness used for the calculations is 1 µm. 

A resistivity change of maximal 20 % in the aged 
samples with respect to the fresh sample is considered a pass 
[19]. 

Furthermore, tests are performed printing on the whole 
substrate, that is to say, on the chip, NCA and the Rogers 
material, to test the continuity of the interconnection in the 
interface between the chip, the NCA and the PCB material. 
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Visual examination under a microscope is performed and the 
conductivity of the lines is tested with a multimeter. 

VII. RESULTS AND SOLUTIONS 

In this section the results are presented in three 
subsections.  

First the results concerning the step originated by the 
shrinkage of the NCA.  

Second, the results concerning the lamination of TMMF 
on PCB material and the chip(s) are presented. The leakage 
test results are exposed and the results concerning the 
compatibility of the TMMF and the different materials 
involved in the substrate. 

Third, the results concerning the performance of the ink 
under sudden temperature changes and its continuity when 
printing on the materials’ interface area are presented. 

A. Inlaying of the Chip(s) in the PCB 

Table II and Table III show the results of the step depth 
and angle measured for different spaces between the chip 
and the PCB material.  

Section VI Experiments explains how the distance 
between the chip and the PCB material is controlled. 

TABLE II.  STEP DEPTH AND ANGLE 

Distance between 

PCB and chip 

(µm) 

Step depth 

(µm) 

Angle 

side 1 

(°) 

Angle 

side 2 

(°) 

160 5.76 25.29 4.97 

200 6.16 17.69 20.31 

300 8.47 29.01 12.45 

TABLE III.  STEP DEPTH AND ANGLE 

Distance between 

PCB and chip 

(µm) 

Step depth 

(µm) 

Angle 

side 1 

(°) 

Angle 

side 2 

(°) 

500 19.79 27.30 16.54 

750 24.92 29.16 2.90 

1000 32.00 3.40 30.13 

 
The results in Table II are measured in a different 

specimen than those for Table III. According to Table II and 
Table III, the smaller the space between chip and PCB, the 
smaller the depth of the step is. 

Furthermore, Figure 15 shows the profile of a specimen 
from Table II and Figure 16 shows the profile of a specimen 
from Table III. 

According to the experiments, a NCA profile with the 
shape of Figure 16 can be obtained when the space between 
the chip and the PCB is at least 500 µm, if the space is less; a 
profile with peaks and irregular shape like in Figure 15 is 
obtained. 
 

 
Figure 15.  Profile of a specimen from Table II. 

 
Figure 16.  Profile of a specimen from Table III. 

 
Figure 17.  Profile of a specimen cured at room temperature. 

Figure 17 shows the profile of a specimen cured at room 
temperature. During the experiments, it was observed that 
the specimens cured at room temperature present high 
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probabilities of keeping the PCB and the chip at the same 
level in the Z-axis, that is to say, horizontally aligned. Figure 
16 shows the profile of a specimen that is cured at 80 °C; in 
this case the chip and the PCB are misaligned in the Z-axis 
by 10 µm, which is a typical value at this curing temperature. 

B. Fabrication of TMMF Microfluidic Channels 

The results in this section are presented in three 
subsections. First, the results relevant to the TMMF resist 
channels on the substrate; second, the results of the leakage 
test and third, the results of the reliability test to detect 
delamination problems. 

a) TMMF resist channels on the substrate. Some factors 

should be kept in mind to obtain good results fabricating 

microfluidic channels on PCB materials.  The baking times 

provided by the companies are optimal, nevertheless, 

different materials conduct the heat in a different rate, and 

therefore, the material temperatures might deviate from the 

prescribed temperature, especially when using a hot plate. 

Furthermore, PCB materials are more reflective than Silicon 

or glass; because of this, the exposure time should be tuned 

accurately; if channels of less than 50 µm are desired, this 

parameter is critical.  

Figure 18 shows a TMMF structure on PCB material 
fabricated with optimal exposure and baking times.  

 

 
Figure 18.  Microfluidic channels on PCB material. The image shows the 

results of optimal processing parameters (exposure and baking times). 

 
Figure 19.  TMMF microfluidic channel walls on the Si chip, fabricated 

avoiding sudden temperature changes in the process. 

Figure 19 shows the TMMF microfluidic channel walls 
on the Silicon chip fabricated in a way that sudden 
temperature changes are avoided; the temperature is slowly 
ramped during the baking steps. It is possible to observe that 
there are no cracks present in the TMMF structure. 

b) Leakage test. Concerning the leakage test, Figure 20 
shows a device fabricated with the packaging technology 
presented in this work.  

 

 
Figure 20.  TMMF microfludic channels on PCB material as fluidic 

interconnections for nanofluidic chips. The small image in the lower left 

corner zooms in at the interface of the different materials that form the 

device; it shows no leakage of the rodhamine solution. 

The pink liquid flowing through the TMMF channel is a 
solution of rodhamine + ethanol + di water. It is observed 
that no leakage occurs. The small image at the lower corner 
in the left was obtained with a 1X71 Olympus inverted 
microscope equipped with a low noise self cooling CCD 
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camera (color view II, Olympus); it shows, with 10x 
magnification, the area where the different materials 
interconnect. It is possible to observe the liquid solution 
flowing through the TMMF channel without leakage.  

c) Reliability test. Figure 21 shows a device without 
closed channels after the thermal shock test. 

 

 
Figure 21.  TMMF delamination on top of the Si chip after the thermal 

shock test. The circle points at the place where the delamination occurs. 

The circle makes emphasis on a failure result from the 
test. Delamination of TMMF occurs on top of the fluidic 
chip. From the 3 tested specimens, the failure was observed 
only in the specimen from Figure 21. 

C. Fabrication of the Inkjet Printed Interconnections 

Table IV shows the measured resistivity values in µΩ·cm 
before and after the ageing test. 

TABLE IV.  RESISTIVITY OF THE INKJET PRINTED STRUCTURES 

BEFORE AND AFTER THE THERMAL SHOCK RELIABILITY TEST 

Specimen 

number 

Fresh 

specimen 

resistivity 

(µΩ·cm) 

Aged 

specimen 

resistivity 

(µΩ·cm) 

Increase 

(%) 

1 38.75 38.43  -0.82 

2 42.51 40.56  -4.58 

3 26.79 26.47  -1.18 

 
Even though the resistivity values can be considered high 

with respect to the values obtained in [18] and to the 
resistivity of bulk silver (1.59 µΩ·cm), the performance of 
the ink under sudden changes of temperature is good, in all 
the cases the resistivity decreased by a percentage of less 
than 5 %. 

The adhesion characteristics before and after the ageing 
test are also good. 

Scotch tape is used to test qualitatively the adhesion. The 
tape is rolled with pressure over the printed ink test structure, 
and then peeled off. The ink traces lifted with the tape when 
peeling it off are considered failures. There are no ink traces 
on the tape after peeling it off, which means that the ink was 
not peeled off from the Rogers material during the test. 

The silver ink presented thus no adhesion failures before 
and after the reliability test. 

Furthermore, Figure 22 shows the silver ink 
interconnection line printed on top of the components that 
form the substrate.  
 

 
Figure 22.  Interconnection silver ink line printed on the chip, the NCA and 

the Rogers material. 

The printed silver ink line follows the profile of the 
surface with step depths measured in the range of 3-20 µm 
presenting electrical conductivity between both extremes of 
the line.  

VIII. CONCLUSION AND FURTHER WORK 

The experiments show that the step caused by the NCA 
cannot be completely eliminated. 

To reduce the depth of the step it is recommended to 
have the minimum space possible between the chip and the 
PCB material.  

Moreover, curing the NCA at room temperature is 
recommended in order to reduce the misalignment between 
the PCB and the chip in the Z-axis. 

The thermal shock reliability test showed that the use of 
high temperature conditions could cause delamination 
problems mainly at the interface TMMF-NCA-Si chip. This 
means that the strength of the TMMF microfluidic 
interconnections decreases thus the probability of leakage 
increases. 

Moreover, the experiments confirm the feasibility of the 
use of inkjet printed interconnection lines to create the 
electrical interconnection between the connection pads on 
the chip(s) and the connection pads on the PCB. 

The silver ink shows perfect adhesion properties under 
room temperature conditions as well as under sudden 
temperature changes.  

The electrical performance of the ink is not considerably 
affected by the rapid changes in temperatures. 

Finally, the inkjet printing process and the characteristics 
of the NCA step allow the ink interconnection line to follow 
perfectly the substrate’s profile, thus keeping the continuity 
in its conductivity and structure at all moments. 
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Further work includes the use of an image sensor 
available in the market to prove the feasibility of the 
proposed technology in a real life application. The PCB in 
turn can carry the necessary electronics for control and read-
out. This enables the PCB as the core for the integration of 
micro- and nanochips together with electronics into a 
complex system. 

Moreover, this work can be extended as assembly 
solutions for wider application areas as MEMS sensors and 
actuators. 
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Abstract—Quantum networks are communication networks
in which adjacent nodes enjoy perfectly secure channels thanks
to quantum key distribution (QKD). While QKD is renowned
for perfect point-to-point security and its eavesdropping detec-
tion capabilities, end-to-end security is nontrivial to achieve.
More importantly, the eavesdropping detection can indeed be
turned against the system itself. It is known that perfect end-
to-end security can be created from point-to-point security by
means of multipath transmission (in fact, there is no other way
to do this, assuming no pre-shared secrets and avoiding public-
key cryptography). However, multipath transmission requires
node-disjoint paths, which in turn are to be assured by the
underlying routing protocol. At this point, an active or passive
adversary may intentionally eavesdrop on the QKD protocol
to temporarily cut a channel and to cause key-buffers running
empty and enforcing local rerouting of packets towards nodes
under his control. Consequently, the multipath transmission
channels might no longer be non-intersecting, thus defeating
the overall security by exploiting QKD’s eavesdropping detec-
tion facilities. Alternatively, an active adversary may as well
insert bogus traff c to cause local congestion, thus even sparing
the effort of eavesdropping on a QKD link. In this work, we
use Markov chains to model a multipath transmission, and we
discuss the extent to which secure multipath transmission is
resilient against local congestions caused by an adversary. We
argue that a protection against an active adversary who uses
bogus traff c to f ddle with the routing, calls for additional
security measures, perhaps even beyond the capabilities of
QKD or multipath transmission. It turns out that robustness
against passive and active adversaries can be retained as long
as no bogus traff c is observed.

Keywords-Quantum Cryptography, Markov-Chain, Secure
Routing, Information-Theoretic Security

I. INTRODUCTION
Quantum key distribution (QKD) is known to provide

perfect point-to-point security by virtue of its capability to
detect passive eavesdropping. Despite considerable progress
and ingenious concepts and results, QKD remains yet mostly
limited to secure point-to-point connections. Although the
theory of quantum repeaters is available in rich detail
[2], these devices have not yet evolved beyond laboratory
demonstrator status. On the classical road, perfect end-to-end
security is achievable by means of multipath transmission.
Remarkably, multiple paths have been proven to be both,

a necessary and suff cient condition for perfect secrecy
along a multihop connection (w.r.t. not assuming quantum
repeater based transmission). The idea and security of such
protocols (e.g., the one proposed by [3]) hinges on the
chosen transmission paths to be pairwise non-intersecting.
However, re-routing due to local congestions or intentionally
caused blockages by the adversary can cause the network
to temporarily allow intersections of paths and thus give
an adversary an advantage when eavesdropping on relay
nodes. More specif cally, if the transmission uses t paths
that are supposed to be disjoint (except for their respective
end-points) then security against an adversary having up to
k nodes under his control is not endangered as long as t > k
and the paths remain disjoint. More specif cally, multipath
transmission pursues the following general construction: to
transmit a message m, the sender f rst puts it through
a threshold secret sharing scheme, e.g., Shamir’s (t, n)-
scheme or plain (n, n)-sharing via the XOR of a sequence
of random values, i.e., m = s1 ⊕ s2 ⊕ · · · ⊕ sn, where
⊕ is the bitwise exclusive or. Each share si then travels
over his own distinct path to the receiver, who reconstructs
the message according to the chosen sharing scheme. In
Shamir’s case, this requires at least t+1 shares and in case
of an XOR-sharing, all n shares are needed to recover m.
In either case, the adversary needs to catch at least t + 1
shares, respectively n shares, in order to learn anything. The
simplest way to enforce a maximal number of corrupted
nodes for that matter is having the paths pairwise non-
intersecting, i.e., node-disjoint. If congestions cause local
redirections such that multiple paths intersect in the same
node, then the security of the transmission is doomed to fail,
since the adversary may learn the required number of shares
while perhaps having a much smaller number of nodes under
his control. We introduce an attack in which the adversary
exploits the eavesdropping detection facility of QKD without
attempting to learn any of the secret key material. Instead,
his only goal is to make the link run dry of key-material,
so as to enforce the local neighborhood nodes to search for
alternative paths over nodes that he controls. We call this an
indirect eavesdropping attack.
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The goal of this work is to investigate the resilience –
in terms of end-to-end security – of quantum networks to
such kind of incidents. We consider both, a passive and
active adversary, being computationally unbounded and only
constrained to have no more than k nodes in the network
under his control. Moreover, we assume the routing to be
under partial control of the sender, so that he can initiate a
multipath transmission, but his chosen paths are potentially
subject to temporary rerouting due to congestions. These
congestions can be actively caused by the adversary, or
coincidentally happen due to other reasons. In the latter
case, we obtain simple suff cient criteria for perfectly secure
communication remaining possible even if the routing is
imperfect. The case of an active adversary causing traff c
redirections is discussed based on these preliminary results.

Organization of the paper: We consider networks em-
ploying QKD for point-to-point- and multipath routing for
end-to-end security, referred to as quantum networks. We
brief y review the use of QKD with multipath transmission
in Section IV. In Section V, we introduce a Markov-
chain model for the path that a data packet takes from the
sender to the receiver, with a particular focus to multipath
transmission. Conditions under which an unreliable routing
regime can yield perfect secrecy are derived in Section
VI. Section VII is devoted to a discussion of active adver-
saries by extending the results from Section VI accordingly.
Under suitable assumptions on his capabilities, we can
retain security even against an active adversary. Dropping
these assumptions, we demonstrate how an active adversary
can indirectly inf uence the routing so as to direct the
information f ow towards his nodes without direct access
to the routing. This form of indirect eavesdropping attack
works even without using the eavesdropping facility of
the underlying QKD protocol. An example supporting the
practicability of our results is found in Section VIII. Final
remarks are given in Section IX.

II. RELATED WORK

This work extends previous research described in [1].
Although eavesdropping detection in quantum key distri-
bution [4] is quite well researched, only few authors deal
with routing issues and even less consider problems arising
from unreliable routing. Most closely related to ours is the
work of [5], who provide a stochastic routing algorithm
along with probabilistic measures of secrecy in a randomly
compromised network. We improve on this by avoiding the
assumption of some f xed routing algorithm. Instead, we
formulate conditions under which a given routing protocol
can provide perfect secrecy under random compromission.
Consequently, the framework devised here is generic and
requires simulations and empirical evaluation of the routing
scheme at hand in order to be applied. Fortunately, sim-
ulation tools like OmNet++ [6] can rapidly provide such

information. Practical QKD implementations are often sub-
ject to physical distance limitations (cf. [7], [8], [9] to name
a few). Although unlimited distance QKD transmission is
theoretically possible (see [10]), multipath transmission over
disjoint channels remains up to now a practical necessity
for perfect end-to-end security [11]. In particular, [3], [12],
[13], [14] and references therein form the basis for our
work, where our goal is to investigate a hidden assumption
within these results: what happens if the routing is not
fully reliable? Implementations of multipath transmission
within the transmission control protocol (TCP) are currently
under standardization, and many other protocols like stream
control transmission protocol (SCTP [15]) as well facil-
itate concurrent transmission. Similarly as for a recently
proposed extension of the secure socket layer (SSL) by
QKD [16], [17], one could imagine QKD being integrated
in such protocols. Load-balancing, local congestions and
most importantly (adversarial) eavesdropping can all cause
re-routing of packets and therefore make otherwise disjoint
routes intersecting. Our work is an explicit account for
security under such random distortions. To the best of our
knowledge, such indirect eavesdropping attacks have not yet
been considered elsewhere in the literature.

III. PRELIMINARIES AND NOTATION

Let M ∈ {0, 1}
∗ denote a binary string of arbitrary

length. Let |M | be its length (in bits), and let H(M) denote
the Shannon-entropy of a random message source M . A
quantum network is an undirected graph G = (V,E) in
which each pair of adjacent nodes shares a channel that is
secured by means of quantum key distribution. The sets of
nodes and edges in G are denoted by V (G) and E(G),
respectively. An s−r-path in a graph is an ordered sequence
of adjacent nodes starting with s ∈ V and ending in r ∈ V .
We will denote a (general) path by ρ, and its set of nodes
will be written as V (ρ). Two s−r-paths ρ1, ρ2 are said to be
node-disjoint, if V (ρ1) ∩ V (ρ2) = {s, r}, i.e., the paths do
not intersect elsewhere than in their start- and end-nodes.
For any node v ∈ V (G), we denote the collection of its
immediate neighbors as nb(v) := {u ∈ V |(v, u) ∈ E}.

Markov chains: As our routing model will be based
on Markov chains, we brief y review the respective basics
for convenience of the reader. We will straightforwardly
focus on graph models for our introduction: once Alice
has handed over her encrypted payload to the network for
delivery to Bob, the actual journey of the packet can be
considered as a random walk through the network until it
reaches its f nal destination. Though the routing itself is
essentially deterministic, randomness comes into play due to
local congestions and subsequent re-routing. Consequently,
we can consider the packet as describing a trajectory of
a stochastic process, or more specif cally a Markov chain,
whose state space is the set V (G), i.e., the set of all relay
nodes that the packet can possibly visit. For any two nodes
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u, v ∈ V (G), assume that the packet travels from u to v
with probability puv = Pr[u→ v]. Since V (G) is f nite, we
can f x any enumeration V (G) = {1, 2, . . . , n} and write pij
for the chance of the packet traveling from i to j within one
hop. To model this hop-by-hop forwarding, let us introduce
the random variable X(τ) ∈ V (G) for τ = 1, 2, 3, . . .
telling us the node that hosts the data packet at time-step
τ ∈ N. A trajectory is the sequence (X(0), X(1), X(2), . . .)
describing the packet’s trace, starting off at the sender X(0)
until it reaches its f nal destination (the receiver) at some
later point in time. In terms of conditional probability, we
have pij = Pr[X(τ + 1) = j|X(τ) = i] describing the one-
step transition probability. The (one-step) transition matrix
is def ned as the (n× n)-matrix P = (pij)

n
i,j=1.

As we are dealing with multipath transmission in the fol-
lowing, consider t independent copies of a trajectory, named
1, 2, . . . , t. The particular state of the i-th trajectory at time τ
is written as Xi(τ). Let the function πi(τ, v) : N×V →[0, 1]
describe the chance that the i-th trajectory (i = 1, 2, . . . , t) is
within node v at time τ ∈ N, i.e., πi(τ, v) = Pr[Xi(τ) = v].
The whole distribution (supported on the set of nodes V (G))
is denoted as πi(τ), and the whole ensemble of t trajectories
is denoted as π(τ) = (π1(τ), . . . , πt(τ)).

Adversary Model: Our attacker will be a computa-
tionally unbounded active threshold adversary named Eve.
That is, given a network G = (V,E), with a sender s and
receiver r (both in V ), the adversary can compromise up to
k ≤ |V \ {s, r}| nodes in G (thanks to QKD, an activity on
any of the links would be detected anyway). Moreover, Eve
knows all relevant protocol specif cation and the network
topology, and is not bound to follow the protocol. A weaker
notion is assuming her to stick passively to the protocol in
order to extract secret information. We call this behavior
passive, as opposed to an active adversary, as described
previously and ref ned later in Section VII. Throughout the
remainder of this work, the adversary’s threshold will be
denoted as k.

Security Model: Our notion of security is based on the
concepts used in [11]. We need some notation: a general
protocol Π is an interactive process between a sender and
a receiver. In the course of Π, Alice exchanges a set C =
{C1, . . . , Cn} of messages with Bob in order to secretly
transmit a message M ∈ {0, 1}

∗ of entropy H(M). The full
set C is called the protocol’s transcript. A subset adv(M) ⊆
{C1, . . . , Cn} of the transcript obtained by eavesdropping of
the adversary is called his view in the protocol Π (a closely
related equivalent notion is found used in [13]).

Def nition III.1. Let ε > 0, and let Π be a message
transmission protocol. We call a protocol ε-secure, if the
following two conditions are satisf ed:
1) H(M |adv(M)) ∈ {0, H(M)} and
2) Pr[H(M |adv(M)) = 0] ≤ ε,

i.e., the adversary can discloseM with a chance of at most ε.

We call the protocol Π eff cient, if the size of the transcript,
i.e.,

∑n
i=1 |Ci|, is polynomial in the size of the message M ,

the size of underlying network (in terms of nodes), and log 1
ε
.

A protocol that is ε-secure for any ε > 0 is said to enjoy
perfect secrecy.

It is easy to see that if a protocol is ε-secure with ε <
2−|M|, then simply guessing the message is more likely than
breaking the protocol itself.

IV. QKD-BASED MULTIPATH TRANSMISSION

Multipath transmission pursues a simple idea: having t
paths from s to r that are node-disjoint, the sender can
transmit a message m by f rst putting it through a (t′, t)-
secret sharing (Shamir’s for instance), giving the shares
s1, . . . , st and sending each share over its own (distinct) path
to r. The adversary is successful if and only if he catches
at least t′ shares. Obviously, the scheme is unconditionally
secure if t′ > k (where k is the adversary’s threshold),
but in addition, we require full knowledge of the topology,
and assured delivery over the chosen disjoint paths. The
general interplay between network connectivity and uncon-
ditional security has been studied extensively (cf. [14], [13],
[3]). However, common to all these results is the implicit
assumption of secure and reliable routing. That is, most
existing multipath transmission regimes prescribe a f xed
set of chosen node-disjoint paths. These paths are assumed
stable and unchanged over the duration of a transmission; the
adversary might intercept the paths but cannot redirect them.
Hence, our goal in the next section is to f nd out whether or
not unconditional security can be retained if the paths are
not reliably under the sender’s control. In other words, what
happens if the adversary indirectly f ddles with the routing?

V. A MARKOV-CHAIN ROUTING MODEL

To simplify technicalities, let us assume a synchronous
forwarding regime, i.e., the nodes simultaneously forward
their packets at f xed times. This permits us to use a
discrete time variable τ ∈ N. This assumption is not too
restrictive, since even an asynchronous forwarding regime
can be reasonably approximated by choosing a small unit of
time and letting some nodes remain occasionally inactive in
some steps.
Consider an arbitrary but f xed trajectory i among an

ensemble of t independent trajectories in the following.
It is well known from the theory of Markov chains that
the state of the i-th chain at time τ ∈ N is governed
by πi(τ) = P τ · pi(0), where P is the transition matrix.
Our chain has only a single absorbing state, which is
the receiver’s state r (the receiver will surely not pass on
his message any further). Furthermore, it can be assumed
irreducible, because if it were not, then there would be at
least two nodes u, v in the network whose chance of getting a
packet from u to v is zero, so they could never communicate.
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We write HjA for the time (measured in hops) that it takes
a trajectory to get from node j to any of the target nodes in
the set A ⊆ V ,

HjA = min {τ ≥ 0 : X(τ) ∈ A|X(0) = j} .

The probability hjA of the chain ever reaching A from j is
therefore hjA = Pr[HjA < ∞], and the family (hjA; j ∈ V )
is the smallest non-negative solution of the equation system

hjA =
∑

i∈V

pjihiA, (1)

where hjA = 1 for all j ∈ A and pji is the probability of
passing from node j onwards to node i (see [18, p.123] for
details). Writing down this system for, say 5 equations with
A = {1, 3}, we get (after some minor algebra),

−p21 − p23 = (p22 − 1)h2A + p24h4A

−p41 − p43 = p42h2A + (p44 − 1)h4A,

where we additionally substituted hrA = 0, as r is the only
absorbing state of our chains. Let us write (in a slight abuse
of notation) P−R,−C to denote the matrix P with all rows
in R and all columns in C deleted. Similarly, we use the
notation PR,C to denote the matrix P only with the rows in
R and columns in C retained. To ease notation, let us put
Q := P−r,−r, i.e., Q is P without the r-th row and column.
If I is the identity matrix, and 1 is the vector of all 1’s, then
the above equation system takes the compact form

−Q−A,A · 1 = (Q−A,−A − I)hA, (2)

where hA is the family (h1A, h2A, . . . , hrA), excluding
hrA = 0 and hjA = 1 for all j ∈ A. In order to have
the values hj for j 6= r and j /∈ A well-def ned, we ought
to show that (Q−A,−A − I) is invertible. This is our f rst

Lemma V.1. Let P be a stochastic matrix of an irreducible
Markov-chain with the state space V and exactly one
absorbing state r ∈ V . Select any set of states A ⊂ V
with r ∈ A, and let Q = P−A,−A be the submatrix of P
that describes transitions between states outside of A. Then
Q− I is invertible.

Proof: Partition the state set V into V1 = A and V2 =
V \ A, then r ∈ V1 and Q describes transitions within V2.
For each v ∈ V2, write πV2

(τ, v) for the chance of the chain
being in state v after τ steps. From the theory of Markov-
chains, we know that the vector πV2

(τ) = (πV2
(τ, v))v∈V2

is given by πV2
(τ) = QτπV2

(0). As the chain is irreducible,
we will eventually reach r from any state in V2, and since
r is absorbing, this means that Qτ → 0 as τ →∞. Now, put
(Q− I)x = 0. Then Qx = x and on iterating Qτx = x. As
τ →∞, Qτx = x→ 0, so Q− I is invertible.
Lemma V.1 helps constructing a formula giving us the

chance that exactly l trajectories pass through a given area
A ⊆ V that is under the adversary’s control. We can
solve the system (2) for any given set A and see whether

it is passed with certainty. Similarly as for the binomial
distribution, we can ask for the probability of a subset of l
trajectories hitting A within f nite time, with the remaining
ones never reaching A. The probability we are after is the
sum over all subsets of size l. Formally, we have

Proposition V.2. Let a graph G = (V,E) be given, and
assume a random walk of t trajectories starting at nodes
1, 2, . . . , t. For a given A ⊆ V , the chance of l trajectories
passing through A is given by

p(A, l) =
∑

M ⊆ [1 : t]

|M| = l





∏

i∈M

hiA

∏

i∈([1:t]\M)

(1− hiA)



 ,

where the vector (hiA)i∈V is calculated by putting hrA =
0, hjA = 1 for all j ∈ A, and calculating the remaining
probabilities by solving (2). Here, [1 : t] is a shorthand
notation for the set {1, 2, . . . , t}.

VI. SECRECY AGAINST PASSIVE ADVERSARIES

According to Proposition V.2, the adversary will not learn
anything unless he conquers some set A that is passed by
suff ciently many, say l, trajectories. Consequently, his best
strategy is attacking the set with maximum likelihood of
seeing suff ciently many trajectories. It follows that the most
vulnerable subset of nodes in the network is

A∗ = argmax
A⊆V

Pr[l trajectories traverse A] = argmax
A⊆V

p(A, l).

(3)
The following result is an immediate consequence of the

above discussion:

Theorem VI.1. A network with a routing regime described
by a transition matrix P can provide perfect secrecy without
pre-shared end-to-end secrets, if and only if for some integer
l ≥ 1, we have p(A, l) < 1 for all A ⊆ V that the adversary
can compromise.

Proof: Assume that p(A, l) < 1 for any set A
and choose ε > 0 arbitrarily small. Put the message
through a (n, n) secret sharing scheme, giving the shares
s1, s2, . . . , sn. Send each si over l paths to the receiver. The
adversary is successful if and only if he catches all shares,
but the chance for this to happen decays exponentially fast as
p(A, l)n → 0 as n→∞. It remains to choose n suff ciently
large so as to have p(A, l)n < ε.
Conversely, if p(A, l) = 1 for some set A, then there is

no way to avoid the adversary when transmitting something
over the network. Hence, secret communication is impossi-
ble.
Despite this maximum likelihood optimization problem

being sound, it is yet infeasible to evaluate as the number of
subsets to test is exponential (in the adversary’s threshold).
We shall therefore set out to f nd suff cient criteria that are
easier to test.
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For a 1-passive adversary, we have the following test:

Theorem VI.2. Let t = |nb(s)| ≥ 1 count the sender s’s
neighbors. If, for each v ∈ V , we have

∑t
i=1 hiv < t,

then the network provides perfect secrecy against a 1-passive
adversary.

Proof: Put the secret message through a (t, t)-secret
sharing and let each share take its own individual path
through the network (i.e., do a random walk according to
the transition matrix P ). With the random indicator variable

Ii,j :=

{

1, if hij > 0
0, otherwise,

the number of trajectories passing through a node v ∈ V
is given by Nv :=

∑t
i=1 Ii,v , and its expected value is

E(Nv) = E(
∑t

i=1 Ii,v) =
∑t

i=1 hiv . The assertion now
directly follows from Markov’s inequality, since

Pr[Nv ≥ t] ≤
E(Nv)

t
<

t

t
= 1,

which holds for all v ∈ V . The network thus provides perfect
secrecy by Theorem VI.1.

Theorem VI.3. Let G = (V,E) be a graph, and let the
sender and receiver be s, r ∈ V . Let the adversary be k-
passive, i.e., up to k nodes in G can be compromised. For
perfect secrecy, it is necessary that |nb(s)| > k. In that case,
with V ∗ := V \ {s, r}, if

∀i ∈ nb(s) : hij ≤
1

ek
∀j ∈ V ∗ \ {i} , (4)

then the network provides perfect secrecy.

Proof:Without loss of generality, assume s’s neighbors
to be the nodes {1, 2, . . . , t}, and put the secret message
m through a (t, t)-secret-sharing scheme, transmitting the
i-th share over the i-th neighbor of s (the remaining path of
each is individual and determined by the network’s transition
matrix P ). Observe that the adversary will not learn anything
unless he gathers all t shares.
If t ≤ k, then the adversary can ”cut off” s from the rest

of the network, thus reading all information conveyed by s,
and perfect secrecy is impossible by Theorem VI.1.
Assume t > k henceforth, so there exists at least one

honest neighbor of s in every attack scenario. Let A ⊆ V
with A = {j1, . . . , jk} be a set of compromised nodes. The
(mutually dependent) events T ji

l for i = 1, 2, . . . , k occur
when the trajectory starting off the node l reaches node ji.
For each (starting node) l = 1, 2, . . . , t, we have

Pr
[

T ji
l

]

= hlji ≤ max {hlv|v ∈ V \ {l, s, r}} ≤
1

ek
, (5)

where the last inequality follows from our hypothesis. Since
Pr
[

T ji
l

]

≤ 1
ek
, then Lovász local lemma (symmetric version)

implies

Pr

[

k
⋂

ν=1

T jν
i

]

> 0. (6)

Protocol skeleton for secret and eff cient delivery of a
message over an untrusted network.
Input: Message m, round number n and number t of
shares per round.
Protocol steps for the sender:
1) Put m through a (n, n)-secret sharing, giving the

shares s1, . . . , sn.
2) For i = 1, 2, . . . , n do the following: put the i-th

share si through a (t, t)-secret sharing, where t =
|nb(s)|, and transmit the j-th share of si over the
j-th neighbor of s (cf. Theorem VI.3).

Figure 1. Multi-round multi-path transmission

In other words, the l-th trajectory has a positive chance
of evading the set {j1, . . . , jk}. Since inequality (5) holds
independently of the particular ji’s, (6) is true for all these
sets. If condition (5) holds for all l = 1, 2, . . . , t, then in
every attack scenario there is at least one trajectory with
a positive chance of not passing through the compromised
area in the graph. So, for every A ⊂ V with |A| ≤ k, it
holds that p(A, t) < 1 and the network can provide perfect
security by Theorem VI.1.

Eff ciency
Regarding the bandwidth demand, we require the overall

network traff c (bit complexity) and round complexity to
be polynomial in log 1

ε
for any chosen ε > 0. Assume

the network satisf es the condition for perfect secrecy in
Theorem VI.1.
Fix some ε > 0. We will prove the following transmission

regime to enjoy eff cient bit- and round-complexity, i.e.,
polynomial efforts in log 1

ε
. Let the secret message m be

transmitted from s to r by virtue of the framework protocol
shown in Figure 1. For a passive adversary with a threshold
k, the number of shares t must be larger than k. The number
n of rounds will be determined now.
Obviously, the attacker will not learn anything unless he

gets all the information f owing over the network (due to
the (n, n)- and (t, t)-sharings). Our task is proving n to
be polynomial in log 1

ε
and the size of the network. For

the proof, def ne an indicator variable for each round i =
1, 2, . . . , n via

Ii =

{

1, if the share si was disclosed;
0, otherwise,

so that Ii measures the adversary’s success (in a binary scale)
in the i-th round. By our hypothesis, Theorem VI.1 implies
Pr[Ii = 1] < 1 for all rounds i and all sets of nodes that the
adversary could have conquered (recall that the adversary is
k-passive). Put ρ := maxi=1,2,...,n Pr[Ii = 1], then ρ < 1.
Since 0 ≤ Ii ≤ 1 for all i, the f rst moment E(Ii) exists
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and Ii’s deviation from its mean is bounded by −1 ≤ Ii −
E(Ii) ≤ 1 for all i. Def ne S :=

∑n
i=1 Ii, then since E(Ii) ≤

ρ, we get E(S) =
∑n

i=1 E(Ii) ≤ nρ. Moreover, S−E(S) ≥
S − nρ ≥ τ for some τ to be f xed later. Application of a
variant of Hoeffding’s inequality (with relaxed independence
constraints; see [19]) gives

Pr[S − nρ ≥ τ ] ≤ Pr[S − E(S) ≥ τ ] ≤ exp

(

−
τ2

2n

)

Since 1
n
S ≥ mini Ii, we can choose τ to satisfy τ

n
≤

mini Ii − ρ ≤ 1
n
S − ρ. So we can continue the chain of

inequalities on the left-side as

Pr
[

min
i

Ii − ρ ≥
τ

n

]

≤ Pr[S − nρ ≥ τ ] ≤ exp

(

−
τ2

2n

)

,

and by taking δ := τ
n
we conclude that

p := Pr
[

min
i

Ii ≥ ρ+ δ
]

≤ exp

(

−
nδ2

2

)

for all δ ≥ 0. By construction, the adversary is successful
if and only if Ii = 1 for all rounds i = 1, 2, . . . , n, or
equivalently, mini Ii = 1. Choosing δ := 1 − ρ > 0, the
number n of rounds until Pr[mini Ii ≥ ρ+ δ = 1] < ε is
achieved comes to n ∈ O

(

log 1
ε

)

. The bit-complexity is
n·t·|m|, where |m| is the length of the message, and as such
in O

(

|m| · |nb(s)| · log 1
ε

)

, i.e., polynomial in the network
size and log 1

ε
. Summarizing the discussion, we have proved

Theorem VI.4. If a given network provides perfect secrecy
according to Theorems VI.1, VI.2 or VI.3, then there is an
eff cient protocol achieving this.

VII. SECRECY AGAINST ACTIVE ADVERSARIES

It is easy to see that the results of Section VI no longer
hold when the adversary becomes active. Picking up our
line of arguments that led to Theorem VI.4, the adversary
can destroy the message simply by f ddling with one of
its shares. Equally obvious is a quick-f x by attaching a
checksum to the message, which lets the receiver detect
(not necessarily correct) this kind of manipulation upon
combining the incoming shares. For later reference, we state
this as remark:

Remark VII.1. One can prove (see [20]) that if error
detection is required reliably with a probability of at least
1− ε for ε > 0, then the size of the share grows by at least
log 1

ε
additional bits. So, attaching an appropriate checksum

to the secret before sharing it is close to optimal in terms
of additional overhead.

To ease technicalities in the following, let us distinguish
two different forms of activity for the adversary:
1) he participates only in the protocol, but is allowed to

actively deviate from it as he wishes,
2) he participates in the protocol and additionally runs

parallel sessions over the network.

A B1 2

3 4

5

regular transmission
bogus traff c
(quantum) link
dishonest node
honest node

Figure 2. Path alteration via bogus traff c

The f rst kind of active adversary is easer to deal with,
since his activity is basically focused on active modif cations
to the messages that he gets to pass his nodes. Modifying
the routing information in order to redirect these messages
differently than intended by Alice will not help him learn
anything (simply because the packet is in his possession
already). On the other hand, he cannot redirect packets that
he does not get to see in order to acquire them. Theorem
VII.2 is concerned with security against such an attacker.
This is the major difference to the second kind of adver-

sary, who can attempt to redirect packets by intentionally
congesting links that he does not directly control. To illus-
trate the problem, consider the simple topology displayed
in Figure 2. In this scenario, Alice wishes to transmit a
message to Bob, which would be possible over the path over
the nodes 1 and 2. However, even though the adversary does
not control this path, he can nevertheless congest the link
from 1 to 2 with bogus traff c so as to enforce re-routing
over node 5 (or node 3), which is under his control.
Testing whether this kind of attack is possible is highly

nontrivial, because we now face an adversary who can
manipulate the graph topology, while only being constrained
by the link capacities. For instance, the adversary could look
for a path cover of the graph G that respects the existing
bandwidth limits. Indeed, even without the bandwidth re-
striction, the problem of f nding a minimal path cover of
this kind on a general graph is NP-complete, but becomes
solvable in linear time for certain classes of graphs (see e.g.,
[21]). On the contrary, the adversary could as well compute a
maximal multi-source multi-sink f ow between his nodes in
order to maximally congest the network. Abusing the Ford-
Fulkerson approach, he could choose the f ow-augmenting
paths in a way so as to use as many links between honest
nodes as possible. However, up to now, this is a mere
heuristic and not yet a provably optimal attack strategy. Even
worse, from the perspective of the honest parties, one would
have to compute such a f ow for all scenarios of attacking,
which again boosts the computational efforts for analysis far
out into infeasibility. The most trivial way of f xing this is
to abandon all kinds of rerouting due to congestions and
designing the relay nodes as mere queues, where messages
are temporarily stored.
It appears that guarding against such kind of attack is
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more a matter of congestion control. Consequently, going
into more detail is thus beyond the scope of this work, as we
did not presume any particular congestion control or routing
scheme here.
However, if an active adversary of the f rst kind is assumed

(i.e., bound to only manipulating, inserting or blocking of
messages), we can reformulate our previous results accord-
ingly to remain valid. The basic trick is to use the following
property of secret-sharing and Reed-Solomon codes. It is
well-known that Shamir’s (t, n) secret sharing corresponds
to a Reed-Solomon code of length n with t information
words (cf. [22]). Consequently, we can recover from up
to ⌊(n − t)/2⌋ modif ed shares by virtue of the Welch-
Berlekamp algorithm [23] (in fact, this technique is standard
in multipath transmission; cf. [3] for instance). From the
error correction capacity of the code and the condition
that the adversary should have less than t shares in his
possession, we easily deduce the (also well known) fact that
secret-sharing is robust against an active adversary with a
threshold less than n/3. Hence, up to a third of the shares
(i.e., paths) can be compromised and packets along them
can be modif ed and the message remains concealed and
intact upon reconstruction. This is the basic fact that yields
to straightforward generalizations of the results in Section
VI stated in the following.
Formally, a (t, n)−secret-sharing scheme is secure against

a k-active adversary as long as its threshold k satisf es k <
n
3 < t In analogy to Theorem VI.2 we get the following
criterion for a 1-active adversary:

Theorem VII.1. Let t = |nb(s)| count the sender s’s
neighbors. If, for each v ∈ V , we have

∑t
i=1 hiv < t

3 ,
then the network provides perfect secrecy against a 1-active
adversary.

Proof: Put the secret message through a (t, t)-secret
sharing and let each share take its own individual path
through the network. With the random indicator variable

Ii,j :=

{

1, if hij > 0
0, otherwise,

the number of trajectories passing through a node v ∈ V
is given by Nv :=

∑t
i=1 Ii,v , and its expected value is

E(Nv) =
∑t

i=1 hiv . An active modif cation is possible if at
least t/3 shares get compromised, so we can use Markov’s
inequality to conclude

Pr[Nv ≥ t/3] ≤
E(Nv)

t/3
<

t/3

t/3
= 1,

which holds for all v ∈ V . The network thus provides perfect
secrecy since the adversary can not intercept enough shares.

Unfortunately, Theorem VI.3 no longer holds for active
adversaries. Still, we can use it to guard a transmission

against an active adversary as well, yet we need some
additional requirements on the network.
In fact, multipath transmission protocols usually hinge

on the sender’s ability to choose the paths in a way that
he likes. This assumption is rarely stated explicitly (as for
instance, it is used in [3] or [13]), but nevertheless of crucial
importance. By specif cation [24, p.19], the internet protocol
(IP) provides the following feature: the sender of a message
can prescribe the list and order of intermediate nodes over
which the packet must be forwarded until it reaches the
receiver. The Session Initiation Protocol (SIP), specif ed in
[25], def nes a functional strict source routing mechanism,
meaning that the sender can choose his relay nodes and
no other nodes must be visited during a transmission. For
our purposes, a weaker notion is suff cient, namely the
symmetric answer property, which is introduced here:

Def nition VII.1 (Symmetric Answer Property (SAP)). Let a
message transmission be over the relay nodes v1, v2, . . . , vn.
If each relay node keeps the so-def ned channel open for a
subsequent response (e.g., an acknowledge message), i.e.,
the receiver can respond over the path vn, vn−1, . . . , v2, v1,
then the network is said to satisfy the symmetric answer
property.

In fact, it is this particular feature that is implicitly used in
recent work on multipath transmission such as [3] or [13],
although it is not explicitly stated there (usually, it is im-
plicitly assumed in a sloppy form as saying that ”the sender
responds over the same channel over which he received the
information”). Here, we will explicitly use this to construct
a communication protocol that enjoys robustness against an
active adversary. In the light of the previous discussion,
this appears to be a mild and reasonable assumption, as
it is included and supported by the common technological
standards for data transmission, as referenced above.

Theorem VII.2. Let G = (V,E) be a graph, and let the
sender and receiver be s, r ∈ V . Let the adversary be k-
active, i.e., up to k nodes in G can be compromised. For
perfect secrecy, it is necessary that t = |nb(s)| > 3k. If
the network satisf es condition (4) and the symmetric answer
property (SAP), then it permits perfect secrecy and resilience
against an active adversary of the f rst kind.

Notice that only the necessary condition has changed, but
the suff cient condition was only augmented by assuming the
SAP, since the line of arguments in the proof of Theorem
VI.3 can no longer be used to prove that the adversary
gets to see at most a third of the trajectories (as would
be required). Nevertheless, we can use Theorem VI.3 to
construct a protocol that guards us against active adversaries
too.
The proof of Theorem VII.2 will partially rely on the

robustness of secret sharing against modif cation of shares.
The required result along these lines is summarized as
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follows:

Lemma VII.3. Let a general (u, v)-secret-sharing be given,
and assume that the adversary has modif ed up to k shares.
Then,

• if 0 ≤ k < v/3 < u then there is no harm; all errors
can be corrected.

• if v/3 ≤ k < u, then the message cannot be disclosed
by the attacker, but he can still thwart a correct
reconstruction.

• if u ≤ k, then the attacker can disclose the message
without notice.

This fact is quite well-known (cf. [26]), yet proofs can be
found in [27].

Proof of Theorem VII.2: Without loss of generality,
assume s’s neighbors to be the nodes {1, 2, . . . , t}, and
put the message m through a (t, t)-secret-sharing scheme,
transmitting the i-th share over the i-th neighbor of s.
If t ≤ 3k, then the adversary can gain enough information

to know and perhaps modify (replace) the message already
after one transmission, hence t > 3k is necessary for perfect
security.
In the following, suppose that the sender transmits a

messagem along with a checksumH(m) over node-disjoint
channels to the receiver. The checksum (e.g., a cryptographic
CRC; cf. [28]) will provide an additional mean of detecting
manipulations once the error correction (and detection)
capabilities of the encoding failed (cf. Remark VII.1).
Once the transmission has started, the proof of Theorem

VI.3 ultimately concludes that at least one trajectory will
bypass the adversary on its way from the sender to the
receiver. The active adversary can either modify or not
modify the shares that he intercepts. Not modifying anything
literally means a passive adversary, which has been covered
in the course of Theorem VI.3, hence we consider an active
attacker in the following.
The protocol described now establishes a shared end-to-

end secret between a sender and receiver. First, we transmit
a (random) messagem along with a cryptographic checksum
H(m) via a (t, t)-secret-sharing and (hopefully) disjoint
paths over the network, and act as if the adversary were
passive. This transmission process is repeated for several
rounds, each of which yields a partial key Ki (for the i-th
round) that we can use (e.g., concatenate and hash) to distill
the f nal key for communication (e.g., to be used as a one-
time pad over a classical, perhaps insecure, channel).
We have two mechanisms of error detection: the inherent

error correction that comes with the secret-sharing (via the
Welch-Berlekamp-Algorithm in case of Shamir’s polynomial
secret sharing), and the cryptographic checksum after the
reconstruction. Let us abbreviate the error-correction as EC
and the checksum verif cation as CV hereafter. Each of these
can (independently) yield a positive or negative outcome,
giving us four cases to distinguish in the i-th round:

1) EC points out no errors and the CV conf rms the
checksum: in that case, the adversary (with high prob-
ability) has either learnt nothing or everything, since
the only case in which no error is determined by the
error correction algorithm occurs when the adversary
managed to replace all shares. If that happens, it is
easy to replace the hidden secret by something else
along with a matching checksum (hence the CV can
be expected to return positive).
Anyway, since there is a positive chance that the ad-
versary has indeed discovered the secret, the receiver
will discard any results in this case.

2) EC points out no errors but the CV fails: in that
case, the adversary managed to replace all the shares,
but has used a secret that is inconsistent with the
reconstructed checksum. This would technically point
out a manipulation while the adversary would have
been capable of avoiding this detection. So, there is
no point in acting like this, and this case is to be treated
equally as case 1.

3) EC points out errors, but the CV conf rms the check-
sum: in this case, the adversary must have managed
to replace suff ciently many shares (cf. Lemma VII.3)
to trick the error correction into wrongly indicating
correct shares as malicious. Yet at least one original
share has not been intercepted, because the error
correction pointed out at least one error. Since we do
not know which share is the correct one, but know that
there must be at least one, we take the protocols output
as the bitwise exclusive-or of all shares s1, . . . , st, that
is we create

Ki := s1 ⊕ s2 ⊕ · · · ⊕ st,

knowing that the partial key Ki is entirely unknown
to the adversary since at least one share in it acts like
a one-time pad encryption key.

4) EC points out errors and the CV fails: in this case and
by Lemma VII.3, at least t/3 but less than t shares
must have been manipulated, since the adversary was
unable to replace the secret consistently. In that case,
as before, we use the bitwise XOR of all shares to
distill the partial key Ki as the output of round i.

This protocol is repeated for several rounds until a suff cient
amount of key-material (partial keys K1, K2, . . .) has been
produced. Notice that the actual information m transmitted
through the secret-sharing is of no real value, and merely
serves to create a redundancy scheme that we can use to
detect a manipulation.
More importantly, observe that if case 1 occurs, then the

adversary can easily make the protocol output to look like
any of the other cases occurred. If this happens, then he
has gained the correct information c that the receiver will
use. However, the proof of Theorem VI.3 implies that with
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a positive probability, cases 2, 3 or 4 must occur, hence he
cannot entirely intercept the communication.
It is crucial for the sender to get notif ed in which rounds

the protocol output has been discarded by the receiver. He
does this by telling the sender which of the four cases above
occurred, and sends this information identically back over
all paths over which he received the shares originally. If
the adversary missed one of the shares, then this channel
will safely deliver the notif cation to the sender, thanks
to the symmetric answer property. Hence, upon any two
mismatching notif cations, the sender will automatically be
notif ed of the attack attempt. Even in case 1, if the adversary
managed to intercept all channels, he can either replace the
notif cations or remain passive. In the former case, he would
indicate an attack while he could have convinced the sender
that there was no attack at all, so there is no point in acting
like this. However, if an attack like in case 1 was successful,
then the receiver would discard key-material that the sender
would use, making the two end up using different (and hence
useless) keys.
This kind of person-in-the-middle situation can be de-

tected by letting the sender and receiver sacrif ce some key-
bits for public comparison on a possibly insecure channel.
Suitable protocols for this are well-known from quantum
cryptography and we will therefore not go into further details
here. If the two keys turn out different, then both discard
their key-material and rerun the protocol from scratch.
As far as eff ciency of the transmission in the presence

of an active adversary is concerned, the transmission’s
eff ciency is basically determined by the chance of at least
one trajectory avoiding the adversaries premises. While
there is a positive chance that this will happen eventually
(thanks to Theorem VI.3), the number of repetitions until
this occurs suff ciently often, is diff cult to determine without
knowledge of the precise likelihoods. These can be obtained
from simulations, but in any case, the protocol is to be
repeated until the f nal verif cation indicates a correct and
useable key. Nevertheless, in the next section, we use an
example to show how the number of repetitions can be
computed at least partially.

VIII. APPLICATION TO QUANTUM NETWORKS

It is important to emphasize that Theorems VI.1, VI.2 and
VI.3 should not directly be applied to the communication
network at hand. Instead, we are interested in estimating the
harm that any deviation from a prescribed routing strategy
causes. Going back to multipath transmission, our goal is
using the results from the previous section to classify a
given network as (in)secure under the assumption of random
detours that a packet takes upon local congestions or empty
local quantum-key-buffers.
We illustrate the application of Theorem VI.3 by using a

simple example, which shall demonstrate the general line
of reasoning. Take the network shown in Figure 3, with

1 2 3

4 5 6

7 8

Figure 3. Example multipath transmission from 1 to 8

each link secured by means of QKD. Alice (node 1) per-
forms a multipath communication over three disjoint chan-
nels ρ1 = (1→ 2→ 3→ 8), ρ2 = (1→ 5→ 6→ 8), ρ3 =
(1→ 4→ 7→ 8) (shown bold) to Bob’s node 8. Assume
that each node does the packet forwarding reliably, up
to some chance of α for the packet to def ect from the
prescribed route. Thus, assuming stochastic independence
for the sake of simplicity, with probability 1−αlength(ρi)−2,
the packet will travel over ρi as desired. Notice that any
path is accessible from any other, and that an adversary will
surely not waste resources by attacking anywhere else than
on the chosen paths. Hence, we can create an abstract model
for such a multipath transmission by restricting the focus on
whether the packets travel as desired (likelihood determined
by the reliability of routing, i.e., the probability of the packet
not deviating from its prescribed route), or whether they
take detours (should happen with a small chance only) that
could yield to intersecting paths and disclosure of the secret
message.
For the analysis of a general network G = (V,E) under

a multipath transmission scenario, we therefore consider the
auxiliary graph G′ = (V ′, E′): let ρ1, . . . , ρt be paths in G,
then each of these becomes a node in G′, which is connected
to the sender and receiver, so put V ′ := {ρ1, . . . , ρt}∪{s, r}.
Attacking elsewhere than on the paths ρ1, . . . , ρt is less
paying for the adversary than compromising the paths
themselves, so we may safely disregard any nodes in the
network that are not on a chosen path. Also, assume that a
packet can jump from any path to any other, so the nodes
ρ1, . . . , ρt form a clique. Finally, each path ρi is connected
to the receiver r in a one-way manner, as the receiver
is absorbing and will not pass anything further. Similarly,
the sender is (one-way-)connected to all his chosen paths,
though these transitions are of no further interest, since
an accidental jump from a path back to the sender can
trivially be corrected by the sender putting the packet back
on its correct path. The set of edges therefore comes to
E′ = {ρ1, . . . , ρt}

2
∪ {(ρi, r), (s, ρi)|i = 1, 2, . . . , t}. The

resulting transition graph for the example is depicted in
Figure 4, with arrows indicating possible state transitions.
The topology of the auxiliary graph G′, excluding the

transitions from s to each ρi (for obvious reasons) def nes
the Markov-chain on which we can invoke the results from
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ρ1

ρ2

ρ3 rs

Figure 4. Auxiliary graph G′ describing state transitions

Section VI. For the analysis, it remains to specify the
following likelihoods:

• Pr[ρi→ r]: with the parameter α as above, this is
Pr[ρi→ r] = 1−αlength(ρi)−2. Notice that several events
of node failure are not necessarily independent, and
correlations among these must be considered in a more
accurate (perhaps more realistic) model.

• Pr[ρi→ ρj ]: this quantity depends on the particular
chances of jumping from a node on ρi to any node on
ρj , and must be worked out individually for the network
at hand. For the sake of simplicity and illustration,
we assume an equal likelihood of jumping on any
other path once ρi is left. For the example, we take
Pr[ρi→ ρj ] =

1
t−1 (1− Pr[ρi→ r]).

Since the jumps from the sender to each of his chosen paths
are uninteresting, we do not need to model the corresponding
transition probabilities, nor must these appear in the transi-
tion matrix of the Markov-chain. These links are merely
included to have G′ consistent with our criteria, and are
therefore shown dashed.
With α = 0.01, we end up f nding the transition matrix:

P =









ρ1 ρ2 ρ3 r

ρ1 0 0.01 0.01 0.98
ρ2 0.01 0 0.01 0.98
ρ3 0.01 0.01 0 0.98
r 0 0 0 1









Now, we can use Theorem VI.3 on this matrix to see that the
network is indeed secure against a 2-passive adversary: with
V ∗ = {1, 2, 3} and by solving (2) for A = {1} , {2} , {3},
we f nd hij = 1

99 < 1
2e ≈ 0.184, for each i, j ∈ V ∗, j 6=

j. It follows that the network remains secure even under
much less reliable routing. Indeed, we can tolerate up to
α ≈ 0.155, i.e., a more than 15% chance of the packets
becoming re-routed via indirect eavesdropping or congestion
control. Finally, Theorem VI.4 tells that resilience against
such incidents can be retained eff ciently.
In order to illustrate Theorem VII.2, let us consider a

network whose auxiliary graph has a similar topology as
shown in Figure 4, but has 7 paths connecting Alice and
Bob. The adversary is 2-active (k = 2), so that the necessary
condition of more than 3k = 6 neighbors is satisf ed.
Moreover, let the reliability of the network transmission be
α = 80%, i.e., there is a chance of roughly 4% for the packet
jumping from one path to another. Then, condition (4) is

satisf ed and the network provides perfect secrecy against
a 2-active adversary by Theorem VII.2. With the concrete
f gures in hand, we can even compute the required number
of protocol repetitions: it is the precise lower bound to the
strictly positive probability (6) for a trajectory to bypass the
adversary’s servants. The sought bound is provided by the
asymmetric version of the Lovasz local lemma from which
the symmetric version of the Lovasz local lemma can be
concluded. We spare the details for brevity, and draw the
bound

Pr

[

k
⋂

ν=1

T jν
i

]

≥

(

1−
1

k + 1

)k

from the asymmetric (general) version of the lemma, where
T jν
i is the event of the l-th trajectory visiting the adversarial

node ν starting from the sender’s neighboring node i. In our
case with k = 2, this bound evaluates to 0.44, so that there
is quite a good chance for the adversary to miss at least one
trajectory. This means that there is a 1 − 0.44 ≈ 55.55%
chance for cases 2, 3 or 4 in the proof of Theorem VII.2 to
occur. Since case 2 will never be observed for a reasonably
acting adversary, we have a chance of p = 0.55 to distill key
material in each round thanks to the remaining cases 3 and 4.
So, the expected amount of key-material comes to ≈ 0.55n
Bit for n rounds, and the required number of repetitions
can be computed from the required amount of key-material.
Still, this does not mean that case 1 is impossible and the
adversary could have tricked the sender and receiver into
thinking that cases 3 or 4 apply in some rounds. So, the
f nal decision whether or not to use the key is up to the
public comparison. The number of repetitions upon failure of
this last step is geometrically distributed, yet the distribution
parameter, namely the required success probability of a
single Bernoulli trial (which is nothing else than a protocol
execution), unfortunately cannot be computed from the given
information.

IX. CONCLUSION

We have obtained simple criteria for protection against
passive and active adversaries, if the activity is constrained
to modif cations and no bogus traff c. In case of coincidental
redirection of packets along alternative routes, we have
shown suff cient criteria for the transmission remaining se-
cure in such cases. Based on these results, we have sketched
how an active adversary can successfully be repelled by
techniques of secret sharing, multipath transmission and
error correction. Roughly speaking, our proposed protocols
extend the purpose of QKD to create point-to-point secrets,
to an application using QKD to establish end-to-end secrets.
Let us brief y review the results in chronological and

condensed form. Our f rst main result is Theorem VI.1,
which states that perfect secrecy is achievable if and only if
the sender has a strictly positive chance to circumvent the
adversary’s corrupted nodes somehow. Theorem VI.2 and

31

International Journal on Advances in Systems and Measurements, vol 5 no 1 & 2, year 2012, http://www.iariajournals.org/systems_and_measurements/

2012, © Copyright by authors, Published under agreement with IARIA - www.iaria.org



Theorem VI.3 give suff cient conditions for this to happen,
assuming a passive adversary listening. These conditions are
derived from a Markov-chain model of the transmission.
Basically, the analysis works by solving a linear equation
system (1) for the vector of hitting probabilities hjA (re-
member that hjA is the chance for a packet starting off
node j eventually reaching any node in the set A), where
the hitting probabilities go directly into the criteria for
secure communication. For solving (1), all we need are the
likelihoods pij for a packet to travel to node j from node i.
This is the description of the routing scheme as a Markov
chain model. The model can of course be put to question,
however, judging from the vast variety of routing strategies,
routing table update procedures and possible f ow control
mechanisms, the Markov model appears to be suff ciently
f exible to cover a large number of cases. If any of these
suff cient criteria for perfect secrecy turns out satisf ed, then
Theorem VI.4 assures that the transmission is not only
secure but also eff ciently doable.
Regarding active adversaries, things are much more in-

volved, and Figure 2 sketched a simple rerouting enforce-
ment by inserting bogus traff c and exploiting load balancing
and f ow control. In alignment to our previous results,
Theorem VII.1 transfers the known condition for 1-passive
adversaries to its analogous form for 1-active adversaries.
The transition from a 1-active to a k-active adversary calls
for the additional hypothesis of symmetric answers, that is,
the receiver must be able to reliably respond over the same
channel over which he received a share in the f rst place.
We call this the symmetric answer property, and Theorem
VII.2 states that security against a k-active adversary can
be achieved under roughly the same conditions as for a
k-passive adversary, except for the additional assumption
on symmetric answer channels. Unfortunately, all of these
results refer to adversaries that do not run parallel sessions
and particularly are not congesting links by bogus traff c.
Defending the system against this kind of attack is beyond
the capabilities of the given criteria and up to security
systems linked to the f ow and congestion control system
within the quantum network.
Our results are only indirectly dependent on the quantum

nature of the network, as the attack targets the multipath
transmission regime only by exploiting general QKD prop-
erties. These are, moreover, independent of the particular
QKD-implementation, and equally well apply to discrete or
continuous quantum information encodings. In general, any
successful denial-of-service attack, regardless of whether on
a conventional or quantum line, can be used for indirect
eavesdropping in the described form, as soon as secure
multipath transmission is used.
This work is an explicit account for an adversary who

turns the QKD eavesdropping detection against the network.
If end-to-end security is set up by means of multipath trans-
mission, then ”disconnecting” (by eavesdropping) otherwise

adjacent nodes may enforce local re-routing of packets and
in turn direct the information f ow right into the adversary’s
hands. We presented various suff cient criteria for a network
to retain its security under indirect eavesdropping attacks by
passive and certain active adversaries. Our results provide
suff cient criteria to conclude that a network retains perfect
secrecy under randomly compromised nodes and routes.
Necessary criteria have not been given here, and are subject
of future research.
Another interesting open problem is how to act against

attacks involving bogus traff c in the quantum network.
As has been demonstrated by a simple example scenario,
an adversary can redirect traff c ”remotely” by cleverly
overloading certain links and nodes (passive eavesdropping
might as well yield such effects). Guarding a multipath
transmission against this kind of attack is yet an open
problem, and an interesting challenge of future research.
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Abstract—The inverse scattering problem of a quantum star
graph is shown to be solvable as a diagonalization problem
of Hermitian unitary matrix when the connection condition is
given by scale invariant Fulop-Tsutsui form. This enables the
construction of quantum graphs with desired properties. The
quantum vertices with uniform and reflectionless scatterings are
examined, and their finite graph approximations are constructed.
It is shown that a controllable spectral filter can be constructed
from a certain reflectionless graph with the application of
external potential on a line.

Keywords-quantum graph; singular vertex; quantum wire;
inverse scattering; quantum filter

I. INTRODUCTION

The inverse scattering is one of the most intriguing problems
in quantum mechanics. The inverse scattering problem of
quantum graph [1], [2], [3], [4], in particular, has two aspects.
Because the quantum graph is a nontrivial solvable system
[5], it presents a challenge for extending the range of solvable
inverse scattering problems. It is also increasingly becoming
important as the design principle of single electron devices
based on nanoscale quantum wires.

In this article, we consider the inverse scattering problem on
a star graph with Fulop-Tsutsui vertices [6], the scale invariant
subset of most general vertex couplings [7]. A star graph is
the elementary building block of generic graph having many
half-lines connected together at a single point, the singular
vertex. The scattering matrix of star graph with Fulop-Tsutsui
condition is energy independent. We exploit this simplicity to
give the full answer to its inverse scattering problem in the
form of diagonalization problem of Hermitian unitary matrix.
Two special examples of inverse scattering problems, that of
reflectionless transmission, and of equal-scattering including
the reflection, are examined in detail. Very interesting designs
involving Diophantine numbers emerge for the realization of
quantum device with such properties. Since any singular vertex
is effectively reduced to Fulop-Tsutsui vertex in both high and
low energy limits [8], our study hopefully opens up a door
for the full study of inverse scattering problems for general
singular vertex.

The quantum graph has to be controllable by external field
of macroscopic scale, if it is to be useful as a quantum device.
We formulate scattering problems on a quantum graph with
constant potentials with differing strengths applied to graph

lines. The formalism is applied to analyze several models of
quantum graphs with external potential on a line. The existence
of threshold resonance phenomenon is pointed out, and it is
shown to be useful in designing controllable spectral filtering
devices. Specifically, a controllable band filter with flat spectral
response is constructed from a n = 4 reflectionless quantum
graph.

This article is organized as follows: In the second section,
we formulate the inverse scattering problem of scale invariant
graph vertices in terms of matrix diagonalization. In the
third section, a scheme to approximate the vertex with small
structures made up of δ-vertices is developed. In the fourth
section, the scheme is applied to obtain reflectionless and
equitransmitting quantum graphs. The accuracy of the approxi-
mating procedure is also examined in the same section. In the
fifth section, with the application of the quantum graphs as
controllable quantum devices in mind, the scattering formalism
is extended to handle the added external potentials on the lines.
In the sixth section, we take a look at the threshold resonance
phenomenon which is found in the quantum graph with a line
subjected to the added potential. In the seventh section, we
examine a n = 4 reflectionless graph with a positive external
potential on a line, and point out its utility as band spectral
filter. The paper ends with the concluding eighth section.

II. INVERSE SCATTERING AS DIAGONALIZATION

The quantum graph is a system made up of interconnected
one-dimensional lines on which a quantum particle moves
around. The simplest nontrivial quantum graph is a star-shaped
graph with a single node. This “elementary particle of quantum
graph” is also referred to as singular quantum vertex. We
start by considering a singular quantum vertex of degree n,
having n half-lines comming out of a point-like node (Fig. 1).
The quantum particle moving on i-th line is described by the
wave function ψi(xi) which satisfies the Schrödinger equation,
which, after proper rescaling of the units, read

− d2

dx2i
ψi(xi) = k2ψi(xi) (i = 1, ..., n). (1)

The coordinates xi on the i-th line are labeled outwardly from
the singular vertex, which is assigned the value xi = 0 for all
i. The specification of the connection condition at the node
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1

j

n

Sj1 e ikx

e-ikx

2

S11 e ikx

Fig. 1. Schematic representation of scattering of a quantum particle on a
star graph of degree n.

xi = 0 characterizes the system. Let us define the boundary
vectors Ψ and Ψ′ by

Ψ =

ψ1(0)
...

ψn(0)

 , Ψ′ =

ψ
′
1(0)
...

ψ′n(0)

 , (2)

in which ψ′i(xi) is the spatial derivative of the wave function
on i-th line. The current conservation at the node can be
expressed as

Ψ†Ψ′ −Ψ′†Ψ = 0. (3)

It is hown in [7] that this condition can be rephrased as

AΨ +BΨ = 0. (4)

with two n× n matrices A and B, which satisfy

A†B = B†A, rank(A,B) = n. (5)

It is shown in [9] that this most general connection condition
is characterized by a complex matrix T of size (n−m)×m
where m can take the integer value m = 1, 2, ..., n − 1, and
is given by(

I(m) T
0 0

)
Ψ′ =

(
S 0
−T † I(n−m)

)
Ψ, (6)

where S is a Hermitian matrix of size m × m. The scale
invariant subfamily of most general connection condition is
characterized by a complex matrix T of size (n − m) × m
where m can take the integer value m = 1, 2, ..., n − 1, and
is given by(

I(m) T
0 0

)
Ψ′ =

(
0 0
−T † I(n−m)

)
Ψ, (7)

where I(l) signifies the identity matrix of size l× l. To achieve
the from (7), we may have to suitably renumber lines, in
general.

The particle coming in from the j-th line and scattered off
the singular vertex is described by the scattering wave function
on the i-th line, ψ(j)

i (x) which is given in the form

ψ
(j)
i (x) = e−ikx + Sjjeikx (i = j)

= Sijeikx (i 6= j). (8)

Consider matrices M = {ψij(0)} and M ′ = {ψ′ij(0)}. They
are given, in terms of S by

M = I(n) + S, M ′ = ik(−I(n) + S), (9)

Since each column of M and M ′ satisfies the equation (7),
we have(

I(m) T
0 0

)
M ′ =

(
0 0
−T † I(n−m)

)
M. (10)

From (9) and (10), we easily obtain the explicit solution of
the scattering matrix S = {Si,j} in the form

S = −I(n) + 2

(
I(m)

T †

)(
I(m) + TT †

)−1 (
I(m) T

)
. (11)

Squared moduli of the elements of S have the following
interpretation: |Sij |2 for j 6= i represents the probability
of transmission from the i-th to the j-th line, |Sjj |2 is the
probability of reflection on the j-th line. A notable feature of
this S obtained from Fulop-Tutsui vertex its Hermiticity;

S† = S. (12)

Since the scattering matrix is unitary for any system, in
general, i. e.

S†S = I(n), (13)

S belongs to a special class of square matrix that is at the
same time Hermitian and unitary [10].

A natural question to be asked is what subset of Hermitian
and unitary matrix, the scattering matrix of entire Fulop-
Tsutsui vertex forms. To answer this question, we look for
an alternative expression of (11). By multiplying

(
I(m) T

)
from the left, we obtain(

I(m) T
)
S =

(
I(m) T

)
(14)

Similarly, by multiplying
(
T † I(n−m)

)
from the left, we

obtain (
T † I(n−m)

)
S = −

(
T † I(n−m)

)
. (15)

Combing these two expression, we have XmS = ZmXm with
the definitions

Xm =

(
I(m) T
T † −I(n−m)

)
,

Zm =

(
I(m) 0

0 −I(n−m)

)
. (16)

Thus we can express S in the form of a products of three
Hermitian matrices as [10]

S = X−1m ZmXm. (17)

Interestingly, (17) can also be viewed as the diagonalization
of Hermitian unitary matrix S by a non-unitary Hermitian
matrix Xm. We can show, in fact, that this form leads to
the path to the inverse scattering problem for quantum graph
vertex of Fulop-Tsutsui type: Let us suppose that the full set
of scattering data is given in terms of an arbitrary Hermitian
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unitary matrix S. Let us signify the rank of the matrix S+I(n)

by m. After proper renumbering of lines, we can write this
matrix in the form

S + I(n) =

(
I(m)

T †

)
M
(
I(m) T

)
, (18)

where M is a Hermitian m × m matrix, and T , a complex
(n − m) × m matrix. From the unitarity of S, we find the
relation (S + I(n))2 = 2(S + I(n)), from which we obtain

M = 2(I(m) + TT †)−1, (19)

and we therefore arrive at (11). We conclude, therefore, that
any Hermitian unitary matrix can be viewed as a scattering
matrix S of a Fulop-Tsutsui vertex.

In order for a quantum star graph to break scale invariance
and obtain k-dependence, its scattering matrix needs to be-
come non-Hermite. The existence and the uniqueness of the
inverse scattering solution of quantum star graph extend to this
more general non-Hermite case also. These observations can
be reached easily and directly from the original “U-form” of
connection condition using a unitary matrix [2], [7], but our
procedure holds definite advantage of giving us T directly,
which is known [9] to allow us the physical construction of
a finite quantum graph whose small size limit reproduces the
prescribed S.

The procedure of diagonalization, in practice, is quite cum-
bersome for large n. A simpler alternative to obtain T from
S is the following: Let us divide S into four submatrices S11,
S12, S21 and S22 of size m×m, m× (n−m), (n−m)×m
and (n−m)× (n−m), respectively as

S =

(
S11 S12
S21 S22

)
. (20)

These submatrices have the properties

S†11 = S11, S†22 = S22, S†21 = S12, (21)

and also

S211 + S212 = I(m),

S222 + S221 = I(n−m),

S11S12 + S12S22 = 0. (22)

From these equations, we have the explicit expressions of T
in terms of Sij ;

T =
(
I(m) + S11

)−1
S12

= S†21
(
I(n−m) − S22

)−1
. (23)

It is easy to check that the forms (11) and (17) can be kept
under the index renumbering α ↔ β both for α, β ≤ m and
for α, β > m with the proper transformation for the elements
of T ; It is given by tαj ↔ tβj for the former and tiα ↔ tiβ

for the latter. For the case of α ≤ m and β > m, it is given
by tij → t′ij with

t′ij =
tijtαβ − tαjtiβ

tαβ
δ̄iαδ̄jβ

− tαjδiα−δαjtiα + δiαδjβ
tαβ

, (24)

where we define δ̄ij = 1 − δij . This implies that it is not
possible to exchnage the indices α and β whose tαβ is zero.
This corresponds to the index ordering for which both (I(m)+
S11) and (I(n−m)−S22) are singular and the T is undefined,
thus the boundary condition at the singular vertex does not
take the form (7).

III. FINITE APPROXIMATION

Finite tubes connected at a node generically tend, in their
small diameter limit, to a vertex with delta-like connections,
given by m = 1, and T =

(
1 · · · 1

)
, namely

1 1 · · · 1
0 0 · · · 0
...

...
0 0 · · · 0

Ψ′ =


v 0 · · · 0
0 1 0
...

. . .
...

0 0 · · · 1

Ψ, (25)

and very often to its strength zero limit, v = 0, a free vertex
[11]. We might also consider applying localized magnetic field
to achieve phase change. It is natural, therefore, to devise a
design principle to construct arbitrary connection condition out
of this elementary vertex. Once all elements of T = {tij}, i =
1, ...,m and j = m+ 1, .., n, are obtained, a finite graph with
internal lines and the δ-coupling vertices can be constructed
systematically, whose small-size limit reproduces the boundary
condition of Fulop-Tsutsui vertex, (7). The scheme developed
in [12] works as follows.

(i) Assemble the edges of n half lines which we assign the
numbers j = 1, 2, ..., n, and connect them in pairs (i, j) by
internal lines of length d/rij except when rij = 0, for which
case, the pairs are left unconnected. Apply vector potential Aij
on the line (i, j) to produce extra phase shift χij between the
edges when its value is nonzero. Place δ potential of strength
vi at each edge i.

(ii) The length ratio rij and the phase shift χij are deter-
mined from the non-diagonal elements of the matrix Q defined
by

Q =

(
T

I(n−m)

)(
−T † I(m)

)
=

(
−TT † T
−T † I(m)

)
, (26)

by the realation rije
iχij = Qij (i 6= j). This means that we

have

rije
iχij = −

∑
l>m

tilt
∗
jl (i, j ≤ m),

= tij (i ≤ m, j > m),

= 0 (i, j > m). (27)
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(iii) The strength vi is given by the diagonal elements of
the matrix V defined by

V =
1

d
(2I(n) − J (n))R, (28)

where R is the matrix whose elements are made from absolute
values of matrix elements of Q, i.e.

R = {rij} = {|Qij |}. (29)

The matrix J (n) is of size n × n with all elements given by
1. This means that we have

vi =
1

d
(1−

∑
l≤m

rli) (i > m),

=
1

d
(
∑
l>m

[r2il − ril]−
∑

l(6=i)≤m

ril) (i ≤ m). (30)

These fine tunings of length and strength are necessary to
counter the generic opaqueness brought in with every addition
of vertices and lines into a graph.

The wave function φ(x)= φi,j(x) on any internal line (i, j),
we have the relation(

φ′(0)
eiχφ′(dr )

)
= − r

d

(
F (dr ) −G(dr )
G(dr ) −F (dr )

)(
φ(0)

eiχφ(dr )

)
, (31)

with F (x) = x cotx and G(x) = x cosecx. Combining (31)
with the condition at the i-th endpoint,

ψ′i(0) +
∑
j 6=i

φ′ij(0) = viψi(0) (32)

where we have the δ-potential of strength vi, we obtain the
relations between the boundary values ψi = ψi(0) and ψ′i =
ψ′i(0) in the form

dψ′i =

vid+
∑
l 6=i

rilFil

ψi−
∑
l 6=i

eiχijrilGilψl, (33)

where the obvious notations Fij = d
ril

cot d
ril

and Gij =
d
ril

cosec d
ril

are adopted. Note that the equation (33) is exact
and does not involve any approximation. In the short range
limit d→ 0, we have Fij = 1 +O(d2) and Gij = 1 +O(d2).
We can then show, with a straightforward calculation in the
manner of [9], that the limit d → 0 gives the desired
connection condition for Fulop-Tsutsui vertex (7).

IV. REFLECTIONLESS AND EQUISCATTERING GRAPHS

With the solution of the inverse scattering fully formulated,
it is now possible to find a Fulop-Tsutsui vertex from a
given scattering matrix with specific requirement. Our previous
results detailed in [12] showing the reconstruction of “Free-
like” scattering is one such example, and could have been
achieved easier with current method. We now ask whether
there is fully reflectionless graph whose scattering matrix
has only zeros for its diagonal elements, Sii = 0. Vertices
yielding such scattering matrix is known to be useful in
developing semiclasical theory of quantum spectra [13]. If we

Ψ1

Ψ2

Ψ3

Ψ4

Ψ1

Ψ2

Ψ3

Ψ6

Ψ4

Ψ5

Fig. 2. Finite approximation to the reflectionless Fulop-Tsutsui vertices
corresponding to (35) (left) and (41) (right) constructed according to (26)-
(28). The relative length of internal lines rij and strength of the δ-potentials
vj for former are given by (40), while those for the latter are given by (43).
Double lines indicate the existence of non-zero phase shift χij .

limit ourselves to real S, it becomes symmetric matrix with
Sij = Sji.

We note a useful relation concerning the trace of the
scattering matrix. Taking the trace of (17) and utilizing
tr(AB) = tr(BA), we have

trS = trZm = 2m− n. (34)

Since S for reflectionless scattering is traceless, we can have
such scattering only for n = 2m.

Our first example is with n = 4 whose S is given by

S =


0 0 a

√
1− a2

0 0
√

1− a2 −a
a

√
1− a2 0 0√

1− a2 −a 0 0

 , (35)

and the and corresponding T , by

T =

(
a

√
1− a2√

1− a2 −a

)
. (36)

The finite approximation is characterized by

r12 = r34 = 0, r13 = r24 = a, r23 = r14 =
√

1− a2,

eiχ24 = −1, eiχij = 1 all others,

v1 = v2 = v3 = v4 =
1− a−

√
1− a2

d
, (37)

The finite graph approximation is schematically illustrated in
the left side of Figure 1.

We next turn to reflectionless scattering with uniform trans-
mission to all other lines. The smallest non-trivial example of
such matrix exists for n = 4, and given by

S =
1√
5


0 1 1 1
1 0 −i i
1 i 0 −i
1 −i i 0

 . (38)

The corresponding T is given by

T =

(
ω ω−1

ω−4 ω4

)
. (39)
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with ω = ei
π
6 . Our finite approximation is specified by

following numbers.

r13 = r14 = r23 = r =24= 1, r12 = r34 = 0,

eiχ13 = ei
π
6 , eiχ14 = e−i

π
6 , eiχ23 = e−4i

π
6 , eiχ24 = e4i

π
6 ,

v1 = v2 = v3 = v4 = −1

d
, (40)

The finite graph approximation is schematically illustrated in
the right side of Figure 1.

If we limit ourselves to real scattering matrix, such matrix,
called symmetric conference matrix, is known to exist for n =
6, 10, 14, 18, 26, 30, 38, .... We look at the example of n = 6
whose S is given by

S =
1√
5


0 −1 −1 −1 1 1
−1 0 −1 1 −1 1
−1 −1 0 1 1 −1
−1 1 1 0 1 1
1 −1 1 1 0 1
1 1 −1 1 1 0

 . (41)

The corresponding T is given by

T =

 1 1 + γ 1 + γ
1 + γ 1 1 + γ
1 + γ 1 + γ 1

 . (42)

where γ = (
√

5 − 1)/2 is the golden mean. Our finite
approximation is specified by following numbers.

r12 = r23 = r13 = 4 + 3γ, r14 = r25 = r36 = 1,

r15 = r16 = r26 = r24 = r31 = r32 = 1 + γ,

r45 = r46 = r56 = 0,

eiχ12 = eiχ23 = eiχ13 = −1, eiχij = 1 all others,

v1 = v2 = v3 = −6
γ + 1

d
, v4 = v5 = v6 = −2

γ + 1

d
. (43)

The finite graph approximation is schematically illustrated in
the right side of Figure 1.

Our next example is the reflectionless equitransmitting
graph with n = 10, that corresponds to the S matrix given
by n = 10 conference matrix

S =
1

3



0 −1 1 1 −1 −1 1 1 1 1
−1 0 −1 1 1 1 −1 1 1 1
1 −1 0 −1 1 1 1 −1 1 1
1 1 −1 0 −1 1 1 1 −1 1
−1 1 1 −1 0 1 1 1 1 −1
−1 1 1 1 1 0 1 −1 −1 1
1 −1 1 1 1 1 0 1 −1 −1
1 1 −1 1 1 −1 1 0 1 −1
1 1 1 −1 1 −1 −1 1 0 1
1 1 1 1 −1 1 −1 −1 1 0


(44)

The trace of S is zero again, and we have m = n
2 = 5. The

matrix T specifying the vertex is given by

T =


−1 0 1 1 0
0 −1 0 1 1
1 0 −1 0 1
1 1 0 −1 0
0 1 1 0 −1

 , (45)

Ψ1

Ψ2

Ψ3

Ψ4

Ψ5

Ψ6

Ψ7

Ψ8
Ψ9

Ψ10

Ψ1

Ψ2

Ψ3

Ψ4

Ψ5

Ψ6

Ψ7

Ψ8

Fig. 3. Finite approximation to the equal-scattering Fulop-Tsutsui vertex
corresponding to n = 10 conference matrix, (44) (left) and n = 8 Hadamard
matrix, (47) (right) constructed according to to (26)-(28). The relative length
of internal lines rij and strength of the δ-potentials vj for former are given
by (46), while those for the latter are given by (49). Double lines indicate the
existence of non-zero phase shift χij .

where σ =
√

2−1 is the silver mean. Our finite approximation
is specified by following numbers for verteces;

r12 = r23 = r34 = r45 = r15 = 1,

r16 = r27 = r38 = r49 = r5a = 1,

r18 = r29 = r3a = r46 = r57 = 1,

r19 = r2a = r36 = r47 = r58 = 1,

r13 = r14 = r24 = r25 = r35 = 2,

r17 = r28 = r39 = r4a = r56 = 0,

r1a = r26 = r37 = r48 = r59 = 0,

r67 = r78 = r89 = r9a = r6a = 0,

r68 = r79 = r8a = r69 = r7a = 0,

eiχ12 = eiχ23 = eiχ34 = eiχ45 = eiχ15 = −1

eiχ16 = eiχ27 = eiχ38 = eiχ49 = eiχ5a = −1

eiχij = 1 all others,

v1 = v2 = v3 = v4 = v5 = −6

d
,

v6 = v7 = v8 = v9 = va = −2

d
. (46)

Here, a in subscript stands for the index for 10th edge.
The finite graph approximation for this case is schematically
illustrated in the left side of Figure 2.

The last example is the equal-scattering graph, in which
in the scattering is uniform in all lines including the line of
incoming particle. Such matrix, called symmetric Hadamard
matrix, is known to exist for n = 2k, k = 0, 1, .... An example
of such S for n = 8 is given by

S =
1√
8



1 −1 −1 −1 −1 1 1 1
−1 1 −1 −1 1 −1 1 1
−1 −1 1 −1 1 1 −1 1
−1 −1 −1 1 1 1 1 −1
−1 1 1 1 −1 1 1 1
1 −1 1 1 1 −1 1 1
1 1 −1 1 1 1 −1 1
1 1 1 −1 1 1 1 −1


. (47)

The trace of S is again zero, and we have m = n
2 = 4. The
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Fig. 4. Scattering probabilities as functions of incoming momentum k (in
the unit of 1/d) of finite quantum graph approximating the equal-transmitting
reflectionless vertex with n = 6 edges represented in Figure 1, right.

matrix T specifying the Fulop-Tsutsui the vertex is given by

T =
1

σ + 1


σ 1 1 1
1 σ 1 1
1 1 σ 1
1 1 1 σ

 . (48)

where σ =
√

2−1 is the silver mean. Our finite approximation
is specified by following numbers for verteces;

r12 = r13 = r14 = r23 = r24 = r34 = 1 + σ,

r15 = r26 = r37 = r48 =
σ

1 + σ
,

r16 = r17 = r18 = r27 = r28 = r38 =
1

1 + σ
,

r25 = r35 = r36 = r45 = r46 = r47 =
1

1 + σ
,

r56 = r57 = r58 = r67 = r68 = r78 = 0,

eiχ12 = eiχ13 = eiχ14 = eiχ23

= eiφ24 = eiχ34 = −1, eiχij = 1 all others,

v1 = v2 = v3 = v4 = −5σ − 3

d
,

v5 = v6 = v7 = v8 = −σ + 1

d
. (49)

The finite graph approximation is schematically illustrated in
the right side of Figure 2.

We now take a look at the convergence of the finite size
graph approximation by numerical calculations. In Figure
3, we display the scattering matrix of the finite graph that
is constructed to approximate equal-scattering reflectionless
matrix, (41). These are calculated directly from (33). The value
of the wave length k is in the unit of 1/d. The convergence
can be seen as quite good below kd . 0.2. Numerical analysis
of other examples of different graphs give essentially the
same conclusion that the construction does represent physical
realization of singular Fulop-Tsutsui vertex.

V. SCATTERING MATRIX FOR GRAPH WITH POTENTIALS

We are interested in controlling the scattering properties of
a quantum star graph with n lines through the addition of
potentials on the lines. Suppose that constant potential Ui is
applied to the i-th line. The Schrödinger equation now reads

− d2

dx2i
ψi(xi) = (k2 − Ui)ψi(xi) (i = 1, ..., n). (50)

Suppose a quantum particle with mechanical energy E comes
in the vertex from the j-th line, and scattered into all the lines
through the vertex. The i-th component of the wave function
is given by

ψ
(j)
i (x) = e−ikix + Sjjeikix (i = j)

=

√
kj
ki
Sijeikix (i 6= j), (51)

where k` is the local momentum on the `-th line, defined by

k` =
√
E − U`, (52)

where U` is the potential on the `-th line. The coefficients√
kj/ki is there to impose proper normalization to guarantee

that the flux conservation is given by Ψ†Ψ′ − Ψ′†Ψ = 0 as
before. The scattering matrix S = {Sij} now depends, besides
the internal properties of the vertex, on E and U1, U2, . . . , Un.

1

j

n

√(k1/kj)Sj1e ikjxj

e-ik1x1

2

S11 eik1x1

Fig. 5. Schematic representation of scattering of a quantum particle on a
star graph of degree n with potentials Ui on the line i.

As before, we define matrices M = {ψij(0)} and M ′ =
{ψ′ij(0)}. This time, from (51), we have

M = I(n) +K−1SK,
M ′ = iK2(−I(n) +K−1SK), (53)

where the matrix K is defined by its elements

Kij =
√
kiδij . (54)

The boundary condition AM +BM ′ = 0, together with (53)
leads to [14]

S = −(AK−1 + iBK)−1(AK−1 − iBK) , (55)

which is the desired equation.

39

International Journal on Advances in Systems and Measurements, vol 5 no 1 & 2, year 2012, http://www.iariajournals.org/systems_and_measurements/

2012, © Copyright by authors, Published under agreement with IARIA - www.iaria.org



VI. THRESHOLD RESONANCE IN STAR GRAPH WITH
EXTERNAL POTENTIAL

Let us consider an n = 3 star graph with a Fulop-Tsutsui
coupling with

T =
(
a b

)
, (56)

which gives the explicit equation for the boundary condition
BΨ′ = −AΨ in the form1 a b

0 0 0
0 0 0

Ψ′ =

 0 0 0
−a 1 0
−b 0 1

Ψ. (57)

The scattering matrix in the absence of potentials Ui = 0 is
given by

S =
1

1+a2+b2

1−a2−b2 2a 2b
2a −1+a2−b2 2ab
2b 2ab −1−a2+b2

 . (58)

In order to make the system controllable with external field
of macroscopic scale, we add a constant potential to one of
the lines [14]. We choose the third line for this purpose, while
leaving the other two lines free. The graph is schematically
illustrated in Fig. 6. The system is conceived as a model of the
quantum device that is controlled through the variation of the
potential strength. The roles of individual lines are identified
as follows:

• Line 1 is the input. Particles of various energies are
coming in the vertex along this line.

• Line 2 is the output. Particles passed through the vertex
are gathered on this line.

• Line 3 is the controling line. We assume that this line is
subjected to an adjustable constant external potential U .

1 2

3
U

FT: (a b)

e-ikx1 S21 e ikx2

Fig. 6. Schematic depiction of the n = 3 star graph with an external potential
U on the line 3.

A quantum particle with energy E = k2 coming in the vertex
from the input line 1 is scattered at the vertex into all the lines.
The scattering amplitudes can be calculated by substituting
the matrices A,B from the boundary condition (57) into
equation (55), together with the local momenta

k1 = k2 = k, k3 =
√
k2 − U. (59)

For the incoming particles from the line 1, we obtain:

S21(k;U) =
2a

1 + a2 + b2
√

1− U
k2

, (60)

S11(k;U) =
1− a2 − b2

√
1− U

k2

1 + a2 + b2
√

1− U
k2

, (61)

S31(k;U) =
2b
(
1− U

k2

) 1
4 Θ(k −

√
U)

1 + a2 + b2
√

1− U
k2

. (62)

The Heaviside step function Θ(k −
√
U) in (62) is there to

make the expression valid for all energies k2, including k2 <
U . It represents the absence of the transmission to the line 3
below the threshold momentum

kth =
√
U. (63)

We look at the probability of transmission from the input
line 1 into the output line 2, which we denote by P(k;U),
which is given by

P(k;U) = |S21(k;U)|2. (64)

We are nterested in its k-dependence, in particular. We have,
from (60),

P(k;U) =
4a2(

1 + a2 + b2
√

1− U
k2

)2 (k ≥
√
U),

=
4a2

(1 + a2)2 + b4( Uk2 − 1)
(k ≤

√
U). (65)

We observe that for a given constant potential on the line 3,
P(k;U) as a function of k grows in the interval (0,

√
U),

attains its maximum at k = kth, and decreases in the interval
(kth,∞). In particular, we have

P(0;U) = 0 ,

P(kth;U) =

(
2a

1 + a2

)2

,

P(∞;U) =

(
2a

1 + a2 + b2

)2

. (66)

If the parameters a, b satisfy

b� a ≥ 1, (67)

the function P(k;U) displays a sharp peak at the threshold
momentum kth. Equation (66) implies that the peak attains
the highest possible value 1 for a = 1. We conclude that,
with the choice b � a = 1, the system has high input to
output transmission probability for particles having momenta
k ≈ kth, and that the transmission is perfect for k = kth, while
the transmission probability for other values of k is strongly
suppressed. The situation is numerically illustrated in Fig. 7.
The quantum graph schematically depicted in Fig. 6 can be
therefore used as an adjustable spectral filter, controllable by
the potential put on the controlling line 3. We remark that the
resonance at the threshold momentum kth is related to the pole
of the scattering matrix which is located on the positive real
axis at

kpol =
b2√

b4 − (1 + a2)2

√
U (68)
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Fig. 7. Scattering characteristics of the graph from Fig. 6 with parameters
a = 1, b = 3. The transmission probability P(k;U) as a function of k
with the value of the potential set to U = 1 is plotted in the top figure. The
lower figure shows reflection probability |S11(k;U)|2 and the probability of
transmission to the controlling line |S31(k;U)|2.

on the unphysical Riemann surface, which is connected to
the physical Riemann surface at the cut that runs between
k = ±kth.

VII. FLUX CONTROL AND QUANTUM SLUICE-GATE

Let us consider an n = 4 star graph, in search of another
model of the quantum device, which is schematically illus-
trated in Fig. 8. The roles of individual lines are identified as
follows:

• Line 1 is the input. Particles of various energies are
coming in the vertex along this line.

• Line 2 is the output. Particles passed through the vertex
are gathered on this line.

• Line 3 is the controling line. We assume that this line is
subjected to an adjustable constant external potential U .

• Line 4 is the drain Our analysis has shown that this
seemingly redundant line is needed for the device we
wish to construct.

The vertex coupling is again assumed to be of a Fulop-Tsutsui
type, specified by the coupling matrix

T =

(
a a
a −a

)
, (69)

which gives the explicit equation for the boundary condition
in the form

1 0 a a
0 1 a −a
0 0 0 0
0 0 0 0

Ψ′ =


0 0 0 0
0 0 0 0
−a −a 1 0
−a a 0 1

Ψ (70)

with a ∈ R. The scattering matrix in the absence of potentials
U = 0 is given by

S =
1

1+2a2


1−2a2 0 2a 2a

0 1−2a2 2a −2a
2a 2a −1+2a2 0
2a −2a 0 −1+2a2

 . (71)

For a particle with energy E = k2 coming in the vertex from

1 2

3
U

4

S21 e ikx2e-ikx1

FT: (    )a  a
a -a

Fig. 8. Schematic depiction of the n = 4 star graph with an external potential
U on the line No. 3.

the input line 1, we have

k1 = k2 = k, k3 =
√
k2 − U, k4 = k. (72)

The scattering amplitudes for particles entering from the line
1 can be calculated as

S21(k;U) =
2a2

(
1−

√
1− U

k2

)
(1 + 2a2)

(
1 + 2a2

√
1− U

k2

) , (73)

and

S11(k;U) =
1− 4a4

√
1− U

k2

(1 + 2a2)
(

1 + 2a2
√

1− U
k2

) , (74)

S31(k;U) =
2a
(
1− U

k2

) 1
4 Θ(k −

√
U)

1 + 2a2
√

1− U
k2

, (75)

S41(k;U) =
2a

1 + 2a2
. (76)

We again denote the transmission probability from input to
output lines by P(k;U) = |S21(k;U)|2. We obtain, for the
transmission below the threshold,

P(k;U) =
4a4U/k2

(1+2a2)2
(
1−4a4+4a4 Uk2

) (k ≤
√
U), (77)

and above the threshold,

P(k;U) =
4a4

(
1−

√
1− U

k2

)2
(1+2a2)2

(
1+2a2

√
1− U

k2

)2 (k ≥
√
U). (78)

Hence we have

P(0;U) =
1

(1 + 2a2)2
,

P(
√
U ;U) =

4a4

(1 + 2a2)2
,

P(∞;U) = 0 . (79)
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When U is fixed, P(k;U) as a function of k quickly falls
off to zero at k >

√
U . A typical behaviour is illustrated

in a numerical example in Fig. 9. The peak at the threshold
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Fig. 9. Scattering characteristics of the graph from Fig. 8 with parameter a =
1. The transmission probability P(k;U) as a function of k with the value of
the potential set to U = 1 is plotted in the top figure. The lower figure shows
the reflection probability |S11(k;U)|2 and the probabilities of transmission
to the controlling line |S31(k;U)|2 and to the drain line |S41(k;U)|2.

momentum kth =
√
U , appearing for a > 1/

√
2, is again

related to the pole in the unphysical Riemann plane at

kpol =
2a2√

(4a4 − 1)

√
U. (80)

There is a value of the parameter a that deserves a particular
attention, namely a = 1/

√
2. For this choice of a, the peak

disappears and the function P(k;U) becomes constant in the
whole interval (0,

√
U);

P(k;U) =
1

4
(k ≤

√
U)

=
1

4

1−
√

1− U
k2

1 +
√

1− U
k2

2

(k >
√
U). (81)

The situation is evident in Fig. 10. This can be also regarded
as the a = 1/

√
2 case of (35) considered in the section IV.

Our device behaves as a spectral filter with a flat passband that
transmits one fourth of quantum particles with momenta k ∈
[0,
√
U ] to the output, whereas particles with higher momenta

are diverted to other lines, mainly to 3 and 4. The process is
directly controlled by the external potential U . Note that, at
this parameter value a = 1/

√
2, the scattering matrix without

the external potential has the form

S =
1√
2


0 0 1 1
0 0 1 −1
1 1 0 0
1 −1 0 0

 . (82)
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Fig. 10. Characteristics of the flat spectral filter obtained from the graph on
Fig. 8 for a = 1/

√
2. The transmission probability P(k;U) as a function

of k with the value of the potential set to U = 1 is plotted in the top
figure. The lower figure shows the reflection probability |S11(k;U)|2 and
the probabilities of transmission to the controlling line |S31(k;U)|2 and to
the drain line |S41(k;U)|2.

Since increasing U opens the channel 1→2 for more par-
ticles, the device can be regarded as a quantum sluice-gate,
applicable as a quantum flux controller (Fig. 11). When there
are many particles described by the momentum distribution
ρ(k) on the line 1, the flux J to the line 2 is given by

J(U) =

∫
dkρ(k)kP(k;U) . (83)

Assuming the Fermi distribution with Fermi momentum kF
larger than our range of operation of

√
U , we can set ρ(k) =

ρ = const. With the approximation P(k;U) ≈ 1
4Θ(
√
U − k),

we obtain

J(U) =
1

8
ρU, (84)

which indicates the linear flux control.
The sluice-gate built from an n = 4 star graph has another

possible mode of operation. We can apply another external
field V which we assume to be in the range 0 < V < U to
the line No. 4. The local momenta on lines 1 to 4 are given
by

k1 = k2 = k, k3 =
√
k2 − U, k4 =

√
k2 − V . (85)

The system now has two threshold momenta given by

kth1 =
√
U, kth2 =

√
V . (86)

For the incoming particles from the line 1, we obtain the
scattering matrix in the form

S21(k;U) =
−2a2

(√
1− U

k2 −
√

1− V
k2

)
(

1 + 2a2
√

1− U
k2

)(
1 + 2a2

√
1− V

k2

) , (87)
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Fig. 11. The graph showing the sluice-gate operation of the quantum graph
depicted in Fig. 8. The transmission spectra P(k) is plotted with various
values of the control potential U .

S11(k;U) =
1− 4a4

√
1− U

k2

√
1− V

k2(
1 + 2a2

√
1− U

k2

)(
1 + 2a2

√
1− V

k2

) , (88)

S31(k;U) =
2a
(
1− U

k2

) 1
4 Θ(k −

√
U)

1 + 2a2
√

1− U
k2

, (89)

S41(k;U) =
2a
(
1− V

k2

) 1
4 Θ(k −

√
V )

1 + 2a2
√

1− V
k2

. (90)

The channel 1→2 opens for particles with k ∈ [kth2, kth1]
and mostly closes for particles with k outside this interval
(Fig. 12). The gate then works as a fully tunable band spectral
filter. However, in contrast to the standard V = 0 operation
mode, the filter with V > 0 does not have a flat passband.

We emphasize that the controllable filter using the threshold
resonance is possible only with “exotic” Fulop-Tsutsui-type
couplings in the vertices. Standard vertex couplings, namely
the free and the δ-coupling, fail to work in this manner. It
is essential, for the proposed designs to be experimentally
realizable, that the required Fulop-Tsutsui vertices can be
created using standard couplings, which themselves have a
simple physical interpretation [15]. This problem has been
addressed in [9] and [12], where it was proved that any
Fulop-Tsutsui coupling given by b. c. with real matrices A,B
can be approximately constructed by assembling a few δ-
couplings. The solution for our case is shown in Fig. 13:
For the n = 3 case (top), the δ-coupling strengths are given
by v1 = [a(a − 1) + b(b − 1)]/d, v2 = (1 − a)/d and
v3 = (1−b)/d. For the n = 4 case (bottom), the strengths are
v1 = v2 = 2a(a − 1)/d, v3 = v4 = (1 − 2a)/d. The double
line represents a line with a “magnetic” vector potential, which
can be alternatively replaced by a line carrying the δ-coupling
of strength v5 = −8a/d in its center, together with changing
v2 and v4 to v2 = 2a(a− 2)/d, v4 = (1− 4a)/d.

1.0

0.5

0.0

P      

2.01.51.00.50.0
k

a =1/√2kth2 = √ V

kth1 = √ U

0.5
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kth1 = √ U
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2 a =1/√2kth2 = √ V
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2
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k

Fig. 12. Characteristics of the flat spectral filter obtained from the graph
on Fig. 8 for a = 1/

√
2 and added second potential V on the 4th line. The

transmission probability P(k;U) as a function of k with the value of the
potentials set to U = 1 and V = 0.1 is plotted in the top figure. The lower
figure shows the reflection probability |S11(k;U)|2 and the probabilities of
transmission to the two controlling lines |S31(k;U)|2 and |S41(k;U)|2.

FT: (a b)
≈

d/a

d/b

 v 1  v 2

 v 3

 v 2

 v 4

≈
d/a d/a

 v 1

 v 3

d/a d/aFT: (    )a  a
a -a

Fig. 13. Finite constructions of the Fülöp-Tsutsui couplings used. The design,
based on [12], utilizes the δ-couplings connected by short lines. The small size
limit d→ 0 with the δ-coupling strengths scaled with d effectively produces
the required F-T vertex coupling.

VIII. CONCLUSION AND PROSPECTS

It has been shown, in this article, that the task of finding
desired property of Flulop-Tsutsui graph can be turned into
mathematical problem of identifying proper Hermitian unitary
matrix. Naturally, the search of system with S having other
interesting specifications should follow. Several questions arise
along the line. One is the question whether we always have
trS = 0 for systems with “exchange symmetric” |Sij |. The
generalization to complex S is also an interesting problem
[16]. Other open questions include the generalization to non-
Fulop-Tsutsui connection which yields general unitary S not
limited to Hermitian ones. The study of the bound state spectra
is one thing we have completely neglected in this work.
Application to non-quantum waves, including electro-magnetic
wave and water wave should be another interesting subject.

Through the finite construction of star graph with no internal
lines, what we have shown, in fact, amounts to the study of
the low energy properties of graphs with internal lines, all of
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whose edges are connected to external lines. The examination
of more complicated graphs, having purely internal lines, is
the natural future direction.

The full solution to the inverse scattering problem and its
use as a basis for filtering device, which we have shown in
this article, amount to the partial fulfillment of the hope, that
quantum graph could be a solvable model and useful design
tool at the same time. The application of the quantum graphs
we have considered here obviously is just a starting attempt,
to which many follow-ups in the future should be expected.
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Abstract—Internet of Things is envisioned to drastically
chance the way sensor data from physical phenomena can
be utilized by users on the Internet. However, one concern
in deploying and maintaining a large number of sensor
nodes is that replacing spent batteries will not be feasible.
One solution to this issue may involve utilising energy
harvesting technologies, e.g. solar, heat, or vibration, with
solar being the most promising for general applications.
However, using solar panels is currently a relatively ex-
pensive approach as they require a time-consuming and
therefore costly assembly process. As an alternative, this
paper suggests a new approach to powering networked
sensors: the direct integration of a solar cell onto a sensor
nodes printed circuit board. This approach eliminates
the need for manual assembly and the use of expensive
connectors.

Keywords-Dye sensitised solar cells, energy harvesting,
Internet of Things, wireless sensor networks

I. INTRODUCTION

This paper, based on previous work from Eliasson
et al. [1], presents new results and outlines applica-
tion areas for the proposed approach. A wireless
sensor and actuator network (WSAN) is composed
of a large number of heterogeneous sensor nodes, or
sources, that both sense phenomena in the physical
world but also provide some control of the physical
world [2]. A wireless sensor and actuator network
also includes one or several gateways, or sinks,
which forward sensor data from nodes in the internal
network to an external network [3]. Research on
WSAN technology originally focused on military
applications, such as battlefield surveillance, land

mine detection, and soldier monitoring [4]. Current
wireless sensor network research is additionally
motivated by an increasing number of civil usage
scenarios, such as environmental and habitat mon-
itoring, seismic and volcanic monitoring, structural
monitoring, and industrial applications [5], [6].

Wireless sensors are expected to have a drastic
impact on how measurements of the physical world
will be presented to users on the Internet [7]. A
vision, in which Internet-connected wireless sensors
are deployed in the vicinity of users, named the
Internet of Things [8] is also projected to enhance
both safety and quality of life for future generations.
For this vision to be realized, a number of issues
must be resolved. Two of these issues, addressed
by this paper, are:

• Enabling wireless power
• Lowering the cost of the sensor nodes

Reducing power consumption can be achieved
using a number of methods, such as using more
efficient components, integrating more intelligent
routing protocols [9], or developing energy-aware
computing. Wireless power requires power harvest-
ing, power storage, and an appropriate power usage
architecture at the sensor node; see for example
[10], [11], [12]. A node’s cost will be reduced
with the use of more integrated components, and
the price of printed circuit boards (PCB), integrated
circuits (ICs), and other components will drastically
decrease with increased production volumes. How-
ever, the costs of certain node components, such
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as batteries and power supplies, do not scale as
effectively as circuit board production volumes. The
cost of packaging a complete node with a circuit
board, batteries, solar panels, and enclosure will
not be reduced by the same order of magnitude
as that of the electronics. This is a major obstacle
for realizing the vision of massive wireless sensor
networks.

This paper presents a novel approach aimed
at further reducing manufacturing and integration
cost for solar cells for powering wireless sensor
nodes. The approach is to manufacture a solar
panel directly onto a sensor node’s circuit board,
thus reducing the cost of manufacturing the cell
separately and eliminating the assembly cost. This
has several benefits, as the resulting device consists
of an integrated solution that effectively eliminates
cables and connectors, and an additional integration
step. The proposed approach also increases the
system’s robustness because there are no connectors
or cables that can disconnect due to mechanical
phenomena, e.g., vibrations or impacts. The ultimate
aim of this research is to develop a holistic method
for producing complete low-power systems, where
assembly of the PCB, components, and an energy-
harvesting device can be completed as a single
process. The first steps have been taken - we have
integrated a solar cell module with a PCB - and the
authors envision that, in the future, a solar cell can
be directly printed on a PCB using sequential build-
up (SBU) techniques. For example, Blackshear et al.
reported in 2005 [13] the advantages of using SBU
for chip assembly onto circuit boards.

The paper is outlined as follows: this section has
presented related work and a background of wire-
less sensor networks and solar cell technologies.
The next two sections give an overview of some
related work, application areas, and DSCs. Section
V presents the new method of integrating a DSC
directly onto a circuit board, and Sections VI and
VII show the experimental setup, and results from
real-world tests, respectively. Finally, conclusions
and suggestions for future work are presented in
Section VIII.

II. RELATED WORK

One consideration for energy harvesting relates
to the energy density from different sources. It is
clear that solar cells are superior to other energy

harvesting approaches such as vibrations and ther-
moelectric power, as reported by Yang et. al [10].
When comparing different solar cell technologies,
both power efficiency and cost must be considered.
Two main candidate technologies: silicon based so-
lar cells and dye sensitised solar cells (DSC), some-
times called Grätzel cells [14], have been selected
for further investigation. A comparison between
silicon based solar cells and DSC can be found
in [15]. Regarding energy capability a traditional
silicon-based solar cell offers about 43mA/cm2 at
0.7V, whereas current DSCs offer about 22mA/cm2

at about 0.6V [16]. Regarding cost, DSCs have po-
tential to be lower cost due both cheaper feedin ma-
terials and inexpensive manufacturing techniques.

In [17], Usman showed by simulation that the use
of DSC technology in close integration with modern
electronics, i.e. PCB integration, is an interesting
technology and emerging trend. In [1], Eliasson et
al. showed the world’s first working prototype of
a device where a PCB and a DSC cell was suc-
cessfully integrated. This paper further elaborates on
application areas where this is feasible, and extends
the conclusions by supplying new measurements
and results.

III. AREAS OF APPLICATION OF PROPOSED
APPROACH

The use of energy scavenging in real-world ap-
plications is becoming more and more common. By
harvesting energy in the form of solar, wind, vibra-
tion, heat, etc, the need to replace or charge drained
batteries can be avoided. In some cases, for example
industrial applications, changing batteries might not
be feasible due to a hazardous environment. Below
are three different sensor networking applications
identified, with their characteristics:

A. ITS
Intelligent transport systems (ITS) are believed

to be an important tool for tomorrow’s road infras-
tructures. ITS can help reducing the traffic’s carbon
dioxide foot print, improve safety and increase the
traffic flow. ITS systems are usually composed of
three main components: sensors for vehicle detec-
tion, actuators for informing drivers, and a back-
end system. Sensors for vehicle detection are used
to feed the back-end system with information about
the traffic, with number of vehicles, thier speed, etc.
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Vehicle detection has traditionally been performed
using magnetic sensors, cameras, lasers and other
expensive and power consuming devices. A road
surface network (RSN) is a new type of ITS solu-
tion, where low-cost sensors are deployed directly
onto a road’s surface. This enables vehicle detection
and classification, not only in cities, but also in rural
areas. Since the sensors are solar-powered, there is
no need for installing power cables, which further
reduces the installation cost. The use of a wireless
sensor and actuator network (WSAN), as suggested
by Hostettler et al. [18] enables new possibilities
of how modern, solar-powered electronics can be
embedded in the physical world. The iRoad project
[19] conducted at Luleå University of Technology
aims at developing these types of systems. In these
types of devices, it is important that both component
and assembly costs are minimized.

B. Healthcare

Most western countries have an aging popula-
tion. This will drastically increase costs for each
country’s healthcare and elderly care systems. Using
for example e-Health, where electronics and ITS
systems [20] are used as tools for reducing health-
care costs, travel costs and increase the quality of
life. With e-Health, people which can be treated
in the comfort of their own homes can have the
option to do so, thus minimizing hospital time.
However, this requires that some sort of monitoring
be used. With the use of (wireless) sensors, patients
can have their medical status monitored remotely
while maintaining mobility, and if some anomaly
is detected by an e-Health device, an alarm or
alert can be transmitted to the hospital. Figure 2
shows an example of an Internet-connected sensor
platform, i.e. the Mulle. The Mulle is a low-power
sensor node, measuring only 24x26x4 mm. This
small size combined with the Mulle’s support for
Internet communication, enables the Mulle to be
well suited for use on patients or elderly. The Mulle
can be equipped with GPS, heart rate monitor, fall
sensors, motion sensors and other types of sensors
that can be used to monitor patients. Figure 1 shows
a Body area network (BAN) architecture capable
of monitoring various medical properties such as
body temperature, posture, pulse, location, physical
activity, etc. A number of sensor nodes would be de-
ployed on a human user, and use the patients mobile

Fig. 1. Body area network

Fig. 2. Mulle v3.1 Embedded Internet System (EIS)

phone to transmit sensor information to backend-
systems for data analysis and alarm generation.

In e-Health applications, users expect not to
change drained batteries more than a few times
per year. If an e-Health device must be recharged
daily or weekly, people will simply not use it, or
forget to charge it resulting a health hazard. There-
fore, e-Health devices must be very low power,
and optionally use energy scavenging in order to
prolong system lifetime. The Mulle’s sleep current
consumption is only 4 µA, which enables it to be
used in combination with (solar) energy scavenging,
as shown in [12].

One aspect of e-Health applications is that the
users will spend a substantial time indoors. It is
therefore beneficial if the solar panel used to power
the sensor and actuator devices can provide some
power output even in low light conditions i.e. from
lamps and ambient sun light.

C. Home automation
Home automation using wireless sensor and actu-

ator networks have the possibility to reduce energy
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usage [21] and thus CO2 emissions [22], increase
safety and security while enhancing the users quality
of life. By enabling different systems to exchange
information and thus allow fine control of heating,
ventilation, lighting etc, substantial savings can be
accomplished. As an example, the building’s se-
curity system can inform other systems that no
one is present. Heating and ventilation can then
be reduced, lighting switched off etc. Temperature
sensors outdoors and indoors can help ensure that
a comfortable temperature is provided in each in-
dividual room. Smart appliances, such as washing
machines, can start during night when the electricity
is cheap.

IV. DYE SENSITISED SOLAR CELLS

The dye sensitised solar cell (DSC) is currently
being investigated as a low cost method of harvest-
ing the abundant energy of sunlight into electricity
[14]. It offers the possible advantages of low cost
and better light harvesting in low and/or diffuse
lighting, which are more realistic conditions than
those which are optimal for other photovoltaic de-
vices, such as silicon-based cells.

The DSC operates by light exciting an electron
in a dye molecule adsorbed onto a mesoporous
semiconductor to an energy level above the con-
duction band of the semiconductor. The electron is
quickly transferred to the conduction band of the
semiconductor and transported through the network
of interconnected nanoparticles to the electrode.
The electron passes through the external circuit and
then reduces an electrolyte at the counter electrode
which in turn reduces the dye, returning it to its
ground state. This type of solar cell has exhibited an
efficiency of over 11 %, as shown by Han et. al [23].
The operation of the DSC allows for cheap, abun-
dant materials to be used for device components,
combined with less energy-intensive processes used
during manufacture. This offers the potential for
significantly lower production costs compared to
more traditional silicon solar cells, in turn reducing
the energy and cost payback times significantly.
These factors make the DSC an attractive renewable
energy source for the future.

The drawbacks for DSCs are, lower performance
compared to silicon devices and a corrosive volatile
electrolyte that limits material selection options and
shortens device lifetimes. The most problematic of

these is device lifetime, as it is difficult to construct
devices with long lifetimes when encapsulation of
a volatile, corrosive electrolyte is required. To this
end alternative electrolytes have been investigated -
generally highly viscous, non-volatile ionic liquids.
Solid state hole conductors have also been consid-
ered and are a more elegant solution, as they also
remove corrosive iodine from the system, expanding
materials selection options within the cell as well
as eliminating any solvent leakage issues, due to
being a solid. The leading organic hole conductor
is 2,2,7,7-tetrakis(N,N-di-p-methoxypheny-amine)-
9,9-spirobifluorene (spiro-MeOTAD) [24], with re-
ported device efficiencies up to 7.2% [25]. A solid
state device is typically constructed onto fluorine
doped tin oxide (FTO) glass with a titania (TiO2)
layer coated on top, which is dyed and then infil-
trated with the hole conductor. The counter elec-
trode is a gold layer evaporated onto the coated
titania layer and connected to an electrically isolated
section of the FTO glass. This architecture is ideal
for integration with circuit boards, which has been
realised by the authors and is shown in Figure 3.
The circuit board was physically contacted to the
gold contacts on the back of the DSC module, as
shown in Figure 5. The connections was made such
that each cell is independently measurable and thus
can be bipassed if necessary, e.g. due to damage or
during cell characterization.

V. PCB WITH INTEGRATED DYE SENSITISED
SOLAR CELL

DSC modules were created here using the screen
printing technique, on pre-etched 100 mm × 100
mm 13 Ω/square FTO coated conducting glass
(Nippon) masterplates. The etching to separate the
contacts for the individual cells was performed
using a laser engraving system, a Versa laser VL3.50
unit, which produced fine lines (∼150µm) with high
spacial precision. Following this procedure the glass
was cleaned and a dense blocking layer of TiO2

was deposited by spray pyrolysis, with the areas for
electrical contacts by solder or the gold layer being
masked by flattened aluminum rods.

The screen printing paste for the active layer con-
tained 18 nm particles of anatase titania (obtained
from JGC Catalysts and Chemicals Ltd) and was
diluted by terpineol at a ratio of 2:1 paste (Fluka).
The thickness of the titania layer was determined
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Fig. 3. Layout of the PCB with integrated dye-sensitised solar cell

by a Veeco Detak 150 stylus profilometer, to be ∼2
µm. The titania layer was incrementally heated to
450◦C for 30 min and then to 500◦C for 15 min.
The master plates were cut into 50 mm × 50 mm
modules and reheated to 500◦C for 30 mins before
being placed into the dye solution of 30 mM Z907
(Dyesol) in an acetonitrile/tert-butanol 1:1 mixture.
for approximately 24 hours. The electrolyte was a
solid state hole conductor, namely Spiro-MeOTAD,
which was deposited by spin-coating using a solu-
tion that consisted of 180mg/mL of Spiro-MeOTAD
(Merck) in chlorobenzene (Sigma) with additives of
4-tertbutylpyridine (TBP) (Sigma) (17.6ul/mL) and
Li-TFSI (Sigma) (19.5mM). Chlorobenzene was
used on a cotton bud to remove excess Spiro-
MeOTAD from the glass were series interconnects
were to be formed. The gold charge collecting
layer was deposited onto the module via thermal
evaporation, and the areas not to be coated with
gold were masked with Kapton tapeTM (3M).

An attempt was made to integrate these devices
onto a PCB using conductive epoxy however, this
had a detrimental effect on the DSC leading to dye
desorption. Therefore, this approach was abandoned
in favour of using a soft compressible conductor.
The material used was a polymer mesh substrate
with copper deposited onto it. The copper mesh was
cut into pieces of the same width as the pads, but
slightly longer such that they could be laid over the
pads and adhered using Kapton tape. The module
was placed on top of the PCB such that the gold
contacted the copper mesh and no shorting occurred
between cells. The PCB and DSC module where
then clipped into place using bulldog clips. During
these alignment and clipping processes care was
taken not to damage the fragile gold layer. Wires

Fig. 4. Prototype board layout

Fig. 5. PCB DSC solar panel prototype board, ready for integration
with sensor node, the DSC module is 50 mm × 50 mm

were soldered onto the board such that the entire
module could be used or individual cells could
be measured and/or bypassed if faulty. Figure 4
shows the PCB that serves as the base for the new
solar cell. The board, which is composed of four
copper stripes each 49 mm wide and 6 mm long,
was manufactured using a milling machine from
an Eagle CAD design. In the next version of this
prototype board, a modern maximum power point
tracker (MPPT) will be integrated in the system.
By using a MPPT, the cell’s power output can be
increased up to 15-20% [26].

Figure 5 shows a board produced with a DSC on
a PCB. The module created was tested before and
after integration with the PCB, using alligator clips
to make the electrical connections for tests prior to
the connection to the PCB was made, with wires
soldered to the PCB used after connection. The
module was also tested 5 months after construction.
During storage the cell was placed in a drawer in
ambient atmosphere and generally in the dark.
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VI. EXPERIMENTAL SETUP

Several experiments were performed to investi-
gate the performance of the PCB-based cell. To
evaluate the performance of the module under stan-
dard conditions a solar simulator was used. The
modules were tested under 1 Sun illumination, 100
mWcm−2 AM1.5G, using a 1000 W solar simulator
xenon lamp (Oriel) fitted with an appropriate filter to
achieve spectral match and a Keithley 2400 source
meter. Illumination intensity was varied by the use
of fine wire mesh and calibrated using a silicon
diode. The active area was 10.5 cm2, while the
size of the glass was 25 cm2, this shows a poor
active area to device area ratio. In future work will
attempt to increased this to over 90% coverage, as
a challenging, yet achievable, target for an intercon-
nected module of this size. No masking was used;
efficiencies may therefore be over estimated due to
light piping within the glass.

To investigate the real world performance and
feasibility for practical use, tests were performed
both indoors and outdoors using different light
sources.

A. Measurement system

A measurement system was created to capture
characterization measurements for the PCB solar
cell. The measurement system, shown in Figure
6, consists of a 24-bit analog-to-digital converter
(ADC) that measures the voltage drop over a 5Ω
resistor, which is used to measure current. To obtain
an I-V curve, a digitally programmable potentiome-
ter was also used so that different loads could be
presented to the cell. A Mulle v3.1 networked sensor
node equipped with a Bluetooth 2.0 transceiver was
connected to the measurement system. Using this
approach, the PCB cell can be tested outdoors by
having a wireless connection to a laptop or PC,
which can be placed indoors. The measurement
system will be used also to measure the temper-
ature dependency of the cell during winter tests. In
addition, the measurement system also serves as a
building block in the power supply unit (PSU) that
may be used together with the PCB-cell. The PSU
includes a boost converter that generates a 5.0V
output used to charge a super capacitor. A switch is
used to select whether the Mulle should be powered
by the super capacitor or by a battery. The Mulle
v3.1 also features a battery monitor chip, capable

Fig. 6. Measurement system overview

Fig. 7. Measurement system implementation

of measuring battery voltage, power consumption,
available energy, and estimated lifetime. Combined
with the Mulle’s on-board features, the PSU can
enable true energy- and power-aware operation.

Figure 6 shows the measurement system. The
system can measure voltages up to 6.5V, and current
with a resolution around 20µA. The load can be
programmed to any value between 100Ω and 100kΩ
in 256 steps. Its realisation is shown in Figure 7.

The measurement system is completely wireless,
which allows remote monitoring of the PCB cell. A
dedicated software written in C was used to retrieve
data from the Mulle and store the results to file on
a computer.

B. Performed measurements
The following experiments were performed in

order to test the cell’s performance under in a real-
world setting. The different tests that the cell was
tested in are typical application locations where a
networked embedded system can be deployed.
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TABLE I
MULLE V3.1 CURRENT CONSUMPTION

Mode Delay Current
All systems sleep - 0.004 mA
MCU 10.0 MHz, BT off - 7.6 ma
MCU 5.0 MHz, BT off - 5.1 mA
MCU 2.5 MHz, BT off - 3.1 mA
MCU 1.25 MHz, BT off - 2.2 mA
MCU sleep, BT listen 2-12 s. 1.0 mA
MCU sleep, BT active - 40.3 mA
MCU sleep, BT sniff (210 slots) 131 ms. 8.4 mA
MCU sleep, BT sniff (2010 slots) 1256 ms. 2.8 mA
MCU sleep, BT parked (18 slots) 13 ms. 7.5 mA
MCU sleep, BT parked (200 slots) 130 ms. 2.7 mA
MCU sleep, BT parked (4094 slots) 2560 ms. 1.8 mA

1) Measurement of the PCB DSC module’s per-
formance initially and after 5 months

2) Measurement of the PCB DSC’s current re-
sponse at various light incident angles

3) Measurement of the effect of varying light
intensity on the current output of the PCB
DSC module.

4) Tests of power generation at indoor and out-
door locations and different lighting condi-
tions

The cell was tested for long term degradation
effects and different light sources at different an-
gles. However, no temperature tests were performed
during the work.

C. Real-world energy usage
The feasibility of using the prototype solar cell,

with the power characteristics presented in the pre-
vious section, for a real-world networked sensor
is presented here. The Mulle node [27] has been
used in a number of WSAN and BSN applications
[28], which will be used as an example for cal-
culating operational lifetimes when combined with
the PCB cell. Table I shows examples of the current
consumption of a Mulle v3.1 in different operating
modes.

VII. RESULTS

The initial performance of the PCB DSC mod-
ule was 1.4% prior to integration with the PCB,
and was improved to 1.5% after integration. The
performance degraded to approximately 1% after
5 months, as shown in Figure 8. It can be seen
that integration with the PCB has improved device
performance by increasing the short circuit current,

although this could be partially explained by a
change in the testing methodology, brought about by
how the module is placed under the light beam due
to the bulky PCB causing the device to be placed
in a slightly different position in the light beam.
The improvement in the electrical connection of the
module to the testing apparatus by connection to the
PCB would also account for some of the improve-
ment, with sections not previously in electrical con-
nection due to breaks or scratches in the gold layer
being connected via the PCB. It is also possible that
the increase in current is due to reflection from the
metal surfaces associated with integration with the
PCB. The overall device performance is not high,
but as a prototype solid-state module it has sufficient
performance to be a starting point for considering
future applications. Over the course of 5 months it
can be seen that the performance of the DSC module
decreased by about 30%, which is quite good for a
DSC with no encapsulation and stored under open
circuit conditions in ambient atmosphere. The short
circuit current reduction over the time was most
likely due to the degradation of the dye molecules
through interaction with atmospheric water, which
may also explain the reduced fill factor as the water
will have also degraded the Spiro-MeOTAD thus
increasing series resistance.

Varying illumination angle was performed by
the use of a rotating stage with a 360◦ protractor
attached to its center to determine the angle. The
modules were attached to the center of the freely
rotating protractor and a mark on the board was
used to determine the incident angle, where 0◦ cor-
responds to the light beam from the solar simulator
being perpendicular to the surface of the module. A
spirit level was used to determine when the modules
were perpendicular to the light beam and all other
angles were calculated from this calibration. From
the data in Figure 9 the DSC module appears to have
a reasonably low angular dependence, following the
cosine law [29], where the cosine of the angle of
illumination predicts the fraction of current being
produced compared to perpendicular for collimated
light sources such as the sun, due to its distance,
or nominally the solar simulator. Comparing the
experimental results with the cosine law shows that
the currents produced are higher than expected for
the DSC module. Possible reasons for this are, as
the modules were rotated half approaches the light
source, if the light beam is not properly collimated
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then the light will have higher intensity for the
closer portion and thus the current will increase,
alternatively it could be due to light piping effects
through the glass from the edge of the device (4
mm) playing a role in capturing more light into
the device. The important point to take from this
experiment is that at 45◦ the DSC still produced
about 80% output current, which shows for most
of a given day the DSC will be performing with
relatively good output regardless of the angle of
incidence of solar illumination. The silicon module
follows the theoretical curve more closely until
around 60◦, where it begin to perform below the
curve. The comparison of these devices shows that
the DSC has a lower angular dependence than the
silicon module tested here, thus demonstrating a
possible advantage for this technology for use in
sensor nodes.

Figure 10 shows the variation of the output cur-
rent with varied input light intensity, which remains
linear for lower light intensities, but slightly de-
creases upon approaching full illumination, show-
ing the cell is approaching it’s photocurrent limit.
This limiting would not be an issue for real world
applications where the input light intensity would
generally be lower than the standard 1 sun consid-
ered here, and in the context of Mulle sensor nodes
then times of peak light intensity will typically be
uninteresting as the device should have had the
opportunity to fully charge by the time this level
of irradiation is present. Meaning that the device
will likely be charged during the morning before
the peak light of the day in an outdoor application.
This data may also be used to estimate the illumi-
nation intensity from the photocurrent produced by
the module although this will exhibit a significant
spectral mismatch for artificial light sources.

To evaluate the module’s output in real world
scenarios the short circuit current was measured at a
number of locations that reflect typical applications
for the sensor node which can be placed either
outdoors or indoors.

The resulting data is in Table III. For a number
of practical usage scenarios assuming no real-time
radio communication, a small dye solar cell should
be sufficient to provide the necessary power for
making low-cost wireless power a reality.

When comparing the current output from the PCB
DSC cell with Table I, it is clear that the generated
current is sufficient for powering a Mulle sensor

Fig. 8. PCB DSC current-voltage performance, initially and after 5
months

Fig. 9. PCB DSC short circuit current response for different light
incident angles

Fig. 10. Short circuit current response for the PCB DSC with light
intensity varying between 1 and 100%

node as long as low-power modes are utilized.
Since the peak power of a Mulle is higher than the
maximum power output of the PCB DSC cell, some
energy storage will always be required. A super
capacitor, a rechargeable battery, or a combination
of both can be used for energy storage. Performed
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TABLE II
TEST LOCATIONS

ID Description
1 Office with ceiling fluorescence lightning and ambient light

from shaded windows; cell horizontal
2 Corridor with ceiling fluorescence lightning and no ambi-

ent light from windows, cell horizontal
3 Workshop well lit with with ceiling fluorescence lightning

and some ambient light from shaded windows; cell hori-
zontal

4 Office desk with 23W desk fluorescent lamp; cell horizon-
tal

5 Near a closed window with no direct sunlight; cell hori-
zontal

6 Near an open window with no direct sunlight; cell hori-
zontal

7 Near a closed window with some direct sunlight; cell
horizontal

8 Near a closed window with direct sunlight; cell horizontal
9 Near a closed window with no direct sunlight; cell tilted

for maximum illumination
10 Outside in full sun light; cell horizontal
11 Outside in full sun light; cell tilted for maximum illumi-

nation

TABLE III
CURRENTS FROM PCB DYE SOLAR CELL IN TYPICAL USAGE

SCENARIO LOCATIONS.

Test location distance to source [m] Current [µA]
1 2 6
1 0.3 60
1 0.1 220
2 1 6
2 0.1 90
3 2 50
4 0.2 240
4 0.01 3000
5 - 220
6 - 330
7 - 800
8 - 2650
9 - 3700
10 - 6800
11 - 8000

tests indicates that the presented approach is feasible
for powering low-power electronics such as sensor
nodes.

VIII. CONCLUSION AND FUTURE WORK

This paper has presented a novel approach for
powering low-power electronic devices, such as
networked embedded systems and sensor nodes.
The approach integrates a dye sensitised solar cell
directly onto a device’s circuit board thereby reduc-
ing the material and assembly costs. A prototype
device has been manufactured to demonstrate the

feasibility of this approach and to enable the cells’
real-world performance to be evaluated. Test results,
both initial and after five months of degradation,
have been presented to support the claims. Note
that the performed tests only show the feasibility
of the system, more tests are needed in order to
fully characterize the cell’s true performance.

By integrating the power supply directly onto a
circuit board, the authors envision that networked
sensors may be manufactured at a greatly reduced
cost in the future. When combined with new tech-
nologies for energy storage and transparent encap-
sulation, the presented approach can be an enabling
technology for future low-cost, large-scale wireless
sensor networks, in support of the vision of the
Internet of Things.

The first steps towards an integrated manufac-
turing process for solar-powered embedded systems
have been successfully completed. The authors are
now working on techniques to print a dye sensitised
solar cell directly onto a printed circuit board using
mass production techniques. The ultimate aim is to
develop a method for assembling and manufacturing
a complete system that includes a PCB, components,
and a solar cell, using a single process.

Another issue that needs further investigation
is how the system should be encapsulated in a
transparent package. One method is to the embedd
the entire system in optically transparent glue, as
shown in [30]. How low temperatures are affecting
the cell’s performance must also be investigated.
Finally, the use of a more low powered device, such
as the Mulle v5.2 with an IEEE 802.15.4 radio,
combined with a maximum power point tracker
(MPPT) should be used to test the true performance
in a wireless sensor and actuator network used in for
example ITS applications, e-Heath or smart homes.
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Abstract— The present paper reports the design and Electro-
Magnetic (EM) modeling of Through Silicon Via (TSV) based 
band-pass filters embedded in passive interposers for C and V-
band applications. For each filter, EM simulations have been 
performed with the help of a FEM (Finite Element Method) 3D 
EM solver. Prior to filter implementation, a comparison 
between simulated and measured data is proposed on 
dedicated structures (3D solenoids, and transmission lines) to 
calibrate the simulator and validate the simulation 
methodology. The obtained simulation results are successfully 
correlated to measurement data up to 110 GHz.  In addition, 
an original package characterization up to 30 GHz is also 
proposed to support filter design and implementation. The 
proposed filter architectures permit a clear reduction of the 
filter footprint (up to 90 % vs. conventional implementation on 
ceramic substrate) with good electrical performances. 
Depending on the application IL of 2,6 and 2,0 dB have been 
simulated respectively at 4 and 42 GHz. Discussion on 
advantages of using either high/low aspect ratio TSV together 
with different Back-End Of Line (BEOL) option is proposed 
based on these two typical examples. Perspectives are then 
given in terms of 3D-IC integration. 

Keywords - Finite Element Method; Through Silicon Via; 
Filtering; EM simulations; passive interposer; Millimeter-wave 

I.  INTRODUCTION 

The concept of 3D Silicon integration using TSV 
stacking is one of the most promising technologies. It can 
extend Moore’s law by stacking and shortening the 
connection path between memory and logic [2]. Due to the 
increase in functional integration requirements, more and 
more assembly house and wafer foundries are looking into 
3D TSV technology, which allows stacking of Large Scale 
Circuits (LSI’s) thereby enabling products to be made 
smaller with more functionality. 3D technology realizes 
miniaturization up to 300-400% compared to the 
conventional packaging [3]. Furthermore TSV are also 
relevant to develop “more than Moore” applications [4], 
where passive functions originally lying on the PCB 
(Printed Circuit Board) can be designed with the help of 

TSV up to the C-band using original component 
architectures such as embedded solenoids (see Figure 1). In 
that sense, distributed L, C filters based on TSV can be 
optimized and implemented within interconnect dies. 

On the other hand, solenoids have limited performances 
at higher frequencies (in the millimeter-Wave domain). 
Indeed these solenoids made with low aspect ratio vias 
(300/75) exhibit non negligible parasitic capacitance with 
substrate that degrades their Self-Resonant Frequency (SRF) 
and thus their efficiency at higher frequencies [1]. 
Furthermore, passive interposer die with high aspect ratio 
vias cannot allow designing such solenoid but worth being 
considered to make filtering at higher frequencies (Ka and V 
bands) using a different architecture. Indeed, both Ka and 
V-bands – currently reserved for professional applications 
(aerospace, defense, satellite communications) - appear 
promising for developing applications such as automotive 
car-radar and wireless infrastructures [5][6] in order to face 
societal challenges: Energy harvesting, health, mobility and 
safety, security).  

The paper will be organized as follow: a perceived state 
of art regarding passive component implementation is 
proposed in the following section of this document. Then, 
integrated solenoid as well as MOM capacitance will be 
introduced in the second section; their performances will be 
presented from an electrical point of view together with 
their relative precision taking into account the process 
spread. Solenoid performances obtained from wide-band 
frequency 2-ports S-parameter measurements will be 
presented. EM modeling done with the help of a 3D Finite 
Element Method (FEM) solver will be also described and 
compared to measurements. As the effect of packaging 
plays a significant role on the device performances, the third 
section of this study will be devoted to the characterization 
of a conventional QFN package using a very single test-
case. Measurement data will be then used to calibrate the 
EM simulator. In the fourth section of this paper, we report 
the design methodology and the simulation results for a 4 
GHz band-pass Chebyshev filter done using TSV. In the 
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fifth section, we will introduce the micro-strip TSV based 
band-pass filter for Ka/V band applications. Its architecture 
will be presented together with characterization results 
obtained on transmission lines. These measured data will be 
used to calibrate the FEM solver and then propose an EM 
model of the proposed filters. The interest of using both 
high aspect and low aspect ratio of TSV in view of targeted 
applications is also documented in the paper. Simulation 
results based on different scenarios for BEOL and substrate 
options will be presented at the end of the document as well. 

 

II. PERCEIVED STATE OF ART 

Many efforts have been done to develop high 
performances active and passive devices especially in 
BiCMOS process [7][8][9] to support high performance 
applications. However, this is not enough; these high 
frequency applications will also require elite passive 
devices. Modification of BEOL and/or substrate properties 
(going to HRS for example) is already a good alternative but 
requires process update that is sometimes very expensive 
and can impact front-end components. In addition, the 
emergence of 3D interconnects such as TSV allows 
designing passive interposers to support these high 
performance applications. They render possible for example 
integrating passive filters necessary in every module. 

 
 

 

(a) 

 

(b) 

Figure 1.  SEM picturesTop view (a) and bottom view (b) of the 3D 
solenoids within GSG (Ground Signal Ground) pads – source IPDiA 

Filters are either integrated on chip (using planar coils 
and Metal-Oxide-Metal (MOM) capacitors) or integrated in a 
hybrid application such as MCM (Multi-Chip Module) lying 
on a ceramic or organic substrate using a micro-strip 
architecture. Some well known structures have been already 

successfully implemented and extensively reported 
[10][11][12][13][14]. For the former ones, they can suffer 
from their low quality factors (mainly due to the resistive 
losses within the planar coils) while the latter ones exhibit 
high performances but can deviate a lot from nominal 
behavior compared to silicon because of  process spread. 

Another alternative also consists in implementing the 
filters on top of the carrier substrate (Printed Circuit Board 
for example) with the help of Surface Mounted Devices 
(SMD). The main advantage of such approach is the high 
quality factor value that can be reached. But generally they 
have limited performances at higher frequencies, the total 
footprint is bigger and the lack of accurate and scalable 
electrical models limits their applications and 
implementations in view of a high selectivity of the signals. 
In case of fully integrated filters within silicon IC processes, 
some passive integration dedicated processes have been 
already developed to tackle the low quality factor of the unit 
components. Devices are generally deposited on HRS (High 
Resistive Substrate) that clearly limits the effects of eddy 
currents [4] [15]. Thick top metals are also implemented and 
copper is often used to reduce the resistive losses. Thickness 
up to 8 µm can be considered in certain cases. Recent 
achievements have highlighted really good performances for 
band-pass filter for TV on Mobile applications [16]. For this 
application, coils exhibit regular planar shape, which 
provides a good compromise for designers between ease of 
layout, manufacturing and electrical performances. Besides 
that, Ka-band filters with really good performances have 
been also recently achieved using micro machined process 
either within silicon or glass substrate [17]. These 
technologies are really good candidates to develop 
applications in the millimeter-Wave domain. 
Notwithstanding, they require at least a substrate transfer 
technology (case of glass) that is not often compliant with 
classic wafers handler for which foundry need to adapt 
deeply their production environment [18]. On the other side, 
together with the emergence of new type of interconnects 
such as TSV, embedded solenoid implementation within 
silicon or glass substrate [19] is now considered to easily 
build a coil-type of structure. Several proposals have been 
done in that sense leading to very promising results [20][21]. 
In fact, integrated solenoids can be used to produce larger 
quality factor than in RF BiCMOS/CMOS planar 
technologies within a given footprint [22]. This increase in 
quality factor can be attributed to both metal thickness and 
the specific solenoid property of storing energy according to: 

 

dissipatedpoweraverage

storedenergy
Q    (1) 

 
Where  designates the pulsation (i.e.,2..freq) 
Thus, the following part of this document will describe 

the solenoid architecture that we have adopted and 
summarize the main electrical performances measured on-
wafer on this kind of devices. 
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III. 3D INTEGRATED SOLENOIDS 

In this part, 3D integrated solenoid will be described in 
terms of geometry. Then, high frequency measurements will 
put in obviousness the real interest of such a device in the 
C-band. 

A. Solenoid geometry description 

We have already reported the fact that 3D TSV based 
solenoid can be implemented within a silicon die [22]. This 
process has been developed by IPDiA (formally NXP 
semiconductors). Contrary to the approach proposed in [23] 
where solenoid lies on top of the substrate, our 3D solenoid 
uses the thickness of the silicon as the third dimension. 
Indeed each turn of our solenoid is fabricated with the TSV 
as the vertical sides. A front side and back side metallization 
of the bulk wafer lead to connect the top and the bottom 
tracks, thanks to the TSV, allowing creating loops 
embedded within the silicon. Thereby we obtain a square 
section 3D solenoid architecture. On the top side of the 
silicon, a second level of metal is also used to realize MOM 
capacitors with a density of 100  pF/mm2. 

Copper is deposited onto front and back sides of a 300 
μm depth high resistivity silicon substrate (HRS) according 
to a pattern defined in Figure 2. The vias are partially filled 
with the same metal on the external sides as highlighted by 
the SEM (Scanning Electron Microscopy) picture in Figure 
1(b). Consequently N-turns 3D solenoids consist of N 
elementary spirals placed side by side and connected in the 
direction of the pitch between two consecutive vias (see 
Figure 2). Due to the TSV technology process, parameters 
such as via diameter and via height are fixed and so cannot 
be modified. In our case, the aspect ratio AR 
(height/diameter) is equal to 4. To avoid mechanical stress, 
the pitch between two consecutive vias is set to a minimum 
value equal to 125 μm. Nonetheless, the dimension of the 
metal tracks in front and back sides can be modified in order 
to improve the intrinsic component electrical characteristics 
as suggested by [24]. Hence the solenoid is defined 
according to its number of turns N, its width Dy and the 
metal track width W (that can be different between top and 
bottom traces). A change in the metal tracks width will also 
impact the spacing SP between two consecutive metal 
tracks. 

B. Solenoid measurements 

To support our theoretical investigations, solenoids with 
1 to 6 turns were designed and grown on silicon. Then the 
designed test-case inductors have been placed within 
conventional GSG pads (Figures 3 and 4) and measured 
using a network analyzer PNA8364B from Agilent 
Technologies, with high frequency micro-probes. Full two 
ports S-parameter were performed for each device up to 20 
GHz.  

 

 
Figure 2.  Synoptic representation of a 5 turns 3D solenoid within its RF 

test structure (bulk silicon is not represented on the picture) 

 

 
Figure 3.  X-ray diffraction picture of the solenoid dedicated module 

(source IPDiA) – The bottom white face of the picture is the top side of the 
wafer 

During the RF characterization, the wafer was stacked to 
a grounded chuck to ensure a global reference ground to the 
wafer, the network analyzer and the micro-probes. If no 
precautions are taken, a short circuit appears between the 
grounded chuck and the bottom metal tracks of the wafer. As 
a consequence, a sheet of glass fiber (~100 μm thick, r =4.5) 
has been placed between them. The complete set of 
solenoids is shown on the previous X-ray diffraction picture. 
TSV can clearly be identified as a small vertical dark bar. 
For each measured device, self-inductance value and quality 
factor have been extracted on five crystals. In [22], we have 
already shown that the self-inductance variation versus the 
number of turns N was really close to a linear law, 
suggesting a very low inductive coupling between the loops. 
This is due to the minimum pitch defined by the process that 
is relatively large (= 125 μm). As a consequence, the 
capacitive coupling is also reduced, which allows using the 
inductors at several GHz. Furthermore, due to the typical 
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geometry of the solenoid, the quality factor is improved up to 
several GHz compared to classical planar IC coils either in 
CMOS or BiCMOS processes. A physical lumped elements 
electrical model was proposed also to simulate the device 
behavior versus frequency (see Section C.1). This model is 
indeed really helpful to generate contour plots in order to 
pick-up the right solenoid parameters (N, W, Dy, SP) and 
thus decrease the design iterations. Nonetheless, as any other 
compact model, it is not correlated to the global environment 
of the device (parasitic coupling, ground rails …). So in view 
of designing passive filters, we have also developed an EM 
(Electro-Magnetic) based model. 

 

 
 

Figure 4.  Illustration of the measurement test-bench used to guarantee a 
good ground reference together with an isolation between bottom metal 

traces and chuck (case of a 2-turns solenoid) 

C. 3D solenoid modeling 

Solenoid modeling is addressed first with a classical 
approach (i.e., compact modeling) and then with a 3D EM 
solver to provide modeling within a real environment. 

 
1) Physical compact modeling 

A first compact and physical model of the TSV based 
solenoid has been already issued. The schematic circuit of 
the model is presented in figure 5. This model has been built 
in order to figure-out the solenoid behavior within its RF 
test structure. Traditional model [25] –also called the “9 
elements model” used for planar coils cannot be used in that 
case due to the 3D specificity of this kind of device with the 
parasitic 3D effects introduced by the vias. Our choice has 
been to follow the physical configuration of a 1-turn 
solenoid to deduce an RLC equivalent circuit model in the 
frequency range 100 MHz-10 GHz. 

Knowing that each of both vias is modeled by two 
equivalent half-vias, the self-inductances of the top and 
bottom metal tracks as well as the vias are characterized 
respectively by Lbot, Ltop

 
and Lvia. The metal tracks and the 

vias are sensitive to the skin effect. The skin depth in the 
copper, with a conductivity of 5.8 107 S/m, at 100 MHz and 
1 GHz equals 6 μm and 2 μm respectively. Hence an RL 
ladder scheme [26] has been used to predict the increasing 
resistance against frequency for each of the metal tracks 
(Rtop

 
and Rbot) and the vias (Rvia). 

 
Figure 5.  Schematic view of the equivalent circuit consider to derive the 

compact electrical model of 3D TSV based solenoid 

Regarding the coupling between two adjacent vias, we 
can distinguish several contributions. The first one is the 
capacitance Cox_via

 
introduced by the oxide barrier (to avoid 

copper diffusion within the substrate) between the via and 
the substrate. The second one corresponds to the capacitance 
Csub and the resistance Rsub of the substrate. As mentioned in 
the measurement results section, the backside of the wafer 
has been protected from the grounded chuck with a sheet of 
glass fiber. Notwithstanding, a capacitance Cmasse exists 
between them and needs to be evaluated. The capacitance 
between the two consecutive top metal tracks (i.e. function 
of the spacing SP) is characterized by Cc. In the case of 1-
turn 3D solenoid, Clines is very weak due to the small area of 
the top metal tracks facing each other. 

In order to address multi-turns solenoid modeling, each 
of the previously defined section is added for each loop of 
the solenoid. Coupling capacitances as well as coupling 
inductances are also implemented. Based on available test-
structures, a good correlation has been obtained between 
both simulated and measured data [27]. 

The primary mean of this compact model is to correctly 
predict the main electrical characteristics of the device such 
as: 

- its self-inductance value  
- its quality factor (in link with resistive and substrate 

losses) 
- its Self-Resonant Frequency (SRF) 
 
Typically, designing an inductor can be very time 

consuming and needs most of time a real experience with 
this kind of device. In fact, the trade-off between series 
resistance and substrate losses represents a conventional 
scenario that RF designers need to address in an efficient and 
quick way when using on-chip inductors in their circuits. So, 
a design tool capable of optimizing the inductor layout by 
considering all these constraints (input parameters and 
overall performance) can significantly accelerate the design 
flow and have an impact on the time to market. Thus, a 
compact model that can predict the performances of a coil 
based on the parameters listed above – related to the input 
geometrical parameters (W, N, Dy), is really helpful and can 
be used to generate contour-plots in order to pick-up the right 
geometry and decrease the implementation time. The 
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following figures, propose some typical contour plots that 
can be generated with the proposed compact model: 

 

 
(a) 

 
(b) 

Figure 6.  Simulated variations of (a) the self-inductance value and (b) 
quality factor vs. frequency for 1-turn solenoid (Dy was set to a fixed value 

during the simulations). These plots have been deduced from 2-ports S-
parameter anlysis with a classical CAD simulator (i.e., SPICE). Compact 
model described in the previous paragraph has been used to extract the 

devices performances 

Thanks to these plots, designers are able to find the 
compliant coil layout for achieving a specific inductance 
with the highest Q possible for a given technology of interest 
(only process parameters are required in the equations of the 
model). For example, considering a 700 pH inductor at 1 
GHz, one can decide to have copper tracks that are 70 µm 
width with a 1-turn configuration. In that case, the expected 
quality-factor  is equal to 22. 

Nevertheless, this approach could not anticipate on the 
device behavior when placed in its environment. In micro 
wave a special care needs to be taken during the layout 
topology translation to tackle the unwanted current loops and 
identify both parasitic magnetic and electric couplings. 
Parasitic extractor provided by Electronic Design 
Automation (EDA) vendors are of particular relevance 
(when coupled with full-wave analysis) in that case 
especially for planar applications [28]. Unfortunately, they 
are not optimized to solve 3D problems like the one 
occurring in bulk silicon substrate. 

 
2) Electro-Magnetic (EM) modeling 

Dedicated test-cases presented in the previous paragraph 
have been simulated using the 3D FEM solver EMPro from 
Agilent. First, TSV have been defined within the substrate 
stack taking into account the partial fill of the vias with 

copper, the barrier between the copper and the silicon bulk 
(to avoid copper diffusion in the silicon). Geometry of the 
vias is also simplified: the circular shape of the TSV is 
converted to an octagonal one, in order to speed-up the 
mesh and thus the simulation time without losing any 
accuracy on the results. Bulk silicon has been described 
with the help of its relative dielectric permittivity (r=11.9) 
and its resistivity - equal to 1000 Ω.cm. First a comparison 
between simulated and measured S-parameter has been 
performed (see Figure 7). Then, both self-inductance value 
and quality factor against frequency have been computed for 
comparison purpose (Figure 8). Self-inductance and quality 
factor values have been extracted according to the following 
relations: 
 

freq

Y
imag

L












2

1

11  
(2) 

 
 11

11

Yreal

Yimag
Q   (3) 

 
where freq is the working frequency and Y11 is the input 
admittance. 

 

 
(a) 

 
(b) 

Figure 7.  Comparison between Measured and simulated data on both (a) 
Reflection and (b) transmission S-parameter (1-turn solenoid) 
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From the available test-cases, a pretty good agreement is 
found for the self-inductance as well as the quality factor 
variations versus frequency.  

 

 
(a) 

 
(b) 

 
(c) 

 
(d) 

Figure 8.  Comparison between measured and simulated data for 1-turn 
solenoid (a): self inductance value (b) quality factor and 2-turns solenoid 

(c): self-inductance value (d) quality factor 

The SRF (Self-Resonant-Frequency) is also well 
predicted suggesting that the parallel capacitances are also 
well evaluated with the proposed approach. Typically, a 
difference of 3 % is observed on the self-inductance value 
and 10 % on the overall variations of the quality factor. This 
validates our approach that will be used to design a 3D 
solenoid based passive filter. Nonetheless, these 
measurements and simulations have been performed on-
wafer without any coating on top of the substrate. In the 

following part of this paper, we propose to study a single 
test-case combining a chip, a package and a line on a board 
to validate our EM tool for packaging applications as well. 

IV. PACKAGE MEASUREMENT AND MODELING 

The following section will describe an original approach 
that has been considered to perform S-parameter 
measurements on a commercial package (QFN type).  

A. Test-case description and measurement 

Indeed, the emerging applications of wireless 
communications require effective low-cost approaches to 
microwave and RF packaging in order to meet the demand of 
the commercial marketplace. In that sense, surface 
mountable packages and especially plastic packages are a 
cost effective solution for low-cost assembly and packaging. 
However, plastic packages, whatever their types (standard 
QFN or flip chip based solutions such as BGA) contain 
unavoidable parasitic elements. As a consequence, 
development of characterization techniques for surface 
mounted packages is motivated by the need to predict the 
parasitic behavior of packages at microwave frequencies. In 
fact, the capability of accurately and easily characterizing 
packages provides a means to study and correctly model 
their high frequency behavior. Work in the literature relies 
mainly on EM simulations [29] [30]. In this paper, we will 
present an “on wafer” method of measuring the microwave 
performances of a chain containing a chip, a package and a 
50Ω line on Rogers substrate. Final goal of this part is to 
calibrate the EM simulator (in our case EMPro from Agilent) 
based on this single test-case. 

B. Package modeling 

One of the main problems of package characterization is 
that the terminals of the lead-frame are not accessible 
without significant modification to the investigated 
structure. To overcome the need for this modification, we 
have divided the test-case into three main parts. A 
photograph of the test case is provided on Figure 9. 
So the first part of the test-case is a BiCMOS (NXP in house 
process) silicon die containing a coplanar line. The line is 
designed in such a way that it allows GSG probing with 
conventional micro-probes from Cascade Micro-Tech. This 
line is then connected with the help of 4 bond wires (2 for 
the signal and 2 for each ground path) to the pins of the 
package. Classical 20 μm diameter gold bond-wires have 
been considered for this study. Then, to be able to measure 
the electrical characteristics of the package, it is mounted 
onto a RO4003C substrate from Rogers Corporation 
(thickness = 406 μm, r = 3.38, tan() = 2.7e-3). A specific 
coplanar access is also designed on the substrate allowing 
also GSG probing (bottom side of the photograph in Figure 
9). 

In order to perform 2-ports S-parameter measurements, 
the package is then opened to access the GSG pads on the 
chip. Prior to measurements, a Short-Open-Load-Thru 
(SOLT) calibration is performed. Four test-cases have been 
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measured up to 50 GHz to ensure a good reproducibility of 
the measurements. Results are presented in Figure 10. 

The first results clearly show a good reproducibility 
between the measurements. Insertion and Return loss of the 
total chain are respectively equal to -1.3 and -10 dB at 4 
GHz, which makes such a package suitable for multi-GHz 
applications. Of course, many improvements can be 
considered to enhance these performances (ground 
connection, wire loop profile, down bonds implementation). 
But, these techniques will not be addressed in this paper. 
 

 
Figure 9.  Photograph of the designed test-case suitable for microwave 

package characterization and modeling. Configuration allows 2 ports 
micro-probing: one on the inner die and the second one on the Rogers top 

metal (bottom of the picture) 

Aim of this section is to calibrate the 3D FEM solver 
EMPro from Agilent to correctly handle the S-parameter 
variations of the previously measured test-case. The 3D EM 
model should estimate the electrical performances of the 
package as accurately as possible, but on the other hand, 
should not be too complex for the EM simulations of more 
complex blocks. The following methodology has been 
applied: 

 Bond wires cross-section have been first described 
with a square shape. Generally speaking, all round 
shapes should be avoided as much as possible as 
they are really time consuming for the simulations 
and the 3D mesh generation. 

 Bond wire profiles were estimated based on a circle 
shape assumption as proposed by Alimenti et al. 
[31]. 

 Package terminals are defined into two equal steps 
(each is 100 μm thick) to have accurate modeling of 
the thick metal. One should try also to approximate 
their geometries with few corner points as possible 
but the modifications should not affect the electrical 
response of the simulator. 

 Coplanar ports have been used on both the chip and 
substrate lines. 

 All dielectrics are defined with finite bricks taking 
into account their relative permittivity and the loss 

tangent or the conductivity. Plastic brick is open 
with an “Air” brick in order to stick as much as 
possible to the measurement configuration. 

 The common ground reference was set to the bottom 
metal of the Rogers substrate. 
 

Both reflection and transmission S-parameter obtained 
from EM simulations are plotted in Figure 10 together with 
measured data. The simulated results corroborate the 
measured data with a good accuracy up to several tenths of 
gigahertz. 

 
(a) 

 
(b) 

Figure 10.  Comparison between measurements and simulated data vs. 
frequency on the package test-case – (a) transmission parameter, (b) 

reflection parameter 

To conclude this part, the EM simulation tool enables 
relatively accurate and complex package analysis. So based 
on these two previously studied test-cases (solenoid and 
package) the FEM solver is calibrated and ready for 
embedded filter design with solenoid based TSV. 

V. 4 GHZ BAND-PASS FILTER MODELING AND DESIGN 

Based on the previous building blocks that have been 
studied in previous sections (i.e., package and solenoid 
measurements together with EM modeling), this part will 
focus on the design feasibility of a 4 GHz band-pass filter. 

plastic

die

G GS

Rogers 
substrate

G GS

Bond wires
Rogers

top metal

plastic

opening

plastic

die

G GS

Rogers 
substrate

G GS

Bond wires
Rogers

top metal

plastic

die

G GS

Rogers 
substrate

G GS

Bond wires
Rogers

top metal

plastic

opening

-20

-15

-10

-5

0

1.E+09 1.E+10 1.E+11
Frequency (Hz)

S2
1 

(d
B

)

Simulation

sample1

sample2

sample3

sample4

-40

-30

-20

-10

0

1.E+09 1.E+10 1.E+11
Frequency (Hz)

S1
1 

(d
B

)

Simulation

sample1

sample2

sample3

sample4

61

International Journal on Advances in Systems and Measurements, vol 5 no 1 & 2, year 2012, http://www.iariajournals.org/systems_and_measurements/

2012, © Copyright by authors, Published under agreement with IARIA - www.iaria.org



The objective is to design a band pass filter with a maximum 
of 4dB insertion loss. 

A. Schematic design 

First, a third order Chebyshev architecture has been 
considered to design a filter prototype. Nonetheless, taking 
into account coefficient in [32] and applying the well known 
transform from low-pass to band-pass filter, lead to an 
inductor value in the serial electrical path that is equal to 
9.13 nH. Such an inductor will have a high serial electrical 
resistance that will seriously affect the insertion loss of the 
overall filter and will also have a Self-Resonant Frequency 
too close to operating frequency clearly limiting its usage. 
So, a choice has been made to split the filter into two 
different parts as shown on Figure 11 and already proposed 
in [16]. The first part is a 5th

 order low-pass filter while the 
second one is a 3rd

 order band-stop filter. Both are 
Chebyshev filters. By doing this, only MOM capacitors and 
small inductances values (i.e., 451 pH for L6 and L10) will 
be present in the serial path of the filters. This approach 
allows reaching the specified level of insertion loss. 

All inductors will be designed using TSV with the same 
architecture as the ones presented in the first part of this 
document. The quality factors of inductors L6/L10 have been 
simulated prior to implementation and are equal to 10, which 
is sufficient for the targeted application. For inductors placed 
on the parallel paths (i.e., L1, L3, L5 and L9) their impact is 
really low regarding the insertion loss. 

 

 
 

Figure 11.  Schematic view of the 4 GHz band-pass filter considered for 
this study 

For the capacitors, a choice has been made to use the 
“free” MOM capacitor offered by the process. In fact two 
metallization are present and can be patterned as well on the 
top-side of the wafer. They are separated by a classical 
oxide with a density of 0.1 nF/mm2. A very low serial 
resistance value induced by the capacitor is expected to 
result from the use of two thick copper layers as device 
electrodes. Furthermore, very precise values of capacitance 
can be obtained since its relative precision is driven by the 
oxide thickness, which is really low (+/- 5%). 

All these components will of course interact one with 
another leading to a change in the frequency response of the 
filter. That’s why, a top level EM simulation is required to 
adjust and optimize the topology of the overall filter taking 

into account the interconnections as well as the ground return 
path. 

B. Layout Implementation 

Special care has been taken to optimize the electrical 
resistance on the serial path. Wherever possible, the RF path 
was designed by stacking both levels of metallization 
connected together using vias. Orientation and aspect ratio 
of capacitors have been chosen in such a way to minimize 
the resistive losses. A view of the simulated filter is shown 
on Figure 12. 

First order dimensions of the solenoids (Dy, N) have 
been deduced from the analytical model provided in [22]. 
The value of the ground path inductance (metal tracks + 
bumps) is then taken into account as they participate to the 
self-inductance value from the RF path to the ground 
(inductors L1, L3, L5 and L9). The metal track inductances 
have been calculated in reference to partial inductance 
concept proposed by Ruehli and Zhong [33][34]. Electrical 
parameters of the bumps have been evaluated by calculation 
and single EM simulations as proposed in [35]. 

LC tanks (L6, C7 and L10, C11) in the stop-band filter 
have been realized with one-turn solenoids. Then prior to 
top simulations, each solenoid of the filter is placed with 
care in order to avoid as much as possible coupling between 
them. Typically the maximum space is considered, and an 
orientation of 90° between each inductor is applied to 
minimize magnetic coupling. Dimensions of the whole filter 
are 3.6x2.4 mm2

 and clearly outperform conventional 
microwave structures such as hairpin filter for similar 
application [30]. The full structure is then simulated within 
the package with the bump connection to the Rogers 
substrate. Results are presented on Figure 13. 

 
 

Figure 12.  Top view of the simulated 4 GHz band-pass filter. Plastic of the 
package is not represented on the picture for clarity reason. 

From the available results, the filter exhibits insertion 
and return loss of 2.6 and 16 dB respectively. Insertion 
losses are clearly within the specifications even if they are 
higher than classical micro-strip filters. The main 
contributors to the insertion losses are both inductors L6 and 
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L10 for whom electrical resistance increases very fast with 
the frequency. 

C. Discussion 

The approach described here gives indeed good results 
in case of moderate, loaded quality-factors (i.e., few units). 
Furthermore, it corroborates with the performances level 
already simulated by Georgia Tech on High Resistive 
Silicon (HRS) substrate [19]. On the other hand, it seems 
that this solenoid architecture is not appropriate in case of 
narrow fractional bandwidth where higher loaded quality 
factors  are required. 

 
Figure 13.  Simulation results of the proposed filter. Dark blue line 

corresponds to loss-less schematic filter simulated with ADS® schematic. 

 
For these very specific applications, classical micro-strip 

filters deposited on low-loss substrates such as ceramic 
should be considered. TSV based solenoids can be used to 
build compact filtering applications up to several GHz. In 
fact, as shown by the solenoid characteristics on Figure 8(b) 
and Figure 8(d), the solenoid suffers from resistive losses at 
high frequencies on one side and from moderate SRF on the 
other side. The former effect is impacted by the classical 
phenomenon occurring at high frequencies within metallic 
conductors - the skin effect - while the latter one is due to the 
coupling capacitance between via metallization and the 
silicon substrate. One way to reduce it consists in using very 
high aspect-ratio TSV in combination with thinner silicon 
substrate. In the following part of this contribution, we 
propose to design a 42 GHz band-pass filter based on high 
aspect-ratio vias (50/7). In that case, solenoid type of 
component should be avoided and different filter architecture 
must be proposed. 

VI. V-BAND BAND-PASS FILTER MODELING AND DESIGN 

TSV building brick has been identified as a key enabler 
in view of promoting either C2C (chip to chip), C2W (chip 
to wafer), W2W (wafer to wafer) 3D IC integration in order 
to support high performances chips [37]. In a recent work 
[1], and in the previous study depicted in this document, we 
have shown some results obtained on 3D based solenoids 
band-pass filter at 4 GHz. Idea was to use low aspect ratio 

TSV to make embedded solenoids. Q-factor of the obtained 
devices was really promising (vs. planar solutions) 
especially below 5 GHz [22]. However, the devices suffer 
from the low self-resonant frequency due to the parasitic 
capacitance between the metal from the via and the silicon 
substrate, clearly limiting the range of applications of this 
kind of devices to the L and S bands. In fact, the capacitance 
between the via and the substrate is given by the following 
relation: 

 

௩ܥ ൌ
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ቁ

 

 

(4) 

In this relation, R1 is the inner radius of the via while R2 
is the outer one. R2-R1 is no more than the thickness of the 
diffusion barrier between metal and the substrate. Typically, 
for low aspect ratio via considered in this study, this 
capacitance is in the order of 11 pF; so its impact is not 
negligible on the solenoid SRF.  
So, one can clearly see the interest of using high aspect ratio 
vias with reduced substrate thickness down to 50 um. 
Furthermore, this will have an impact on solenoid density. 
So, for the filter proposed in the following part of this 
document, the architecture will be updated to avoid using 
solenoid that are clearly not suitable for high frequency 
operations (V-band targeted here). The second interest of 
TSV at high frequencies is the availability of such 
interconnect to make a clean and short connection to the 
ground reference (bipolar emitter, …). Indeed, this is a 
crucial point for millimeter-Wave applications and TSV will 
certainly help improving it like it is done in most of AsGa 
based processes [38][39]. In the following section of this 
paper, we propose to use intrinsic properties of TSV to 
make a short inductance value together combined with a 
clean ground connection in order to make a 3rd order 42 
GHz band-pass filter. First, details about the filter 
architecture are given. Then another paragraph is devoted to 
the practical layout implementation of each of the sub-
blocks of the filter. Prior to filter simulation, EM simulation 
results of the transmission lines used in the filters are given 
and compared to measurement data. Finally an analysis 
related to different process options is given at the end.  

A. 42 GHz filter architecture 

Our first idea was to reproduce a classical 3rd order 
Chebyshev filter. Applying the well-known transform from 
low-pass to band-pass filter and using the ad-hoc coefficient 
found in [32], it comes out that a 0.76 nH inductor appears 
to take place in the serial path of the filter (i.e., the serial LC 
resonator). In addition, the self-inductance values of the 
parallel resonator are in the order of 50 pH, which is weak 
and can be achieved with the help of one TSV. A 0.76 nH 
solenoid is easily achievable but will not support 40 GHz 
applications. The self-resonant frequency (SRF) is by far 
below this value. That’s why, it has been decided  to remove 
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the serial LC resonator and replace it by one parallel 
resonator placed between two /4 micro-strip lines. Doing 
that way, only 50 pH to 65 pH inductors are necessary to 
design the filter. Such inductance will be then TSV based. 
So the filter will use the well-known property of the quarter-
wave lines to invert impedances. The schematic of the filter 
is provided on the figure below: 
 
 

 
Figure 14.  Schematic view of the 3rd order 42 GHz band-pass filter 

considered 

So, basically, the filter will require the implementation 
of transmission lines, metal-oxide-metal (MOM) capacitors 
and short connections. The following part of this document 
will focus on the implementation of each of these sub-
blocks. 

B. Physical layout implementation 

All devices that are used in this study are compliant with 
classical IC design rules (for this example, we have applied 
rules from NXP in house BiCMOS process).  

1) Transmission Lines EM modeling 
A synoptic representation of a transmission line pattern 

is proposed on the following figure: 
 

  
Figure 15.  Layout pattern of the considered transmission lines used to 

calibrate the 3D EM simulator 

Transmission lines considered here are mandatory to 
calibrate the 3D EM solver (i.e., EMPRo) and are based on 
the slow-wave concept and uses the latest metal level of the 
BEOL (Back-End Of Line) to propagate the signal. 
Typically, in this study, it is a 3 µm thick copper layer. All 

of them have been measured up to 110 GHz with a network 
analyzer from Agilent Technologies. Prior to parameter 
extraction, de-embedding was performed using a classical 
two-steps Open-Short method. A typical view of a 
transmission line between GSG pads is proposed on Figure 
16. The bottom metal layer of the process is used for two 
main purposes: 

 To shield the line and thus reduce and prevent the 
losses within the substrate. In fact, the metal shield is 
implemented in order to block the electric field 
penetration inside the lossy substrate. On the other 
side, a patterned design is adopted to be compliant 
with design rules and also to break current loops in 
it. In fact, these loops can have a significant impact 
on line attenuation. 

 To connect the bottom face of the chip using TSV. 
TSV are used to connect the ground plane for the 
micro-strip line to the back side of the chip, which is 
indeed the real ground reference. 

 

 
Figure 16.  Photograph of a transmission line within GSG pads for two-
ports S-parameter measurements, used to calibrate the 3D EM simulator 

 

 
 
Figure 17.  Comparison between simulated (EM) and measured S-

parameter obtained on a transmission line (length = 2000 µm, width = 15 
µm , spacing  = 8.3 µm ) 
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Figure 18.  Comparison between measured and simulated data vs. 

frequency for transmission line characteristic impedance Zc, attenuation 
alpha and quality factor Q (length  = 2000 µm, width = 15 µm, spacing = 

8.3 µm) 

 
Figure 19.  Comparison between measured and simulated data vs. 

frequency for transmission line characteristic impedance Zc, attenuation 
alpha and quality factor Q (length = 2000 µm, width = 15 µm, spacing = 

8.3 µm, 4 bends) 

A physical wide-band electrical modeling has been 
already proposed to deal with the electric behavior of such 
devices [44]. The accuracy is really excellent but like for 
solenoid this model can of course not take into account the 
global environment of the line. That’s why, again an EM 
model is mandatory to correctly simulate the filter response. 

EM simulator has been calibrated based on 
measurements performed up to 110 GHz on various 
geometric variants of the previously described transmission 
lines. Calibration has been performed based on S-parameter 
variations and extracted parameters. These electrical 
parameters are: 

- The characteristic impedance Zc (ohms) 
- The attenuation  (dB/mm) 
- The quality factor Q 

Based on the available data and results, the correlation 
between measurements and EM simulations is really 
satisfying up to 110 GHz. From a performance point of view, 
the attenuation constant is equal to 0.66 dB/mm, which is in 
good agreement with results already published in the 
literature [40]. The patterned shield plays a significant role in 
reducing the attenuation of the lines (i.e., in the order of 1.3 
dB/mm without shield [41]). This is the last building brick 
necessary to achieve the design of the 42 GHz band-pass 
filter. 

 
2) Filter implementation 

The proposed transmission lines have a width of 15 µm 
and the ratio width/height (W/H) is equal to 1.75 to ensure a 
50 ohms configuration. The simulated attenuation is equal to 
0.53 dB/mm and the total length of each line is equal to 
1.134 mm leading to an overall attenuation of  the lines equal 
to 1.21 dB. Based on simulations, characteristic impedance 
of the transmission lines, Zc, has been found equal to 50.5 
ohms at 42 GHz. Taking into account this value, the new 
parallel inductance and capacitance values (see Figure 14) 
are calculated using the initial values deduced from the ad-
hoc coefficients of the Chebyshev filter synthesis: 

 

௪ܥ ൌ ܻ
ଶ

߱ܥ
ଶ (5) 

௪ܮ ൌ
ܼଶ

߱ܮ
ଶ (6) 

 
where Zc is the characteristic impedance of the line (i.e., 50.5 
ohms), Yc=1/Zc and 0=2f0 (f0=42 GHz). 
 

MOM (Metal Oxide Metal) capacitors are designed 
using two levels of metallization. Bottom level uses the 
lowest level offered by the process (same as the ground 
plane for transmission line) while top metal is used for the 
top electrode. Doing like that, an average density of 4.5 
pF/mm2 is achieved allowing designing capacitors with 
values up to 0.5 pF. Like for transmission lines, the lowest 
metal is connected to the ground reference with the help of 
TSV. It should be noted here that high aspect ratio vias 
allow decreasing the ground short inductance, which is 
mandatory at very high frequencies. 

A special care has been taken during the implementation 
of the capacitor in order to reduce as much as possible the 
parasitic inductance value. In that sense, the form factor of 
the device must be chosen accordingly with a high ratio 
width/length. 

Regarding the parallel inductances and short 
connections, the basic idea here consists in using the TSV to 
make the parallel inductance in the LC resonator and thus 
the connection to the ground reference. The self-inductance 
of a single via can, of course, not be changed and exhibits a 
fixed value of 22 pH (deduced from EM simulations). In 
order to adjust the parallel self-inductance value, the 
length/width of the metal track that connects the /4 lines to 
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the vias can vary. At the same time, as explained in the 
previous part of this paper, each TSV will also present a 
parasitic capacitance to the substrate due to the presence of 
the diffusion barrier. In our case, this capacitance is equal to 
12.8 fF/via. It is then necessary to adjust the final value of 
the MOM capacitances taking into account the capacitance 
inherited from the TSV. 

Finally, the layout topology of the filter is proposed in 
Figure 20. 

C. Simulation results 

EM simulations have been performed up to 80 GHz on 
the previous structure taking into account nominal process 
parameters. Prior to simulations, the bottom metal patterned 
shield has been simplified to decrease the mesh complexity 
as well as the simulation time. On the other side, these 
simplifications must lead to the same level of accuracy. So, 
the patterned metal shield is made of metal fingers of 5 µm 
width and 1 µm spacing. The filter has been simulated in its 
global environment including the bumps to connect it to the 

 

 
(a) 

 
(b) 

Figure 20.  Top view (a) and 3D view – the gray bottom plate is the ground 
reference of the device (b) of the simulated band-pass filter 

active die, and with and underfill material between the 
stacked dies (not represented on the figures above). 
Simulation results are proposed in the figure below: 

 

 
Figure 21.  Simulated variations of transmission and reflection S-parameter 
of the proposed filter (nominal process parameters with copper back-end) 

IL (Insertion Loss) and RL (Return Loss) are found to be 
equal to -2.0 dB and -18.5 dB respectively at 42 GHz. It 
appears that the losses are mainly dominated by the 
transmission lines losses. One way to reduce these losses 
consists in using thicker metal but requires process updates 
that are not always compliant with cost efficiency. The 
bandwidth of the filter at -3 dB is equal to 12.3 GHz, which 
was predicted by the theory. The filter exhibits a reduced 
footprint of about 2 mm2 compared to classical interposer 
done with LTCC substrate [42] [43]. A summary of 
simulated filters intrinsic properties is proposed in the table 
below: 

 
TABLE I. OVERVIEW OF FILTERS CHARACTERISTICS 
 

C-band filter V-band filter
Low-density TSV High density TSV

f0 4 GHz 42 GHz
ILa at f0 -2,6 dB -2,0 dB
RLb at f0 -16,0 dB -18,5 dB
Frac. Bandwidthc 16 % 29 %
footprint 8,6 mm2 2 mm2

a. Insertion loss 
b. Return loss 
c. Bandwidth is calculated at -3dB 

 
However, the level of performance might be improved by 

looking into the best process options. Simulations have been 
performed in that sense and are presented in the last part of 
this work. 

D. Process options 

Several process options have been considered for 
investigation purpose: 

 Thick copper: 8 µm instead of 3 µm 
 Substrate resistivity: 20 ohms.cm instead of 200 

ohms.cm 
 BEOL: Al back-end instead of Cu back-end 
 
Simulation results are on the following graph: 
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Figure 22.  Variations of the Insertion Loss vs. frequency for different 

process options 

Based on available results, one can clearly see that if a 
shield metal is used to block the penetration of electrical 
filed, the silicon conductivity has a minor impact on the 
insertion loss of the filter (provided that the substrate 
resistivity is between 10 and 1000 ohms.cm). Indeed, as 
already mentioned earlier, the losses are dominated by 
resistive losses within the transmission lines. 

On the other side, one can remark that moving from Cu 
BEOL to Al BEOL only degrades the IL by 0.3 dB. Then 
this is a trade-off between process cost – compatibility 
between Al metal and Cu vias – process reliability.  In the 
same way increasing the Cu thickness from 3 to 8 µm, only 
improves the IL by 0.2 dB.   This point can be clearly 
understood if we take into account the skin depth of these 
materials at 42 GHz (i.e., 0.3 µm for Cu and 0.43 µm for Al). 
In fact it is relatively small compared to metal thickness. 
Conclusions would have been of course completely different 
for applications at lower frequencies (<5 GHz). But in that 
case such as design with /4 on silicon lines does not make 
sense. 

 Changing the substrate resistivity also have a minor 
impact on the results for two reasons essentially: the 
presence of a bottom metal shield is the key point to 
reduce the transmission line losses within the 
substrate as suggested by [44] 

 The use of high aspect-ratio within a “thin” substrate 
reduces drastically the losses induced by the TSV 
together with parasitic capacitive coupling with the 
substrate. 

VII. CONCLUSION AND PERSPECTIVES 

In this paper, two band pass filters for 3D-IC integration 
are proposed. The former one centered at 4 GHz is based on 
low aspect-ratio TSV and uses 3D integrated solenoid to 
design inductive elements. The latter is made of high aspect-
ratio TSV combined with thin substrate. It uses /4 
transmission lines to make impedance inverters and thus 
inductive elements are designed using single vias. Capacitive 
elements are classically made with MOM devices for both 
types of filter. The electrical characteristics of each single 

element on silicon (transmission lines, integrated solenoid, 
single via) have been measured up to 110 GHz and results 
have been cross-checked with 3D FEM data in order to make 
the 3D EM solver calibration. Modeling of the passive 
interposer’s environment (i.e., the package and the under fill 
material) is also proposed and correlated to EM simulations. 
An original package characterization technique is also 
reported. It allows package modeling up to 50 GHz with high 
accuracy together with conventional measurements setup. 

For both filters, good performances have been achieved. 
A bandwidth of 16% and 29% are reached with insertion loss 
of -2.6 dB and -2.0 dB combined with return loss of -16 dB 
and -18.5 dB respectively at the center frequencies for the S-
band and V-band filters. It appears from these results that 
TSV based filtering applications are suitable for moderate 
loaded quality factor devices – typically few units. Classical 
micro-strip filters on LTCC should be preferred for very high 
loaded quality factors [45][46]. Investigation based on 
different process options is also proposed on the V-band 
filter. From available results on filter performances, they 
clearly highlight the interest of an efficient shielding 
technique rather than process updates. The presented 
technologies here show significant potential for millimeter-
wave applications and are expected to allow 3D IC 
integration of high performances circuits. In fact, in order to 
reduce the footprint and enhance the performances of the 
products, a displacement from wire-bonding technology to 
flip-chip technology with TSV based passive interposers will 
take place. This new approach will help reducing the 
products size, weight and cost. 
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Abstract—Modern virtualization environments allow the live
migration of running systems for load balancing and failover
purposes in case of failing hosts. The overall duration of
such migration and the short downtime during this process
are essential properties when implementing service availability
agreements. However, both metrics are currently only deter-
minable through direct experimentation. For this reason, we
present a new model for estimating the worst-case values of
migration time and downtime in live migration. The prediction
is based on a small set of input parameters characterizing the
application load and the behavior of the host. We performed a
large set of experimental evaluations for the model with three
different virtualization products. The results show that total
migration time as well as downtime are mainly influenced by
the memory utilization pattern inside the virtualized system.
The experiments also confirm that the proposed model can pre-
dict worst-case live migration performance with high accuracy,
rendering the model a useful tool for implementing proactive
virtual machine migration.

Keywords-virtual machine; live migration; downtime analy-
sis;

I. INTRODUCTION

The concept of virtualization is known in computer
science and IT industry since the late 60’s [1]. Today,
virtualization can be considered a standard technique in
data centers. It is the foundation of modern computing and
storage infrastructures such as used in cloud computing.
Virtualization provides the following main advantages:

• Hardware consolidation. When running a software ser-
vice on a server, the provider must offer enough capac-
ity to handle peak load. This leads to under-utilization
of the resources for most of the time. Virtualization
enables the execution of multiple logical servers on
the same physical host, which helps to reduce the total
number of servers in the data center.

• Load balancing. Virtualization allows to control the as-
signment of physical server resources, such as memory
and CPUs, to virtual machines. This assignment can
even be changed during runtime. Additionally, services
can be moved from one physical host to another by
virtual machine migration. These techniques are used
to manage and balance the load of services.

• Maintenance. In the case that maintenance needs to
be performed at some physical host, virtual machine

migration can be used to move virtual machines away
so that the service can be provided while the physical
machine is under maintenance.

First approaches to implement migration of a virtual
machine relied on suspending the virtual machine before
the transmission. In order to reduce the resulting downtime
of the virtualized system, researchers and later on vendors
turned to so-called live migration which reduces virtual
machine downtime significantly. Today, the majority of
virtualization products support live migration for moving a
running virtual machine (VM) to a new physical host with
minimal service interruption. This renders live migration an
attractive tool also for dependable computing. However, each
migration procedure still consumes time and still involves
some short service unavailability. In the context of depend-
able computing the length of both time intervals are of great
interest for two reasons: Service availability and proactive
fault management.

Hosting a service in a data center is usually accompanied
by a service level agreement (SLA) that promises some
level of service availability. SLAs include not only such
requirements, but also penalties if the agreed-on level of
service is not met. In case that the service interruption
introduced by live migration exceeds the client’s expecta-
tion on responsiveness, a service unavailability is perceived
that decreases overall service availability. Therefore, it is
important for data center providers to estimate the worst
case downtime for virtual machine migration as precise
as possible. This becomes particularly important if the
service should be migrated repeatedly following a predefined
schedule.

The key notion of proactive fault management is to act
upon a potential failure even before the failure has actually
occurred. The goal is to either perform some action that is
able to prevent an imminent failure so that it does not occur
or to prepare recovery mechanisms for the likely occurrence
of a failure. Both types of actions improve availability,
by increasing mean-time-to-failure (MTTF) and decreasing
mean-time-to-repair (MTTR). Virtual machine migration has
been proven to be an effective tool for proactive fault
management (see, e.g., [2]).

One of the key components of any proactive fault manage-
ment is an online failure predictor that is able to accurately
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Figure 1. Time intervals involved in proactive fault management. The
total duration of virtual machine migration needs to be known in order to
determine the necessary failure prediction lead time.

identify imminent failures ahead of time. This must be
performed during runtime based on monitoring data (see,
e.g., [3] for an overview). Accuracy in this context means
that it identifies as many true failures as possible with as
few false alarms as possible. Accuracy is inversely related
to the length of the time interval how far prediction reaches
into the future, which is called the failure prediction lead
time (see Figure 1): Prediction of failures that happen in
the very near future (short lead time) is easier, i.e., more
accurate, than a prediction that reaches further into the future
(longer lead time). However, short lead times also require
faster preventive counter-measure to be conducted. Most
failure prediction algorithms allow to adjust their lead time.
It should be as short as possible for maximum accuracy, but
it has to be sufficiently long such that there is enough time
to analyze the current situation, to decide upon which action
to take and finally to execute and finish the action before the
failure strikes (see Figure 1). In the case of applying virtual
machine migration as proactive action, it is hence imperative
to have a robust estimate of the maximum duration of the
migration procedure.

A. Problem statement and contribution

The majority of existing work assumes some fixed, in
many cases arbitrary, duration of the live migration proce-
dure and the virtual machine downtime involved by it. This
article systematically investigates the factors determining the
duration and downtime of VM live migration (Section II).
Building on this analysis, we propose a theoretical model
by which the worst-case migration time and downtime can
be estimated based on only a few well-defined parameters
(Section IV). We demonstrate that our worst-case estimator
is making accurate predictions by experiments using a worst-
case synthetic load generator (Section VI) and by two
benchmark applications for typical data center workload
(Section VII).

This article is an extension to our previous work [4].
Whereas previous work focused solely on measuring the
effects of various parameters such as the rate at which mem-
ory pages become dirty, this work introduces an analytic
model that enables to estimate and predict the duration and
downtime of virtual machine live migration. We test the
estimator using the same load generator that was used in [4]
and additionally performed experiments with two benchmark
applications.

II. RELATED WORK AND FOUNDATIONS

System virtualization has been a traditional approach
for hardware consolidation and resource partitioning in the
history of IT systems. The first operating system offering
complete virtualization support was CP-40 by IBM in the
1960s. This first design was invented for time sharing
operation of virtualized S/360 instances, and still acts as
conceptional foundation for all later IBM virtualization
technology in the mainframe area.

Meanwhile, virtualization also gained larger attention as
research and development topic for other processor plat-
forms. Popek and Goldberg formulated in 1974 [5] a set
of essential characteristics for virtualizing host system re-
sources for a guest operating system:

• Equivalence: The execution of software in a virtualized
environment should be identical to the execution on
pure hardware, despite timing effects.

• Efficiency: The majority of code running in the virtu-
alized environment should run at native speed.

• Resource Control: The virtualization environment must
have exclusive control over the physical hardware re-
sources.

The same publication introduced the notion of a virtual
machine monitor (VMM) that acts as execution platform
fulfilling the given conditions.

Traditionally, the VMM is executing virtual machine
instances in a less-privileged processor mode, in order to
control relevant system state changes performed by the
virtualized system. Popek and Goldberg classified the guest
processor instructions accordingly: Privileged instructions
lead to a hardware trap when they are executed in an
unprivileged system mode, and sensitive instructions show
a behavior that depends on the current system state (e.g.
memory, registers). The most relevant aspect for any VMM
solution is the handling of instructions that are sensitive, but
not privileged.

Adams and Agesen [6] describe three major building
blocks for a VMM implementation to deal with the obstacles
of a given instruction set architecture. De-privileging makes
use of the nature of privileged instructions by executing the
guest operating system in a lower privilege level of the CPU.
The handling of hardware traps occurring from the execution
of privileged instructions in this mode is implemented by
the VMM, based on a distinct virtual machine state. This
relies on shadow structures of the hardware state (memory,
processor registers) relevant for execution of the guest op-
erating system. When unprivileged instructions can modify
relevant system state too, the VMM must also implement
tracing of such changes by built-in hardware protection
mechanisms. One example is the modification of page table
entry information to trap on unprivileged memory access
operations in the guest operating system.

With the revival of virtualization in recent years, different
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optimization strategies were introduced for performance rea-
sons. One is the tighter integration of guest operating system
and VMM by implementing a dedicated communication
path. This concept, commonly known as paravirtualization,
relaxes the original equivalence condition by Popek and
Goldberg in favor of efficiency improvements.

If the guest software system must remain unchanged,
there are two major approaches to deal with critical in-
structions. A software-only VMM implementation utilizes
binary translation techniques for critical instructions. Typical
solutions apply dynamic late translation during run-time to
keep the performance penalty at a minimum. In contrary, a
hardware-assisted VMM implementation can utilize virtual-
ization support from the physical hardware devices. Modern
processor architectures support the management of shadow
structures and the de-privileging of guests as explicit features
in the instruction set, which reduces again the overhead in
comparison to software approaches. Examples are Intel VT,
Intel EPT or AMD-V. Most of these techniques rely on the
configuration of privileged instructions as part of the virtual
machine control structure [6] in the processor hardware.

A. Investigated hypervisors

With the given variety of modern VMM approaches, we
focused our investigations on three representative system
virtualization products. The Kernel-based Virtual Machine
(KVM) is a hardware-assisted open source VMM for Linux
as host operating system [7]. Starting from the Linux kernel
version 2.6.20, it is part of the main line and therefore
available on all hosts. The virtualized devices for guest
systems are provided by a modified version of the QEMU
system emulator.

Xen is an open source VMM solution that acts as bare-
metal hypervisor. It uses a modified Linux or Solaris op-
erating system as privileged guest in the so-called ’dom0’
domain. This domain has exclusive hardware access and
management privileges. Guest systems for Xen run in ad-
ditional domains and access the hardware through par-
avirtualization interfaces provided by the ’dom0’ domain.
Xen Linux guests are executed in paravirtualized mode,
which requires a modified kernel using the paravirtualization
interfaces. For other operating systems, such as Windows,
hardware-assisted virtualization is also available in Xen.
Different performance studies have shown that the usage of
hardware virtualization demands some consideration in the
guest operating system configuration [8].

VMware vSphere is a commercial product line for vir-
tualization that relies on bare-metal virtualization, meaning
that there is no explicitly installed host operating system.
KVM and vSphere do not demand changes to the guest
operating system due to the utilization of virtualization
hardware support. vSphere can also apply binary translation
techniques to the guest system, in case the X86 processor
hardware is not suited for virtualization support.

Storage System

Source Host

Running Virtual Machine Instance
- Hardware state

- Main memory content

Destination Host

Clients

Live Migration

Virtual Switch

ClientsClientsClientsClientsClientsClientsClientsClientsClientsClientsClientsClientsClients

Virtual Machine Image
(Guest file system, configuration data)

Figure 2. Principle of virtual machine live migration

B. Live migration of virtual machines

The migration of virtual machines is a stable feature of all
modern hypervisor implementations, including the presented
ones. Starting from early research prototypes ([9], [10]),
companies such as VMware made this capability a part of
their products since 2005.

Live migration describes the basic principle of moving a
virtualized system from one host system to another while
the guest is still running (see Figure 2). This activity
must consider all hardware state, memory data, storage and
network connections of the running virtual machine. Today’s
products realize this by a two-phase approach:

In the initial warm-up phase, the constantly changing
main memory of the running guest is incrementally trans-
ferred to the destination host. When a product-specific
threshold for main memory transfers is reached (time- or
amount-based), the implementation switches to the stop-and-
copy phase. The virtual machine is suspended for a short
time period, the remaining resources are copied and the
virtual machine is resumed on the destination host.

There are two relevant performance indicators for live
migration arising from this concept:

• Migration time is the time from start of the live migra-
tion process until the virtualization framework declares
the physical source host to be no longer relevant for
the execution of the migrated virtual machine. The
maximum tolerable migration time is determined by
internal dependability assumptions at the provider side,
e.g., maintenance intervals. It also plays a crucial role in
proactive migration scenarios as motivated in Section I.

• Downtime or blackout time is the phase during live
migration when there is a temporary (potentially user-
perceptible) service unavailability, caused by the virtual
machine suspending execution for the finalization of the
movement. From a dependability perspective, blackout
time is a crucial quantity when a virtualized service
(e.g. server application) needs to fulfill reliability guar-
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antees. Blackout time limits are therefore driven by
dependability contracts between service provider and
customer. Downtime and blackout time are used syn-
onymously in this paper.

The most relevant part of live migration operation is the
transfer of main memory state. Since live migration hosts
share a common storage system within the migration cluster
(see Figure 2), all information kept in the guest file system
does not have to be considered. This relates especially to
memory regions being swapped out by the memory manage-
ment of the guest operating system. Some hypervisors also
perform their own swapping of memory regions to secondary
storage. Several virtualization frameworks use this property
for reducing the length of the warm-up phase. A specialized
ballooning driver allocates large amounts of memory inside
the guest operating system, in order to enforce swapping
of relevant memory information to secondary storage before
migration.

Read-only memory regions (such as code pages) need to
be copied to the destination host only once. This makes
them a perfect candidate for bulk transfers in the warm-up
phase. All remaining main memory information (data, stack,
heap, ...) is potentially modified after the live migration
process was started, and therefore needs a dedicated copying
approach.

Clark et al. discuss the phases of copying memory infor-
mation in more detail (see Figure 3) [11]:

In the initial push phase, the set of pages used actively
is copied in rounds to the destination host. Memory regions
being modified after transfer are re-sent, or marked for later
bulk move when their modification happens too often. We
define these modified but not yet transferred pages as dirty
pages.

In the subsequent stop-and-copy phase, the virtual ma-
chine is suspended on the source host and resumed again
on the destination host. The length of this phase determines
the blackout time. Depending on the type of live migration,
only portions or all of the remaining dirty pages are copied
in this phase. In the former case, a sub-sequent pull phase
takes care of moving remaining dirty pages from to source to
the destination host on demand after VM execution has been
resumed at the destination host. The end of the pull phase
marks the end of the migration time. Most live migration
products combine the first two phases as pre-copy approach,
and omit the pull phase.

The time of transition from one phase to the next is
controlled by product-specific adaptive algorithms. A quick
move from push phase to stop-and-copy phase can have
a positive influence on migration time, especially when
the memory modification happens at high frequency. In
contrast, a reduction of blackout time can be achieved by
stretching the push phase so that nearly all memory is
already transmitted before suspending the machine.

Figure 3. Phases of virtual machine live migration.

C. Analysis of Live Migration

In the area of dependable computing, virtual machine live
migration has primarily been used as coarse-grained failover
mechanism. Two examples are proactive fault tolerance [2]
and the approach to resource allocation proposed by Fu [12].

A second group of related work deals with various aspects
of implementing VM live migration. Several publications
discuss the optimization of live migration and according
usage scenarios, mostly with a focus on Xen technology.

Hines and Gopalan [13] discuss the modification of Xen
for post-copy live migration. In this approach only the
execution context of the VM is moved during the push-
phase and memory pages are transferred on demand in the
subsequent pull-phase after the VM has resumed execution
on the destination host. The authors evaluate their solution
with a stress test similar to the dirty page generator presented
in this paper, the main difference being the distinction
between read and write attempts in the memory load, as post-
copy requires network interaction also on read attempts. This
aspect is less relevant for the commercial products with pre-
copy semantics, where read attempts can be served locally.
However, for post-copy frameworks, our load model would
need an extension with the access type as additional control
parameter.

Sapuntzakis et al. [14] introduced several optimization
approaches for VM live migration, among which ballooning
is best-known, which forces the VM to swap out as much
memory as possible. The performance investigation was
conducted on a simulated work load with GUI end user
applications, whereas our work targets server environments
with periodic request-response interactions.

Du et al. [15] propose an extension of the Xen live
migration mechanisms for improving overall migration per-
formance. They identify the memory page re-writing rate as
relevant factor for the migration time and downtime, which
is in adherence to our results. The approach relies on a
modification of the Xen hypervisor, whereas our work is
intentionally restricted to un-modified standard virtualization
products.

Nagarajan et al. [16] describe how to achieve pro-active
fault tolerance through live migration in a high-performance
computing environment. Experiments were conducted with
several MPI benchmark applications, where the benchmark
type defines the kind of load applied to the Xen live
migration facility. Under the consideration of hardware
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performance differences, the absolute migration time results
from this study are similar to the ones obtained in our
measurements. There were no investigations of downtime
issues.

To the best of our knowledge this is the first work
to introduce a prediction model for virtual machine live
migration times and the involved blackout time. A work with
close relation to this work is from Clark et al. [11], which
– in addition to introducing the phases of live migration –
investigates the effect of the size of the writable working
set, which is the small set of memory pages that are
updated too frequently to be coherently maintained on the
destination machine. Based on different SPEC benchmarks
as application-alike load generators, the authors developed
a rate-adaptive algorithm to align the utilized bandwidth for
memory pages transmissions. They also propose to stun pro-
cesses that make live migration difficult. This corresponds
to experiences with our Xen environment, where virtual
machines with a running dirty page generator were marked
as ’uncooperative’. The results are not directly comparable,
since they focus on much smaller virtual machine sizes and
application requirements.

Several publications discuss the application of live mi-
gration over Internet connections [17], [18]. The effects of
network latency and bandwidth are more relevant in these
cases, but from the perspective of migration load the load
model remains the same.

III. DEFINITIONS AND ASSUMPTIONS

Having described the fundamentals of virtual machine live
migration, a set of major influence factors can be identified
that directly affect the performance of virtual machine live
migration:

• System load on the source / destination host
• Capacity of the migration network link
• Static configuration of the migrated virtual machine
• System load of the migrated virtual machine
Specific higher-level activity (e.g., application workload)

should also be reflected in these basic variables (see also
Section VII).

For our further investigation in this article, we assume
a typical (and recommended) setup with server applications
only running in virtual machine installations. No additionally
running processes with significant load are allowed on the
physical hosts, except the hypervisor and its support code.
This removes the physical host CPU load and memory
utilization as control variables to be considered.

Concurrent system load could result from multiple large
virtual machines being executed on the same host, so that
they have to compete for host resources. This is typically
denoted as over-commitment. One example is a scenario in
which virtual machines with their configured RAM size sum
up to an amount larger than the physical RAM available
at the host. The hypervisor can make this possible through

dedicated swapping to the attached storage system. In such
cases, physical RAM for the virtualized operating system
might have different performance characteristics, depending
on the current over-commitment situation.

Since over-commitment would make hypervisor resource
management strategies another variable to be controlled,
we favored a performance-oriented system setup, where
one virtual machine is running per host at a time. Similar
behavior could be achieved by strict partitioning of hardware
resources per virtual machine, which is common in main-
frame virtualization. With standard processors, a pinning of
virtual machines to physical CPUs and the avoidance of host
memory exhaustion can lead to comparable results. If such
a strong resource partitioning scheme is given, our results,
which are based on a single host assumption, can also be
applied for multiple virtual machines per physical host.

As final precondition, we assume that the network link
between source and destination host has an appropriate
available data rate, so that the live migration performance
is not influenced by network saturation effects. Practical
tests showed that current virtualization products handle the
network capacity on the migration link carefully enough, so
that this assumption appears valid.

With the given restrictions to static configuration and
dynamic load of the migrated virtual machine, the following
key factors can be identified:

1) CPU load inside the migrated virtual machine, based
on a continuously running application.

2) Memory usage pattern of application and operating
system inside the migrated virtual machine.

3) Main memory size configured for the virtual machine.
The memory usage pattern of the running virtual machine

must be further separated into relevant factors for live
migration performance. Since the memory transfer activities
happen in parallel to the operation of the virtual machine,
their characteristics can have a relevant impact on the
migration performance.

We express the memory utilization pattern using four
parameters (see also Figure 4):

The virtual machine size (VMSIZE) is the configured
main memory size for the virtual machine. This is a constant
value during run-time. In typical non-overload situations, the
actually used amount of memory is much smaller.

The working set (WSET) is the region of the main
memory on the source host that must be transferred to the
destination host to finish the migration. This value can be
roughly equal to the amount of main memory used by the
guest operating system and all its processes, or can also be
roughly equal to the configured amount of main memory for
the virtual machine. This depends on the particular migration
strategy of the hypervisor.

The hot working set (HWSET) is a subset of the WSET
memory set. In our workload model, these memory regions
are frequently changed while the migration is taking place.

74

International Journal on Advances in Systems and Measurements, vol 5 no 1 & 2, year 2012, http://www.iariajournals.org/systems_and_measurements/

2012, © Copyright by authors, Published under agreement with IARIA - www.iaria.org



Virtual machine memory

Working Set

Hot Working Set

Dirty pages

Figure 4. A classification of memory pages

The modification rate (RATE) expresses the average
amount of memory modified per time unit while the mi-
gration takes place. The modifications described by this
parameter are assumed to take place only in the memory
region described by the HWSET parameter.

We distinguish the HWSET and the WSET to model the
fact that there are different kinds of data stored in memory:
some data are primarily read and have to be copied only
once while others are subject to frequent updates and may
have to be copied several times during the push phase, which
affects overall live migration performance.

It should be noted that virtual machine live migration
– and therefore all parameters listed above – rely on the
concept of pages from operating system memory manage-
ment. Amounts of memory and modification rates are hence
expressed in pages but can easily be translated into bytes.

IV. A PREDICTOR FOR LIVE MIGRATION DOWNTIMES

Based on the identification of core influence factors for
live migration, we propose a predictor that allows to estimate
both downtime and total live migration time for a specific
application running at a specific (measurable) load. As
indicated earlier, there are various use cases for such a
predictor: For example, it can be used to plan SLA-bound
data center operations, or it can be used to assess arbitrary
load conditions which can be useful in system performance
and reliability analysis.

The prediction model is based on a set of abstract param-
eters that express the memory load generated by a particular
virtual machine instance, which has been introduced in
Section III. Measurement of all parameters will be discussed
in Section V.

A. Approach

In all existing virtualization frameworks, memory is man-
aged at the level of memory pages and our model hence
also works on this level of granularity. More specifically,
the model estimates the number of pages that remain to be
copied from the source to the destination host. As discussed
in Sect. II, live migration copies the entire memory in a first
iteration and then only copies pages that have become dirty.
We presume that the number of remaining pages to copy
is the key determining factor for the switch from pre-copy

to the stop-and-copy phase, and therefore for the amount of
time required for both migration and blackout time.

In order to determine the remaining number of pages
we estimate the rate at which the number of dirty pages
changes during the first iteration as well as during the
subsequent copy rounds. The estimate is based on the
workload parameters introduced in the last section, as well
as on static execution environment characteristics.

The duration of the live migration procedure is determined
by the sum of lengths of the various phases. More precisely,
migration time is determined by the length of memory pre-
copying in rounds, plus the time spent in the stop-and-
copy and reconfiguration phase (see Figure 3). The decision
to switch from pre-copy to stop-and-copy phase is always
influenced by the number of pages that remain to be copied.
There are two abstract conditions that can serve as trigger
for changing from the first to the second phase:

1) Condition 1: The remaining number of memory pages
to be copied is sufficiently small.

2) Condition 2: The pre-copy phase has already con-
sumed a maximum amount of time.

When the live migration procedure hits one of the two
boundaries it enters the stop-and-copy phase. An example
for such a scenario is shown in Figure 5. It should be
noted that Condition 2 is not present in all virtualization
frameworks. In such cases the timeout can simply be set to
infinity.

Figure 5 depicts the number of memory pages that remain
to be copied over time. As can be seen from the Figure,
our model distinguishes between the first round, in which
the entire memory is copied, and the subsequent rounds, in
which only pages that have become dirty are copied. The two
stopping conditions are depicted by dash-dotted lines. The
times of moving from one phase to the next are indicated
as well. Time t0 denotes the start of the live migration
procedure, t1 marks the end of the first round of memory
page copying, t2 the end of the pre-copy phase, and t3 the
end of the migration procedure.

B. Computing the Number of Remaining Pages

In order to determine migration times more precisely, we
distinguish between different types of memory pages accord-
ing to the classification shown in Figure 4. We estimate the
progression of the number of pages that remain to be copied
separately for each category:

• Unused memory pages (those that do not belong to the
working set) do not contain data and can be copied in a
compressed format and at a higher speed. The remain-
ing number of such empty pages is estimated by e(t).
The rate at which such pages can be copied is denoted
by re

[ pages
s

]
. Some hypervisor implementations might

not copy empty pages at all, in which re equals infinity.
• Pages that belong to the working set but not to the

hot working set need to be transferred only once. The
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Figure 5. Prediction of live migration times. The predictor is based on the remaining number of dirty pages. The plot on the left shows the case where
RATE is significantly smaller than the migration speed ru. The plot on the right sketches the case when RATE is larger than the migration speed ru.

remaining number of such passive pages is estimated
by p(t). The rate at which used memory pages can be
copied is denoted by ru

[ pages
s

]
.

• Pages that belong to the hot working set might become
dirty between two successive rounds of copying. The
remaining number of such pages is estimated by h(t).
These pages are also copied at a rate of ru.

The number of remaining pages to be copied for a given
point in time t is then determined by

f(t) = e(t) + p(t) + h(t) (1)

The first round of copying in the pre-copy phase is
significantly different from the subsequent rounds. Let t1
denote the time of the end of the first round. We hence divide
the definition of f(t) in two phases (t ≤ t1 and t > t1).

The remaining number of empty pages e(t) is determined
as follows:

e(t) =

{
ESET − re t for 0 ≤ t ≤ t1

0 for t > t1
(2)

where
ESET = VMSIZE − WSET (3)

is the set of unused, i.e., empty pages. Hence e(t) describes
the copying of unused pages at a higher rate. Since the pages
in ESET are not used by the virtual machine, there is no
contribution of e(t) after the first round.

The remaining number of non-HWSET pages p(t) is
defined as follows:

p(t) =

{
PSET − PSET

WSET ru t for 0 ≤ t ≤ t1
0 for t > t1

(4)

where
PSET = WSET − HWSET (5)

represents the passive (non-hot) working set. Hence p(t)
describes the copying of used, i.e., non-empty, pages that the
virtual machine does not write to during the live migration
process. Such pages have to be copied only once, which is

the explanation why p(t) equals zero in subsequent rounds
of the pre-copy phase (t > t1).

We assume that the system can copy non-empty memory
pages at a fixed rate ru. However, one fraction of non-empty
pages are passive (they belong to PSET) while others are
actively written to. We assume that the copy rate ru is split
proportionally among pages from within PSET and active
non-empty pages (belonging to HWSET). Hence the copy
rate equals PSET

WSET ru.
The hot working set h(t) is determined by

h(t) =


min (HWSET,max (0, h1(t))); 0 ≤ t ≤ t1
min (HWSET,max (0, h2(t))); t1 < t ≤ t2
h3(t) ; t1 < t ≤ t3
0 ; t > t3

(6)

The formula expresses that h(t) stays within the interval
[0,HWSET]. Not surprisingly, the number of remaining
pages cannot be negative. The upper limit stems from the
fact that applications and the operating system in a virtual
machine write to only a subset of the working set – the hot
working set HWSET. If RATE (the rate at which memory
pages are written) becomes very large, the same pages
within HWSET are written several times. The functions
h1(t), h2(t), and h3(t) have been introduced for typesetting
reasons, only. They express the evolution of the number of
memory pages from within HWSET over time.

h1(t) = HWSET +

(
RATE − HWSET

WSET
ru

)
t (7)

h2(t) = f(t1) + (RATE − ru) t (8)
h3(t) = f(t2)− ru t (9)

As can be seen from (6), h1(t) determines the behavior for
the first round in the pre-copy phase. As already mentioned,
during this phase the copying of used, i.e., non-empty
memory pages takes place at a rate of ru, but the rate
is split among passive and active pages (see explanations
for Equation 4). The difference between pages of the hot
working set (HWSET) and the pages of the passive working
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set (PSET) is that hot working pages are written to with a
rate determined by RATE. The progression of h1(t) is hence
determined by the difference of the writing rate RATE and
the fraction of the copy rate assigned to the copying of pages
from the hot working set.

After the first round of copying has finished, copying
progresses determined by the function h2(t). Now the full
rate of non-empty page copying ru can be assigned to the
copying of pages from the hot working set, i.e., the copy
rate is determined by the difference between RATE and ru.
Due to the use of the minimum operator in (6), it cannot be
known a-priori what the value of f(t) is at the end of the
first round. We hence refer to this value by f(t1).

As discussed before, t2 determines the end of the pre-copy
phase, either caused by stop condition 1 or 2. At this point,
the virtual machine is stopped and pages do not become dirty
anymore. Hence the remaining dirty pages can be copied
at the full rate ru until no dirty pages are left. The latter
time is denoted by t3. Expression h3(t) describes the final
copying. Again, since t2 is determined by several factors,
f(t2) cannot be known a-priori and we refer to the value
f(t2) in (9).

C. Computing total migration and blackout time

So far we introduced f(t), which estimates the number
of memory pages that remain to be copied. However, the
ultimate goal is to estimate both total migration time and
blackout time of virtual machine live migration. As might
have become clear already, both time intervals can be
computed from t2 and t3:

migration time = t3 − t0 (10)
blackout time = t3 − t2 (11)

During the first phase all memory pages are copied once.
Hence t1 can be computed from the sizes of the empty
and used memory pages, and the corresponding transmission
rates. However, since the definitions of t3 and t2 are based
on f(t), we need to compute f(t). Specifically, in order to
compute t2, the time of the intersection between f(t) and
break condition 1 needs to be determined.1 The following
equations provide the formulas to compute t1 to t3:

t1 =
ESET
re

+
WSET
ru

(12)

t2 = min (tc1, tc2)) (13)

t3 = t2 +
f(t2)

ru
(14)

In (13), tc1 denotes the time when f(t) equals the value of
the pre-copy stop condition 1 and tc2 is the time predeter-
mined by pre-copy stop condition 2. Finally, t3 determines
the end of the copying process and the time can be simply
computed by how long it takes to transfer the remaining

1tc1 has to be set to ∞ in the case that there is no intersection.

number of pages when entering the stop-and-copy phase,
which is f(t2).

After the stop-and-copy phase some reconfiguration takes
place. Assuming that such reconfiguration is constant and
short and that copying memory pages is the determining
factor, we neglect this aspect in our model. Results in
subsequent sections will show that this already provides suf-
ficiently accurate predictions of migration time and blackout
time. We also assumed that the two rates re and ru are
independent, which is a valid assumption since the overhead
for copying empty pages is very low or even zero, in case
the framework does not copy them.

Table I lists the parameters that need to be determined in
order to compute (10) and (11). The table lists four types of
parameters:

• Virtual machine-specific. There is only one such pa-
rameter in Table I, which is VMSIZE. This parameter
is statically configured when the virtual machine is set
up.

• Situation-specific. These parameters require online
measurements in the running virtual machine. If used
for what-if-analyses, these are also the parameters that
define the investigated scenario. The following Sec-
tion V provides details about how situation-specific
parameters can be measured.

• System-specific. Such parameters have to be determined
once for any given setup of networking and physical
host equipment. Section V provides an example of how
such system-specific parameters can be obtained.

• Hypervisor-specific. There are two parameters that de-
pend on the implementation and/or configuration of the
hypervisor and which define the criteria to stop the pre-
copy phase.

V. EXPERIMENT SETUP

To prove the feasibility of the presented prediction model,
we conducted a large set of experiments with both artificial
and real application load inside migrated virtual machines.

The test environment consisted of two Fujitsu Primergy
RX300 S5 machines acting as migration source and desti-
nation. Both machines were equipped with an Intel E5540
QuadCore processor, 12GB of RAM and two Gigabit NICs
each. One of the network cards per host was used for the
dedicated migration network link. The other network card
was used to connect the machine to a shared storage system
via iSCSI. The storage system contained all virtual machine
image data. If required a third machine was attached to the
storage network as controller node.

In all experiments, the migrated virtual machine was
either running a Linux 2.6.26-2 (64 bit) or a Windows Server
2008 R2 installation. All virtual machines were configured to
have one virtual CPU and a varying amount of (virtualized)
physical memory. In all cases, the virtualization guest tools
/ drivers were installed. Native operating system swapping
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Table I
SUMMARY OF PARAMETERS OF THE PREDICTION MODEL

Parameter Description Type Comment
VMSIZE Configured memory size of the virtual machine VM-specific Setup of the the virtual machine

WSET Working set (allocated memory) Situation-specific Measured during runtime

HWSET Hot working set (actively used memory) Situation-specific Measured during runtime

RATE Dirty page rate (rate at which pages are written) Situation-specific Measured during runtime

re Transmission rate of empty pages System-specific Measured once for the system

ru Transmission rate of non-empty pages System-specific Measured once for the system

c1 Threshold value for pre-copy stop condition 1 Hypervisor-specific Predetermined by the hypervisor

tc2 Threshold value for pre copy stop condition 2 Hypervisor-specific Predetermined by the hypervisor

was activated, but not aggressively in use due to the explicit
limitation of the allocated amount of memory.

Experiments for VMware were performed using ESX
4.0.0 (build 208167), using the vCenter server software for
migration coordination. High availability features had been
deactivated. Experiments for Xen were performed using
Citrix XenServer 5.6 (Xen 3.4.2). Both Xen hosts had been
configured to form a pool, the test scripts were executed
in the ’dom0’ partition of the pool master. Experiments
for KVM had been conducted with ProxmoxVE 1.7, which
relies on QEMU 0.13.0 and a 2.6.32 Linux kernel.

One specific issue was memory management in the Xen
environment, namely the Dynamic Memory Control (DMC)
feature [19]. It allows the Xen hypervisor to change the
amount of physical memory made available to the virtual
machine at runtime, without reboot of the guest operating
system. DMC is an advanced feature necessary to permit
memory over commitment in Xen, since Xen never swaps
out guest pages, as VMware or KVM do in case.

With activated DMC feature, it was observable that Xen
tried to reduce the memory utilization by ballooning [14]
inside the virtual machine instance before actually starting
the migration process. This lead to problems with Linux
as guest operating system, since its out-of-memory (OOM)
killer wrongly assumed an out-of-memory condition from
the many locked pages created by the load generator. In sev-
eral constellations, the combination of DMC, our memory-
locking load application and Xen led to random process
termination by the OOM killer. We hence deactivated DMC
explicitly to achieve repeatable measurements.

Total migration time was measured by capturing the
runtime of the products command-line tool that triggers a
migration. Downtime was measured by a high-speed ping
(50 ms) from another host, since the virtualization products
do not expose this performance metric by themselves. The
downtime is expressed as the number of lost Ping messages
multiplied by the ping interval. We assume here that all ping
messages get lost in one continuous time interval during VM
downtime.

A. Measuring memory utilization

In contrast to other performance metrics, the RATE pa-
rameter is not provided by the OS or any of the hypervisor
products directly, probably because of the performance im-
plied by monitoring memory activities. The usual operating
system information about dirty pages is not usable here,
since this information relates only to the pages not being
swapped out by the memory management.

One possible solution could be to obtain direct infor-
mation from the MMU hardware. Modern processors have
special support to monitor low-level activities by perfor-
mance monitoring units (PMUs). The utilization of such
units is supported in Linux through the libpfm toolkit or
the perf events kernel interface.

We conducted a set of experiments to determine a set
of hardware performance events that grow with the RATE
parameter of an artificial load. It turned out that for the
Intel Nehalem processor under investigation, 21 PMU events
showed a strong correlation to the applied dirty page load.
Even though this renders PMU a promising mechanism for
memory activity monitoring, the application of this approach
inside the virtual machine under test is still infeasible. The
virtualization hardware and software simply does not support
the necessary access to hardware registers.

Reading PMUs on the hypervisor level to infer memory
activities of the virtual machine turned out to be infeasible,
as we have confirmed in several experiments.

The second possibility for accurate measurements of
the memory load is the hypervisor itself. By default, the
virtualization products do not expose these metrics to the
outside. Nevertheless, the hypervisor and its live migration
facility use a tracking mechanism to identify pages that have
become dirty. Therefore, we modified the source code of
KVM slightly to facilitate measuring of the RATE parameter
as will be documented in the next section.

B. KVM hypervisor extension for memory tracking

KVM consists of two parts, the KVM subsystem in
the kernel and the qemu-kvm user space application.
The user space application creates the virtual machine
inside its own address space and communicates to the
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KVM subsystem using I/O controls. The KVM kernel
subsystem interfaces KVM SET MEMORY REGION and
KVM GET DIRTY LOG allow the caller to keep track of
dirty page state changes for the given virtual machine.
KVM SET MEMORY REGION can enable/disable dirty
pages tracking, and KVM GET DIRTY LOG returns a
bitmap with all dirty pages since the last call. This allowed
us to enable dirty page tracing on demand for measurements,
even without having an actual live migration taking place.

C. Classifying hypervisor and system

The two system-specific parameters of our model, namely
the transmission rates for empty and non-empty memory
pages have been estimated using a virtual machine with a
defined non-paged memory footprint as migrant.

In KVM, the hypervisor-specific parameters are deter-
mined by two parameters that can be passed to the hy-
pervisor when initiating the live migration procedure. The
number of pages that is considered to be sufficiently small
is computed by the product of the KVM configuration
parameters migrate_speed and migrate_downtime.
The first parameter determines the maximum speed (in
bytes per second) for the pre-copy phase of migrations
while the second specifies the maximum tolerated downtime.
If there are less remaining pages than migrate_speed
× migrate_downtime, the stop-and-copy phase can
be performed faster than the maximum tolerated time
migrate_downtime.

For the pre-copy stop condition 2, the behavior of Prox-
moxVE KVM can be expressed by the following equation:

tc2 =
2VMSIZE

migrate_speed
(15)

This means that whenever the time has passed that would be
sufficient to copy two times the entire virtual machine mem-
ory, the pre-copy mechanism is stopped and the remaining
pages are copied at a modified rate in the stop-and-copy
phase.

D. Determining situation-specific parameters

To determine the RATE parameter for dirty pages, we
enabled the described dirty pages logging on all memory
regions. Our modified KVM implementation measures the
number of pages that have become dirty once every sec-
ond. The RATE parameter is the average of the measured
numbers.

The determination of the HWSET is more complex. We
defined the HWSET to consist of all pages that are frequently
changed. We estimated HWSET by determining the set of
pages that have become dirty in a series of measurements.
After computing the union of all pages that have become
dirty in these measurements we counted only pages that have
been marked dirty in a minimum number of measurements.
The time interval between the individual measurements

should be at least as long as we expect one migration pre-
copy round to take, which is WSET/migrate speed in
the worst case. In our experiments with KVM, we used
ten consecutive measurements within one minute and we
considered only those pages as hot pages that were marked
dirty in all ten measurements.

VI. EXPERIMENTS WITH ARTIFICIAL LOAD

Based on the theoretical investigation of relevant workload
parameters and the described setup, we conducted a set of
experiments for proving the feasibility of the model. In the
first step, we conducted experiments with artificial work load
generators. The intention was to stress the virtual machine
migration in a controlled and reproducible way, before
analyzing the impact of real-world application workload.

Since our set of relevant dynamic factors is restricted to
the behavior of the guest operating system, we were able
to perform all experiments with load generators inside the
virtual machine. For the worst case analysis, we utilized load
generators for CPU, locked pages and dirty pages.

The CPU load generator was used to produce artificial
CPU load inside the virtual machine, in order to prove
the independence of migration performance from the virtual
machine computational load. We used the commonly known
burnP6 and cpulimit tools for generating a controllable
CPU utilization. Our experiments proved that CPU load has
negligible impact on virtual machine migration (see also
[4]).

The locked pages generator was used to analyze the
effects of static memory allocation. With this tool, locked
pages are pinned in memory through operating system calls
so that they cannot be swapped out. This ultimately increases
the WSET value alone, without influence on both RATE and
HWSET. The implementation first allocates a given amount
of locked pages memory. In the next step, random data
is written once to this memory region, in order to trigger
delayed page table modification schemes in the operating
system [20]. After that, the according regions are pinned by
a system call.

The dirty pages generator was developed to artificially
influence HWSET and RATE parameters in an experimen-
tal environment. This load application simulates a cyclic
memory modification pattern by continuously writing pre-
computed random data to pinned memory in round-robin
fashion. This execution model is motivated by server appli-
cations that modify memory regions based on incoming re-
quests. Those modifications have comparable characteristics
for the majority of requests. Such servers are always reading
some data, storing logging information in main memory,
and return the computational result. The request inter-arrival
time is assumed to show a constant average rate, so the
modification attempts in memory can be modeled just by
using parameters expressing the frequency and intensity of
using a block of memory.
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In order to remove systematic errors, a proper design of
experiments usually demands randomization of the runs. In
our scenario, an experiment is the migration of a virtual
machine for a specific configuration of parameters. Random-
izing this would identify potential unconsidered influences
on the dependent variables. However, due to the closed
experimental environment (no other users had access to
the machines), and full automation of the measurements,
we expect no major additional influence on the dependent
variables. Selective tests confirmed this assumption. We
therefore relied only on measurement series with predefined
continuous data ranges.

The migrated virtual machine was running a load gen-
erator in a fresh operating system installation only. Before
migration start, several minutes of warm-up time have been
reserved for the virtualized operating system.

A. Influence of CPU load

For the investigation of the influence of the CPU load
factor, we performed at least 10 migrations per CPU uti-
lization degree, ranging from 0% to 100% artificial load in
steps of ten. The results show that migration times of all
virtualization products are not influenced by the CPU load.
More precisely, migration times varied around mean values
of up to 26 seconds within a 95% confidence interval of
not more than +/- 1s (see [21] for details). As additional
feasibility test, we investigated Xen both with and without
activated DMC feature, which had serious impact on the
absolute migration time, but the impact of CPU remained
negligible.

The results suggest that virtualization frameworks reserve
enough CPU time for their own management (migration)
purposes. Live migration scenarios seems to be dependent
only on non-CPU utilization factors.

The result convinced us that we could safely drop CPU
load as an influencing factor in subsequent experiments.

B. Influence of WSET and filling degree

Using the locked pages generator, we varied the WSET
parameter from zero to 90% of the main memory configured
for the virtual machine (VMSIZE).

Our results showed that the VMware hypervisor has a
linear dependency of migration time on memory utilization,
while the downtime is not influenced significantly. With Xen,
both the downtime and the migration time remained nearly
constant in all memory utilization scenarios. The Xen virtual
machine migration time depends mainly on the absolute
amount of configured main memory.

In order to rely on the trap and page table mechanisms
of the operating system, all virtual machine migration ap-
proaches copy memory content in the granularity of pages.
Hence, an entire page has to be migrated even when writing
only to a fraction of a page. We tested this assumption by
“filling” memory blocks inside the locked region to a varying

degree. We used a block size equal to the system page
size (4kB) and conducted experiments with varying filling
degrees of such blocks. As expected, all three virtualization
toolkits showed no effect on downtime or migration time.

Changing only a single bit in a memory page makes it
dirty from the viewpoint of the hypervisor, and therefore
also a relevant candidate for live migration. We see a
relevant issue here for 64 bit systems with potentially larger
page sizes. In such systems the overhead of migrating only
marginally modified pages could become significant. For our
purposes, the conclusion is that the filling degree does not
have to be considered in subsequent experiments.

C. Influence of HWSET + RATE + VMSIZE

We conducted a large set of multi-parameter experiments
with the dirty page load generator, in order to determine the
basic patterns of influence in virtual machine migration. The
goal here was to determine the different worst-case settings
for the combination of HWSET, RATE and VMSIZE. For
this reason, we performed experiments according to a full
factorial design, meaning that all possible combinations of
parameter levels have been measured in the experiment. In
each experiment we measured migration time and downtime
as response variables. For Xen, we investigated a total
number of 528 combinations (treatments), each with 20
measurements resulting in an overall number of 10560
migrations. In case of the VMware hypervisor, we performed
experiments for 352 combinations resulting in 7040 migra-
tions. For KVM, we tested 1652 combinations resulting in
33040 migrations.

As we have three factors (plus a response variable) we
cannot present the entire results in one plot. Since VMSIZE
has significantly less levels, we decided to plot the mean re-
sponse, i.e. mean migration time or downtime, over HWSET
and RATE for a fixed value of VMSIZE. The experiments
have been performed using the DPG load generator, which
simulates worst-case behavior in terms of memory usage.

One example for the results is the behavior of the Xen
hypervisor. Downtime in general increases with increasing
HWSET and increasing RATE (see Figure 6). This is not
surprising as an increased usage of memory (more pages
written at an increasing rate) requires more memory to be
transferred in the stop-and-copy phase. We can also conclude
from the figure that HWSET seems to have a linear effect
on downtime, if the RATE is above some threshold value
and regardless of the VMSIZE. This threshold value is
around 30,000 pages/s or 117 MB/s with 4KB pages, which
corresponds well to the expected migration speed over a 1
Gigabit Ethernet link.

One peculiarity in Figure 6 is the abrupt change at
a RATE level around 30,000 1

s . In order to analyze this
further, we conducted additional “zoom-in” experiments that
investigated a sub-range of values for RATE at greater level
of detail (see Figure 8-a). As it can be seen from the plot,
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the change is not as abrupt as might have been concluded
from Figure 6.

Turning to total migration time (Figure 7), we observe a
sudden change at the same level of RATE as we have ob-
served for downtime. Again, the “zoom-in” analysis shows
that the change is smooth although rather steep. However, in
general the mean migration time is more irregular. It came
as a little surprise to us that for RATE levels ”above the
jump” total migration time decreases with increasing RATE.
In order to check that this behavior really occurs we have
carried out separate experiments specifically targeted to this
question with the same consistent result. Although we cannot
give a precise explanation, we presume that it is caused by
the rate-adaptive algorithm employed by the hypervisor. This
supports our assumption that a load model is essential in
order to assess duration of live VM migration.

The effect of VMSIZE can be observed by comparing the
two sub-figures 7 (a) and (b). It can be seen that VMSIZE
has a non-trivial effect on migration time: since the shapes
look very different at different levels of VMSIZE, the effect
does not appear to be linear, except for the case where RATE
equals zero.

There is no effect of any HWSET value if RATE is zero,
which is consistent with the single variable experiments
described in Section VI-B.

The plots in Figures 6 to 8 show migration times averaged
over all measurements. In order to assess the variability in
the data, we describe the ratio of maximum to minimum
values as well as standard deviation for the data in Table II.
Two ratios and two standard deviations are reported: the
ratio of the maximum treatment mean to the minimum
treatment mean and the ratio of the maximum to the min-
imum values across all measurements. Regarding standard
deviations, the table describes the largest standard deviation
computed within each treatment (parameter combination) as
well as the standard deviation for the overall data set. In
addition, the table reports the mean time averaged across
all measurements. The data quantifies what has also been
observable from the plots: Both migration time as well as
downtime vary tremendously depending on VMSIZE and
RATE.

For XenServer, one can observe that downtime is only
8.6% of the overall migration time. The fact that the overall
standard deviation is far greater than the within-cell standard
deviation supports the observation that there is a strong
systematic variability in the live migration algorithm.

For KVM, Figure 9 and Figure 10 show the behavior
under different conditions for HWSET and RATE. While
the downtime behavior is comparable to Xen, the migration
time development shows a completely different behavior.
Here, above a certain RATE the migration times line up
at a constant level, which is independent of the HWSET.
A comparison of the two subfigures shows that this level is
dependent on the VMSIZE. What we see here is the effect

of the second stop condition explained above, which strikes
if the RATE is larger than the effective migrate speed.

Since the VMware end user license agreement does not
allow the publication of performance numbers, we omit
the presentation of the gathered data here. We can report
that the observed behavior of vSphere differs significantly
from the one of Xen, which emphasizes that the choice
of the hypervisor product can have significant impact on
availability. The main reason for the different behavior seems
to be the different rate-adaptive algorithms employed in the
virtualization products. Rather than arguing which behavior
is better we want to emphasize that it is mandatory to take
the specific virtualization product into consideration when
making assumptions on migration duration.

Regarding the max:min ratio of downtime computed from
treatment means with VMware, we have observed a ratio
of 16.27. This shows that due to different memory load,
the maximum mean downtime can be 16.27 times as large
as the minimum mean downtime. If we do not consider
mean downtimes but the maximum and minimum value
observed across all experiments, the factor even goes up
to 23.83. The conclusion from this observation is that if
service downtime is critical for meeting reliability goals, a
realistic assessment of reliability can only be achieved if
the maximum downtime for the application-specific memory
load is figured out, which is the goal of our prediction model.

D. Comparing the predictor with experimental results

In order to test the feasibility of our predictor model, we
compared the experimental results for KVM with the the-
oretical worst case assumptions from our model. We relied
on the KVM results here, since the hypervisor modifications
described in Section V-B allowed a fine-grained monitoring
of the relevant metrics. Figure 11 shows the comparison for
blackout time and migration time. In the absolute majority of
cases, the model was able to provide a worst case prediction
close to the real-world experiment results:

• For a total of 33040 measurement points, the model
predicted migration times that were larger or equal to
the corresponding measured migration times in 95.6%
of the measurements. For blackout time, the predictor
was right in 97.08% of the cases.

• The average absolute error, meaning the distance be-
tween the computed worst case value and the measured
value, for the migration time prediction was 25,75s. For
blackout time prediction, the average absolute error was
2,45s.

• The average under-prediction, meaning average error
in the cases where the predicted value was below the
actual measured value, was 2,95s for the migration
time. For blackout time, the average was 0.13s.
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Figure 6. Mean downtime for Xen
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Figure 7. Mean migration time for Xen

E. Discussion

The statistical evaluation proves that our prediction model
worked in more than 95% of the worst case load tests, which
is especially important for dependability-related use cases.
If a proactive failure predictor is able to implement a lead
time larger than the worst case value from the migration
time prediction model, than virtual machine migration can
be used as preventive recovery strategy.

In order to understand the experiment results in more
detail, we performed a source code analysis of Xen and
had personal communication with VMware representatives.
Live migration in fact is mainly related to the rate-adaptive

migration control algorithm realized in the product. The
relevant aspect here is the dirty page diff set – the fraction
of pages that is scheduled to be copied in each next round of
the pre-copy phase. The virtualization products identify ”hot
pages” in this set and shift such pages more aggressively
to the stop-and-copy phase, since the transfer in the stop-
and-copy phase is potentially more effective, depending on
“hotness” of the page, network link speed and other factors.
This also appears to be an explanation for the increasingly
large gap between predicted and measured migration and
blackout times for large memory allocation sizes. Future
extensions to our prediction model could take such effects
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Figure 8. Xen behavior in the zoom-in area (VMSIZE=4096)
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Figure 9. Mean downtime for KVM

into account to improve prediction accuracy.
Akoush et al. [22] made similar investigations in their live

migration performance analysis. Surprisingly, the downtime
seems not to be influenced by the chosen strategy, which
can be explained by the broad transmission capacity of the
network link. Comparative measurements of the network
saturation supported this assumption.

VII. EXPERIMENTS WITH REAL LOAD

For a further proof of the proposed migration and blackout
time prediction model, we conducted another large set of
experiments with real application load. We decided for

two typical server application representatives – the SPEC
jAppServer benchmark, and the Postal SMTP server bench-
mark in conjunction with the Postfix mail server.

A. SPEC Benchmark Results

The first set of tests relied on the SPEC jAppServer
2004 1.08 benchmark application. This program is intended
to measure the performance of Java 2 Enterprise Edition
(JavaEE) application servers. The benchmark simulates man-
ufacturing, supply chain management, and order/inventory
business processes. It consists of a database part and several
JavaEE applications to be deployed. A driver component
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Figure 10. Mean migration time for KVM

Table II
DATA VARIABILITY

Hypervisor / Guest time Mean time [s] Max:Min Ratio Standard Deviation
Mean Overall Treatment Max [s] Overall [s]

XenServer / CentOS migration 89.73 9.01 9.10 6.32 39.08
downtime 7.69 3.17 3.46 0.62 2.94

simulates parallel client requests, where the request rate is
controlled by a parameter called txRate.

We performed measurements for a total of ten config-
urations, each corresponding to a specific setting of the
benchmark’s txRate parameter (see Table III). For each
setting we conducted more than 2300 migration experiments
to collect statistically significant data. In each experimental
run we measured total migration time and blackout time of
the migration. We also determined for each configuration the
values for WSET, HWSET and RATE using our modified
KVM hypervisor.

Figure 12 shows the experimental results. The graphs plot
measured blackout times (Fig. 12-a) and measured migration
times (Fig. 12-b) together with the times predicted by our
model. For measured blackout and migration times we also
plotted 95% confidence intervals shown by vertical bars. We
decided to plot absolute times rather than relative prediction
accuracy since in real world dependable application scenar-
ios absolute numbers are much more relevant.

The graphs show that the proposed prediction model
works well also for real applications. It can be seen that over-
all the predictor follows the non-linear shape of the curve,
although there is significant over-prediction for parameter
settings three and four for blackout time, and for settings
two and three for total migration time.

In 98.03% of the cases, the worst case predictor returned a

blackout time greater or equal to the corresponding measured
time. The absolute error for blackout time prediction was
1.26s on average (4.01s maximum). Due to the fact that
an under-estimation of downtime is critical, we separately
investigated the cases in which our model predicted shorter
migration times than the measured ones. The average de-
viation in these cases was 0.40s (3.20s maximum). For
total migration time, the corresponding numbers are 97.56%
accuracy, with an average absolute error of 38.12s (267.5s
maximum) and an average under-estimation of 1.15s (9.50s
maximum).

B. Postal SMTP Benchmark Results

As a second application benchmark we used the Postal
SMTP benchmark 0.7 in conjunction with a Posfix 2.5.5.
mail server. To get as close as possible to a realistic
workload, we added a Spamassassin 3.2.5. installation to the
configuration of the mail server. Postal sends SMTP requests
of different kinds to the mail server running in the virtual
machine. The varied parameter in our experiments is the
number of SMTP messages per minute sent by the Postal
application.

Similar to the SPEC benchmark we measured blackout
and migration times for ten settings and determined the
corresponding values for WSET, HWSET and RATE (see
Table IV). Due to increased volatility of the Postal SMTP
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Figure 11. Dirty page load generator (DPG) vs. worst case predictor

Table III
SPEC PARAMETER SETS

Setting SPEC Driver txRate Average WSET (pages/s) Average HWSET (pages/s) Average RATE (pages/s)
1 5 371228 41962 7802
2 10 388346 58787 13111
3 15 488656 71594 17993
4 20 569836 82140 22911
5 25 695151 86636 27744
6 30 688627 90284 33707
7 35 705575 93165 37911
8 40 732491 100686 43989
9 45 761932 104089 58090
10 50 756850 114790 59533

benchmark scenario we performed more than 3500 runs per
setting in order to obtain statistically significant numbers.

Figure 13 shows the experimental results. Again, our
prediction model resulted in relatively accurate predictions.
The plots also show the necessity to leave some headroom
for predictions. As can be seen from Figure 13-b, due to
the increased volatility the 95% confidence intervals get
close to the predicted values. More specifically, our predictor
delivered a migration time that was above or equal to the
measured performance in 90.18% of the measurements. The
average absolute error in the migration time prediction was
62.38s (287.58s maximum), and the averge under-prediction
was 36.27s (69.23s maximum). For blackout time, the worst
case predictor was safe in 83.6% of all measurements. The
average absolute error for blackout time prediction was 0.57s
(1.47s maximum), and the average under-prediction error
was 0.45s (1.05s maximum).

The results for the SMTP benchmark showed sub-optimal
prediction quality for virtual machines with small VMSIZE.

If only experiments with a VMSIZE value larger or equal to
4GB are considered, the migration time prediction success
rate improve significantly. More specifically, the numbers are
for migration time 98.85% accuracy with an average under-
estimation of 2.01s (5.42s maximum), and for blackout time
prediction accuracy goes up to 96.98% with an average
under-estimation of 0.09s (0.27s maximum).

C. Discussion

The experiments have shown that our prediction model is
able to forecast both total migration times as well as blackout
times of real world applications. As it is the case for all
worst-case predictors, predicted values have to be larger than
the measured numbers but should nevertheless be as close as
possible. This trade-off between accuracy and safety is well-
known from other areas such as determination of the worst-
case execution time (WCET). In our case the prediction is
on the safe side in more than 96.98% of all cases.
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Figure 12. SPEC jAppServer 2004 load vs. worst case predictor
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Table IV
POSTAL / POSTFIX PARAMETER SETS

Setting SMTP messages / minute Average WSET (pages/s) Average HWSET (pages/s) Average RATE (pages/s)
1 100 154035 18348 8002
2 200 185759 32494 12377
3 300 210190 30654 16217
4 400 244276 30604 21003
5 500 443361 29802 23968
6 600 516652 29148 26023
7 700 559266 29917 27488
8 800 712506 35185 28080
9 900 765597 34396 27631
10 1000 728675 33028 27903

VIII. CONCLUSION

With growing capacity of commodity server hardware and
increased consolidation efforts, virtualization has become
a standard approach for cloud data center operation. Live
migration of virtual server workloads can be employed
to implement workload-driven system management as well
as a mechanism to free server hardware that is due for
maintenance and repair. However, in order to give guarantees
on application availability or responsiveness as well as for
proactive fault management, solid estimations either about
the total duration of live migration or the length of service
downtime are badly needed.

In this paper, we have presented a model that predicts
total migration time as well as service blackout times based
on a small number of characteristic parameters: virtual
machine-specific parameters, i.e., the overall size of the
virtual machine’s memory, situation-specific parameters such
as the size of working set, the size of the hot subset of the
working set, i.e., the number of memory that are actively
written, and the memory page modification rate, system-
specific parameters such as memory page transmission rates
over the network as well as hypervisor-specific parameters
modeling the hypervisor’s live migration strategy.

By carrying out a large number of experiments, we have
shown that the prediction model is able to reliably forecast
migration times in more than 95% of all cases. This holds
for a worst-case load generator as well as for real-world
server applications.

Our results are promising in the sense that they show
applicability of live migration for scenarios where work-
loads have to be moved off potentially breaking servers.
The experiment results show a remarkable performance of
virtual machine migration even under unfair conditions. The
performance numbers typically do not exceed the lead-time
of state-of-the-art failure prediction algorithms, which makes
the idea of proactive virtual machine migration a promising
topic for future research.
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