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System Level Analysis for Achieving Thermal Balance and Lifetime
Reliability in Reliably Overclocked Systems

Prem Kumar Ramesh, Viswanathan Subramanian and Arun K. Somani
Dependable Computing and Networking Laboratory

Iowa State University
Ames, IA, USA

{pramesh, visu, arun}@iastate.edu

Abstract—Advancements in process technology offer contin-
uous improvements in system performance. Technology scaling
brings forth several new challenges. In particular, process, volt-
age, and temperature variations require sufficient safety margins
to be added to the clock frequency of digital systems, making
it overly conservative. Aggressive, but reliable, dynamic clock
frequency tuning mechanisms that achieve higher system perfor-
mance, by adapting the clock rates beyond worst-case limits, have
been proposed earlier. Even though reliable overclocking guaran-
tees functional correctness, it leads to higher power consumption
and overheating. As a consequence, reliable overclocking without
considering on-chip temperatures will bring down the lifetime
reliability of the chip. In [1], we presented a comparative study
on the thermal behavior of reliably overclocked systems with
non-accelerated systems. In this paper, we elaborate more on the
theoretical analysis along with experimental results to establish
a safe acceleration zone for such ‘better than worst-case’ designs
by efficiently balancing the gains of overclocking and the impact
on system temperature. We analyze how reliable overclocking
impacts the on-chip temperature of microprocessors, and evaluate
the effects of overheating, due to reliable dynamic overclocking
mechanisms, on the lifetime reliability of such systems. First, we
theoretically study the possibilities for realizing such a system.
We, then, evaluate the effects of thermal throttling, a technique
that clamps the on-chip temperature below a predefined value,
on system performance and reliability. Our study shows that
a reliably overclocked system with dynamic thermal throttling,
constrained to operating within 355K, achieves around 25%
performance improvement.

Index Terms—Microprocessors, Dependability, Adaptability,
Overclocking, Thermal Throttling

I. INTRODUCTION

In pursuit of ever faster execution times, a growing com-
munity known as overclockers, are manually accelerating their
high performance processors past the manufacturer specified
limits. Impressive results have been shown in existing systems
that support overclocking. For example, a 2.6 GHz AMD
Phenom processor running at speeds of up to 4 GHz us-
ing liquid cooling has been achieved. Such is the interest
with overclocking enthusiasts that chipset manufacturers are
introducing technologies that support overclocking. AMD’s
Overdrive and Advance Clock Calibration technologies are
cases in point [2]. These gains are possible because of the
worst-case assumptions used by traditional design methodolo-
gies. The clock frequency of a processor is selected to give
enough time for the longest delay path, which determines the
circuit propagation delay, to stabilize under adverse operating
conditions. This propagation delay varies as process, voltage

and temperature (PVT) variations are introduced during circuit
fabrication and operation; so designers must assume the worst
when fixing the system clock frequency. However, the combi-
nation of longest delay paths and adverse operating conditions
are rare, leading to room for performance improvement that
overclockers exploit. Systems running at overclocked speeds
cannot be relied upon, as the possibility of system failure
is very high. As a result, to account for the timing errors
that occur at better-than-worst-case speeds, it is important to
overclock the system reliably, in order to reap the benefits of
making the common case faster.

The design for worst-case settings provides us an oppor-
tunity to improve processor performance to a greater extent
through overclocking. When the system is forced to operate
beyond this conservative limit, reliable overclocking mech-
anisms employ proven fault tolerance techniques to detect
and recover from timing errors. Although aggressive clock-
ing mechanisms facilitate in improving performance, they
adversely impact on-chip temperatures, leading to hot spots.
Overclocking enthusiasts invest heavily in expensive cooling
solutions to protect the chip from overheating, and such over-
clocked systems typically have significantly lower lifetime.
Additionally, reliable overclocking techniques necessitate ad-
ditional circuitry, leading to an increase in power consumption.
Higher clock speeds and power densities invariably lead to
accretion of on-chip temperature over a period of time. As
systems operate faster, on-chip temperatures quickly reach
and exceed the safe limits. This poses a serious threat to
the lifetime reliability of these systems. In [1], we presented
our comparative study on the thermal behavior of reliably
overclocked systems with non-accelerated systems. In this
paper, we elaborate more on the theoretical analysis along
with experimental results to establish a safe acceleration
zone for such ‘better than worst-case’ designs by efficiently
balancing the gains of overclocking and the impact on system
temperature.

We must emphasize that current products from both the
leading microprocessor vendors, Intel and AMD, have dy-
namic thermal monitoring techniques that take necessary cor-
rective action to maintain on-chip temperature [3]–[5]. The
corrective actions, in most cases, shut down the system or
reduce system voltage and frequency, leading to considerable
performance degradation. Our goal in this study is to analyze
the temperature pattern of reliably overclocked systems, and
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evaluate the lifetime reliability of such reliable aggressive
clocking mechanisms. Furthermore, we monitor the on-chip
temperature of aggressively overclocked systems that dynam-
ically enhance single threaded application performance. We
couple thermal monitoring techniques with reliable overclock-
ing to alleviate lateral issues relating to system power and
reliability. While taking feedback from an integrated thermal
monitor, we observed an average performance increase of
25%, while operating within temperature 355K. Our work
is related to Razor [6], which uses timing error tolerance
mechanism to conserve energy while suffering moderate per-
formance degradation. Another relevant study, SPRIT3E [7],
uses a similar mechanism to reliably overclock the system to
enhance system performance.

First, we theoretically analyze the possibilities for realizing
a controlled reliably overclocked system, while maintaining
the on-chip temperature. We use SimpleScalar [8] simulator
for Alpha EV6 processor, with a built-in power model, namely,
Wattch [9] for the experiments. We integrate HotSpot [10]
thermal modeling tool to monitor on-chip temperature. In real
hardware, this translates to thermal sensors and counters for
tracking on-chip temperature, which most of the present day
chips support. We explore a broad spectrum of results for
SPEC 2000 benchmark suite [11].

The remainder of this paper is organized as follows. Section
II provides an overview of how reliable overclocking is
performed in processors for performance enhancement. This
section also outlines the issues related to thermal and reliability
management in processors. We use processors and systems
interchangeably in the rest of the paper. Section III explains
our experimental framework used for analyzing the thermal
impacts in reliably overclocked processors. We present our
results in Section IV and Section V concludes the paper.

II. BACKGROUND

A. Reliable Overclocking

One of the earliest works on aggressive clocking, TEATIME
[12], scales the frequency of a pipeline using dynamic timing
error avoidance. This technique attempts to achieve better-
than-worst-case performance by realizing typical delay oper-
ation rather than assuming worst-case delays and operating
conditions. TEATIME achieves this by modeling a one-bit
wide delay chain that reflects the worst-case critical path of
the system, plus a safety margin. A prior work to this called
TIMERTOL [13] exists in which, timing error tolerance is
achieved by multiple special copies of the pipeline logic.
Similar architectures include CTV [14] and X-Pipe [15] that
propose timing speculation at pipeline stage level.

The most significant aspect that can be exploited by reliable
overclocking is the input data dependency of the worst-case
delays. The worst-case delay paths are sensitized only for
specific input combinations and data sequences [16]. Typically,
the propagation delay of the digital system is much less than
the worst-case delay and this can be exploited by overclocking.
The benefits of overclocking can be furthered by allowing
a tolerable number of errors to occur, and have an efficient

mechanism to detect and recover from those errors. In addition
to this, systems have different design restrictions, such as
power, energy or area constraints. Based on all this, there are
numerous architectures that have been proposed over the years.

Timing speculation based architectures that replicate regis-
ters in circuit critical path have been proposed. The basic idea
is to duplicate latching, using shadow latches that are clocked
in such a way to guarantee correctness. When a timing error
is detected, it is recovered the following cycle. This technique
along with dynamic voltage scaling has been used to improve
energy efficiency [6]. Along with adaptive clocking mecha-
nisms, reliable overclocking improves performance drastically
[7].

In [17], the trade-off between reliability and performance is
studied, and overclocking is used to improve the performance
of register files. The conjoined pipeline architecture, proposed
in [18], organizes pipeline redundancy in such a way as
to improve both performance and reliability. In [19], triple
modular redundancy based timing speculative register cells
that can handle both soft errors and timing errors have been
proposed.

Other works in the domain seek to improve common case
performance through functionally incorrect designs [20], [21].
The Selective Series Duplex architecture [22] consists of an
integrity checking architecture for superscalar processors that
can achieve fault tolerance capability of a duplex system at
much less cost than the traditional duplication approach. DIVA
[21] uses spatial redundancy by providing a separate, slower
pipeline processor alongside the fast processor. The desire
for better than worst case designs is much more serious in
nanoscale technology. PVT variations within and across the
die are causing a bottleneck while selecting the worst-case
frequency. ReCycle [23] uses additional registers and clock
buffers to apply cycle time stealing from the faster pipeline
stages to the slower ones. Another technique, EVAL [24]
has been proposed to maximize performance with low power
overhead in the presence of timing induced errors.

Apart from these run-time schemes, there are static methods
that are specifically developed for better than worst case
architectures. The effect of parameter variations and its impact
on timing errors has been studied in [25]. BlueShift [26]
proposes a design methodology from ground up. The main
idea is to identify and optimize the frequently used critical
paths, called the ‘overshooters’, at the expense of the lesser
frequent ones.

In this section, we briefly discuss an in-built error detection
and recovery mechanism that tolerates timing errors occurring
at frequencies past the worst-case limit. We describe the
working of local timing error detection and recovery circuits
that replicate pipeline registers to support reliable overclock-
ing. These circuits were first proposed in [6] to implement
energy efficient processors and later used in [7] to enhance
performance of superscalar processors. The purpose of these
circuits is to detect and correct any resultant timing errors that
occur because of overclocking, and to guarantee computational
correctness.
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Fig. 1. Typical pipeline stage in a Reliably Overclocked Processor. Local
timing error detection and recovery scheme for critical registers is shown in
detail.
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Fig. 2. Timing diagram showing overclocking advantage per cycle, as
compared to the worst-case clock

B. Timing Error Detection and Recovery

In a reliably overclocked processor (ROP), to tolerate timing
errors, registers in the critical paths of every pipeline stage
are augmented with a second time-delayed register. A typical
pipeline stage in such a processor, along with local timing
error detection and recovery circuit augmentation for critical
path registers, is shown in Figure 1. Each combinational logic
stage is a dense logic combination with multiple inputs and
outputs, and possibly with more than one path from each input
to output. The short paths in the logic can operate correctly
even during extreme voltage and/or frequency scaling. The
paths that are not likely to meet their timing requirements are
categorized as critical paths and only their corresponding stage
output registers are replaced with timing error detection and
recovery circuits.

A brief description of timing error detection and recovery
in a ROP is presented from [7]: The main register is clocked
ambitiously by the Main Clock at a frequency higher than
that required for error-free operation. The backup register is
clocked in such a way that it is prevented from being affected
by timing errors, and its output is considered “golden” [7]. The
clock for this register is phase shifted, shown as PS Clock, such
that the combinational logic is effectively given its full, worst-
case propagation delay time to execute. In case of a mismatch
between the primary and backup registers, a recovery measure
is taken by correcting the current stage data and stalling the

pipeline for one cycle. In addition to local recovery, action
is also taken on a global scale to maintain correct execution
of the pipeline in the event of a timing error. The extent to
which systems can be overclocked is limited by the penalty
cycles needed to recover from timing errors. A balance must be
maintained between the number of cycles lost to error recovery
and the gains of overclocking. The achievable performance
enhancement per cycle is shown in Figure 2 as Φ2.

C. Timing Error Based Feedback Control System

Reliably overclocking a processor may not yield an increase
in performance at all times. The reason being that the occur-
rence of a timing error is highly dependent on the workload
and the current operating conditions. Therefore, it is beneficial
to have an adaptive clock tuning system, which increases or
decreases the clock frequency based on a set target error rate.
In other words, it is necessary to fix a bound for overclocking,
as errors induce additional recovery cycles that imparts a
performance overhead.
• Let tno denote the non-overclocked worst-case time pe-

riod and tov denote the time period after overclocking.
• Let tdiff be the difference in time between the two

time periods. Then, to execute n clock cycles, the total
execution time is reduced by tdiff ×n, when there is no
error.

• Let Se, k and tpll denote the fraction of clock cycles
affected by errors, error recovery cycles and time taken
by Phase Locked Loop (PLL) to lock next frequency
respectively.

Then, equation 1 gives the bound on the timing errors that can
be tolerated without adding any performance penalty.

Se <
tdiff
tov × k

− tpll
n× tov × k

(1)

Dynamic clock frequency tuning is controlled by a global
feedback system based on the total number of timing errors
that occur in a specified time interval. Current products, such
as IBM PowerPC 750GX processors, use two PLL scheme
for clock generation to perform dynamic power-performance
scaling [27]. This allows instant frequency switching, when
frequency sampling interval is greater than tpll.

The number of errors occurring at each timing error counter
sampling interval is continuously monitored. As long as the
number of errors is within target limits, the frequency is scaled
up, else scaled down. One can apparently construe that the
error rate is a monotonically increasing function with respect
to frequency. This allows the use of efficient search algorithms
to select the next tuned frequency starting from the base
frequency.

For our understanding, let us consider the empirical model
for circuit delay as given by Eqn (2).

Delay =
C.V 2

2vSATCOXW (V − VT )2
(2)

Here, vSAT , COX and W are technology dependent constants;
C specifies the capacitive load the circuit drives; V and VT
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are the system voltage and threshold voltage respectively
(VT = 0.2398V for 45nm technology) [28]. Eqn (2) suggests
that the time period provided should match this Delay in
order to avoid timing errors. In traditional designs, the clock
frequency is determined off-line during design phase for the
worst-case settings, which is too conservative. However in
our case, the clock time period is shorter compared to the
circuit delay, and this results in timing errors. That is, there
is a direct correspondence between the number of timing
errors and the circuit slow down. Further, the slowdown can
be related to the capacitive load that can be driven for that
time period. Rearranging Eqn (2) for tno and tov yield the
following loads that can be driven respectively.

Kno = tno(V−VT )2

V 2 , Kov = tov(V−VT )2

V 2

Thus, the percentage slow down for the overclocked frequency
with respect to the worst-case frequency is given by Eqn 3.

%SlowDown =
Kno −Kov

Kno
× 100 (3)

Finally, the maximum frequency for performance enhance-
ment is theoretically limited by the contamination delay of the
circuit. If time period of the new frequency is less than contam-
ination delay of the circuit, timing error certainly occurs during
every cycle and the error rate goes to 100%. Frequencies
below propagation delay do not cause any timing errors at all
(0% error rate). This, however, incurs performance overhead.
Earlier studies have indicated that fixing a non-zero target error
rate improves performance significantly. However, the system
temperature goes up along with the system performance as the
target error rate margin increases.

1) Speed-up: Having discussed the importance of timing
error throttling, the next step is to re-calculate the speed-up
achieved from overclocking. In a pipelined processor, the total
number of cycles to process a given set of instructions is
mainly divided into instruction execution, branch penalty and
memory cycles. During overclocking, the clock frequency of
the memory is not scaled, thereby increasing the total number
of execution cycles. Let each memory operation take Cm
cycles at tno and q be the factor by which the frequency is
scaled i.e., (q = tno

tov
). Now, after overclocking each memory

operation takes q.Cm cycles.
Let us assume that the system takes n clock cycles without

considering memory cycles. If α denotes the factor of memory
accesses that happen when the system executes n cycles. Then,
the new execution time due to reliable overclocking is given
by:

Exov = n.tov + n.α.q.Cm.tov + n.Se.k.tov (4)

To express original runtime (Exno) from Eqn 4, we replace
tov by tno and substitute q = 1 & Se = 0. The overall speed
up is calculated as given by Eqn 5.

Speedup =
Exno
Exov

=
q × (1 + α.1.Cm)

(1 + α.q.Cm + Se.k)
(5)

In our case, we take one cycle for timing error recovery,
that is k = 1.

It should be noted that the benefits of reliable overclocking
surpass the memory penalties provided the error rate is limited.
This is clearly understood from the series of charts (a), (b) and
(c) of Figure 3. Here, we depict the speed-up for a spectrum
of memory access factors relative to target error rate, Se, for
different values of q.

For performance enhancement, the system must tolerate
20%, 50%, 70% and 100% of timing exceptions at the over-
clocking rates q = 1.2, 1.5, 1.7 and 2.0, respectively. In the
forthcoming sections, we show that for practical workloads
the number of timing errors produced is quite low for smaller
values of q, but quickly reaches 100% for higher values.

Also, from the model we deduce that non-memory bound
workloads are more beneficial. For typical workloads, α is
quite small, as most of the memory operations are shadowed
through caching and buffering.

D. Thermal and Reliability Management

Over the last decade, thermal awareness has gained impor-
tance distinguishing itself from power awareness. Processor
chips began to have thermal sensors in various locations
to regularly sample the temperature and to shut down the
operation in case of overheating. However, rapid heating and
cooling of processor chips create thermal cycles affecting the
lifetime reliability of the system [29].

The power consumed by a VLSI chip consists of two
parts: dynamic and static. Dynamic power is dependent on
capacitance (C), voltage (V ), frequency (f ) and switching
factor (α), and is given by Pdyn = αCV 2f . Since dynamic
power is directly proportional to the frequency at which the
circuit operates, this causes overclocked systems to consume
more power, which in turn causes systems to overheat. But
solving the thermal problem is not as simple as bringing down
the overall power consumed [30].

The problem becomes much more noticeable in designs
under 90nm technology, where leakage power grows signifi-
cantly. The leakage power grows exponentially with tempera-
ture as given by the empirical relationship, Pleak ∝ eβ(Ti−T0)

[31]. Here, β is technology dependent constant (β is 0.036
and 0.017 for 180nm and 70nm respectively), T0 is the
temperature of a reference point and Ti is the temperature at
ith instant with respect to the reference point. We see a positive
feedback, wherein, increase in temperature leads to further
leakage and increased total power consumption, which in turn
leads to increase in temperature. Due to non-uniform switching
and leakage, temperature is not distributed uniformly across
the chip, creating localized heating in parts leading to hot
spots.

Furthermore, overclocking increases the switching activity
of the circuits causing more dynamic power dissipation. The
dynamic power and energy consumed by the overclocked
system are illustrated in Eqn (6) (7), respectively.

Pov = α.C.V 2
ov/tov = α.C.V 2

ov/(tno.q) (6)
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Fig. 3. Performance analysis of overclocking with error rate for different memory bounded workloads (a) Overclocking at 1.2X (b) Overclocking at 1.5X
(c) Overclocking at 2X

Eov = Pov.n.(1 + α.q.Cm + Se.k).tov (7)

Higher temperatures not only increase power budget, but
also affect the lifetime reliability of the devices. To improve
the overall reliability and lifetime of the systems, the thermal
performance should be monitored and the average degradation
of transistors managed. An initial exploration on thermal throt-
tling through voltage reductions has been proposed in [32].
In this paper, we implement five critical failure mechanisms
that are specified in [33] and [29] for our evaluation. A
brief description of each of the wear out phenomenon and
their respective Mean-Time-To-Failure (MTTF) are described
below.

Fig. 4. MTTF for different steady state temperatures

Electromigration (EM) occurs due to transport of ma-
terial due to gradual movement of the ions in a conductor
caused by the momentum transfer between electrons and the
diffusing metal. In Eqn (8), J is the interconnect current
density. Activation energy, EaEM and n are constants that
depend on the interconnect metal used. (Typically, n = 1.1,
EaEM = 0.9eV ).

MTTFEM ∝ (J)−ne
EaEM

kT (8)

Stress Migration (SM) is a phenomenon that creates
voids in the circuit, as a result of hydrostatic stress gradient.
These voids may lead to high impedance or even break the
circuit. This occurs due to difference in thermal expansion
rates of materials. Again, EaSM , m and the metal deposition
temperature, Tmetal are metal dependent constants in Eqn(9).
Tmetal generally assumes a value far higher than circuit
operating temperature. (Typically, m = 2.5, EaSM = 0.9).
Although the term |Tmetal − T |−m increases with T , there is
an overall negative impact on the MTTF due to the exponential
dependence of temperature.

MTTFSM ∝ |Tmetal − T |−m e
EaSM

kT (9)

Time Dependent Dielectric Breakdown (TDDB), also
known as oxide breakdown occurs as a result of destruction
of the gate oxide layer, and gradually leads to permanent
transistor failure. a, b,X, Y and Z in Eqn (10) are fitting
parameters. (Typically,a = 78, b = −0.081, X = 0.759eV ,
Y = −66.8eV/K, Z = −8.37e− 4eV/K).

MTTFTDDB ∝ (
1
V

)(a−bT )e
[X+(Y/T )+ZT ]

kT (10)

Sudden raise or fall in temperature causes Thermal Cycles
(TC) which ultimately lead to device failure. Thermal cycles
are caused by differences in thermal expansion rates across
metal layers. Thermal cycling is proportional to the difference
between current temperature and the ambient temperature
Tambient. In Eqn(11), q = 2.35, refers to the Coffin-Mason
exponent, which is empirically determined material dependent
constant. From this definition, one could observe that sudden
cooling of devices below Tambient worsens the lifetime relia-
bility.

MTTFTC ∝ (
1

T − Tambient
)q (11)

Finally, Negative Bias Temperature Instability (NBTI) is
the failure mechanism that takes place in PFET devices.
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Fig. 5. Steady state temperature analysis (a) Non-overclocked processor settles around 330K (b) Reliably overclocked processor reaches over 380K

NBTI occurs due to timing constraint violations. In Eqn
(12), A,B,C,D and β1 are fitting parameters. (Typically,
A = 1.6328, B = 0.07377, C = 0.01, D = 0.06852,
β1 = 0.3).

MTTFNBTI ∝




ln

(
A

1 + 2eB/kT

)
−ln

(
A

1 + 2eB/kT
− C

)


× T

e−D/kT



β1

(12)

Here, k is Boltzmann’s constant and T is temperature
in Kelvin. These wear out phenomena create impedance in
the circuits, gradually leading to permanent device failures.
Figure 4 shows how the increase in steady state temperature
affects the processor lifetime. We use this reliability model to
determine the critical temperature, for a target lifetime.

E. Thermal Consequences of Overclocking

Reliable dynamic clock frequency tuning for performance
enhancement, described above, is incomplete without consid-
ering the thermal effects. Processors cannot be overclocked
indefinitely, as this intensifies on-chip temperature. Thermal
plots shown in Figure 5 compares a non-overclocked Al-
pha EV6 processor, running at 1GHz with an overclocked
one, running at 2GHz. We observed that steady state for
dynamic reliable overclocking reached 380K, while the non-
overclocked settles at around 330K. This calls the need for
an efficient scheme for thermal balance in reliably overclocked
processors.

III. EXPERIMENTAL FRAMEWORK FOR ESTIMATING
ON-CHIP TEMPERATURE

Figure 6 presents the entire simulation framework. The
individual components are explained below in detail. The
figure depicts both timing error based feedback control, and
thermal throttle. For our initial evaluation of how on-chip
temperatures vary when reliably overclocked, we only observe
the temperature, without employing any thermal throttle. We

employ dynamic clock tuning beyond worst-case limits, using
timing error based feedback control, to adapt system behavior
based on workload characteristics. The number of timing
errors occurring at a given time is based on the workload
being executed by the processor.

A. Modeling the ROP

To evaluate the trends in on-chip temperature, we model
a reliably overclocked processor using a functional simulator,
which incorporates a random timing error injector based on
error profiles obtained by running application binaries on a
hardware model. Our base processor, which is an out-of-order
64-bit, 4-way issue Alpha EV6 processor, is derived from the
SimpleScalar-Alpha tool set [8]. This processor executes the
Alpha AXP ISA. For our workload, we use pre-compiled set
of Alpha binaries from the SPEC 2000 benchmark suite [11].

Wattch [9] is an accurate, architecture level power tool
that is embedded within the SimpleScalar simulator. Wattch
calculates instantaneous power at every cycle, and outputs the
total power accumulated over a simulated period of time and
the average power. We modified Wattch to track instantaneous
power for each functional block.

B. Thermal Modeling

Thermal sensor modeling is done using the HotSpot tool
[10]. The instantaneous power trace provided by Wattch power
tool is used to calculate temperature. Since Wattch does not ac-
count for leakage power due to thermal runaway phenomenon,
the temperature from HotSpot is used to calculate leakage
power based on the formula presented in Section II. We obtain
the 45nm Alpha EV6 floor plan from 130nm floor plan
by assuming scaling is proportional to square of technology
[34]. We also estimate the power dissipated by the additional
circuitry required to detect timing errors.

C. Incorporating Timing Errors

In order to bring in the aspects of timing error in the
SimpleScalar Alpha simulator, which is cycle accurate, but not
timing accurate, we analyzed the number of timing errors oc-
curring in the hardware model of a superscalar processor. We
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Pipeline Stage TPD (ns) TCD (ns) % Critical Registers Pleak (mW )
Fetch 3.90 0.06 2.1 2.555
Decode 2.76 0.10 0 0.151
Rename 2.88 0.06 0 0.588
Issue 4.89 0.10 89.17 3.507
Execute 6.65 0.08 11.86 1.436
Memory 5.21 0.10 3.21 4.985
Commit 1.94 0.07 0 4.5

TABLE I
SYNTHESIS REPORT OF MAJOR PIPELINE STAGES

performed our study in a superscalar, dynamically scheduled
pipeline similar in complexity to the Alpha 21264 [35]. We
obtained the Illinois Verilog Model (IVM) from the University
of Illinois website, which is a Verilog implementation of an
Alpha microprocessor at the Register Transfer Level. The IVM
Alpha processor executes a subset of the Alpha instruction set.
However, the IVM processor is not fully synthesizable, and
the synthesizable model does not support running SPEC 2000
benchmarks.

We designed the following experiment to evaluate the tim-
ing errors occurring at various overclocked frequencies. We
synthesized individual pipeline stages using Synopsys design
compiler. We used the 45nm OSU standard cell library for
timing estimation [36]. There are altogether 12 pipeline stages
in the processor. Table I reports the synthesis results for the
major pipeline stages. In the IVM processor, the fetch stage,
for instance, is divided into three stages. We report only the
propagation delay, TPD for the slowest among the three fetch
stages. Similarly, we report the contamination delay, TCD, for
the shortest path across the three fetch stages. The timing
values, reported in ns, are obtained from static timing analysis
reports. However, the percentage of registers falling in the
critical path and leakage power (Pleak) are reported for all
three stages combined. In the table, we report the percentage of
registers that have path terminating at them with delay values
greater than or equal to 3.5ns.

As explained in Section II-A, it is necessary to augment
critical registers with error detection and recovery circuit,

and also increase contamination delay of paths terminating at
critical registers to a value greater than the desired extent of
overclocking. Our simulator overclocks up to 40% of the worst
case clock period. This requires the increase of contamination
delay to over 40% the clock period. Using set minimum
delay constraints in the Synopsys compiler, we increased the
contamination delay to the required value. The overall increase
in area for reliable overclocking was 3.5%.

Once we got the synthesized blocks for a particular stage,
we replaced the RTL model for that block with the synthesized
model. We also annotated timing information, extracted in
standard delay format (SDF), on the blocks, so that we can run
timing accurate simulations. We ran the instruction profile of
various benchmarks obtained from the SimpleScalar simulator
through the various stages. We used random data values
for other inputs, filled the memory with random data. We
measured error rate for various benchmark profiles.

Figure 7 shows the cumulative error rate for the IVM
processor. We ran the experiment for 100000 cycles, and
repeated the experiment with different sequences of 100,000
instructions for each benchmark. Average values are reported
in the chart. We fixed the worst-case delay at 7ns to allow the
maximum propagation delay of 6.5ns in the execute stage. We
split 32 equal intervals from 7 to 3.5ns and measured error
rate at each interval. We noticed around 89.17% of the paths
fail in the issue stage at 3.5ns, which causes a sudden rise in
error rate, as observed in the Figure 7.

The error rate values we obtained from our hardware
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simulation are incorporated in our functional simulator. While
operating the simulator at higher frequencies, we use the error
rates relatively. The leakage power, estimated at 105◦C and
1V for IVM alpha processor at 45nm, is used in Wattch power
model to estimate leakage power at various temperatures.

3.5 4.0 4.5 5.0 5.5 6.0 6.5 7.0

Clock Period (ns)

Fig. 7. Cumulative error rate at different clock periods for the IVM processor
executing instructions from SPEC INT 2000 benchmarks

D. Area and Power Model for ROP

As explained in Section II-A, it is necessary to augment
critical registers with error detection and recovery circuit,
and also increase contamination delay of paths terminating
at critical registers to a value greater than the desired extent
of overclocking. Our simulator overclocks up to 45% of the
worst-case clock period. This requires increasing contamina-
tion delay to over 45% the clock period. Using set minimum
delay constraints in the Synopsys compiler, we increased the
contamination delay to the required value. We adopt an overall
increase in area of 3.5% for the additional circuitry from [7].

The power dissipation for the ROP was modeled based on
our hardware implementation. We accounted for the additional
area incurred for the local timing error detection and recovery
circuits. For our model, we assume the increase in power
dissipation to be directly proportional to the area increase we
obtained. For each functional block in the processor the total
power dissipation was increased by the fractional increase in
overall area, obtained from our hardware experiments. The
leakage power, estimated at 105◦C and 1V for IVM alpha
processor at 45nm, is used in Wattch power model to estimate
leakage power at various temperatures.

E. Simulation Parameters

Table II presents the simulation parameters. We evaluate the
system temperature while running at 1.25V . From Figure 2,
we can see that clock period can be scaled only up to 50% of
the original cycle time. We assume up to 45% overclocking.
Table II provides the worst-case frequency and the maximum
overclocked frequency we considered for our simulations. We
perform a binary search between 32 frequency levels within
the allowed range, based on error rate and also temperature,
when employing thermal throttle. We assume the presence of
two PLLs, so that there is no performance penalty involved,

Parameter Value
Fetch width 4 inst/cycle
Decode width 4 inst/cycle
Issue width 4 inst/cycle (ooo)
Commit width 4 inst/cycle
Functional units 4 INT ALUs

1 INT MUL/DIV
4 FP ALUs
1 FP MUL/DIV

L1 D-cache 128K
L1 I-cache 512K
L2 Unified 1024K
Technology node 45nm
Voltage 1.25V
Minimum frequency 1024MHz
Maximum frequency 1862MHz
No. of freq levels per voltage 32
Area 10mm2

Temperature sampling 1ms
Freq sampling 10µs
Freq penalty Single PLL: 10µs

Dual PLL: 0µs

TABLE II
SIMULATOR PARAMETERS

while switching between frequencies. If there is only one PLL,
it takes up to 10µs to change from one frequency to another.

IV. ON-CHIP TEMPERATURE TRENDS IN RELIABLY
OVERCLOCKED PROCESSORS

We simulated six SPEC INT 2000 benchmarks to analyze
the on-chip temperature trends in a reliably overclocked pro-
cessor. The benchmarks reflect a broad spectrum of compute
intensive workloads: gcc is a C compiler, crafty is a chess
program, mcf solves the minimum network flow problem,
parser involves natural language processing, bzip2 and gzip
are data compression utility applications.

We evaluate ROP performance with and without thermal
throttling. Figures 8, 9, 10 and 11 compare the transient
temperature trends and mean time to failure of a reliably
overclocked processor with a non-overclocked processor for
four of the benchmarks. Other two benchmarks have similar
thermal characteristics. From the plots, we can clearly see that
there is up to 15K difference between a reliably overclocked
processor and a non-overclocked processor. Also, we see that
the reliably overclocked processor reaches and exceeds 360K
on executing around 3 million instructions. Based on the
cooling solution used, the system will reach a steady state
temperature and remain there. In our experiments, a non-
overclocked processor settles at 347K for the same cooling
solution. We start our experiments at a steady state temperature
of 340K. This initial temperature is based on the assumption
that the system has already performed certain operations,
before it executes the benchmark of interest.

A. Frequency Based Thermal Throttling

When incorporating thermal throttle, we find that the tem-
perature gets clamped at the desired choice of operating
temperature. Since thermal sensor outputs are available once
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every ms, it is good to choose a temperature 3K below the
critical temperature, so that even if the system temperature
overshoots before getting a thermal measurement, it will not
exceed the critical temperature.

The relative speed-up for the six benchmarks, running 107

instructions is illustrated in Figure 12. Reliable overclocking,
on an average, achieves 35% increase in performance over a
non-overclocked system. When a thermal throttle is applied,
the performance gain drops to 25%.

The MTTF values are obtained from the formulas mentioned
in Section II-D. We calculate MTTF based on the on-chip
temperature at that given instant of time. We obtain the propor-
tionality constant for our calculations from the baseline MTTF
at 337K [29]. We observe that a non-overclocked system has
a longer lifetime, of about 30 years, as its on-chip temperature
does not exceed 347K. However, a reliably overclocked system
has a much shorter lifetime of about 9 years. Applying thermal
throttling at about 355K increased the system lifetime to
about 14 years. We understand from the figure that running a
benchmark at lower temperatures over a long period of time
improves the MTTF significantly. This motivates the need
for having efficient dynamic thermal management techniques,
alongside reliable overclocking, to achieve performance gain
and reliability. Also, thermal management techniques alleviate
the need for having an expensive cooling solution, making it
cost effective to have high performance systems.

V. CONCLUSIONS

We have presented an initial study of the effects of reliably
overclocked systems on on-chip temperatures. In addition, we
also analyze the consequent effects on lifetime reliability of
these systems. We considered a reliable overclocking frame-
work and studied its thermal behavior compared to worst-case
design. Our work in this paper is an initial exploration of
dynamic thermal management in reliably overclocked systems.
We are continuing this work by developing a powerful thermal
management scheme that enhances performance as much
as possible while operating well within the thermal limits,
guaranteeing an extended system lifetime. The results we have

Fig. 12. Relative performance for SPEC INT 2000 benchmarks

obtained at this juncture are very promising, opening up many
different directions for the near future.

We would like to further this work by implementing it on a
hardware platform such as FPGA, by tracking temperature on-
line through thermal sensors. We also plan to test our scheme
with an ASIC model. As an extension to this work, we are
planning to combine this technique with the existing dynamic
voltage and frequency scaling (DVFS) and unify them within
a common framework for better power saving. Finally, this
work also opens up a new direction of managing power in
chip multiprocessors, where our technique has the potential
to allow fine grained and more accurate power management
across the cores.
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Abstract—The computerization of scientific data treatment and 
the relatively recent awareness of the fragility of the natural 
world environment (Rio Conference "Earth Summit" in 1992) 
have led to the proliferation of Information Systems dedicated 
to biodiversity. Given the various data that they contain, they 
are complex applications, focused on the needs of one type of 
environmental scientist, closed to amateur’s contributions and 
unable to support ethological information. Moreover, the data 
contained in these systems are hardly accessible to non-
specialists like the general public or decision-makers. 

At the same time, new communication protocols, like 
webservices ensure a better sharing of information between 
applications; while immersive representations of three-
dimensional virtual worlds, also known as metaverses, allow a 
more natural assimilation of information. By putting users in a 
reality reproduction built from information systems, all entities 
can be represented in a consistent virtual environment [15]. 
But sharing and turning Biodiversity Information System’s 
data in a coherent metaverse is not a trivial process. It relies on 
an adapted architecture and the availability of specific 
metadata, as several virtual worlds representing several levels 
of details can be generated. 

This paper is a contribution to the enhancement of Biodiversity 
Information Systems in order to make them more adaptable, 
usable, and representable for several kinds of users: different 
types of specialists, amateurs, and the general public. The 
MABIS modular architecture is presented as an open, efficient 
and evolutionary model for structuring Biodiversity 
Information System. The advantages of its architecture allow 
to ease its development, store ethological data, manage, share 
and represent complex entities and metadata while ensuring 
their authentication through an evaluation process. 

Keywords: Biodiversity Information System, BIS, MABIS, 
behavior, immersion, metaverse, data evaluation, webservice 

I. INTRODUCTION 
The important loss of world biodiversity has led Eco-

Informatics experts [18] to develop specific Environmental 
Management Information Systems (EMIS) called 
Biodiversity Information Systems (BIS). The objective is to 
help communities of practice in Biology (thematic experts, 

also called “thematicians”) who work on this phenomenon in 
their everyday tasks: produce inventories of species, obtain a 
better visibility on biodiversities’ studies, plan coordinated 
actions between institutions and communicate their results. 
In this context, Information Systems (IS) are more and more 
used to manage biodiversity data [6]. 

Most BIS focus on the management of taxa and 
specimens [9], but the available functions and uses are 
directed to fit the needs of a specific category of scientific 
specialists. For the same substrate (environmental 
information), it is possible to define three different types of 
users and needs: researchers, managers, and curators. Each 
of these professions works with different objectives in the 
environmental field and thus has different needs in terms of 
BIS functions (see Figure 1). 

 
The researchers’ objective is to make scientific progress 

by accumulating new knowledge. They accomplish it mainly 
by discovering new specimens, analyzing them in 
laboratories (ex situ), and studying them by experimentation 
(in situ). On the global scale, the objective is to understand 
the diversity and evolution of the life through time, space 
and interactions, as well as the mechanisms at the origin of 
this diversity. 

The objective of environment managers is to discover 
ways to preserve and restore the ecosystems for which they 
are responsible. To achieve these goals, they need to uncover 
specific indicators that characterize the environment and they 

 
Figure 1. Main types of scientific professions involved in 

environmental data management 
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must accurately adhere to the policies of environmental 
restoration they have developed. 

The curators’ aim is to preserve and manage collections. 
Fulfilling this task requires acquiring new specimens, sorting 
and arranging them in order to preserve the taxonomists’ 
primary tool and biodiversity hot spot, but also setting up 
expositions destined for the general public. 

As we can see, in these three scientific vocations 
specimens are manipulated, but apart from sharing a 
metadata basis, there is a need to associate different types of 
entities (documents, maps, collections) with different levels 
of granularity. That is why, even if their field of work is the 
same, researchers, environment managers and curators will 
use a specific BIS to manage their data. This however, 
implies lost time in repeated metadata entries in the absence 
of data sharing and communication between the communities 
that work on the same set of taxa. 

Moreover, amateurs are not allowed to contribute on the 
system by adding their own data in order to share them with 
the scientific community. Indeed, the biodiversity field 
attracts a parallel community of non-specialists which 
gathers important sets of data. Most of time, these data are 
rejected by BIS only because they were not provided by 
experts. However, to profit from these data, it would be 
useful to let amateurs have a controlled access on the system. 

Another common limitation of BIS is they do not support 
ethological information as a specific data type. Because 
ethological studies are not considered as a specific 
experimentation, specimen’s behavior is not recognized as 
an independent entity on the system, and researchers 
studying them have no access to specialized and structured 
forms, like ethograms, to enter this type of information. 

Lastly, biodiversity information systems contain a huge 
quantity and variety of data that lead to important 
assimilation’s difficulties, especially for non-specialists of 
the thematic. Thus, it is often difficult for thematicians to 
communicate their results to the general public or the 
decision makers through the classic Graphic User Interface 
(GUI) of BIS. 

Therefore, we propose an open architecture that tries to 
find a place for each type of users, from the experts to the 
general public. The aim is to make information systems more 
adaptable, usable, and representable for several kinds of 
users; without losing the scientific credibility. 

II. THE MABIS MODULAR ACHITECTURE 

A. General architecture 
In order to share common data and knowledge between 

distinct BIS, it is possible to create a complete set of web 
services, which translates into a great amount of 
development for each platform. Another possibility would be 
to set up an adaptable BIS, corresponding to the needs of 
each type of user, without imposing a complex Graphic User 
Interface. Relying on this approach, we propose the Modular 
Architecture for Biodiversity Information System (MABIS). 
This model uses several Web applications that constitute 
modules interconnected together by webservices (Figure 2). 

 
These Web applications are structured in four layers: 
• The first layer is dedicated to the management of the 

main BIS entities, i.e. the directory of participants to 
the project, the thesaurus for explaining the meaning 
of terms, the Documentary Multimedia Database 
(DMD) [14] for the studied objects, the systematics 
module for storing, organizing and presenting 
specimens and taxa, the cartographic module for 
georeferencing them, and the Behavior Management 
Module (BMM) to register ethological data, 

• The second layer provides tools to authenticate the 
information stored in the first layer (evaluation 
module), to allow curators to archive collections’ 
data about specimens, and to manage the several 
types of entities from the first layer in the frame of 
contextual environmental projects, for example to 
provide managers the means to monitor their 
protected areas (follow-up module), 

• The third layer provides the software tools to 
visualize, represent, analyze and treat the data from 
the first two layers. For instance, the Biodi-Verse 
software is dedicated to the generation of immersive 
views for selected data, whereas the Multi-Agent 
Simulation (MAS) software offers simulation’s 
possibilities with the codified information on 
specimens [2], 

• The fourth layer is dedicated to vulgarization. It 
hosts Web portals relying on data supported by the 
other layers. 

 
More than the advantage of facilitating its development, 

thanks to its modular architecture, MABIS let each type of 
user focuses on his immediate task: each module constitutes 

 
Figure 2. MABIS general architecture 

 
Figure 3. Screenshot of the connexions between modules’ GUIs 
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an entry point (Figure 3) corresponding to precise 
expectancies and functionalities. Furthermore, to ensure 
exchanges between the MABIS architecture and other BIS, 
two gates allow remote controls on the main layers: the Web 
Components Services (WCS) gate opens on functionalities 
offered by the two first layers, whereas the Web Software 
Services (WSS) gate provides a convenient access to the 
third layer. 

B. The modules 
The modules constituting the IS are applications 

dedicated to the management of a limited set of entities’ 
types. All the information related to an entity (for example, a 
document) is gathered on a structured card which can be 
enhanced with elements from another entity (Figure 4). 

Each module has three functioning modes: main, 
deported, and remote mode. In main mode, users work 
directly in the environment of the Web application dedicated 
to the management of the entity he is focusing on. The 
deported mode is used to provide popup windows and 
inclusions offering synthetic graphical information’s and 
functionalities from a module in another one used in main 
mode. The remote mode means that the Web application is 
used through its webservices, in order to fully integrate its 
data and functionalities in another module’s GUI. 

 
Moreover, a distinction can be made between modules, 

taking into account their complexity. The Web applications 
of the first and second layers are dedicated to the 
management of entities. They can be fully used through Web 
browsers in the three modes and constitute WCS. By 
contrast, the Web applications of the third layer, provide 
complex treatment tools on primary data of the first layer, so 
rely on a main mode requiring a typical installation on 
computers. Thus, this mode is mainly not working like a 
SaaS (Software as a Service) application. Only deported and 
remote modes can be used through Web Browser.  These 
modules constitute WSS. 

In order to make easier the assimilation of the Web 
Components Services, which represent the common entry 

points of new primary data, we have standardized them to 
keep the same logic of entities’ management. Indeed each 
entity’s type has to support common categories to guaranty a 
good communication between contributors. The simple 
template represented on Figure 5, established through a 
human centered development [14], has led the general 
organization of all the WCS deployed in MABIS. 

 
An instance of this template can be seen on Figure 9. 

III. THE EVALUATION OF SCIENTIFIC INFORMATION 
The biodiversity field attracts a community of 

enthusiasts, non-expert of the thematic: amateurs. They 
gather a huge quantity of data that are often not accepted on 
BIS because the providers are not specialists. A solution to 
this loss of information is to support a scientific data 
validation policy, which is often made by an administrator in 
Biodiversity Information Systems. However, because the 
quantity of data expert-administrators have to validate is 
colossal, they cannot afford to treat amateurs’ resources. 

In this context, we propose a Scientific Information 
Evaluator (SIE) model. This model relies on the MABIS 
architecture and comes into the form of a SIE module that 
manages the evaluation of all entities’ cards distributed in the 
IS. Our aim is not to provide a methodology to analyze data, 
for instance by error elimination [12], but to deliver a tool 
that follows the enhancement of a card until it reaches the 
best acknowledgement level. This module offers several 
ways to authenticate the scientific aspects of data, to share 
the evaluation’s work, to simplify the communication 
between experts, and to ease the identification of the 
evaluation’s state by end-users. The enhancement process 
can be represented as in Figure 6. 

 

 
Figure 4. Screenshot of a card representing a document 

A: deported mode from the evaluation module 
B: main part of the card in the main mode of the multimedia database 
C: data provided by the remote mode of the cartographic module 

 
Figure 6. Evaluation of scientific information in MABIS model 

 
Figure 5. Template standardizing the WCS 
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Contrary to most validation processes that result in a 
binary answer (validated/not validated), evaluations result in 
certificates associated to a precise time. Each certificate 
corresponds to a level of trustworthy that gives a more 
precise idea of the data condition (Figure 7). The certificates 
can be considered as a succession of steps toward the 
validation level. In order to reduce the work of data 
evaluation by experts, two evaluation systems are offered. 

 
The authoritative certification represents the evaluation 

of the current version of the entity’s card made by identified 
specialists of the thematic on the BIS. Depending on their 
recognized specialization in a discipline, a limited set of 
experts acquire from the administrator the possibility to 
deliver certificates that represent their approval to the data. 
This ability to deliver up to a defined level of certification is 
entity-specific, and for the taxa, taxa-specific. So the SIE 
stores a list of privileges that can be associated to profiles of 
users registered in the directory. The propagation of this 
certification is regulated by a cooptation system that let 
specialists share their privileges to other users up to their 
own level. Thus the administration and the evaluation work 
are shared. This evaluation based on hierarchy is summed up 
by a simple icon that represents the lowest certification given 
by the highest specialist. Experts’ debate, i.e. when two or 
more specialists at the same highest level deliver different 
certificates for the same card, is automatically detected and 
notified by the sign “!”. In this case, users are warned that it 
could be necessary to read the comments and evaluate 
themselves the card.  

The community certification is the evaluation of the card 
made by all identified users on the BIS. Because everyone 
can participate and deliver the certificate they consider 
deserved, this evaluation is less specialized than the 
precedent one; however, a certificate coming under an 
important participation of users gives a good basis of 
evaluation if experts have no time to consider the card. This 
notation based on folksonomy is summed up by an icon that 
shows the average level of certification given by voters. 

These two certification modes are easy to use (a simple 
button) and can be used as criteria, in a combined way or not, 
to sort and research data. Thus, it is easy to work only with, 
for instance, data defined as relevant by experts. 

The Scientific Information Evaluator’s deported mode 

(Figure 8) adds three inclusions in the graphical interface of 
cards, to: 

• indicates the level of validation, which represents the 
level of approval of the information. Each level is 
represented by an icon that sums-up the participative 
evaluation of a data. 

• presents detailed information and an historic about 
the evaluation of the card (all marks from all voters), 

• offers a simple thread that permits authors and 
evaluators to discuss about the card. 

The SIE’s main mode (Figure 9) is the Web application 
that gathers all information about evaluation of entities. It 
allows to: 

• present general metadata about entities’ evaluation 
on the BIS (most discussed cards, most 
heterogeneous evaluation per module, etc.). 

• list all evaluations’ requests and focus on those 
concerning the authenticated user. 

• show the logged in user his own evaluation requests, 
delivered certificates, discussions’ threads (new 
messages since last connection), and the current 
evolution of his cards. 

• manage the sharing of privileges concerning the 
authorized level of certification. 

 
The remote mode of the SIE is of course not related to a 

specific GUI, but it is often used in other modules, for 
instance to sort entities by certification level in other Web 
applications’ main mode. 

IV. THE MANAGEMENT OF ETHOLOGICAL INFORMATION 

A. States and actions, a difference between specialists’ 
approach and system’s structure 
Ethology is the science that studies the behavior of living 

species. Biologists that analyze the behavior of animals (also 
called “ethologists”) focus their researches on the 
establishment of lists of states and actions, the determination 
of their occurence and linking. By observing several 
individuals of a taxon, they identify their way of life, gaits, 
interactions between them and other species, impact on their 
ecosystem, etc. These observations are usually made during 
short analyses’ sessions, on a limited number of specimens; 
so a lot of data is produced in a short duration, often 
associated to a precise scale of time (minutes or seconds). 
This kind of scale is hardly supported by common BIS, on 

 
Figure 8. Screenshot of the SIE deported GUI 

     
level 0 level 1 level 2 level 3 level 4 

not evaluated can be greatly 
improved 

still need 
improvments almost finalized validated at 

present time 

   
 - trustworthy + 

Figure 7. Levels used for the evaluation 

 
Figure 9. Screenshot of the SIE main mode 
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which temporal data associated to a biodiversity project (like 
a monitoring) uses larger time’s scales (days). 

Independently of the structural aspect of BIS that has to 
evolve to handle the information associated to precise scales 
of time, the user interface has to be enhanced in order to 
facilitate the data’s entry process. That is why the best way 
to integrate this dimension without compromising the 
human-computer interaction is, in the frame of our 
architecture, to add a new WCS: the Behavior Management 
Module (BMM). As we have said, ethologists focus on states 
and particularly actions (movements) performed by the 
studied species. Indeed states and actions are linked:  
particular characteristics of internal (not visible) and external 
(visible) state lead to specific actions. Without a sustained 
analysis of a specimen, it is hard to evaluate its state (for 
instance, his hunger): researchers have to determine it from 
the actions that will be induced. So even if a state leads to 
specific actions, for animals, ethologists often deduce the 
precedent state from the following action. That is why, to 
follow their methodology of work and processes, our module 
focuses more on actions. However, by developing tools 
permitting biologists to gather and represent dynamical data 
through a formalized approach, this work also contributes to 
initiate a discussion with experts to enhance their 
methodology of study. 

B. Implementation in the MABIS architecture 
In the frame of our architecture, entities from the WCS 

are intended to be used by the WSS as primary resources. 
Thus, it is interesting to take into account the use that will be 
done with the ethological data since the conception of the 
application. Specimen’s behavior information, by facilitating 
the extraction of rules leading agents used in MAS, 
constitutes relevant information to build simulations. 
Moreover, the description of actions stored in the behavior 
module can be useful to generate immersive representations 
of data. That is why, in the implementation of this module, 
we have anticipated the use that will be made in terms of 
data treatments and representations. 
 
 Behavior 
 State Action 

Text body description description of body 
movements 

Representation photo/icon/model of 
different poses 

animation between 
static poses 

MAS list of relevant factors and 
way to determine their value 

Rules of variation 
 of the values 

TABLE I.  DESCRIPTORS FOR STATES AND ACTIONS 

Current BIS are able to handle temporal data associated 
to specimens as a succession of observations describing its 
general state [2]. If this information could be sufficient in 
some cases, for instance phenological studies on plants, it is 
not in many others, like behavioral studies on animals. 
Finally, only little information can be automatically extracted 
from Systematics module to generate rules necessary to build 
Multi-Agent Simulation, as the observations are consigned in 
generic text fields. So there is a strong need to formalize 
spatio-temporal metadata about specimen’s evolution and 

behavior. However, there are several ways to manage 
behavioral information in BIS. For instance, it is possible to 
consider either only one default state with actions as 
variations to this referential, or several states associated to 
actions that make the links between them. In order to clearly 
separate actions and states, we chose the second possibility 
structured through three approaches: textual description, 
visual representation, and formalized rules describing 
specimens’ behavior as agents in MAS (TABLE I.). The 
objective is to establish a consistent timeline (Figure 10) 
made by states and actions, linked to the Systematics 
module, and ready to provide a formalized support to the 
immersive representation and ecosystems’ simulation. 

 
The way specimens’ states are described also has to 

change for a more generic aspect. This directly impacts on 
the general Systematics module’s structure. Instead of 
describing several times the same state of a specimen as 
several observations, it is possible to define a set of generic 
states associated to a taxonomic level. Doing this way, an 
observation on a specimen becomes the junction between a 
generic action of the taxon, and a specialized scientific 
annotation (Figure 11). The process is, of course, the same 
for states. Indeed the introduction of a BMM in BIS, and its 
strong relation with the module in charge of taxa and 
specimens’ management lead to several evolutions of the 
Biodiversity module. The main improvements are explained 
in parallel of the descriptions of the three BMM’s sides, but 
first, we have to take over global aspects of this tool. 

 
The BMM aims to manage specimen’s behavior in two 

ways. The first one is to store labeled descriptions of actions 
and states achieved by specimens in the frame of a behavior 
process to achieve a goal. Ontologies are constituted by 
linking actions to a taxonomic rank in order to specialize or 
generalize it. For instance, the action “eat” can be defined in 
general for mammalians, and a second occurrence can be 
added to specialize the action for the Felidae family. Lists of 
different actions focusing on the same taxa can be gathered 
on a single view in order to constitute ethograms. 

The second one is to store lists of actions related to 
specimens to constitute spatio-temporal capture sessions that 

 
Figure 10. Consistency of timeline offered by the BMM 

 
Figure 11. BMM entities’ integration in MABIS 
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focus specimens. Indeed ethologists mainly study animal 
behavior through three methods: 

• Focus sampling with continuous recording, which 
focuses and list all actions achieved by a specific 
specimen during a very limited time. 

• Scan sampling, which point out all relevant actions 
achieved by several specimens. 

• Ad libitum sampling, which means that the observer 
records as much as he can of whatever he can see. 
This method is generally used to get an overview of 
the specimen’s group. 

In all cases, the user has to associate or describe actions 
made by one specimen or more. Digitally speaking, it is just 
a matter of presentation, by action or by specimen. After 
entering the data on the system, it is easy to sort them by 
using the BMM. 

So, in terms of use cases, the BMM answers to several 
users needs. Firstly, it will help ethologists to provide 
standardized, easily interoperable by computational request, 
action cards. Secondly, they will easily constitute and share 
sampling sessions on the Web. Thirdly, it will allow them to 
easily communicate with the general public their 
observations by showing immersive reconstitutions through 
immersive representations. Fourthly, simulation experts, will 
access to the module as a warehouse of generic and specific 
models for their MAS, knowing they could possibly 
represent their results in an immersive way. Fifthly, the 
collection of 3D models, animated or not, gathered in the 
frame of the BMM will constitute a warehouse [5] of 
species’ shapes and movements for computer graphics 
experts. 

As we have explained, states are often deducted from the 
following actions, so action represents the main point for 
ethologists. In this frame, we will now focus on how the 
“action” entity can be integrated through the three 
approaches in the same module. 

C. Three representations for one action 
To build a reliable and generic action’s description form, 

that allows a relevant generation of action’s description 
cards, we have to consider the definition of “behavior”. For 
J.B. Watson, the behavior is “the whole of the objectively 
observable reactions that an organization generally equipped 
with a nervous system carries out in answer to stimulations 
of the medium, themselves objectively observable”. Note 
that this definition is particularly opened, and underlines 
following key points. Behavior: 

• refers to any specimen, whatever its phylum is (not 
restricted to animals), 

• considers the observation’s environment, 
• focuses on objective actions. 
Regarding these clues, and usual form’s fields, we tried 

to build a generic action’s description form that will gather 
main data (Figure 12). This general part contains textual and 
numerical data that are used by several users (ethologists, 
simulation experts, computer graphics experts). These fields 
allow multicriteria searches to retrieve specific actions and 
are highly used by the simulation and the representation 
engines (especially the duration and the periodicity fields). 

 
In the frame of a BIS’s module, the aim is to formalize 

the descriptions in order to meet both user’s expectations and 
system’s requirements, for instance, to avoid future plain text 
searches. The consistency of the integration of the behavior 
module in the IS relies on the links each entity (action, state, 
and sampling session) for each approach (text, simulation, 
representation) develops with other modules. Given the 
nature of the entities and their metadata, the systematic and 
the cartographic modules are particularly important in their 
description cards. 

1) Descriptive aspect 
The textual description (Figure 13) of specimen’s 

behavior constitutes a classic approach of an ethological 
study. It is dedicated to specialists in Ethology, as the 
technical vocabulary they use is sometimes unreachable for 
the general public. That is why visual representation is so 
important. The general context field describes the conditions 
that must be gathered, for the specimen and the environment, 
to produce the action. It is described in a more formal way in 
the simulation aspect’s part. 

 
The gathering of main research fields in the general form 

permitted to simplify the textual description ones. That is 
why this part allows specialists to work in the way they are 
used with. 

 
Figure 12. General description fields of the behavior form 

 
Figure 13. Textual description fields of the behavior's form 
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2) Representation aspect 
This part collects the files made by ethologists and 

computer graphics experts to graphically represent the 
actions. The system accepts as inputs several files 
corresponding to several representations. Traditional 
graphical representations, in two dimensions, is relevant in 
the frame of the IS because it allows thematicians to gather 
all their data on the same system. Indeed, with the 
affordability of digital camera, thematicians produce more 
and more videos and photos to illustrate their researches. 
Furthermore, immersive environment are able to display this 
information on 3D surfaces as animated textures when 
tridimensional meshes are not available. That is why we 
chose to support this usual approach on the graphical 
action’s description card’s part (Figure 14). However, as we 
also aim at representing immersive representations, the 
application gathers all files needed to prepare this process. 

 
Thus, several graphic-representation files are supported: 
• The icon is an illustration created by the user to 

represent a specific action of a species. It can be 
used either in the IS to graphically sum-up a 
sampling session, or by the multi-agent simulation 
engine for its usual 2D visualization, or by the 3D 
engine as a texture. 

• The photos and videos are multimedia documents 
representing actions, linked to its card. Because 
biologists usually take several photos and sketches to 
illustrate the same action, it is important that the 
system allows them to gather all their pictures by 
handling multiple file uploading. 

• The “Animation bones” field refers to a 
tridimensional spatio-temporalized description of 
animation, in the BVH (BioVision Hierarchy) 
format, which is very used by motion-capture 
(“mocap”) systems. Indeed, an animation description 
file can be built with several methods (handmade by 
a computer graphic expert, or with an automatic 
acquisition system). The description of action can 
then be applied to the 3D model of the specimen in 
order to make it reproduce the movement. This step 
requires a computer graphic expert to help the 
thematicians. 

• Because it is not always possible to apply an 
animation to the 3D shape linked with the specimen 
in the Biodiversity module, a possibility is given to 

directly upload an animated model that shows the 
3D reproduction of an action for the specimen. In 
this case, the COLLADA format, which stands for 
“Collaborative Design Activity”, is favored, as it is 
an open and compatible file. 

All files linked to this part are stored and managed by the 
documentary multimedia database of the IS, and shared by 
webservices in a transparent way for the user. 

3) Simulation Aspect 
The Multi-Agent Simulation (MAS) aspect of the 

Behavior Management Module aims at gathering 
information concerning taxa behavior for multi-agent 
simulation. Toward the generation of metaverses, we use the 
multi-agent paradigm as presented by Ferber [3] to define the 
different components that take parts in simulation: 

• Agents are used to represent specimens. Indeed, 
agents are autonomous entities that have their own 
partial perception of the environment they live in. 
They also interact with other agents and with the 
environment. 

• Environment is used to describe the landscape of the 
simulation and the global evolution rule of the 
ecosystem. In multi-agent simulation, the 
environment is the world agents evolve in. It can 
adopt many topologies: spatial or non spatial, with 
metrics, etc. The environment also defines global 
evolution rules: for example gravity or temperature 
evolution during a year. 

• Objects are used to represent some specimens that 
do not play a major role in the simulation. In our 
description, some specimens can impact the behavior 
of agents but their own behavior is not really 
interesting considering the simulation scope. So to 
avoid useless computation, these specimens are not 
described as agents but as situated objects that 
interact with agents. 

 
Classic BIS provides information for environment 

initialization: many layers of geographic information systems 
are used to describe the topographic landscape and to 
provide objects or agents localization. Based on this layers 
principle, we defined the Dynamic-Oriented Modeling [11] 
which uses the multi-environment approach. This approach 
enables the splitting of the environment into sub-
environments. Each one of these environments contains a 
specific information layer. For example, a first environment 
will contain topographic information, another one will be 
used for messages exchanges between specimens and a third 
one will describe the vegetal food repartition. 

In GEAMAS-NG [17], our MAS platform, we also 
described a new temporal approach: the Temporality Model 
[10][16]. This model enables agents to define their own 
activation times and to link them with periodic behaviors. 
For example, an agent can define a temporality associated 
with its reproduction period: this temporality will 
periodically trigger the agent reproduction behavior. 
Moreover, the Temporality Model perfectly matches action’s 
description proposed by the general part of the Descriptive 
Aspect of the Behavior Management Module. 

 
Figure 14. Form dedicated to graphical representations 

275

International Journal on Advances in Systems and Measurements, vol 2 no 4, year 2009, http://www.iariajournals.org/systems_and_measurements/



Toward the building of metaverses, the main issue 
remains the definition of taxa’s behavior. Indeed, both the 
Descriptive Aspect and the Representation Aspect of the 
BMM aims at gathering information on a particular 
specimen: thematicians must analyze this information to 
determine the taxon’s generic behavior. To build a taxon’s 
multi-agent representation, they must define its state, i.e. the 
key internal (physiological or intellectual) parameters that 
drive its behavior, its perception capacities, i.e. its sensitivity 
towards the environment stimuli, and its action capacities, 
i.e. the way it updates its state and modify its environment. 

To define the complete behavior of a taxon, a first step 
consists in defining the set of actions this taxon can 
undertake. In the Behavior Management Module the 
Simulation Aspect is linked with the other aspect and so 
centered on actions description. 

Defining an agent’s action consists in answering three 
questions: 

• What did trigger the action? What are the external 
or/and internal causes that made the agent undertake 
the action? 

• How does the action impact the agent’s internal 
state? 

• How does the action impact the agent’s environment 
and other agents? 

Answering these questions requires knowledge of the 
environment the taxon evolves in, and its state. In the Multi-
Agent Simulation Aspect of the BMM, we provide basic 
edition for action definition: having defined the key 
parameters of the taxon’s state and the parameters of 
environments, the user can select some of the parameters and 
propose the action precondition (Figure 10). In the same 
way, user defines the consequences of the action on the 
taxon’s state and the environments (Figure 15). 

 
We chose to provide a basic formalism so that 

thematicians can fill in the Multi-Agent Simulation aspect 
with a minimal assistance from modelers. The modelers, or 
the multi-agent system, can then adapt the behavior to more 
complex formalisms like DEVS [20] or Netlogo [19]. 

D. General considerations on the proposed solution 
The three approaches used to describe the same 

phenomenon “action” can be identified as equivalent to the 
Model-View-Controller (MVC) paradigm developed in 
computer science. The textual description of an action 
corresponds to model’s presentation; the graphical 
description’s section is a view; whereas the simulation’s part 
represents the controller. By reproducing the MVC paradigm 

in the frame of a BIS module, we provide a stable and 
adaptive structure to the immersive world’s generation 
process. 

As we have said, each of the three aspects corresponds to 
a specific profession: ethologist, computer graphics expert, 
and simulation expert. Even if each of them can limit their 
use of the BMM at their specific section, the real 
improvement in the process of porting a part of the IS as a 
virtual world is reached when their work can be merged in 
one representation: the meaning given by the ethologist, the 
quality of representation provided by the computer graphic 
expert, and the formalism by the simulation expert. To obtain 
the best result on a specific mirror world, a meeting between 
the three specialists on a co-design platform [1] is necessary 
to ensure the correspondence of the three aspects. Indeed, 
without a good communication between the ethologist and 
the two other experts, the consistency of the three aspects is 
not guaranteed. Only the expert in behavior has the scientific 
knowledge to accurately describe relevant movements done 
by specimens during specific behaviors. 

However ensuring the communication between the 
experts is not a trivial task. In this way, multi-competent 
profile experts constitute a real advantage for the system, as 
they could check data consistency. This should be done at 
least for entries at the top of systematics hierarchy. Thus, the 
validated data can then be considered as references for users 
working at more specialized level of the taxonomy. In this 
way, it is important to feed the BMM with a set of generic 
initial values describing very common actions for each 
kingdom of systematics. These data will provide a frame for 
a future evolution of the module in terms of error prevention 
and detection. Moreover, it is important that ethologists use 
the same labels for equivalent actions and states at different 
levels of the systematics, in order to ensure the automation of 
the specialization and generalization process in data 
representation and simulation. 

Alongside these recommendations that contribute to the 
proper deployment of the application, several improvements 
of this tool can be set up. More than an automatic 
comparison between specific and generic data, a comparison 
between different occurrences of equivalent actions for 
different taxa would greatly improve scientific knowledge in 
term of species’ evolution. Another track of BMM technical 
evolution would put up with the enhancing of the 
interoperability between several BMM. Indeed the BMM 
shares its data with other modules and other BIS through 
webservices. Evolving the BMM to a meta-component able 
to exchange, compare and analyze data of other BMM would 
provide a controlled approach on information availability, 
validity, and contributor’s relative participation. The more 
structured data is available, the better the quality of 
simulation and representation will be. 

V. THE GENERATION OF BIS’ IMMERSIVE 
REPRESENTATIONS 

Because of the diversity and the huge amount of 
information contained in BIS, it is very difficult to evaluate 
the contribution of a user, to understand and keep in mind all 
the data associated to a specimen or a project. Furthermore, 

 
Figure 15. Description’s fields of the behavior's form dedicated to 

graphical representations 
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this information is hardly understandable in that shape to the 
general public. In the same time, the progress of real time 3D 
technologies allows to build new representations of 
information by creating virtual worlds, also called 
“metaverses”. These metaverses are built up by an 
aggregation of 3D models which can be seen from any point 
of view at any time (spatiotemporal representation). These 
3D shapes can represent any object, with a variable Level Of 
Details (LOD). Because metaverses offer visualizations close 
to reality, it is more easy to figure out and understand 
specific configurations of the IS entities through their 
realistic representations [7]. Modeling research results 
through virtual immersive learning environment also 
constitutes an ideal way to analyze and communicate them 
with decision-makers and the general public. 

However, obtaining 3D representations of information 
systems, and specially those dedicated to biodiversity 
management, is not a trivial task since the creation of the 
virtual world must be automated to support on demand 
generation. This section is a contribution to achieve this goal 
through a Biodi-Verse module, by defining a generic process 
to build metaverses from IS data [15], and establishing a 
typology of the different virtual world models that can be 
obtained. 

A. From 2D to 3D BIS representation: General Steps 
The principle of porting IS information from a 2D 

interface to a 3D immersive environment assumes that 
metadata associated to its entities provide a way to place 
(through lat-long coordinates) and to represent (3D models) 
them. If this last point is missing, then a substitute like 
generic representations (3D icons) can be used. We must 
precise here that our work aims to produce three-dimensional 
views of BIS data, not a 3D interface to manage them. The 
general process of the porting (Figure 16) can be divided into 
3 phases: 

1. The user (thematicians, decision-makers or general 
public) expresses his request to the system, that is to 
say, defines the part of the IS he wants to see as a 
metaverse. In order to limit the processing time, it is 
necessary to reduce the research’s field by 
submitting a context of request to the user. An 
acceptable basis is to focus the request on a project 
(i.e. a metaverse representing all the entities of a 
particular project), or on users (i.e. a metaverse 
representing all entities belonging to specified 
users). 

 

2. The description of the metaverse should be obtained 
by a software, the Virtual World Builder (VWB) 
[13], which interrogates the BIS (by using, for 
instance, its webservices). This analyzer works in 2 
steps. First, it takes a “photo” of the IS data 
(depending on the above request) at a precise time 
by creating an XML World Description (XWD, see 
Illustration 1) file gathering all the instances and 
metadata that have to appear in the virtual world. It 
creates a list of the entities that matches the 
request’s specifications. Then, the analyzer builds 
the metaverse architecture that will contain the 
entities and places them on it. The more accurate 
the VWB makes this generic XWD and the more 
accurate to the IS the metaverse will be. The 
configuration of the analyzer by users allows the 
software to determine the world’s architecture that 
will contain the representation of entities. 

 
3. The description of the virtual world can then be 

combined with 3D models by the 3D engine in 
order to create the metaverse corresponding to the 
user visualization request (configuration of the 
VWB). Depending on the 3D engine, the XWD file 
is converted in a compatible input format. The 
specificities of the representation (level of details, 
representation type) are settled by the user before 
the metaverse generation, in order to lead and limit 
the complexity of the 3D world. It can be seen as a 
second filter, after the initial request. 

As in all metaverses, a single click on a 3D entity can 
show the 2D card of its metadata from the IS, this 
representation combines the advantages of standard 
representation with the immersive visualization. We will 
now focus on the possibilities the Virtual World Builder 
could offer by defining the different appearances that should 
lead the generation process. 

B. Typology of immersive representations for IS dedicated 
to biodiversity 
Depending on the nature of entities, and the information 

linked to them, several representations are possible. In this 
part we will present the two models of representation and 
their declinations that correspond to four levels of details. 

1) Tree of rooms 
In order to represent the maximum of information from 

BIS, it is necessary to imagine a way to generate a metaverse 
compatible with all their entities, whatever the nature and the 
number of metadata associated to them would be. The tree of  

Figure 16. Data and generic processes to 3D IS 

<world name=”...” builder=”...” date=”...” owner=”...”> 
<request=”select * from entity where owner in ('user1', 'user2') order by owner, 
entities, collection” /> 
<description> 

<room name=”entrance” label=”1”> 
<room name=”user 1 entities” label=”1.1”> 
                            ... (list of entities and metadata)... 
</room> 
<room name=”user 2 entities” label=”1.2”> 
                            ... (list of entities and metadata)... 
</room> 

</room> 
</description> 

</world> 
Illustration 1. Simplified example of XWD 
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rooms is the first model of representation, and the most 
general one. It consists in a schematic 3D view of several 
rooms linked by tunnels, forming a tree data structure. Each 
tunnel gives information about the following room which 
contains 3D icons of entities’ instances. 

The positioning of these rooms and the connections 
between them are driven by the XWD which is itself built 
from the user request. Because each entity has a specific 
nature (contact, document, taxon, specimen, observation, 
map, definition and project) and belong to at least one user, 
we assume these two points can be used as default 
classification parameters for the representation of the entities 
in virtual worlds. Most of time, instances of entities are 
gathered in collections and subcollections in the Information 
Systems’ modules. This third parameter should then be 
suggested to the user, in order to refine the generic 
arrangement of the metaverse. 

Thus, the user chooses in his request which restrictions 
could be done (for instance, build a world representing the 
files shared by a specific user), and the kind of hierarchy that 
should be used to build the XWD (example: by user, then by 
nature of entity, then by collection). Note that if the request 
aims at representing a whole biodiversity project stored in 
the project management module, the hierarchy is inherent to 
the project’s structure, so it is not necessary to ask the user 
for classifications or hierarchy details. 

Because the size of each room depends on the number of 
files contained in it, the general architecture of the metaverse 
gives a good idea of a project importance, or of users 
participation in the IS content. 

 
As we can see on Figure 17, there are a lot of lost spaces 

beside tunnels in the metaverse architecture. But that is one 
of the advantages of virtual architectures: usability and 
appropriation can be the main focus of the world’s shape, 
independently of cost or space optimization’s matters. 3D 
representation also helps to show several levels of 
granularity. Thus, if the tree data structure is used to 
represent groups of entities, relations between them stored in 
the IS can be represented by wires linking them above the 
room’s walls (Figure 18). So users can “jump” from a 
document to all the related ones easily. Of course these links 
can be deactivated on demand in order to preserve the 
visibility of documents. In that way, this first level of 
representation offers several granularity levels corresponding 
to several data structures: one tree of hierarchical entities for 
several graphs of related documents. 

 
2) Mirror Worlds 

One of the specificities of IS dedicated to biodiversity is 
that they mainly deal with entities that have a physical 
materiality in the real world. In that way, it is possible to 
generate a virtual world trying to reproduce reality with 3D 
shapes correctly positioned. This kind of virtual worlds are 
called “mirror worlds” and constitute the second model of 
representation. Three increasing levels of complexity can be 
defined and mixed together with this model. 

a) Static mirror worlds 
Static mirror worlds try to reproduce reality at a precise 

frozen time: it is a photo of a scene reconstitution. All 
represented entities need a precise geolocation in order to be 
placed in the virtual world. Furthermore, to proceed to the 
automatic generation of the instantiated entities, several 
descriptive metadata are required to build their three-
dimensional shapes. TABLE II.  presents a list of entities that 
could be shown in mirror worlds, and the associated 
descriptors (other than location) that would greatly help to 
automate the process of shape customization. 

 
Entity User Specimen Map Sound 

(document) 
Common in 

most IS gender associated 
photo   

Not 
common. 
Improve 
virtual 
objects 

recognition 

real dimensions (width, length, 
and height) 

altitude of 
the 

viewpoint 
scope 

skin color, 
haircut/color, 

distinctive 
signs 

(glasses/beard) 

viewpoint 
and clipping 
of associated 

photos 

Generated 
Object 3D avatar 

3D shape or 
textured 
pictures 

adapted to 
visualization 

angle 

move view 
at a precise 
position and 

zoom 

sound played at 
the defined 

position 

TABLE II.  ENTITIES VISUALIZATIONS IN MIRROR WORLD AND 
METADATA NEEDED 

 This level of details has two main advantages. First, 
because static mirror worlds tend to reproduce reality, they 
are directly understandable by all kind of public. Second, 
they can display a configuration at a precise time and place, 

 
Figure 17. Example of blueprint for immersive world architecture 

based on the tree of rooms model 

 
Figure 18. Screenshot of Tree of rooms view 

1: 3D icons, 2: metadata, 3: links between entities, 4: path to the next room 
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so it is possible to represent and immerse the user in 
configurations that do not exist anymore. 

But mirror worlds also bring new constraints and 
difficulties compared to the first model: 

• Mirror worlds are usually built by placing 3D 
models on a background map (generally an 
orthophotographic view of the place) as ground. So 
it is necessary to have a background map of the place 
which needs to be represented, at a scale that fits 
user’s request. 

• Depending on the request, it is difficult to make a 
metaverse adapted to several scales (microscale or 
macroscale). Without the assistance of a proper 
Head-Up Display (HUD), users risk to miss existing 
information. 

• It is impossible to represent entities that have not a 
physical materiality (for example a definition in the 
thesaurus). If it should imperatively be represented 
in the virtual world, then it would be compulsory to 
use the 3D icons like those used at the tree of rooms’ 
level. 

More generally, when an entity’s representation is not 
available at a level of detail, it is possible to use its 
representation at the precedent level. For instance, if a 
generic 3D shape is not available for a specimen, it is 
possible to use its photo as a planar representation. 

b) Scripted mirror worlds 
The scripted mirror world is the second level of this 

model and introduces the notion of time in the generated 
metaverse. Indeed, BIS contain temporal information. 
Especially, project management modules contain 
information like “specimen S of taxon T has been observed 
(observation O) at time tx and place P (map) by user U”. 
Several data from a specimen studied in the frame of a 
monitoring experimentation constitute the script of a 
chronosequence that can be represented by an interpolated 
animation: the movement of thematicians and specimens’ 
representation in the metaverse (Figure 19). Of course, 
depending the size of the gap between interpolated keys, an 
important bias can be introduced, but the resulting 
animations are still interesting for the immersion as long as 
this uncertainty is clearly notified to user and identified in 
the 3D scene (opacity modified during interpolation). 

 

With the implementation of a behavior module like the 
BMM in MABIS, common actions (like eating, sleeping, 
etc.) could then be represented. The most complex available 
representation is used to show the action: tridimensional 
shapes are better than videos, which are better than photos, 
themselves superior to icons in terms of immersion 
experience. If none are available, it is then possible to find a 
substitute at a more generalist level of the systematic 
hierarchy (Figure 20). In the case of an immersive 
representation, depending the choices made by the users 
during the visualization’s configuration, a specific 2D 
representation (icon) can be given a better importance than a 
generic 3D representation. 

 
The animation in the virtual world can focus on a specific 

place or follow a particular specimen among the other 
inventoried in the area of study. Because this representation 
allows a more natural visualization of data, it is often easier 
to analyze than the original script. By enlarging the research 
scope of the VWB in the IS (from a project’s entities to the 
whole IS), and adjusting the tuning of the passage of time, 
researchers can discover which other specimens and 
thematicians come at the same place but different times. 
Thus, it is possible to identify inter-species relations and 
establish collaborations between specialists working on 
nearby subjects. 

So, this level of representation makes a new step toward 
the representation of reality, which is very useful to handle 
specific configurations of entities. Showing animated 
chronosequences is also demonstrative and useful for the 
analysis of collected data, but, given the focus made by IS 
dedicated to biodiversity, restricted to the representation of 
users and specimen (Directory and Systematics modules). 
However, it uses the information from other modules (e.g. 
cartographic module). 

c) Simulation metaverses 
The scripted mirror world has introduced the time factor 

by representing actions described in the project management 
module. The third, and highest level of complexity in this 
second model, keeps the time factor, but instead of just 
reproducing past actions, it introduces a simulation engine 
that analyses the scripted data of each module, and 
particularly those provided by the BMM, in order to 

 
Figure 19. Screenshot of mirror world view 

1: background map, 2: user, 3: planar representation of a specimen, 4: 3D 
representation of a specimen, 5: planar representation of a moving specimen 
(colored/direction given by an arrow) 

 
Figure 20. Evaluation of representations availability in the BMM for 

an action, given their precision (taxonomic hierarchy) 

279

International Journal on Advances in Systems and Measurements, vol 2 no 4, year 2009, http://www.iariajournals.org/systems_and_measurements/



represent possible present and future of specimens’ 
instances. 

There are two ways to simulate entities’ moves: by using 
a mathematic model, or a multiagent system [2]. In the first 
case, most of the actions in the simulation are established by 
determining periodic elements in the script. In the second 
case, each entity (specimen) becomes an agent in the 
simulation. The aim is to generate rules to define agent 
behavior and interactions from its data in the IS. For the 
moment, this can only be done by simulations’ experts. 
Automating this step is facilitated by the structure chosen for 
the Behavior Management Module. 

 Using a multiagent approach, it is possible to link 
specimens to the behavior module that returns adapted rules 
to feed agents in the simulation. Because species behavior 
can be linked to their taxonomic level, generic rules can be 
determined to ensure results at several granularity levels. 
Indeed the BMM module greatly helps BIS that have to 
generate simulation metaverses. 

C. General considerations on the proposed solution 
BIS entities can be represented in metaverses as four 

representations corresponding to two models (Figure 21). 
The first representation (view) is generic, compatible with 
almost all IS structures, whereas other representations 
require a lot more metadata and specific information related 
to entities. However, each view has its own relevance. The 
first view provides an easy way to immersively evaluate the 
IS content according to specific grouping factors, as “user” 
or “project”. The second view is adapted to the immersion in 
a frozen scene to analyze its configuration. The third view 
(second level of the second model) is an animated reality 
reproduction that tries to represent moves and actions: it is 
adapted to scene reconstitution. The fourth view is based on 
a simulation engine, and represents its output as a metaverse 
in order to facilitate the simulation’s understanding by 
decision-makers. 

 
If we analyze the request that allows the generation of a 

metaverse, we can determine that it can be divided into two 
steps. The first one is always to select the entities that have 
to be represented in the virtual world. The second step, in the 
first model, is to build the tree structure, whereas, in the 
second model, there is no structure to build but a background 
map to retrieve, on which entities will be placed by 
exploiting their geographical metadata. That fact means that, 
from an XWD file, it is not possible to change from a model 
to another without making new requests to the IS. The XWD 
needs to be regenerated to swap views, instant 
rearrangements of virtual worlds are not possible without 

preserving all metadata (even those not represented) 
associated to entities. 

Thus, depending their needs and the data availability, 
users can choose the representation that would help them 
most. However, it is possible to assist them in the choice of 
the representation that would give them more information by 
using the evaluation of the metaverse’s quantity of 
representable information. Indeed, from the initial request, 
the VWB is able to determine metadata on the different 
models of virtual worlds that could be generated: number of 
entities corresponding to the request, availability of metadata 
(georeferencing data necessary for mirror worlds, quantity of 
temporal information associated to entities for scripted 
worlds), or determination of the application’s resources 
limitations (i.e. generic shapes for the entities that have to be 
represented). Using these clues, the system can suggest a less 
complex view if the one asked by user risks to appear empty. 

Future evolutions of the application will probably greatly 
improve the immersion experience in BIS. Prospection fields 
are numerous and rely on the same technical development 
that edutainment software [4] have recently received, 
adapted to the thematic: 

• Share the immersion experience on virtual online 
worlds [7] that could be visited by several 
thematicians at the same time. 

• Add a pattern recognition module to the VWB in 
order to generate, at the same time of the metaverse, 
a list of interest points that should be considered by 
researchers, or by general public. 

• Profit from the growing interoperability between 
BIS to provide a better integration of distributed data 
with data warehouses (like Google 3D warehouse 
[5]). 

The generation of virtual worlds from IS is indeed a 
research field that will require numerous studies and 
propositions, since it is a recent field of investigation. 

VI. OVERALL DISCUSSION 
The MABIS architecture has been instantiated in the Etic 

program, and more recently in its last evolution, in the 
Nextic project: two French environmental initiatives to build 
a BIS dedicated to the management of tropical information in 
Mascarenhas Archipelago. The screenshots we presented are 
extracted from these BIS which permitted us to gather 
feedbacks in order to improve our model up to the one we 
have presented here. If the global layered structure is now 
stable, it is however difficult to obtain feedbacks from 
anything else than a driven discussion with end-users. 
Indeed, it is not an easy task to formalize a study to globally 
analyze an IS that is distributed through several applications 
without having to evaluate each of the modules’ GUI. That is 
why our multidisciplinary team is now associated with 
knowledge engineers that focus on the evaluation of the 
interactions between the interfaces of modules and the 
different types of users. 

In the same time, we are also trying to improve our 
innovative modules, like the Biodi-Verse that tries to 
generate metaverses from BIS information. Now that a 

 
Figure 21. Immersive representations of information 

for the main entities, at each complexity level 
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reliable process has been defined and first experimentations 
started, we are expecting precise analysis for testing and 
optimizing both BMM and Biodi-Verse applications. One of 
the aims is to build a protocol to evaluate the relevance of 
metaverses, depending their structure and level of details, 
and their utility to the different types of users. Although we 
have no doubt that the complexity of virtual world 
generation from BIS is a brake for the non-specialists, in the 
frame of the Nextic project, we first prefer to focus on 
experts and amateurs which represent our main users at the 
present time. 

The MABIS model offers a convenient evolution of its 
own structure through its modular layered architecture. In the 
frame of the whole BIS, major enhancement like the adding 
of a new entity, is supported through the development of a 
new module: a WCS or a WSS, depending the complexity of 
the new entity and its treatments. In the frame of a single 
module, in order to provide the three modes (main, deported, 
and remote) of use, functionalities are fully decoupled from 
the GUI. Thus enhancement through the adding of 
functionalities is facilitated. 

However, it is important to note that each module does 
not require all functioning mode. In the frame of the Nextic 
project, we decided to separate the authentication of users 
and the provisioning of their data, two features initially 
gathered by the directory, in two modules. The idea is to 
keep the provisioning in the directory and extract the 
authentication part in a new dedicated module supporting 
several protocols like Lightweight Directory Access Protocol 
(LDAP), OpenID and Code Access Security (CAS). This 
evolution is to let other institutions use our BIS through their 
own authentication server. In this case, the MABIS 
authentication module does not require a main mode as this 
functionality will essentially be used through its webservices, 
in remote mode. 

This generalization of webservices in MABIS also allows 
to expect major enhancements in terms of inter-BIS data 
sharing. Two cases can be considered: 

1. Exchanges between two BIS build on the MABIS 
structure. As the systems rely on the same 
architecture, it is convenient to exchange and merge 
the information from the two platforms. Thus the 
search engine of all modules should soon integrate a 
simple checkbox allowing to extend the search of 
any entities to all referenced MABIS platforms. 

2. Exchanges between an information system built on 
MABIS architecture, and another BIS. In this case, 
the communication between the two platforms 
directly depends on the existing webservices and 
the data models used to describe the entities. As 
several structures coexist (for instance Dublin Core 
and METS for documents, or SDD and DELTA for 
taxa), and because BIS concept is relatively young, 
it is difficult to choose and exchange among the 
different possibilities. 

Note that the current MABIS architecture does not impose a 
particular data model for entities as the structure defined is 
more global. However, even with two MABIS systems based 
on different data models describing its entities, the existence 

of homologous webservices ensures the facilitation of 
exchanges. 

In terms of general evolution of the MABIS structure 
now, we plan to prospect on two points. The first one is to 
try to implement parts of WSS, like the VWB of Biodi-
Verse, in SaaS. Indeed new evolutions of programming 
languages, like Action Script 3, allow unexplored 
possibilities to provide on the Web traditionally installed 
complex software. The second point is to build an abstract 
presentation layer to virtually gather all the functionalities 
offered by the WCS and the WSS gates in a consistent, easy 
to interrogate, interface. These developments are part of a 
strategy to strengthen the exchanges between MABIS 
architecture and international initiatives like the Global 
Biodiversity Information Facility (GBIF). 

VII. CONCLUSION AND PERSPECTIVES 
We have presented a new model of modular Biodiversity 

Information System: the MABIS architecture. These 
modules are components and software offering services 
through three different modes (main, deported and remote). 
MABIS provides a better flexibility on a relevant layered 
structure, in order to gather different types of users usually 
spread on several systems. Using this model, we have 
focused on three specialized modules: 

•  An evaluation component, the SIE, to associate 
certificates to scientific information stored in the 
BIS. This tool allows to follow the enhancement of 
data shared by specialists and amateurs through an 
authoritative and a community certification process. 
It allows users to debates on cards information with 
the aim to improve their content. 

• A behavior management component (the BMM), to 
manage ethological data on specimens and taxa. The 
main considered entities are action, as a behavior 
unit, and sampling session, that represents an 
ordered collection of actions associated to one or 
more specimens. Three descriptive approaches are 
supported (textual, visual, and formal) to respond to 
the needs of three different experts (ethologists, 
computer graphics experts, simulation experts). 

• A Biodi-Verse software, to generate immersive 
representations of selected MABIS entities. Because 
information systems dedicated to biodiversity gather 
sets of data difficult to appropriate, we present 
several possibilities to represent them through virtual 
worlds. Using a generic process, it is possible to 
generate up to four different representations of an IS 
part, depending on the available resources and the 
data structure. 

The instantiations of MABIS architecture through the 
Etic program and Nextic project have already given positive 
feedbacks that also suggest enhancement tracks to the model 
in terms of data exchanges between BIS. Our future 
researches will be directed toward these fields. 
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Abstract—End-to-end available bandwidth estimation is a cru-
cial metric for bandwidth-dependent services such as multimedia
streaming, peer-to-peer and gaming applications; it is also useful
for quality of service verification and traffic engineering. This
paper presents the details of ASSOLO, an efficient active probing
tool for estimating the available bandwidth of a network path.
The tool is based on the well-known concept of “self-induced
congestion”, and it features a new probing traffic profile called
REACH (Reflected ExponentiAl Chirp) to test a wide range of
possible rates with a single stream of packets. In addition, the
program runs inside a real-time operating system and uses some
de-noising techniques to improve the measurement process. Ex-
perimental results show that ASSOLO outperforms pathChirp,
a state-of-the-art measurement tool, estimating the available
bandwidth with greater accuracy and stability in presence of
different cross-traffic sources. Moreover, we demonstrate that the
use of a real-time operating system can increase the stability of
the estimations lowering the impact of software context switches.

Keywords-Available bandwidth, active network measurement,
performance evaluation, real-time.

I. INTRODUCTION

ASSOLO is a novel tool for available bandwidth estimation

in packet-switched networks which has been originally intro-

duced in [1]. This work extends some of the results presented

in the original paper by investigating the performance of our

tool in presence of poissonian cross-traffics. We also study

the actual impact of a real-time operating system on the

measurement process, and we provide more details on the

filtering technique implemented into the program.

The available bandwidth of a network path is a crucial

metric in quality-of-service management, traffic engineering

or congestion control. Voice over IP (VoIP), peer-to-peer and

video-streaming are examples of widely-used applications that

could greatly benefit from the knowledge of the available

bandwidth along an Internet path. For example, in [2] and

[3] the importance of the available bandwidth is investigated

respectively for peer-to-peer (P2P) networks and gaming-on-

demand services. In [4] the authors focus instead on improving

the perceived quality of video streaming through a dynamic

path selection based on the measurement of network-layer

metrics. Similarly, in [5] the authors propose a live broadcast

platform where the video source is distributed to a number

of clients organized in a peer-to-peer tree-structured overlay

network. In this network the root node is also responsible

for organizing and maintaining the position of each peer

within the tree according to the available bandwidth and the

latency between peers. The knowledge of the actual available

bandwidth is also exploited in [6] to improve video streaming

rate- and quality-adaptation decisions; results obtained through

simulations show that an estimation algorithm can substan-

tially increase streaming performance.

The same approach is also adopted in existing commercial

products: Microsoft Windows Media Server includes a tech-

nology called Intelligent Streaming for on-demand and live

media streaming over IP. This solution identifies the actual

maximum throughput allowed by the network path using a

end-to-end client/server system. This value is used to choose

the best encoding rate which maximizes the quality of received

media without overloading the network [7].

In principle, it would be possible to obtain estimates of the

available bandwidth directly from intermediate routers along

the network path; however, this is not feasible in practice due

to technical and security reasons. Therefore, researchers have

proposed several end-to-end measurement algorithms which

infer the network characteristic transmitting a few packets

and observing the effects of intermediate routers or links on

these probe frames. Examples of probing tools which have

emerged in recent years are IGI [8], Spruce [9], Pathload [10],

TOPP [11], [12], pathChirp [13], FEAT [14] and BART [15].

They differ mainly in the structure of probe streams and in

the algorithms used to estimate available bandwidth from the

received packets. Nevertheless, producing reliable estimations

in real-time still remains challenging: the measurement process

should be efficient, accurate, non-intrusive and robust at the

same time. Moreover, the algorithm should adaptively apply

to different types of networks and cross-traffics, and must be

able to produce fast periodic estimations in order to track

bandwidth fluctuations. As a result, as noted in [16]–[18],

current available bandwidth estimation techniques and tools

are far from being ready to be applied in many applications

and scenarios.

Compared to the tools mention above, our novel tool AS-

SOLO (Available-bandwidth Smart Sampling On-Line Tool)

features a new probing traffic profile called REACH (Reflected

ExponentiAl Chirp). A REACH tests a wide range of rates
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and is more accurate in the center of the probed interval.

Moreover, ASSOLO uses a combination of new and existing

filtering techniques to improve the accuracy and stability of

results. Finally, our tool runs inside a real-time operating

system in order to minimize the impact of context switches

on the measurement process.

The rest of the paper is organized as follows. In Section

II we introduce the related work on available bandwidth

estimation and we focus on the Probe Gap Model, the general

measurement scheme adopted by our tool. Next, Section III

illustrates the algorithm used to generate the REACH probing

stream and the additional features introduced in our tool. An

evaluation of ASSOLO is presented in Section IV, including

results obtained comparing our solution to the state-of-the-

art tool pathChirp both in terms of intrusiveness and accuracy.

Finally, in Section V we conclude and we outline future works.

II. RELATED WORK

Techniques for end-to-end available bandwidth estimation

can be divided into two categories: active probing and passive

measurements. The latter infer the required information from

existing data transmissions while active probing techniques

produce an estimation injecting dedicated probe traffic into

the network.

Passive measurements do not require dedicated packets to

perform the estimation: useful information is obtained from

traffic originated by active connections providing a particular

service. In this context, the idea of using TCP for network

measurements has attracted a lot of studies: RTT values [19]

or ACK arrival times [20], [21] have been used on the

sender’s side to infer the available bandwidth from existing

transmissions. These methods are lightweight and fast but they

can be applied only to network paths that have recently carried

traffic. Moreover, congestion control algorithms, buffers and

competing connections may influence the achievable through-

put of a single TCP connection, thus altering the accuracy of

estimations [22].

Active measurement techniques use probe packets to mea-

sure the end-to-end delays introduced by existing cross-traffic

(Figure 1). These methods require instrumentation at both

ends of the path; moreover, the probe traffic injected into the

network may affect the performance of other applications and

actually alter the available bandwidth. In addition, some tools

require a long measurement time and use hundred of packets

before producing an estimation. The majority of existing tools

belong to the Probe Gap Model (PGM) or the Probe Rate

Model (PRM).

In the Probe Gap Model, a tool sends a single probing

pair or train; it exploits then the dispersion of packets on

the receiver side to calculate the available bandwidth. The

main assumption of this model is that the link with the

minimum available bandwidth is also the link having the

minimum capacity. This is probably the biggest limit of this

approach: the hypothesis is not valid for many Internet paths

and can results in significant underestimations of the available

Fig. 1. The spacing effect on multiple traffics over a congested network
path.

bandwidth over multi-hop links [23]. Notable tools based on

the Probe Gap Model are Spruce [9], IGI [8] and Delphi [24].

Delphi [24] assumes a multi-fractal model for the cross-

traffic. The main idea in this tool is that the spacing of two

probing packets at the receiver can provide an estimate of the

amount of traffic at a link. Spruce [9] is based too on direct

probing and it uses tens of packet pairs to collect available

bandwidth estimations. The input rate of pairs is chosen to be

roughly around to the capacity of the path, which is assumed

to be known. Moreover, packets are spaced with exponential

intervals to emulate a poissonian sampling process. IGI [8]

uses a sequence of about 60 unevenly space packets to probe

the network and the gap between two consecutive packets is

increased until the average output and initial gaps match.

The Probe Rate Model, instead, is based on the concept of

self-induced congestion. The underlying idea is quite simple:

if a sequence of packets is sent at a rate lower than the

available bandwidth along the network path, then the arrival

rate of packets at the receiver will not exhibit any notable

variation and it will match with the sender’s rate. On the other

hand, if the sending rate exceeds available bandwidth, one or

more intermediate queues will fill up and the probe traffic

will experience delays. Thus, the measurement is performed

through the research of the turning point at which the probe

stream starts seeing an increasing trend. The PRM model has

proved to be accurate and it is used in many estimation tools,

such as TOPP, Pathload, pathChirp, FEAT and BART.

TOPP [11], [12] and Pathload [10] use a constant bit-rate

stream, sending pairs or trains of packets at a given rate and

changing this rate every round. TOPP increases linearly the

sending rate in successive streams, trying to find out the exact

turning point. Pathload on the other hand varies the probing

rate using a binary search scheme and the final output, result

of multiple measurements, is a variation range rather than a

single estimate. Since multiple trains are required to produce a

single estimation, the intrusiveness of these techniques is quite

high and the measurement process is time-consuming.

PTR [8] is an active probing algorithm which sends several

probing packets to detect background traffic. The method com-
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pares the time interval at the source with that of destination

and then uses the timings to estimate the value of available

bandwidth.

pathChirp [13] sends a variable bit-rate stream called chirp,

which consists of exponentially spaced packets. A chirp allows

to probe the network path over a wide range of rates injecting

only one stream – if the delays show an increasing trend

starting from a particular packet, the associated rate is used to

infer the unused capacity. pathChirp can estimate available

bandwidth sending only one chirp: this feature makes the

measurement process fast and lightweight. However, path-

Chirp samples the lower rates more frequently than the higher

rates. Therefore the tool is less accurate if actual available

bandwidth is not located nearby the beginning of the probing

range. Smoothed-chirp (S-chirp) is a similar approach based

on iterative probing and originally proposed in [25].

BART [15] relies on sequences of packet pairs sent at

randomized rates. This tool uses also a Kalman filter to track

the evolution of available bandwidth in real-time and to filter

out noisy observations. BART is lightweight, efficient and

non-intrusive; however, the tool is still in development and

it is not freely available. MR-BART is a extension of the

original BART method which employs multi-rate probe packet

sequences to achieve faster convergence and more accurate

estimations.

FEAT [14] is a recent tool which features a probe pattern

called fisheye stream. A fisheye stream consists of packets of

equal size which are sent at a changing rate, from a lower

bound to a maximum probing rate. The tool identifies also an

interval, called “focus region”, where the available-bandwidth

is most likely to be. Inside this region the sampling frequency

is higher and the number of packets sent for each sampling

rate is larger. This approach creates a more identifiable turning

point but it also makes the measurement process intrusive.

While BART and FEAT look quite promising, it is difficult

to compare them to other state-of-the-art tools: the results

presented by the respective authors have been obtained only

through simulations or using specific Internet paths, and to our

best knowledge the two programs have never been released

publicly.

III. ASSOLO

ASSOLO is an available bandwidth estimation tool which

has been originally presented in [1]. Unique to this tool is a

new probe traffic profile called REACH (Reflected ExponentiAl

Chirp), which tests a wide range of rates using a single stream

of packets and injecting a negligible amount of traffic into the

network. The tool introduces also some techniques to minimize

the impact of different sources of errors on the estimation

process.

A. Probing stream

ASSOLO is based on the concept of “self-induced con-

gestion” – it tests different rates using a single stream of

packets, and then infers the available bandwidth harnessing

the information about the relative delays. This approach has

a twofold advantage: it requires neither clock synchronization

nor clock-offset knowledge between the two end-hosts probing

the network. However, it is important to consider that the

first packet of the train itself does not have any associated

rate. Instead, it is used as a reference value to calculate all

successive relative queuing delays within a stream.

The novel REACH probing traffic profile tests multiple rates

with a single stream, and it is more accurate at the center

of the stream, where the actual available bandwidth is likely

to be. A similar idea was originally proposed in [14], but our

method introduces a different spacing algorithm and sends less

packets. Compared to pathChirp, the stream used by ASSOLO

is different too – both tools use a sequence of packets with

increasing delays, but the shape of the traffic and the delays

within a stream are not the same.

The REACH stream used by our tool tests different rates

increasing the instantaneous packet rates from a lower bound

L to a maximum rate U . The first k packets of the stream

probe values lower than the center H = U+L
2

; additional k
packets test values between H and the maximum probing rate

U . However, the probing rates do not increase linearly in a

REACH. Instead, the density of the stream increases as well

as values approach the center of the interval [L,U ]. Then,
once the rate H has been tested, the probing density start

decreasing. The same can be said for the accuracy of the

estimation, since it is proportional to the density of the probing

stream.

The maximum relative accuracy of ASSOLO’s estimations

is defined by the parameter σ. Given the probing range, the

absolute error S around the center of the probing interval is

calculated as:

S = σ

(

U − L

2

)

. (1)

Moreover, the algorithm uses a coefficient γ to control how

fast the density of streams changes. This parameter reminds

the spread factor used by pathChirp, although the two resulting

trains are quite different. ASSOLO uses by default σ = 5%
and it sets γ to 1.2. However, it is important to note that

the choice of these parameters is arbitrary – values should be

assigned according to the specific requirements of the target

application. Decreasing γ and σ, the tool would send more

packets but it should result in a more accurate estimation; sim-

ilarly, increasing these value should reduce both intrusiveness

and accuracy.

An additional parameter ∆x is also needed to better describe

the REACH stream generated by ASSOLO. The function of

this auxiliary coefficient is to describe the gap between two

consecutive packets of the stream, and it is defined as follows:

∆x = S · γ|x−1| (2)

and combining Equations 1 and 2 we get:

∆x = σ
U − L

2
γ|x−1| (3)

Starting from the center H of the probing interval towards

the upper bound U , instantaneous packet rates in a REACH are
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H,H + ∆1,H + ∆1 + ∆2,H + ∆1 + ∆2 + ∆3, .... A more

formal description of instantaneous probing rates Rx tested by

this stream is:

{

Rx = H, if x = 1

Rx = Rx−1 + ∆x, ∀x > 1, Rx < U
(4)

On the other hand, probing rates from the center towards

the lower bound are H,H − ∆1,H − ∆1 − ∆2,H − ∆1 −
∆2 −∆3, .... The instantaneous rates tested by a REACH can

then be described as:

{

Ry = H, if y = 1

Ry = Ry−1 −∆y, ∀y > 1, Ry > L
(5)

The resulting stream is shown in Figure 2. As also the name

REACH (Reflected ExponentiAl CHirp) suggests, the profile is

symmetric: the right and the left part look like two mirrored

exponential functions.

Since the function is symmetric, we can analyze only the

right part of the stream – the same considerations would also

apply to the left one. ASSOLO uses k packets to test values

between H and the upper bound U . Thus, the instantaneous

rate Rk associated with the kth packet is the maximum probing

rate. We can write this condition as:

U = Rk = H +

k
∑

i=1

∆i → U −H =

k
∑

i=1

∆i (6)

If we substitute the values of ∆i and H , we get:

U −H = σ
U − L

2

k
∑

i=1

γ|i−1| (7)

U −
U + L

2
= σ

U − L

2

k
∑

i=1

γ|i−1| (8)

U − U+L
2

σ U−L
2

=

k
∑

i=1

γ|i−1| (9)

U−L
2

σ U−L
2

=

k
∑

i=1

γ|i−1| (10)

1

σ
=

k
∑

i=1

γ|i−1| (11)

In addition, the value of the truncated sum is:

k
∑

i=1

γ|i−1| =
γk+1 − 1

γ − 1
(12)

Combining Equations 11 and 12, we get:

γk+1 =
γ − 1

σ
+ 1 (13)

which leads to

k = logγ

(

γ − 1

σ
+ 1

)

− 1 (14)

Actually we should define Rk as the maximum sending rate

not exceeding the upper bound U . Equation 6 should then take

the form:

U ≥ H +

k
∑

i=1

∆i (15)

Hence the correct value of k is:

k =

⌊

logγ

(

γ − 1

σ
+ 1

)

− 1

⌋

(16)

As we mentioned before, a REACH uses the first k packets

of the stream to probe values lower than the center H = U+L
2

.

Then, the stream probes the rate H; finally, other k packets

tests values between H and the maximum probing rate U . As

a result, a REACH probes 2k+1 rates exploiting relative delays

between probe packets. Therefore, our tool needs to send an

additional packet at the beginning of the REACH. The total

number N of packets used by ASSOLO to probe 2k +1 rates

is:

N = 1 + (2k + 1) = 2k + 2 (17)

Since we know the size of a REACH, we can also combine

Equations 4 and 5 and describe the rates probed by a REACH

profile as:

Rj = H + sign

(

j −
N

2

)

· S ·
γ|j−N

2
| − 1

γ − 1
(18)
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B. End-hosts predictability

A fundamental difficulty with the existing measurement

tools stems from a number of issues on both end-hosts and

network paths [26]: system timing, hardware errors and end-

to-end pathologies could produce a considerable amount of

noise in the individual network observations. For example, the

Linux kernel is a time sharing operating system designed to

give a fair share of the CPU in a multi-user environment [27] –

even some kernel services like memory allocation and system

calls exhibit some non-deterministic timing behavior.

Network measurement tools have strict operational dead-

lines between the arrive of a packet and the application’s

response to that event – the same can be said for the sender

side, where the packet sent by the application should ideally

start with no delay. In [28] the impact of context switching

on the measurement process is analyzed in depth. Some tests

conducted in our lab confirmed that a significant amount of

noisy observations is due to the non-deterministic behavior of

the operating systems hosting the sender and the receiver. To

accommodate deadlines on both the end-hosts we decided to

use a real-time operating systems (RTOS), which can guaran-

tee predictability and accurate system timings for applications.

ASSOLO runs inside a GNU/Linux system with RT-Preempt

[29], [30] patch enabled, thus using a fully preemptible ker-

nel with high-resolution kernel timers. In order to minimize

the impact of context switches on the bandwidth estimation

process, the tool gets the highest priority on both the end-host

systems while probing the network.

Our program could be easily ported to other real-time

operating systems, since it is written in C language and uses

standard system calls. However we decided to use the RT-

preempt approach, which makes the software much more

portable and easier to deploy and maintain over a large

network infrastructure.

Compared to other Linux real-time approaches, such as

RTAI [31] and Xenomai [32], RT-Preempt is not a hard real-

time approach in strict sense: processes can incur a latency that

is not deterministic and no guarantees are usually provided

on the feasibility of a given task set. Although this real-

time extension to the Linux kernel suffers from the above-

mentioned limitations, it greatly improves the performances

of many applications and the responsiveness of the whole

system, thus providing adequate service for most applications

that need real-time determinism [33]. Moreover, no special

programming libraries are required: the applications compiled

for RT-Preempt Linux can be also used on a standard, non

real-time Linux system with negligible adaptations.

C. Observations filtering

Like the end-hosts, also intermediate routers can be heavily

affected by predictability issues: interrupt coalescence, clock

resolution and context-switching delays are all factors that

can potentially modify timings of the probe traffic, therefore

introducing errors. Moreover, almost all existing tools assume

the hypothesis of fluid cross-traffic [34], ignoring the discrete

nature of packets. However this non-deterministic behavior of

intermediate nodes depends on the specific network path and

it can not be easily controlled or even described. As a result,

most of existing available bandwidth estimation techniques

produce noisy observations [35], [36].

A vast majority of available bandwidth estimation tools

introduce filtering techniques: for example, Moving Average,

Exponential Weighted Moving Average (EWMA), Wavelets or

Kalman filters have been successfully adopted in [13], [15],

[37]–[40] to attenuate noise and local random fluctuations,

converting noisy values into a reliable estimate.

The idea of using such a solution in this context is based

on the predictability and long-term stability of the Internet.

Typically, the available bandwidth of an Internet path shows

strong correlation and a certain degree of stability over inter-

vals that span from several minutes to a few hours [14], [41].

Given a new observation, an effective filtering technique can

produce a new estimate of the available bandwidth combining

both the most recent observation and the old values.

For example, the Exponentially Weighted Moving Average

(EWMA) filter uses one or more observed values Ok and

outputs a new estimation Ei calculated as follows:

Ei = αEi−1 + (1− α)Oi. (19)

This filter is used by some estimation tool like Abing [37] and

Yaz [38]. However, the difficulty with the EWMA technique

lies in the choice of the exponential weight α. With large

values of α, the old estimates are given more importance and

the filter is slow but stable; agility is instead achieved by

keeping α small. Ideally, the filter should be adaptive, setting

the value of α according to the current circumstances: sharp

and non-persistent changes can at first be treated as noise

using lower weights αi. However, if the change persists, the

filter should quickly converge to the new value. Equation (19)

should then take the form:

Ei = αiEi−1 + (1− αi)Oi. (20)

Lowpass EMA [42], Stability [43] and Error Based Filters [43]

are three existing techniques designed around this philosophy.

Although they have been proposed a couple of years ago, to

our best knowledge none of them has actively been employed

in an available bandwidth estimation tool.

In [44] we originally proposed the use of Vertical Horizontal

Filter (VHF) in such a context. The VHF filter is a modified

EWMA technique borrowed from the financial world [45]

which can dynamically modify its behavior according to trends

identified in the temporal evolution of available bandwidth

according to the same principles of the three above mentioned

filters. The dynamically exponential weight αi in (20) is

computed as:

αi = β
∆max

∑i

t=i−M |Ot −Ot−1|
(21)

where ∆max is the gap between the maximum and the

minimum values in the M most recent observations. We set β
as 1

3
and the window size M = 10, although these parameters
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were obtained empirically and a careful choice could bring

further improvements.

We performed a series of simulations to investigate the

effectiveness of different filtering techniques on the avail-

able bandwidth estimation process. Compared to the methods

mentioned above, we found that the VHF filter leads to

better results in many cases and shows greater stability. Our

experiments also indicated that there is no need to fine tune

the VHF filter every time some network conditions change.

A detailed description of VHF and a comparison between

different linear filtering techniques can be found in [44].

Results persuaded us to employ the Vertical Horizontal

Filter, which is used inside our tool to cope with noisy

observations and to estimate the actual available bandwidth

from raw measurements.

D. Excursions segmentation

According to the basic principle of PRM’s self-induced

congestion, an instantaneous sending rate higher than the

actual available bandwidth results in increasing queuing delays

at receiver; otherwise, packets sent by a tool will experience

no delays. This model is valid also for tools which probe

multiple rates with a single train, like ASSOLO does – the

last instantaneous probing rate which does not result in an

increasing queuing delay is considered a simple estimate of

available bandwidth. However, this approach oversimplifies

reality, lacking, for example, to consider cross-traffic bursty

behavior and end-host interrupt coalescence effects.

Traditional network adapters generate an interrupt for each

received frame, thus generating up to thousands of internal

signals per second in high-speed networks. These interrupts

consume a lot of system’s resources and introduce a significant

amount of context switches, resulting in a CPU overhead. [46]

To mitigate the effects of this issue, some network adapters

recently introduced the support for Interrupt Coalescence (IC)

[47]. This solution decreases the processing overhead buffering

multiple packets before generating a single interrupt for the

burst of frames. A similar approach has been introduced

in NAPI [48], a modification to the device driver packet

processing framework of Linux kernel. NAPI mixes interrupts

with a polling approach to implement an adaptive interrupt

coalescing which modifies its behavior according to the actual

network load. This solution usually results in improved per-

formances for high-speed networking. Although IC decreases

the per-packet processing overhead, it introduces also non-

deterministic queueing delays, thus altering the time spacing

of packets in a probing train. As noted in [49], IC can be

detrimental to TCP self-clocking making the traffic more

bursty, and it has a negative effect on the accuracy of active

and passive bandwidth measurements.

The typical profile of queuing delays in a train is often non-

monotonic. For example, Figure 3 shows the typical queuing

delays of a chirp sent by pathChirp: one or more excursions

produced by bursts return to zero, while a final excursion ends

with increasing queuing delays.

Fig. 3. Typical queuing delays in a chirp.

function EXCURSION(q, i, F, L)

j ← i + 1
qmax ← 0
while (j ≤ N)AND (qj − qi > qmax/F ) do

j++ ⊲ Count excursion’s packets

end while

if j ≥ N then

return j ⊲ Non-ending Excursion

end if

if j − 1 ≥ L then

return j ⊲ Excursion

else

return i ⊲ Not an excursion

end if

end function

Fig. 4. Pseudo-code for the pathChirp’s excursion segmentation algorithm
[13].

The authors of pathChirp introduced a smart segmentation

algorithm to cope with this kind of burstiness effects, detecting

increasing delays belonging to a cross-traffic bursty transient.

The main goal of pathChirp’s excursion segmentation algo-

rithm is to identify potential starting and ending packet i and j
respectively for an excursion. Potentially, every packet i where
queueing delay qi starts increasing could be a starting point

of an excursion. We define the end of the excursion as the

point where the queuing delay returns to zero or where it has

decreased by a factor F from the maximum queueing delay

experienced during this interval. Moreover, if the distance

between these two packet is long enough, for example longer

than a threshold L, then all packets between i and j form

an excursion. On the other hand, the last excursion identifies

the congested region and it does not terminate. The pseudo-

code of the procedure is presented in Figure 4 while a detailed

description of the whole algorithm can be found in the original

paper of pathChirp [13]. Since this solution proved to be quite

effective to cope with burstiness, ASSOLO adopts exactly the

same technique to analyze the queuing delays of each single

REACH and to identify the correct turning point.
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E. Availability

Additional implementation details and a copy of the source

code of ASSOLO are all freely available at http://netlab-

mn.unipv.it/assolo/ or through the authors. Future develop-

ments and data reports will be published at the same location.

IV. RESULTS

In order to evaluate our estimation method, the performance

of ASSOLO has been studied in a controlled testbed envi-

ronment. In addition, we compared the intrusiveness and the

accuracy of our solution with pathChirp, a similar state-of-the-

art measurement tool, in presence of poissonian or constant bit

rate (CBR) cross-traffics.

The testbed configuration is shown in Figure 5. Two

computers using Ubuntu GNU/Linux are connected together

through a Fast Ethernet cross-cable and serve as routers. Two

other machines of the testbed simulate a source of controlled

traffic flows using the D-ITG tool [50], which loads the

network generating synthetic flows of known properties and

statistical distributions. Finally, the sender and the receiver for

each measurement tool use additional PCs running Ubuntu

GNU/Linux with a standard or real-time kernel. Prasad et al.

in [51] showed that each store-and-forward device introduces

an additional serialization latency in a packet’s delay. This can

result in a consistent underestimation of the hop’s capacity.

Therefore, we provisioned the network with two Fast Ethernet

switches in order to introduce an additional potential source

of errors during tests.

The topology of the testbed is quite simple but sufficient to

evaluate the performance of a measurement tool: for example,

the same configuration has been used in [52] and [17] to

perform an experimental comparison of different available

bandwidth estimation tools.

We adopted the default configurations for both probing

tools: ASSOLO uses σ = 5% and γ to 1.2 while the γ of

pathChirp has been initially set to 1.2. Since results obtained

in [13] showed that pathChirp generally performs better with

larger packets, the packet size for both tools was 1000 byte.

Finally, the upper and the lower bandwidth bounds U and L
were respectively equal to 200 and 10 Mbps; however, both

tools automatically adjust the values if the range is too narrow.

A complete list of all the configuration parameters of testbed’s

devices and tools is provided in [53].

A. Intrusiveness

The intrusiveness of pathChirp and ASSOLO can be easily

compared. From [36] we know that a chirp is composed of N
packets, where N can be calculated as follows:

Nchirp =

⌊

2 +
1

logγ
log

(

U

L

)⌋

.

The size of the stream sent by pathChirp depends on the

upper (U ) and lower (L) rate bounds. However, pathChirp

automatically reduces or increases the probing range if it is

too wide or too narrow: as a result, the tool sends on average

15-20 packets.

Fig. 5. Testbed configuration.

On the other hand, the length of a REACH only depends on

the two parameter σ and γ. In section III-A we calculated the

size of a REACH probe as:

Nreach = 2 ·

⌊

logγ

(

γ − 1

σ
+ 1

)

− 1

⌋

+ 2.

Hence, our algorithm send always 18 packets using default

values of σ and γ.
Our experiments show that the amount of traffic injected by

ASSOLO and pathChirp is comparable and extremely limited.

Using the default parameters, the measurement process of both

tools takes less than one second to produce an estimation over

links with a capacity higher than 1 Mbps. However, the two

methods are based on the concept of self-induced congestion,

i.e., the estimation is performed by injecting probe traffic at a

rate higher than the available bandwidth of the network path.

The drawback of this approach is that the bottleneck node is

congested by the probe traffic – the existing cross-traffic is

delayed, and its packets’ timings can be significantly affected

by the measurement process.

B. Accuracy

We tested both pathChirp and ASSOLO in the presence

of different sources of cross-traffic with varying intensity. We

generated CBR cross-traffic of 64, 32 and 16 Mbps and, finally,

we turned off the traffic source. We evaluated both tools in

each cross-traffic scenario, repeating the measurement process

10 times for each algorithm: averaged results are shown in

Figure 6. Then, we repeated the same tests simulating different

sources of poissonian cross-traffic with increasing average

traffic load. The results obtained after 10 runs are shown in

Figure 7.

Our experiments show that pathChirp constantly overesti-

mates available bandwidth and measurements are quite un-

stable. This is a well-know problem of pathChirp: similar

results have been obtained in [15], [17], [54]. On the other

hand, we found that 80% of ASSOLO’s estimations exhibit a

relative error lower than 15%. Figure 8 shows an example of
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Fig. 6. Measurements obtained in presence of different CBR cross-traffics

measurement performed in our testbed while the network path

is loaded with a Constant Bit Rate cross-traffic of 32 Mbps:

the difference between the two tools is notable both in terms

of accuracy and stability.

It is worthy of remark that the accuracy of the two tools

does not seem to depend on the nature of the cross-traffic

– the performances are almost identical using either a CBR

source or poissonian distributed packets.

C. Stability

We have analyzed the impact of a real-time operating system

on the ASSOLO’s measurement process. We performed a

few tests with the real-time feature enabled and then we

disabled it before repeating the estimation procedure with our

tool. A sample comparison of the measurements obtained in

the two cases is shown in Figure 9: the average value is

correct in both configurations but the real-time feature provides

much more stability. Although more investigations would be

required, preliminary results confirm that the use of a real-time
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Fig. 7. Measurements obtained in presence of different poissonian cross-
traffics

environment can effectively reduce the impact of different non-

deterministic sources of error.

The same experiments could also be repeated for a longer

observation interval, in order to catch possible long-term

oscillations or biases in the estimations obtained with a non

real-time system.

V. CONCLUSION AND FUTURE WORK

In this work we presented the details of ASSOLO, an

active probing tool which features an efficient measurement

scheme for end-to-end available bandwidth estimation in

packet-switched networks. Moreover, we described some de-

noising techniques and detailed the real-time operating system

used by our tool to improve the estimation process.

Preliminary experiments revealed that our algorithm is non-

intrusive and accurate, estimating the available bandwidth with

greater accuracy and stability with respect to the pathChirp

measurement tool developed by the Rice university.
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Fig. 9. Measurements using either a real-time operating system or not.

The testbed we used is quite simple and the synthetic cross-

traffic does not fully catch the complexity of actual commu-

nication flows. We plan to test intensively the performance

of our tool over actual Internet paths and in presence of

realistic cross-traffic traces. We will also include a study of the

actual accuracy, intrusiveness and robustness when dynamic

traffic patterns are presents. An extensive comparison of our

approach with other state-of-the-art tools is needed too. Above

all, BART and FEAT are recent tools which seem to perform

better than the original pathChirp: a comparative study will be

conducted as soon as the code of these software will be freely

available.

Since the bounds of ASSOLO’s probing interval have to

be set manually at start up, a coarse estimation of the current

available bandwidth is required prior using our tool. We plan

to introduce an initial self-configuring feature as proposed in

[55], thus avoiding the need for any prior knowledge of the

network path.
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